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Preface

This book is both timely and timeless. It is timely in that information systems (IS)—in
all their guises—are even more fundamental to business, organizations and society
now than ever before. They underpin e-business and social media as well as driving
the operations of organizations of all sizes. It is timeless in that we seem to continue to
make many of the same mistakes again and again when delivering IS. The better we
can understand the past ofmodels andmethods for delivering successful IS, hopefully,
the less we will repeat those mistakes.We have seen a worrying shift towards strategy
in the role for IS. They are clearly strategic, but they must be developed, deployed and
they must deliver. But we must also focus on the systems themselves.

There are tensions between used and useful systems. We need to understand
better why some systems get used and others do not. We also need to appreciate the
role of context and the appropriateness of different development methods. As the
context in which the system is, or will be used, changes, so the systems need to
change too—and changed more frequently as well as being used by different people
for different purposes. All IS development tends to follows a lifecycle. Sometimes
this is all planned in advance and sometimes it is incremental. Developers must
match process to problem and to requirements. They must also plan for, and deliver,
benefits.

In the mid-1990s, I was part of a team at Warwick Business School that
developed a 3-D model of Information Systems Success (Ballantine et al. 1996).
This model attempted to understand IS success by separating it into three levels;
technical development, deployment to the user, and delivery of business benefits.
The model is described later in this book, but it is useful just to reprise it, here in the
foreword, as it attempts to uncover the quantity and complexity of the variables that
need to be combined in some way so as to allow organizations to derive benefits
from their IS.
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In the model, filters act between the levels of IS effectiveness and inhibit or
encourage adoption of the system at the next level, but the filters act independently
of the quality of the system at lower levels. Influencing factors collectively deter-
mine the quality of the information system within levels. Some factors may work at
more than one level and not all factors have to be positive in order to achieve a
positive result overall. There may be inter-relationships between factors within and
across levels. Influencing factors can be endogenous, within the control of actors at
the respective levels or exogenous, lying outside such control.

At the development level, success is influenced by endogenous factors such as
complexity, project management, technology, development method, user involve-
ment, professional skills and experience, and data quality. Output from this level is
a technical system that enters the implementation filter. Exogenous factors influence
implementation that results in the acceptance, or not, of the technical system.
A technically excellent system, but one in which users had not participated, might
be rejected, as might an imposed system or one that offers nothing that existing
systems do not already deliver. An IS can be a success at the development level, but
not at the deployment level. Yet, a low quality technical system may be successfully
deployed due to the support of a champion, business imperative or management
dictate.

A successful, implemented system enters the deployment level where factors
influence how much, and how well, the system is used. The user is central, as the
technical system serves the user and delivers benefits. Deployment success is
influenced by user satisfaction, support, information quality, user skills, the
resources deployed for implementation and the nature of the task. An IS, although
successfully used, may fail to deliver business objectives. The integration filter
determines whether the system actually works within the organization. It may be
prevented from doing so by an organizational structure or politics.

At the delivery level forces such as active senior management support, change
management skills and benefits management improve fit between the system and
the organization. The resources available and the way output from the system is
used affect success, as does the alignment of individual and business objectives.
However, even achieving business objectives may not result in increased business
performance, due to exogenous factors in the environment filter. These include
competitor movements and political, social, and economic factors.

The primary purpose of outlining this model here is to communicate that
IS success is not simple. We need to draw a wide boundary around the notion of the
information system and appreciate the rich and complex scope and impact of IS.
This book attempts to do this. It is a source guide to the theory and practice of
IS methods and methodologies. But crucially it offers a multi-disciplinary approach
to these, allied to a depth of understanding. It is contemporary—as system use
changes so do methods to deliver them. And it is clear about the need to understand
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context. It is a book that will appeal to students of IS, to those researching in IS, and
to those whose main role is to develop IS. Hopefully, it will help us to avoid
repeating the mistakes of the past and to deliver more useful, used systems.

Birkbeck, University of London, UK Philip Powell
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Chapter 1
Introduction to Information Systems
Models and Methodologies

1.1 Introduction

As information technology (IT) permeates more and more aspects of human life,
information systems (IS) have grown to become an essential component of orga-
nizational management. Iivari and Hirschheim (1996) define an information system
as a system providing users with information on specified topics within an orga-
nizational context, with computers as its main support. Alter (2008), on the other
hand, defines an information system as a work system whose activities are centered
on the processing of information. IS ultimately provide the support for an organi-
zation’s networks of information creation, gathering, processing, or storing.

Today, a solid IS, one that is generally accepted by its users and proves to be
successful, can determine the success of a business, in a world where competition is
ever fiercer. Accordingly with this phenomenon, researchers have grown more and
more interested in establishing IS development methodologies and models that can
be used across a wide range of contexts, with the purpose of finding ordered,
systemic frameworks among the immense variety of techniques and methods that
can be found in practice. On the other hand, as IS become more complex, there is a
growing need for organizations to have a basis of logical constructs that can provide
them with the tools to easily define, control, and integrate all the components of the
system (Zachman 1987).

The great variety of existing models for IS development is rooted in the fact that
developers of a system will be guided by a number of influences related not only
with the object of their work (the goal of the system they are developing), but also
with the very nature of their organization, and how it affects expectations. As the
developer absorbs these influences, so does the system being built (Hirschheim and
Klein 1989), leading to a large number of possible variables, which in turn com-
plicates bringing out a unified view of the problem.

Research has not only focused on the creation and development of IS, but also
on what happens to the system beyond its implementation stage, particularly
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regarding its acceptance or not within the context of the organization and the user
base. The interest in defining what can “make or break” a new system has also lead
researchers to focus on building models that can help an organization or project
manager determine and measure the system’s success.

In this book, we will discuss the major methodologies that have been established
in existing literature related to systems development and acceptance, as well as the
more prominent models that are rooted in each methodological approach. This will
allow us to identify how specific methodologies and models are fit for specific types
of IS development projects, underlining the usefulness of such theoretical frame-
works for practitioners that want to identify which methods are best for their
specific projects.

This book is organized into the following chapters:

Chapter 1—Introduction to IS Models and Methodologies (the current chapter);
Chapter 2—IS Development Life Cycle Models;
Chapter 3—IS Development Methodologies;
Chapter 4—Web Site Development Methodologies;
Chapter 5—Usability Evaluation Models;
Chapter 6—Quality Evaluation Models;
Chapter 7—IS Models for Success Assessment.

Each of the chapters, from 2 to 7, will be briefly introduced in the next pages of
this Chap. 1 and detailed in the remaining book.

1.2 Systems Development Paradigms

The vast body of research that relates to IS development has led some researchers to
attempt to group different methods into a set of simple categories, based on com-
mon principles and similarities. These categories, or paradigms, are essentially
formed by the underlying philosophies, goals, guiding principles, and fundamental
concepts that justify the choice of a given approach to IS development (Iivari et al.
1998).

According to the seminal work of Hirschheim and Klein (1989), there are four
paradigms of IS development, which, in turn, are based on paradigms of systems
analysis (see Fig. 1.1).

The functionalist paradigm focuses on the context, social order, consensus,
needs, and rational choices. IS are developed by application of formal concepts,
through methodical and planned intervention and based on rational principles. The
social relativist paradigm focuses on individual subjectivity and the personal frame
of reference of the social actor. IS development takes into account the subjective
and cultural context of the developer. The radical structuralist paradigm advocates
the need to transcend existing limitations born out of social and organizational
structures. IS development is built by an awareness of necessities and limits and
what can be done to improve the system beyond that border. Finally, the
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neohumanist paradigm emphasizes the role of different social and organizational
forces in exercising change. IS development is shaped by the rationality of human
action (Hirschheim and Klein 1989).

Iivari and Hirschheim (1996) build on this concept to define three major aspects
that shape the modeling of IS and can be used to determine different underlying
paradigms: the organizational context and user base (host organization), the topic of
interest to the users (universe of discourse), and computers (technology). They are
common across the board of IS methodologies; however, there is great variety in
how each information system is conceived at each level (Iivari and Hirschheim
1996). An approach that focuses on the technical level, for example, will have its
emphasis placed on methodic planning and design, and prototyping.

Iivari et al. (1998) eventually expanded the four paradigms into a set of new five
approaches. The interactionist approach focuses on the social use of IS and defines
IS as institutions, with complex and overlapping interactions and negotiations
between actors. The speech act-based approach focuses on communications and
communicative action and perceives the IS as a communication system that
mediates speech acts or a formalization of professional language. The soft systems
methodology approach focuses on the learning methodology and the IS as a support
system for human activity. The trade unionist approach focuses on the worker and
perceives computers as tools, and IS as support systems for working relationships,
built with collective participation. The professional work practice approach aims at
combining performance and management principles and perceives that IS devel-
opment requires a balance between methodological and practical approaches (Iivari
et al. 1998).

Fig. 1.1 Four paradigms of IS development (adapted from Hirschheim and Klein 1989)
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The discussion of paradigms and approaches is important because it allows to
determine a broader context for different IS development practices and provides
them with a position within the frameworks of systems analysis and general social
sciences. On the other hand, this also allows for a better understanding of how
principles of general scientific paradigms can improve systems development (Iivari
et al. 1998).

Paradigms established through research are intimately connected with systems
development in practice. A paradigm does not constitute a methodology for prac-
tical interpretation. However, existing examples in practice are the fundamental
drive behind the definition and further research of these paradigms. An existing
system becomes part of a body of knowledge that can further fuel the body of
research. But that system can also gain from the existing body of research, by
adopting certain of its principles. Therefore, for some authors, systems development
provides researchers with the necessary component of experience that can further
the advancement of research (Nunamaker et al. 1991). Thus, it can be asserted that
paradigms are useful tools that can aid in the process of systems development, by
providing simple frameworks that can be identified with the organization’s culture
and goals.

1.3 IS Development Life Cycles

A system development life cycle (SDLC) is a framework oriented toward the
description of the sequence of activities or stages that a given product goes through
between its conception and its implementation or acceptance. Generally, all projects
go through these stages, but there are numerous different models of SDLC that are
more or less appropriate to particular types of project. The developers have to
pinpoint the characteristics of their project and figure which of the SDLC models is
more useful for their situation (Massey and Satao 2012).

The concept of SDLC emerged as a framework for software development in the
late 1960s, particularly oriented toward large-scale developments under traditional
methodologies. However, it has since then evolved to become a general concept for
systems development of any kind, including IS (Patterson 2004). Some life cycle
models have also attempted to break from the rigid structure of initial concepts and
approach the more flexible agile methodology.

SDLC can be divided into two generic types. First, there are the waterfall-type
models, thus named due to the seminal work of Royce (1970) who outlined an
SDLC model of successive stages sequenced downward like the flow of a waterfall
(see Fig. 1.2). This model essentially presented the ideal strategy for a development
project, by outlining some principles of good practices, such as design before
coding, rigorous documentation of each stage, and appropriate planning (Munassar
and Govardhan 2010). It described the development project in a sequence that can
be summarized in five steps: analysis, design, coding, testing, and implementation
(Balaji and Murugaiyan 2012). It is, essentially, a description of a product’s
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development under the perspective of traditional methodologies, with an emphasis
on the process, rigorous documentation, and self-contained stages. It was the first
approach to SDLC in research.

The second type of SDLC comprises the incremental-type models. The incre-
mental model contradicts the waterfall principle of developing a system in a single-
pass process, with rigorous documentation and an extensive testing stage, to pro-
duce a final, fully usable product in the end. Incremental models instead propose
developing a system in successive builds or increments. With each build, the system
is designed and developed, and a working version or prototype is implemented.
Users can then test it actively, within working contexts, and provide valuable
feedback. This feedback will then be used as a starting point for the next build.
With each successive build, the system becomes more complete, more functional,
and closer to what the users intend (Massey and Satao 2012).

Most models of SDLC can be considered variants of the waterfall model, the
increment model, or a combination of both. By introducing innovative concepts
within the structure of the original models, or by bringing together the strong points
of each one, researchers have attempted to build ideal models of SDLC for many
years, resulting in a great variety of different approaches.

The V-model was an adaptation of the waterfall model that attempted to
emphasize the testing stage, by proposing that each stage of the process entails a
certain type of testing activity. It was presented in the shape of a V. The first
sequence of events moves downward like the waterfall model, from analysis of
requirements, to high- and low-level design, and coding. Once coding is complete,
and a new sequence of actions moves upward, comprising all the different testing
phases that should be followed: unit testing, integration testing, system testing, and
acceptance testing (Balaji and Murugaiyan 2012).

Fig. 1.2 Waterfall model (adapted from Balaji and Murugaiyan 2012)
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The spiral SDLC model (Boehm 1988) proposed a much more complex
approach to the incremental model, where development of the system is built in
successive waves, much like the growing arms of a spiral, while also introducing
the concept of risk analysis in the process.

The rapid application development model, or RAD, was an adaptation of the
incremental model for projects that had very restricted time limits, as it was based
on the concept of establishing time boxes for the development of each build, in an
attempt to bring together IS development and the business goals of the organization
(Gottesdiener 1995).

SDLCs can be seen as context-specific applications of the principles of the
various system development methodologies. The dichotomy between traditional
and agile has a parallel in waterfall versus incremental, albeit not an exact one.
While methodologies allow for the organization to position the desired information
system within the larger context of the project’s needs and goals, development life
cycles describe the system’s development process in detail, from conception to
deployment. Pinpointing the appropriate SDLC for a given project can provide
developers with a valuable tool for organization and management.

1.4 IS Development Methodologies

An IS development methodology (ISDM) can be defined as a “system of proce-
dures, techniques, tools, and documentation aids, usually based on some philo-
sophical view, which help the system developers in their efforts to implement a new
information system” (Avison and Fitzgerald 1995, cited by Avison and Taylor
1997). Iivari et al. (2001) define IDSM as a set of specific instructions or proce-
dures, constituting a model or general guideline for the goals, tools, and steps
necessary to build a system.

Toward the end of the twentieth century, most ISDM that were in practical use
by organizations and companies were either structural or object methodologies
(Tumbas and Matkovic 2006). Essentially, structural methodologies were charac-
terized by rigid, step-by-step descriptions of the flow of activities that constitute the
development process, from the analysis of the system’s requirements to the design
and eventual implementation and maintenance of the final product. Each step is
rigidly determined, and there are no overlaps. Object methodologies focused on the
dynamic aspect of the process of development and perceived each stage in the
process as part of an evolutionary chain of events, leading to the notion of iterative
or incremental development, where the system is released in a preliminary version,
and subsequent versions improve and complete it.

Both structural and object methodologies are now commonly referred to as
traditional methodologies. In essence, traditional development advocates single-
pass development through successive stages, based on extensive documentation and
a rigid perception of requirements. Methods outlined under the traditional scope
aim at being as simple as possible, because the goal is often to make them adaptable
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to as many different projects as possible. This led some researchers and developers
alike to find such methods inadequate for the fluid nature of development projects
(Hardy et al. 1995).

As IT and IS became more complex, developing projects were increasingly
constrained by external factors such as budgetary and time limits, unstable user
requirements, and the constant evolution of available technology (Tumbas and
Matkovic 2006). Toward the end of the 1990s, a new category of ISDM has
surfaced that is commonly referred to as agile development, and its increasing
popularity has reshaped the research on ISDM during the last decade. The most
popular form of agile development in recent years is the scrum methodology
(VersionOne 2013), which is particularly flexible and can account for requirement
changes at any point of the process, making it ideal for commercial projects
(Fig. 1.3).

Avison and Taylor (1997) classify the different ISDM according to five different
types, which are ultimately based on the scope of the problem situation that the
system aims at resolving. We have summarized these findings in Table 1.1.

The first class consists of well-defined problems, with clear requirements and
objectives. This class encompasses the more traditional methodologies, which
divide the development process into a given number of stages, starting typically
with analysis of requirements and ending with the product’s final release and
maintenance, with no overlapping between stages (Avison and Taylor 1997). An
example is the structured systems analysis and design methodology (SSADM). This
methodology follows a set structure of eight stages, starting with strategic planning
and feasibility studies, and ending with production, maintenance, and review of the
final product (Goodland and Riha 1999). Although later alterations can be made, it
is not an incremental methodology, as the product is only released when it is

Fig. 1.3 Traditional versus agile development
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complete. SSADM was originally intended for use by government entities and large
projects, so it is ideal for stable requirements and is heavily reliant on documen-
tation (Schumacher 2001).

The second class of ISDM includes all methodologies that are applicable to well-
structured problem situations, where the ultimate goals are clear, but where user
requirements are likely to change along the process (Avison and Taylor 1997).
Structured analysis and design of information systems (STRADIS) is an example of
this class of ISDM. It is essentially a traditional methodology; however, it focuses
heavily on the tools necessary to solve specific problems, instead of attempting to
outline a generic set of stages that should be followed for all situations, therefore
making it a much more problem-oriented solution (Britts 2011).

The third class of ISDM is comprised of methodologies which are applicable to
unstructured problem situations, where objectives and requirements are unclear and
most likely unstable (Avison and Taylor 1997). Such situations call for an approach
that focuses on the wider context of the project, and the subjective views of the
users and developers, thus these methodologies are commonly known as “soft”
approaches (as opposed to “hard” approaches that emphasize the technical pro-
cesses and tools). The prime example is the soft systems methodology (SSM) which
was precisely intended to bridge the gap between the different (and often con-
flicting) views of the stakeholders involved in the development project. To achieve
this, SSM relies on the building of conceptual models that synthesize the problem
situation, facilitating its simplification (Sánchez and Mejía 2008).

The fourth class of ISDM consists of methodologies that are applicable to sit-
uations where user interaction is very high and/or where user acceptance is a major
factor, such as in highly commercial projects. An example is the effective technical
and human implementation and computer-based systems, or ETHICS methodology,
an approach which is heavily focused on user participation and the impact of the
system on the working environment of the users (Avison and Taylor 1997).

The fifth and final class of ISDM comprises situations where the problem sit-
uation is too complex, requiring contingency solutions to the system development
(Avison and Taylor 1997). Such situations are usually met by resorting to hybrid
methodologies that pick aspects from various others, in order to reach a solution
that is appropriate for the particular situation at hand. The Multiview methodology
is an example of this hybrid approach.

Table 1.1 Different types of ISDM, based on Avison and Taylor (1997)

Problem
situation

Requirements Methodologies

Well defined Clear Technical, rigid, hard approaches. Ex.: SSADM

Well defined Unstable Technical, rigid, problem-oriented and focused on tools
rather that stages. Ex.: STRADIS

Unstructured Unstable Soft approaches, context and user-based. Ex.: SSM

N/A Unstable User-centric and focused on subjectivity. Ex.: ETHICS

Complex Unstable Contingency models, hybrid approaches. Ex.: Multiview
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Essentially, ISD methodologies are specific theoretical constructions of what
exactly is necessary to build a system. The great variety of existing methodologies
is rooted on the reality that each system has a particular context—not only orga-
nizational, but social and technological as well—and the methodology to build that
system will be influenced by what particular goals and philosophies the stake-
holders are trying to promote or focus on. Thus, methodologies determine the tools
and techniques that will be used to create or improve a system and are more specific
and practice-oriented constructs of IS research than the previously discussed
paradigms.

1.5 Web Site Development Methodologies

Traditionally, projects that involved the creation and development of Web appli-
cations and sites were managed much in the same way as any other software
development projects, and the corresponding methodologies were used. However,
even during the first years of widespread commercial use of the internet, researchers
have pointed out that there are very particular aspects to Web development which
give rise to particular needs, when it comes to developing a new product or system.

Developers had been faced with this reality, but the solution was often to
implement ad hoc strategies, without the systematic, methodical, and rigorous
approach that characterized traditional software development. This issue was fur-
ther emphasized by the rapid growth of the Internet and the perceived need by many
companies and organizations to quickly “be on the Web,” leading to rushed
development processes (Murugesan et al. 2001).

In 1998, a group of researchers and developers attempted to address this issue in
the first Workshop on Web Engineering, where Web Engineering was presented as
a new discipline of software engineering, focusing on the inherent aspects of Web
development that require appropriate solutions. A set of guidelines was determined,
essentially adapting key constructs from software development methodologies to
the reality of the Web. Their ultimate goal was to establish “sound scientific,
engineering and management principles and disciplined and systematic approaches
to the successful development, deployment and maintenance of high quality web-
based systems and applications” (Murugesan et al. 2001).

In Web development, there is more emphasis on design as a process stage,
because Web developers cannot control the environment in which potential users
are going to use the product. A wide variety of user preferences, as well as the
awareness of existing competition, create a prominent need to make the Web site or
application immediately distinctive and usable, thus making design a fundamental
aspect, and introducing a component of esthetic creativity that is not present in
traditional software development.

The object-oriented hypermedia design methodology (OOHDM), proposed in
1995 by Schwabe and Rossi, breaks down the design process into three dimensions:
conceptual design, navigational design, and abstract interface design, after which
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follows the stage of implementation of the product. Conceptual design involves the
creation of a conceptual model of the Web site that produces a set of classes,
subsystems, and their relationships. Navigational design implies the description and
visualizations of the navigational structure of the Web site, through varied navi-
gational classes such as nodes, links, indexes, and tours. The abstract interface
design then interprets the conceptual model and the navigational structure into
interface classes—text fields, buttons, etc. Throughout the entire design process,
OOHDM uses object-oriented modeling as its main tool, hence its name (Schwabe
et al. 1999). It is ultimately a methodology that aims at helping developers and
designers create single-user hypermedia environments, but researchers have
observed that it is not adequate to projects that want to embed authoring functions
in the Web site or application, permitting users to edit and add content (Schümmer
et al. 1999).

Similarly, the relationship management methodology (RMM) focused on hy-
permedia applications, as the vehicle for the relationships between objects.
Developed by Isakowitz et al. (1995), it is a structured, step-by-step methodology.
The process starts with rigorous analysis of the Web site’s objectives, the market,
and the user base, as well as information sources, permissions, distribution chan-
nels, and other business-related principles. Then, much like the OODHM, the
design process is broken apart, in this case, in six stages related to different
dimensions of design, as outlined in Fig. 1.4.

While OOHDM and RMM are adaptations of traditional, rigid IS development
methodologies, other methodologies have attempted to bring a more holistic
approach to Web development, in accordance with the large scope of goals and
needs of Web projects. The Web information system development methodology
(WISDM) was developed by Vidgen et al. (2002) in an attempt to combine essential
principles of the Multiview IS development methodology with the specific char-
acteristics of Web projects. Multiview is a contingent, goal-oriented solution to the
development of IS projects with complex and diffuse needs and requirements.
Likewise, WISDM posits that a unified approach that brings together the different
levels of the development project, proposing a socio-technical approach. The
development process is broken apart into a four-stage framework. The analysis
stage is divided into organizational analysis (where goals of the Web project are
integrated into the organization’s general strategy) and information analysis (where

Fig. 1.4 Design processes of
the RMM (adapted from
Isakowitz et al. 1995)
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requirements are specified). The design stage is also divided into two processes:
work design (where the characteristics of the Web project are developed in line with
user/customer needs) and technical design (where the project is physically devel-
oped through programming), while user-interface design bridges the two processes.
This methodology stands out due to its heavy emphasis on the creative aspects of
Web development, while more traditional methodologies are too reliant on IS-
specific terminology and principles.

Much like IS development methodologies, all Web development methodologies
ultimately aim at aiding in the creation of products that are efficient and appropriate
not just to the organization’s goals, but to the users. However, Web methodologies
forcibly need to take new aspects into account, namely an exceedingly diffuse user
base which cannot be contacted directly for the most part, and the need to differ-
entiate the product at an esthetic level, so as to permit users having a first contact
with the Web site or application to immediately feel a positive relationship with the
content. This has introduced specific characteristics to the Web development
methodologies, namely a great emphasis on design processes.

1.6 Usability Evaluation Models

In IS development research, one question in particular has generated a considerable
amount of attention: How can developers and managers effectively determine
whether given IS are being successful in accomplishing the goals they were
developed for? How to assess the degree to which the system is improving the
general working principles of its users?

The issue of usability is of key importance in this field. Usability essentially
refers to the degree to which a system is easily learned and used by its users. Some
researchers have focused on the study of cognitive processes as a way to define
usability principles that are directly inferred from those processes, hence more
appropriately matched to the way users behave and think.

According to Norman (1993), there are two dimensions to human cognitive
processes. The experiential mode refers to perceptions, actions, and reactions, while
the reflective mode implies thinking, reasoning, comparing, and making logical
decisions. It is argued that specific modes of cognitive experience require different
technologies and systems. The proposed field of cognitive engineering specifically
focuses on the development of systems that support users’ cognitive processes, in
an attempt to facilitate the adjustment to the system, and reduce the difficulty and
complexity of the system, using human–computer interaction (HCI) principles.

Similarly, to this approach, researchers have attempted to define models so as to
aid developers in determining the adequacy of their system to their respective users,
during the testing and evaluation stages of the development process. Nielsen (1994)
observed a number of different methods of evaluating usability, summarized as
follows:
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• Heuristic evaluation—informal methods where usability experts evaluate HCI
dialogues according to established principles (heuristics), specific to the project;

• Cognitive walkthroughs—detailed procedures where a user’s problem solving
process is simulated, and it is analyzed whether the process will lead to the
correct, expected actions or not;

• Formal usability inspections—rigid procedures that follow well-defined roles
and combine heuristic evaluations with simplified forms of cognitive
walkthroughs;

• Pluralistic walkthroughs—meetings where users, developers, and other stake-
holders discuss scenarios and dialogue elements;

• Feature inspection—a thorough inspection of features, sequences, processes, and
all aspects that users can eventually come across, pinpointing what aspects are
exceedingly unnatural or require excessive experience/knowledge;

• Consistency inspection—the designers inspect and compare interface features
from multiple projects;

• Standards inspection—an expert on a specific interface standard inspects the
project for compliance.

There have been other methods and methodologies established for the better
evaluation of usability. Card et al. (1983) proposed the GOMS model, where four
essential constructs are emphasized—goals, operators, methods, and selection rules,
giving the model its acronym. Goals are the specification of user needs and
objectives. Operators are the specific objects that will physically describe the HCI.
Methods are programs built from the operators, designed to facilitate the accom-
plishment of the goals. Selection rules then help predicting which method will be
more appropriate for specific situations. The ultimate goal of this methodology is to
bridge the gap between the psychological level, where the users’ cognitive pro-
cesses develop, and the concrete, physical level, where the system acts.

Pirolli and Card (1999) in turn describe an adaptive control of thought in
information foraging model (ACT-IF) which is essentially derived from the theories
of evolutionary psychology. The process by which users search and gather infor-
mation is illustratively compared to the process of food foraging, and it is asserted
that users will follow “scents,” which, in the context of IS, are the perceptions of
value, cost, accessibility, obtained from instinctive cues such as citations, links, and
icons. The stronger and more evident these cues are, the more likely the user is to
make correct choices that fulfill his/her needs. Thus, developers need to focus on
methods to appropriately direct users to the information they need.

Usability evaluation models are always interrelated with psychological concepts,
particularly in the field of cognitive theory, and research in one field accompanies
research on the other field. Resorting to essential principles and theories on how the
human mind seeks and absorbs new information and new knowledge, researchers on
IS usability have attempted to use those principles to establish good practices of
development, where developers of new systems take into account the basics of human
psychology to build systems that adequately adjust to the psychological framework of
its users. This is a means to ensure that the system is successfully accepted.
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1.7 Quality Evaluation Models

Technology acceptance has been a very active subject of research, not just for the
field of IS, but for marketing as well. For developers and managers alike, it is
crucial to evaluate by which processes will users or customers adopt and suc-
cessfully accept a given system or technology, or reject it altogether. In order to
determine this, the stage of implementation, as well as any other stages following
that, is fundamental. It is also of key importance to understand the constitution of
the user base, its contextual background, their needs, objectives, and obstacles.
Finally, researchers have also borrowed concepts from behavioral psychology,
going to the deeper level of human behavior to understand the processes by which
people make their choices to use or discard tools.

A pioneering approach on this issue was the theory of reasoned action (TRA),
developed by Fishbein and Ajzen (1975). It asserts that there are four different
variables that influence behavioral action: beliefs, attitudes, intentions, and
behaviors. The model describes the relationships between these factors. Essentially,
beliefs and evaluations shape the user’s attitude toward behavior; normative beliefs
and the user’s motivation to comply with them shape the subjective norm. Beliefs
and subjective norm will then shape the user’s behavioral intention, leading to a
result of an actual behavior. This premise was later adjusted by Ajzen (1991) in his
theory of planned behavior (TPB), where the relationships and variables involved in
the process are analyzed in more depth. According to the TPB model, beside
behavioral and normative beliefs, there is a third factor that will influence the user’s
intentions: control beliefs, related to the user’s perception of whether he/she can
effectively use the new system. Both TRA and TPB models are essentially
behavioral theory models that can be adapted to the context of IS acceptance.

However, one of the most popular approaches on this field was the technology
acceptance model (TAM), proposed by Davis (1986). It describes the means by
which subjective elements, such as a user’s perception of the system’s usefulness,
will influence objective elements, such as system use. Once key design features are
implemented and also considering other external influences (such as personal
context, organizational structure, and socioeconomic background), users will form a
cognitive response based on their perception of the new system’s functionality and
usability (perceived usefulness). This will generate an affective response, translated
in their attitude toward use of the system, and eventually a behavioral response,
which is the actual use of the system (or its rejection). This model thus establishes a
causal relationship between user’s perceptions of the system and their choice to use
it (see Fig. 1.5).

TAM is an exceedingly simple model, which has led it to be a very popular
option for researchers, because it can easily be adjusted to a variety of contexts. On
the other hand, it has also been the subject of frequent criticism, namely due to the
vague characterization of its core constructs and relationships. For this reason, there
have been attempts at building more consistent and complex models on this simple
premise. Venkatesh and Davis (2000) proposed the TAM 2, whose ultimate goal
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was to provide a description of the specific mechanisms by which perceived use-
fulness is formed, considering that it was the most fundamental factor in the original
TAM model.

Essentially, all quality evaluation models have attempted to bring together the
key aspects that form or influence user’s cognitive processes and behavioral
decisions. Venkatesh et al. (2003) combined eight existing models found in pre-
vious literature to create what they described as the unified theory of acceptance and
use of technology (UTAUT). They started by outlining a list of constructs used in
the existing models and pinpointed which constructs appeared to more useful and
significant in empirical research. From there, they determined that the more
important factors of user acceptance could be summarized in four variables: per-
formance expectancy, effort expectancy, social influence, and facilitating condi-
tions. External factors, such as gender, age, experience, and voluntariness of use,
acted as moderating elements over those variables. The differing levels of impact
resulted in particular behavioral intentions, and use behaviors.

These and other models of technology and IS acceptance have in common the
importance of individual perceptions, although different theories consider different
factors to be of influence in shaping those perceptions. These models are particu-
larly useful for developers and designers, allowing them to adjust the models to the
project, and determine what factors will most likely determine the user’s acceptance
of the final released product.

1.8 IS Models for Success Assessment

As we have seen, the concept of IS success has been closely interrelated with the
concept of user acceptance, in accordance with behavioral theories. The pioneering
work of DeLone and McLean (1992) established the basics for the creation of a
model of IS success assessment, centered on the premise that use of the system is
intimately related with user satisfaction. It attempted to describe the acceptance of a
system through a causal–explanatory approach, where use and user satisfaction,
constantly feeding on each other, directly influence individual impact, which
eventually reflects on organizational impact (Iivari 2002). This model was later

Fig. 1.5 Technology acceptance model (adapted from Davis 1986)
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adapted by the authors to include a more comprehensive perspective of system
quality and a more encompassing concept of organizational impact (described as
net benefits of the system) (see Fig. 1.6).

The authors argued that for a model of IS success to be truly useful, it had to
have as few variables as possible, so as to make it suitable for the great variety of
different realities and systems that exist in practice (DeLone and McLean 2003),
and this principle justifies the model’s simplicity, which has made it one of the most
popular—and scrutinized—approaches to IS success in research.

Seddon (1997) attempted to break down the simple concepts of the D&M model
by offering a slightly different perspective, particularly on the idea of use/user
satisfaction. The subsequent model, named the Seddon model, substituted the
concept of use by that of perceived usefulness, thus introducing expectations as key
variables in the process. Expectations about the net benefits of future use of the
system will lead to use of the system (Seddon 1997). Use, in itself, is not a measure
of success but a behavior. User satisfaction, on the other hand, is influenced by a
great number of factors, including system quality, information quality, perceived
usefulness, individual net benefits, organizational net benefits, and societal net
benefits. Later adjustments of the Seddon model introduced the concepts of group
impact and external impact, to account for the influences that the user can be
subjected to from his/her peers or from his/her social context (Kurian et al. 2000).

Other authors have equally attempted to build on the D&M model, expanding or
breaking apart some of its essential concepts, particularly user satisfaction.

The 3D model (Ballantine et al. 1996) analyzed the concept of IS success as a
three-dimensional construct related to three different stages of IS development:
development, deployment, and delivery. Development pertains to the actual crea-
tion of the system (design, coding, etc.). For the system to be successfully deployed,
it has to cross a barrier called the implementation filter, comprised mainly of factors
relating to the user’s expectations, involvement, experience, and possibility of
choice. After the system’s been deployed—used by its users—there is an integra-
tion filter, where factors such as strategy, organizational culture, and organizational
structure will determine the degree to which the system fits in with the existing
organization. Finally, for the system to be successfully delivered, it has to pass the
environmental filter, where competitor movements and economic and political
contexts exert their influence (Ballantine et al. 1996).

Fig. 1.6 D&M model of IS success (adapted from DeLone and McLean 2003)
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The IS impact measurement model, on the other hand, focused on two funda-
mental aspects of success measurement: impact and quality (Gable et al. 2008). It
describes IS success as a result of a combination of different factors: quality (system
and information quality), satisfaction, and impact (individual and organizational).
Instead of perceiving these factors as elements within a causal process, all factors
are independent and exert their influence through various degrees, with one com-
mon output, IS success. Notably, this model does not consider use of the system as
a significant factor, because there are various instances where system use does not
depend on other variables and is mandatory regardless of user perceptions, leading
the authors to exclude it (Gable et al. 2008).

The success of a given information system within its organization is a difficult
aspect to describe with precision, because it is subjected to numerous influences.
Different researchers are focused on different variables with more or less emphasis,
leading to the creation of various models whose adequacy to describe IS success
will depend on the purpose of this assessment. Simpler models such as D&M are
ideal for broader considerations. But more specific, quantitative approaches will
require more complex models, such as the 3D model.

1.9 Conclusions

We have analyzed the key aspects and contributions to the body of research on IS
development and success measurement. Paradigms, methodologies, SDLC models,
and success evaluation models are all theoretical constructs that aim at systemically
describing the complex reality of IS, in a way that simplifies not just future
research, but also the work of developers and managers in determining the prin-
ciples and methods of their projects.

There are three degrees for the theoretical approach to IS, illustrated in Fig. 1.7.
Paradigms offer the broadest perspective, ultimately consisting on the insertion of
different approaches to IS development within the context of a particular philoso-
phy or global view on goals and requirements.

At the development level, IS development methodologies, systems development
life cycles, and Web development methodologies propose varied systematic
approaches to the development process, describing sets of stages, activities, and
roles necessary to achieve successful and efficient development.

Finally, usability models, quality evaluation models, and success assessment
models allow managers and developers to determine the degree to which the system
is adequate to the goals, needs, and intentions of the users.

As we have seen, the characteristics of the project determine what model or
methodology should be adopted in order to facilitate the development process. In
that sense, a comprehensive study of the different approaches and methods of IS
development can be a valuable tool for developers. We have determined that there
are two principles of IS development: traditional, structured, rigid methods and
agile, incremental, flexible methods. The first category is suitable for large projects,
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where requirements are well established, face-to-face communication is not efficient
(as opposed to documentation), and user participation is not necessary at all times.
A good example is government projects, where methodical organization and rigor
are essential. The second category is suitable for medium- to small-sized projects,
heavily user-centered, where requirements are likely to change and there is constant
feedback between developers and users alike. This is the ideal approach for many
commercial software projects.

In regard to evaluation of the project, usability models are appropriate primarily
to determine how the system can closely interrelate with the user’s cognitive and
learning processes, thus facilitating their adaptation to it. Quality evaluation models
allow developers to determine what will shape the user’s acceptance of the new
system, and success evaluation models will help developers in measuring the
implementation of the system, providing valuable metrics and feedback for future
updates and/or systems.
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Chapter 2
Information System Development Life
Cycle Models

2.1 Introduction

With the increasing evolution and complexity of information technologies, there has
emerged a multiplicity of applications for information systems (IS): They assist in
corporate transactions, they connect business and office data, and they support users
in the architecture of strategy. The complexity of their nature and objectives requires
the harnessing of technology and user experience to create systems that meet their
expected purpose. In essence, system development consists of this process of cre-
ating an information system, with all the variables that it entails and which usually
need to be taken into account: its ability to be user-friendly, how well it functions, if
it meets the needs of the organization in which it will be integrated, and so forth.

The life cycle of an IS development begins with its creation and ends with its
termination. Along this process, it goes through various stages, which have been
discussed to some extension in existing literature. Cohen (2010) outlines
“requirements, analysis, design, construction (or coding), testing (validation),
installation, operation, maintenance, and the less emphasized retirement” as the key
components of the development process. According to Jirava (2004), the conven-
tional “life cycle is composed of five phases: Investigation, User Requirements,
Analysis, Design, Implementation and Release.”

Generally speaking, the life cycle is perceived as the time frame that spans from
the development of a new system to its eventual retirement. It is a process that starts
with the emergence of an idea, goes through its implementation, and ends with its
termination, moving across all the intermediate stages in which its viability and
usability are prioritized (Jirava 2004).

However, IS are very complex structures. They are built with a specific goal, for
a specific organization. Because of this specificity, each system development pro-
cess requires a guiding framework to configure, outline, and monitor the progress of
the development along all the stages of the life cycle. Although the methods
employed in this framework depend on the peculiar characteristics of each project,
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it is possible to ascertain that there are key components that all congruent frame-
works must necessarily entail. The most notable one is the segmentation of the
development process into phases, with each phase having a beginning, an end, a
series of specific activities, deliverables (documentation that is prepared regularly to
ensure performance accountability for each required task), and monitoring tools.
Cohen (2010) notes that this same principle is also true for the introduction of IS
not through their development in house, but through external acquisition (the
purchase of a set of software applications from an external vendor). Both imply a
process of implementation, maturing, and termination.

The core objective of the development or implementation of a system is its
efficient integration in real-life situations. Therefore, two of the primordial steps in
the life cycle are the assessment of what the different people involved in the
system’s use will require and a knowledge of the context in which the system will
be operated. The negligence of these two essential elements is at the origin of
several issues in systems’ use in real settings (Tetlay and John 2009). The usability
aspect of a system is central, that is why the inclusion of the user in the entirety of
the development life cycle is crucial. For developers, it is paramount to have all the
correct information regarding the users’ needs. Misinformation has repercussions
on the development of the system, and it usually results in the implementation of
products that fall short of the users’ expectations and have a diminished produc-
tivity. It is important to potentiate the users’ participation, namely by informing
them about how the development process works and the need for accurate infor-
mation (Durrani and Qureshi 2012).

However, even considering these crucial common points that all frameworks
must necessarily include, the methodology for system development has a great
variety of approaches, which we call models of system development life cycle
(SDLC). Some of the most commonly cited are the spiral, waterfall, V-shaped, and
agile models. Given the multiplicity of research studies on this field, it is crucial to
outline an overview of them, to help further understand which one of them would
be more appropriate for a specific project. The point where the model or framework
that will guide the development process is chosen is a central strategic aspect that
will undeniably have an impact on the effectiveness of the system in the long run.
The wrong life cycle can delay the project and affect client satisfaction, and it can
even mean the cancelation of the system (Executive Brief 2008).

In this paper, we will offer a panoramic overview of the most significant models
of SDLC, which will present a useful tool for the embryonic stages of any IS
development process.

2.2 The Waterfall Model

The waterfall model was introduced by Royce in (1970), specifically in the context
of spacecraft mission software design, and is one of the most popular methods of
assessing the evolution of a product or system. Essentially, it is a step-by-step
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sequential description of the product’s life cycle that spans 7 different stages,
originally denominated “system requirements, software requirements, analysis,
program design, coding, testing and operations” (Royce 1970).

The first premise in which this model is based is that any development process of
any software or system starts off by two essential steps: analysis and coding. This is
the simplest conceptualization of the model, but is ineffective to understand the
product’s further development beyond the stage of creation. Therefore, the analysis
stage is broken down into two steps—analysis of both system and software
requirements, while the coding stage is preceded by program design (Royce 1970).

The essence of the waterfall model is that it attempts to provide a useful set of
guidelines for the development of new programs or systems. In his original work,
Royce (1970) provides five key principles that he believes are essential for the
successful development of large software systems.

The first is “program design comes first.” It is essential to allow designers to be a
part of the initial process, because of their invaluable feedback regarding resources
and limitations. The second is “document the design.” Extensive documentation of
the development process is paramount, not just to facilitate management of the
process, but to facilitate performance assessments, making the eventual correction
of mistakes more efficient. The third is “do it twice,” referring that the final version
of the product should actually be the second version, where all the stages have been
performed and it is easier to pinpoint strengths and weaknesses, to emphasize the
first and correct the latter. The fourth is “plan, control and monitor testing.” Testing
is a fundamental stage. It is important to bring in specialists that did not participate
in the earlier stages of the process. It is also important to test every single aspect of
the project, regardless of how relevant it is. Finally, the fifth guideline is “involve
the customer.” Having the insight, judgment, and commitment of the customer
taken into account during the development process is a viable option that will
greatly improve its potential for general acceptance (Royce 1970).

The waterfall model was a popular approach, and for that reason, it evolved and
adapted into numerous forms, according to different research studies and the con-
text of application. Denomination of each step varies greatly and can reflect the
specific objective of the study or the field in which it is applied.

However, one common trait covers all the variations of this model: it is a
sequential model. Each of its stages must be entirely concluded before the next can
begin. Similarly to the flow of a waterfall, the development of the software is
regarded as continuously streaming downward throughout its different stages
(Massey and Satao 2012). Thus, for example, analysis of requirements must be
thorough and final before design begins, and testing can only be efficiently carried
out once coding is entirely complete. Each stage is regarded as a static component, a
rigid step in the process. Subsequent changes in previous steps (e.g., awareness of
new requirements) cannot be taken into account (Balaji and Murugaiyan 2012)
(Fig. 2.1).

The waterfall model took precedence over other models in the 1980s and the
beginning of the 1990s. But this preponderance suffered an important setback with
the increasing speed of technological evolution and the subsequent need to swiftly
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deliver new software systems and products. Viewing each stage as a single, “fro-
zen” moment of evolution can greatly delay the implementation stage because
errors will only be detected very late in the process, during the testing phase, which
is preceded by extensive designing and coding (Munassar and Govardhan 2010).
The communication of objectives between developers and clients is also greatly
hindered because if the client changes the requirements of the system, the devel-
opment process needs to completely restart for those changes to be taken into
account (Balaji and Murugaiyan 2012).

This model is an idealized and greatly simplified concept of SDLC. It is not very
flexible, but it is still popular as a conceptual basis for other frameworks or models.
Its greatest strength lies in that it outlines generally accepted positive habits of
software development, such as minute and accurate planning early in the project,
extensive documentation of the entire process, and having robust design concepts
before starting to code (Munassar and Govardhan 2010). However, the reality of a
development process can often be much more disorganized than that.

2.3 The Incremental Model

The incremental model is a particular evolution of the waterfall model that attempts
to address its more prominent shortcoming, which is the slowness of the cycle. It
also aims at outlining a more flexible process that requires less extensive planning
up-front (Munassar and Govardhan 2010).

According to this approach, instead of dividing the SDLC into static, isolated
steps, the whole process can instead be designed, tested, and implemented one

Fig. 2.1 An example of the waterfall life cycle model (adapted from Balaji and Murugaiyan 2012)

24 2 Information System Development Life Cycle Models



fraction at a time, in successive stages, so that with each stage (or increment), there
can be at least some feedback from the client. This feedback will provide valuable
assistance in the next increment of the process and so forth. With each ongoing
increment, the product is extensively tested and improved, according to objectives
and expectations from the client, which facilitates its eventual success (Massey and
Satao 2012) (Fig. 2.2).

With this SDLC model, the process of software development is made by
increments, through a series of different releases. When the product is launched,
when it has its first increment, it is ready for consumer use. Then, according to the
clients’ response to the software, new increments are made to improve the product.
The increments will continue to be added, until the completion of the final product
(Massey and Satao 2012).

Each stage is scheduled and structured to allow the development of parts of the
system at varied rates and times and to incorporate them into the global project
when they are finished. Thus, this model highlights the sequential process of the
different phases of development while also trying to maximize the benefits of
allowing changes, improvements, and additions to be made between each incre-
ment. Development is broken into smaller efforts. These are consistently monitored,
so that progress can be accompanied and measured (Texas Project Delivery
Framework 2008).

This model fundamentally outlines a progressive development process through
the gradual addition of more features, until the completion of the system. It is a
more flexible method, because it allows for the incorporation of needs that might
not have been obvious at the start of the process, and it facilitates the changes that
come with later assessment of different requirements. Additionally, since it builds
on each of the phases, it allows for wider amplitude of improvement in the fol-
lowing stages (Executive Brief 2008). Thus, product delivery is not only faster, but
it is also easier to test and eventually correct.

However, the downside to this approach is that it can be more costly to develop
and release multiple versions of the product. On the other hand, when a later
increment is developed due to a new found problem or necessity, it can have
compatibility issues with earlier versions of the product (Tilloo 2013).

Fig. 2.2 An example of the incremental life cycle model (adapted from Tilloo 2013)
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There is a variation of the incremental model, named the iterative and incre-
mental development model (IIDM). While very similar to incremental, this model
puts greater emphasis on the relationships that occur with each increment and
between them. These relationships, or iterations, form a cycle or pattern of feed-
backs and outputs. In that regard, while maintaining the essence of the incremental
model, the IIDM is a more fluid description of development. At the same time, it
also allows more space and significance for feedback, as it modifies the scheduling
strategy to include specific time frames for revision and improvement of each
increment, so that successful conclusion of the development process is more likely
at the first final version (Cockburn 2008).

2.4 The Spiral Life Cycle Model

The spiral model dates back to the end of the 1980s, when it was outlined by Barry
Boehm, and introduces something that other models did not take into account,
which is risk analysis. In essence, the spiral model attempts to bring together key
aspects of some other prominent models (namely the waterfall, incremental, and
evolutionary prototyping), in an attempt to gather the most appropriate traits from
each one, because specific projects might be more or less adaptable to specific
models.

According to this SDLC model, the process of developing a system consists of a
series of cycles or iterations. Each cycle begins with the identification of objectives
and requirements of the current stage, as well as an analysis of alternatives and
constraints. This process will highlight areas of uncertainty (risk), which will be
taken into account during the next step, the outlining of a strategy or plan, through
prototyping and other simulation methods. This process involves constant
improvement of the prototype as risks are decreased (while others may arise). Once
the prototype becomes sufficiently robust, and risk is reduced to acceptable levels,
the next step develops in accordance with the basic waterfall approach, through a
succession of stages: concept, requirements, design, and implementation (Boehm
1988). Once this cycle is concluded, another cycle begins, as a new increment of the
product is created.

The spiral model bears some resemblance to the incremental life cycle, but the
emphasis on risk evaluation presents a major difference. The stages or spirals that
constitute this model regard planning as a first step, moving then to the exploration
of what the requirements are and subsequently calculating the risks. In this stage of
risk calculation, the model is structured to initiate a process of determination of
risks and of formulation of alternatives (Massey and Satao 2012); thus, risk man-
agement can be considered the centerpiece of the model (Fig. 2.3).

Boehm (2000) asserts that each cycle or iteration of the process will invariably
display six particular characteristics, which he named the “invariants.”
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Invariant 1 is the concurrent definition of key artifacts, such as concept,
requirements, plan, design, and coding. It is argued that defining these artifacts in a
sequential structure can constraint the project to excessively rigid preconceptions.

Invariant 2 is that each cycle follows the four strategic principles that corre-
spond to the four quadrants of the model: determine objectives, evaluate risks,
develop and test, and plan the next iteration. Not moving in accordance with this
basic strategy can negatively affect the entire process.

Invariant 3 is that the level of effort is determined by the risk considerations.
Reasonable time frames must be established for each project in accordance with risk
assessments, to determine “how much is enough” in each activity.

Invariant 4 is that the degree of detail is driven by risk considerations. Just like
invariant 3, here it is important to determine “how much detail is enough” in each
stage of the process.

Invariant 5 refers to the use of anchor point milestones, which Boehm describes
as “Life Cycle Objectives (LCO), Life Cycle Architecture (LCA) and Initial
Operational Capability (IOC)” (Boehm 2000). At each of the anchor points,
stakeholders will review the key artifacts of the stage.

Finally, invariant 6 states that besides the construction aspects, the development
process needs to focus also on the overall life cycle itself. This means that long-term
concerns should always be taken into account.

Fig. 2.3 A summary of the spiral development model (adapted from Boehm 1988)
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The spiral model has significant advantages over previously described models.
The emphasis on risk analysis provides a major improvement and makes it an ideal
model for large, mission-critical projects (Munassar and Govardhan 2010). On the
downside, it is not very efficient in smaller projects; the risk assessment process can
increase the expenses of the system to a degree where even making the system,
regardless of risks, can be more financially sustainable. The risk assessment is also
a procedure that demands a very peculiar expertise and needs to be custom-made
for every system, which will contribute even further to a steep rise in costs (Rah-
many 2012).

2.5 The V Life Cycle Model

The V-Model was presented in the final years of the 1980s by Paul Rook, as a
variation over the waterfall model that attempted to emphasize the existing con-
nection between each of the stages of the development process and its respective
stage of tests. By focusing on this relationship, it ensures that adequate quality
measurements and testing are constantly resorted to throughout the life cycle
(Skidmore 2006).

The method thus presented is that each step is implemented by resorting to
detailed documentation from the previous step. With this documentation, the
product is checked and approved at each stage of the process, before it can move on
to the next stage (Balaji and Murugaiyan 2012). With constant testing, and its
respective documentation, it is possible to increase the overall efficiency of the
process, particularly because eventual problems can be detected and resolved early
(Mathur and Malik 2010) (Fig. 2.4).

The V-Model starts off with a very similar premise to the classic waterfall
models. In successive steps, the project goes from analysis of requirements and
specifications, to architectural and detailed design, to coding. However, instead of

Fig. 2.4 V life cycle model (adapted from Balaji and Murugaiyan 2012)
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continuing this downward ladder, there is a parallel structure that moves upward
from the coding stage, giving the model its distinct V shape. The upward ladder
describes each of the testing steps that follows coding, starting with unit testing and
ending with acceptance testing, the final step before final release (Mathur and Malik
2010).

In that sense, the V-Model describes three successive layers of system devel-
opment that can be described as requirements (overall system), high-level design
(system architecture), and low-level design (software components). To each of
these layers, there is a corresponding layer of planning and testing. Planning is,
indeed, the axis that stands between the left and right ladders that compose the V, as
it is the mediating action set between design and testing (Munassar and Govardhan
2010).

The core objective of the V life cycle model is to illustrate the importance of the
relationship between development and testing tasks. Nonetheless, the success of a
project is also determined by its maintenance structure. To accommodate this
reality, Mathur and Malik (2010) proposed an expanded version of the V-Model,
called the advanced V-Model, that incorporates both testing and maintenance
activities into the life cycle. This adds a third structure, or “branch,” to the model
that reflects the introduction of testing mechanisms after the final product is
released, so that proper quality measurement, troubleshooting, and general main-
tenance can be ensured.

Since the V-Model addresses its errors shortly after they are identified, it
becomes less expensive to resolve them, which is perhaps the greatest advantage of
using this model, specifically when compared to the classic waterfall model. Also,
because testing is fractioned throughout the process, all the parties of the devel-
opment are responsible for it. This also means that testing methods are adequate to
each of the stages. Furthermore, the fact that tests are performed since the beginning
of the process only increases its efficiency (Mathur and Malik 2010).

On the other hand, and much like the waterfall model, this model is very rigid
and there is little room for flexible adaptation, particularly because any alteration in
the requirements will render all existing documentation and testing obsolete. Since
it requires a great deal of resources, it is clearly optimized for large projects within
large organizations (Rahmany 2012).

2.6 Rapid Application Development

Originally conceptualized in the 1970s, the rapid application development model
was substantially developed and formalized by James Martin in the early 1990s. As
the name suggests, it is driven by the idea that existing life cycle models are simply
too rigid to permit a fast project development; therefore, there is need for a
framework that can account for fast delivery while still maintaining high-quality
standards. It is grounded on the principle that step-by-step structured life cycles
inevitably entail delays and errors, urging the need for an alternative methodology.
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This issue became more relevant as businesses became increasingly competitive
and IT needed to keep up. When deadlines are the main priority and the swiftness of
software development is critical, RAD presents itself as a very plausible solution.

RAD comprises a set of tools and guidelines that facilitate short-time deploy-
ment, within a predefined time frame or “timebox.” The product is not developed in
successive steps until a final, complete delivery, but rather it evolves in successive
increments, following the priorities that are established by business—not technical
—necessities (Gottesdiener 1995). Some of these tools and guidelines include
planning methods, data and process modeling, code generation, testing, and
debugging (Agarwal et al. 2000).

It is important to note that both developers and customers are involved in all of
the increments. However, teams are generally small, highly skilled, and highly
disciplined. They are required to flexibly adapt to eventual changing requirements
and feedback from customers. Nevertheless, it is crucial to strike the proper balance
between flexibility and structural stability. Underlying models to the product’s
design are still necessary (Gottesdiener 1995), but not as rigid step-by-step guides
to be followed to the letter (Fig. 2.5).

RAD methodologies can follow three-stage or four-stage cycles. “The four-stage
cycle consists of requirements planning, user design, construction, and cutover,
while in the three-stage cycle, requirements planning and user design are consoli-
dated into one iterative activity” (Agarwal et al. 2000).

During planning, it is possible to analyze requirements, alternatives, and
opportunities, as well as possible risks. This will form the basis for a definition of
the project’s goals and scope, and more importantly, it will allow for the estab-
lishment of the timebox, which is a fixed period during which a specific increment
of the product is going to be developed. Each increment is then developed in a
spiral-like model, through design, prototyping, and testing. This method essentially
pushes the team closer to the project’s business goals, by providing key deadlines
that can be determined by market forces (Gottesdiener 1995).

While the advantages of the RAD are evident, due to its focus on swift delivery
and effective developer–client communication, there are still a number of issues
raised by this approach. One of the most obvious flaws is that it removes a great

Fig. 2.5 Rapid application development entails a succession of increments or versions of the
product, each built on a predetermined timebox and following a cycle of 4 (or 3) steps
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deal of emphasis on minute planning and modeling at the start of the project,
shifting that focus to the fluid process of system construction (Agarwal et al. 2000).
Another prominent issue is that in faster development cycles, extensive quality
testing will become less prioritized, reflecting in poorer quality overall, which
means that effective RAD methodologies should reserve space for skilled indi-
viduals in quality control roles (Gottesdiener 1995). It is also possible that managers
and leader have unrealistic expectations regarding the timeboxes, creating conflict
with developing teams (Agarwal et al. 2000).

Thus, it is possible to assert that in order to be optimized, RAD life cycles must
necessarily be balanced and be open to moderating agents.

2.7 Agile Life Cycle Model

With the popularization of waterfall-like SDLC models, an alternative approach has
been developing that attempts to counter their rigidness and lack of flexibility. We
have seen such examples in the incremental and RAD models. In 2001, the man-
ifesto for agile software development was presented by 17 software developers, in a
new attempt to bring together the best traits of other agile-like models into one
framework. Since then, agile methods of development have become increasingly
popular (Bhalerao et al. 2009).

There are 12 principles that guide agile development models, which were out-
lined in the Agile manifesto. These principles can be summed up as follows (Beck
et al. 2001):

• Customer satisfaction is the highest priority;
• Change in requirements is welcomed, no longer an obstacle;
• Software is delivered regularly in consecutive releases;
• Motivated individuals are key to successful projects;
• Face-to-face conversation is paramount to successful collaboration;
• Working software is the measure of the project’s progress;
• Sustainable development should be encouraged;
• Emphasis on technical and design quality;
• Simplicity should be favored;
• Self-organizing teams are the best form of project development;
• There should be regular discussions on team improvement.

There are numerous subvariations of the Agile model that follow these princi-
ples, with some examples being the scrum and XP models. However, even con-
sidering the variation in timescales or stage description, it is possible to determine
the general path that an agile development process will take, outlined in four steps.

The first step is project selection and approval. During this stage, a team con-
sisting of developers, managers, and customers establishes the scope, purpose, and
requirements of the product. There is also a thorough analysis of different
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alternatives to accomplish the established goals, as well as risk assessment for each
idea (Bhalerao et al. 2009).

The second step is project initiation. After the establishment of a coherent
project with respective goals and scope, a working team is built, with the appro-
priate environment and tools, as well as the working architecture in which the
system will be based. This too is discussed among all stakeholders. At this point, it
is also adequate to establish working time frames and schedules (Ambler 2009).

The third step is construction iterations, with each iteration consisting of both
planning and building. Developers release working software in successive incre-
ments that will accommodate the evolution of requirements as outlined by the
various stakeholders. Close collaboration is therefore a fundamental aspect of this
process, as the most effective method to ensure quality and to keep the project’s
priorities well defined. Extensive testing of each iteration is also paramount at this
point (Ambler 2009).

The fourth and final step is product release. This stage encompasses two stages:
First, final testing of the entire system is done, as well as any necessary final
reworks and documentations. Next, the product is released, at which point training
is provided to the users in order to maximize operational integration. The working
team might maintain the project so as to allow for product improvement as well as
user support (Bhalerao et al. 2009) (Fig. 2.6).

The Agile SDLC emerged from the ever-increasing need to match the speed at
which IT evolves. What sets it apart is its dexterity in developing products at a great
speed, with products being deliverable in the course of weeks instead of months.
This is possible due to the model’s emphasis on collaborative efforts and docu-
mentation (Executive Brief 2008).

Another advantage of the Agile model is that it is very flexible. It has been
occasionally combined with other existing models. It has the capacity to deliver
systems whose requirements go through constant changes while, at the same time,
demanding strict time limits.

Fig. 2.6 An example of an Agile development life cycle
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Finally, this model is often praised for its high degree of client satisfaction and
user-friendliness, reduced error margins and the ability to incorporate solutions to
address the needs of highly mutable requirements. Agile models are client-centric
and advocate “short iterations and small releases” in order to obtain feedback on
what has been accomplished. With the feedback that is received, improvements can
be made that will have positive repercussions on the quality of the end product
(Bhalerao et al. 2009).

2.8 The Prototyping Model

The prototyping model is an iterative framework that is at the center of many of the
more agile approaches to software development, ever since the early 1980s, which
lead to it being described in some studies as a specific model in itself. In 1997, Carr
and Verner observed that in the past research, the SDLC models that adopted
prototyping were found to be more dynamic and more responsive to client needs, as
well as less risky and more efficient. For that reason, they attempted to summarize
prototyping models in one consistent framework.

The prototyping model is based on the idea of creating the entirety or part of a
system in a pilot version, called the prototype. It can be viewed as a process, either
one that is part of the larger SDLC or the central approach that defines the SDLC in
itself. The goal is ultimately to build in various versions and consistently refine
those versions until a final product is reached (Carr and Verner 1997). The
emphasis is placed on the creation of the software, with less attention to docu-
mentation. It is also a user-centric approach, because user feedback is fundamental
to develop subsequent prototypes and, eventually, the final product (Sabale and
Dani 2012) (Fig. 2.7).

A prototyping model essentially entails four different stages. First, user’s
requirements and needs are analyzed and identified. Next, the team will develop a

Fig. 2.7 The prototype
model (adapted from Carr and
Verner 1997)
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working prototype of the product, which is then implemented so that the users can
test it and provide real-time feedback and experience. If improvements and changes
are found necessary, the prototype is revised and refined, and a new prototype is
released and implemented for testing. This subcycle will go on until the product is
generally accepted by the users and no longer requires substantial changes or
updates, at which time the final version is released (Carr and Verner 1997).

There are various types of prototyping, according to specific needs of the project.
These can be summarized in three categories: exploration, experimentation, and
evolution (Floyd 1984).

The exploratory approach is centered on the premise that requirements are
thoroughly explored with each iteration. Under this category, we find rapid
throwaway prototyping, essentially a method of delivering fast releases of the
product with each iteration, exploring needs and requirements with each version,
and perfecting the next version accordingly. Needs are assessed as the product is
used and tested. On the other hand, the spiral model, which we have previously
discussed, is another form of exploratory prototyping, where prototypes are
employed in successive stages of the development process, each following the
waterfall pattern (Carr and Verner 1997).

The experimental approach entails that a solution to the user’s needs is first
proposed and then evaluated through experimental use. The use of simulation
programs and skeleton programming (delivering only the most essential features of
the system so the user can get a general idea of what the final product will be like)
falls under this category, but there are many other examples, as it is the most
common form of prototyping (Floyd 1984).

Finally, the evolutionary approach essentially describes development in suc-
cessive versions and is closest to incremental and iterative life cycle models, in that
its main goal is to accommodate the eventual changes in requirements and needs.
The prototype is used fundamentally to allow for easier contact with the product, in
order to pinpoint perceived needs. Each prototype is no more than a version of the
product, and each version serves as the prototype for the next one (Floyd 1984).

By using a form of the prototyping model, a development project can easily
adapt to changing requirements, because there is constant feedback. With each
iteration, or version of the product, the user will have the ability to test the prototype
and provide valuable input on its traits and requirements. This provides the model
with much higher probabilities of success, as well as low risks. On the other hand,
because there is not much emphasis on extensive documentation, and the product
evolves as it is created, the time frame for the development project is much shorter
than with rigid models (Sabale and Dani 2012).

However, prototyping models are weak on analysis and design planning. While
requirements are assessed as the product is developed in successive versions, there
is little control over costs and resources, which can dramatically increase the
financial cost of the project (Sabale and Dani 2012). Therefore, we can conclude
that prototyping is ideal for larger projects and particularly for user-centric ones.
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2.9 Usability Engineering Life Cycle

Usability engineering is a concept of software engineering that places usability
characteristics at the center of the development process and implies that constant
measurements and analysis of usability should be undertaken as the development
proceeds. It is primarily related to user interface design. As a model for SDLC, it
was originally proposed by Deborah Mayhew in the late 1990s.

The main objective of usability engineering is to apply structured iterative design
and evaluation to all stages of the SDLC, thus ensuring constant involvement of the
user within the process. The life cycle is segmented in three parts—analysis/design,
development, and evaluation. Across the three sections, the successive activities are
performed, in a waterfall-like process, but reflecting the existence of various iter-
ations before the final product is released (Gabbard et al. 2003).

Crucial to this process is determining who will constitute the product’s user base
and what will they be doing with the product. User task analysis is the central
activity at the beginning of the process and can be achieved through surveys,
interviews, observation, etc. The product of such analysis consists of scenarios,
potentialities, and requirements that will be taken into account for the next stages of
the process. After establishing the requirements and defining them through user-
centered metrics, an initial design is outlined and swiftly prototyped, so that it can
be followed by extensive usability evaluation and testing (Gabbard et al. 2003).

This life cycle model is evidently user-centric, as it intends to create a system
that is financially effective but also presents very high usability. The fact that it
helps the development of systems that are extremely user-friendly prevents errors
that derive from human misuse of the interface. Consequently, it promotes high
productivity.

When considering the entirety of the life of the interface, this development life
cycle, because it diminishes the need for the addition of features at a stage of the
development when they have an increased cost, has the potential to decrease
expenses (Gabbard et al. 2003)

2.10 The Star Life Cycle Model

The star life cycle model was proposed by Harton and Hix in the late 1980s, as the
result of extensive observation of developers in real-time environments (Helms
2001). It is a particular variant of usability engineering, a user-centric set of soft-
ware development guidelines, and thus rejects the rigid, step-by-step nature of
waterfall-like models.

The most innovative premise is that each step in development does not neces-
sarily fall in a fixed position within a fixed process. Instead, it is assumed that there
are a number of essential stages of development, but they can be processed in
various orders and various time frames, according to the specific needs of the
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project, with the possibility of going back over a given stage numerous times or
completely skipping another stage if it proves irrelevant. Thus, for example, a
developer might start by experimenting with various design options and, in that
process, learning more specific requirements of the project (Helms 2001).

The fundamental rule behind this premise is that each stage must be accompa-
nied by extensive evaluation. All the stages are interrelated, and in the development
process, it is possible to shift to any of them at any point, just as long as that stage is
evaluated. Likewise, each action that is completed, regardless of its order, has to be
thoroughly analyzed. This includes extensive testing and data collection on that
particular activity, through such methods as interviewing users or observing their
use of the system within the working context (Stone et al. 2005) (Fig. 2.8).

Users are positioned at the center of the development cycle and are encouraged
to participate in any of the stages: at the beginning of the process, to help establish
the system’s requirements and define their goals and needs; during prototyping, to
ensure thorough testing under working conditions; before final release, again to
provide extensive testing; and after the system’s delivery, to monitor any possible
issues and communicate their overall experience with the system (Stone et al.
2005). This perspective clearly derives from the star model’s close relationship with
user interface design, as it was originally conceived within that particular context.

The model is laid out like a star, hence its name. Evaluation is at the center of the
star, since it is the fundamental premise that will guide all other steps. Around the
central step, we find the different possible stages of development; however, they are
not connected to each other. This does not mean that there is no relationship
between the different stages; what it does illustrate is that every step is intercon-
nected through the process of evaluation (Helms 2001).

Fig. 2.8 The star life cycle model (adapted from Stone et al. 2005)
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2.11 Hybrid System Development Life Cycles

An environment of increasing competitiveness demands systems that are safe and
trustworthy. They also have to be adaptable and flexible to the changes that can
happen at any moment, in a fast paced, ever-evolving world. This brings compli-
cations for the development process. A common response to these issues is the
combination of different system development life cycles.

SDLC models each have their own peculiar characteristics, which can be both
advantageous and detrimental, depending on the type of project requirements and
features. Once a project is hypothesized, a model is chosen to fit its purposes. But if
the particular characteristics of the project do not necessarily fit one specific model,
it is possible to combine guidelines from more than one. This combination is
primarily done to harness the qualities of a model and reduce its weaknesses by
incorporating the strengths of another model (Rahmany 2012).

An example of combined life cycle models is the case of a development process
that is being guided by the spiral model, but that later in the process demands a
change in the requirements. To accommodate this need, the agile model could be
incorporated (Rahmany 2012).

Madachy et al. (2006) have outlined a hybrid SDLC model which they named
the scalable spiral model. The main purpose was to combine a plan-driven approach
with an agile one. Development is organized into thoroughly planned increments,
which take into consideration relatively stable, initial requirements. However, upon
the release of each increment, it is crucial to have an agile team focusing on market,
competition, and technological analysis, as well as user feedback and renegotiation
of the characteristics of the next increments. The model ultimately aims at simul-
taneously catering for the challenges of rapid change and the need for risk man-
agement and dependability (Madachy et al. 2006).
Munassar and Govardhan (2010) have also attempted a similar approach, which
they simply named the hybrid model. They picked up essential traits from such
different models as waterfall, iteration, V-shaped, spiral, and extreme programming
(XP). It consists of a series of seven steps that are interconnected with each other:
planning, requirements (at which point risk analysis is undertaken), design,
implementation (including testing), integration development, deployment, and
maintenance. Although the process appears to be outlined in the same style of a
waterfall approach, the relationship between the different stages is fluid and mul-
tidirectional, accounting for possible changes in requirements and the need to revise
design features after testing. The authors argue that this approach would permit to
combine the best characteristics of each model: It promotes good habits of define-
before-design and design-before-code (like the waterfall model), while, at the same
time, it avoids the dangers of rigid development by introducing early testing. It is
also iterative, but still incorporates risk analysis, and the test-based approach allows
for high usability (Munassar and Govardhan 2010).
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2.12 Conclusion

Variety in SDLC models and frameworks is great. We have discussed the most
prominent ones, but there are numerous other models, many of them hybrid in
nature and designed to respond to specific needs of specific projects or simply to
attempt a flawless approach by combining various models and reducing their
individual weaknesses. This great variety means that the process of choosing which
model to adopt for a particular development project can be complicated. Never-
theless, there are certain fundamental aspects of the project that can facilitate the
decision.

The requirements of the system play a key role. If requirements are strict and
immutable, the team might adopt a waterfall approach, but if requirements are
expected to change often, or are not clearly defined at the start, the team will
probably adopt a more agile and/or iterative approach.

The deadline for the development of the system is also an important factor. It is
clear that if the schedule is tighter, a rigid step-by-step model based on extensive
documentation and late testing would be unreasonably slow, thus excluding
waterfall models.

The project’s dimension is one of the most influential factors. The larger the
project, the more rigid the model tends to be, because a large team comprised of
many developers makes agile responses more complicated. The location of the
teams is also a factor: If the teams involved in the project are geographically
dispersed, a waterfall-like model is probably the best approach, for the clarity of its
stages and tasks. An agile development, where tight communication is important, is
an approach that is more beneficial to small teams working closer together.

Finally, resources should always be taken into account. Projects that involve
intricate dynamics and demand the use of peculiar expertise and technology are
easier to accomplish with models of strict planning, such as the waterfall (Executive
Brief 2008).

Choosing the right model for a project is a crucial step of system development,
so as IS continues to be fundamental to modern business and organizational con-
texts, SDLC models will continue to be developed, researched, and utilized.
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Chapter 3
Information Systems Development
Methodologies

3.1 Introduction

An information system (IS) is commonly known as a system whose central element
is information. Its main purpose is to store, treat, and provide information with the
intention to support specific functions or processes within an organization. In this
context, information systems development methodologies (ISDMs) are used by
entities to better organize the IS development process (Zaied et al. 2003) and also to
efficiently identify the key elements and stages of an IS developing process. The
main purpose of the ISDMs is to aid in the better development of an information
system within a specific organization.

Information systems are implemented within an organization with the sole
purpose of improving the effectiveness and efficiency of that organization (Hevner
et al. 2004). In general, their main goal is to ensure agility in the communication of
information, as well as the quality of the information, because efficient communi-
cation is mandatory in any well-organized corporation.

In the last decades, with the exponential growth of the information society, we
have seen an expansion of theory and concepts regarding IS. Thus, a multitude of
models and methodologies was defined and studied, with the purpose of estab-
lishing ideal methods of IS development. Gasson (1995) states that “a methodology
is more than just a method (the ‘how’ of information systems development, ISD), or
a process-model. A methodology is a holistic approach: it embodies an analytical
framework which is conveyed through intersubjective representational practices
and operationalized through a ‘toolbox’ of analytical methods, tools and techniques.
Underlying the analytical framework is a process-model which indicates the
sequence and relative duration of development activities” (p. 2). The concept of
methodology, in this context, is the framework that contains all the methods,
actions, and processes used in the development of an information system.

With this concept of methodology in mind, we will list and analyze some of the
most well-known ISDMs that have been established in existing literature.
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3.2 Information Systems Development Methodologies

3.2.1 Agile Methodology

The use of agile methods has rapidly increased among the ISD arena, a swift
evolution that has been almost entirely determined by practitioners rather than
researchers (Conboy 2009). Although its fundamental principles have been around
since the 1970s, agile methodology has truly gained momentum during the last
15 years (Abbas et al. 2008). As agile methods became increasingly popular,
researchers have been more and more interested in studying and systematizing them
(Conboy 2009).

Agile methodologies have evolved around the concept that the development of
IS is a creative work, where design activities occupy a key position (Tumbas and
Matkovic 2006); on the other hand, they are also based on the premise that the
development process often involves constant changes and adaptations that give rise
to a need for flexible approaches and methods. It can thus be asserted that the
increased use of agile methods is connected to the instability of the technological
environment. Customers are not always able to describe their necessities, in a
comprehensive manner, at the beginning of a specific project; therefore, developers
found it necessary to create methods that are capable of adapting to changing
circumstances and specifications along the design and development process.
According to Tumbas and Matkovic (2006), the development of IS processes needs
to be flexible in order to allow its users to analyze and adjust their needs and
requirements frequently, without endangering the effectiveness of the entire pro-
cess. Agile methods aim at responding directly to this necessity.

Additionally, it is argued that agile methods have emerged as a reaction to the
incapacity of previous methods to rapidly and efficiently stand up to dynamic and
changing contexts (Abrahamsson et al. 2009 citing Highsmith 2002), which are
common place in the context of IS and information society.

Within this context, Conboy (2009) defines agility as a method’s continued
predisposition to rapidly or inherently create change, proactively or reactively
embrace change and learn from it, while at the same time contributing to the
customer’s perception of value. For Abbas et al. (2008), an agile method is adaptive
(this method can handle change, in technology and requirements, even to the point
of changing the method itself), iterative, and incremental (with every iteration, part
the system is developed, tested, and improved, while a new part is being devel-
oped), and people-oriented (it highlights face-to-face communication within the
team and with the customer, who is closely involved with the development pro-
cess). Furthermore, to ensure effective development, agile methods stress informal
communication and require frequent feedback through reviews and evaluations in
collaboration with customers on-site (Paelke and Nebe 2008).

Thus, it can be summarized that agile methods are primarily adaptive rather than
predictable, while also aiming at faster development times and more integration
with customer needs. The major advantage of these methods is that they can easily
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adjust to different project steps (Aydin et al. 2004), making them easily adaptable to
the great variety of specifications that different projects might present. This is one
explanation as to why the agile methodology has become so popular.

An example of agile methodology is extreme programming (XP), an iterative
method of software development that requires maximum customer interaction. The
development cycle is divided into shorter cycles. Each cycle starts with the col-
lection of user requirements, followed by iteration planning, where the number of
cycles and respective timeframes are established. The product is then developed,
usually through pair programming. The resulting version of the product is tested,
both technically as well as for acceptance among the users. The feedback taken
from this testing and customer intervention is taken into account for the develop-
ment of the next version, thus starting the next cycle. This method is repeated until
a version is built that is acceptable for the majority of users, managers, and
developers alike (Sharma et al. 2012).

Scrum is a similar method, particularly designed for optimum development time
and customer satisfaction. Each iteration of the development process is called a
“sprint,” and it is established that the maximum duration for each sprint is 30 days.
After collecting user requirements, they are prioritized through a list called the
“product backlog,” followed by careful planning of the perceived necessary sprints
to achieve it, and what will constitute the focus of each sprint. This is the “sprint
backlog.” During the actual development in each sprint phase, there are daily
meetings to discuss the progress so far and exchange feedback and experiences. It is
important to note that with each sprint, a working version of the software is pro-
duced. It will be subsequently improved and completed with the next sprints
(Sharma et al. 2012).

In a 2013 survey on North American and European companies, the Scrum
method was concluded to be the most commonly adopted agile methodology in the
course of that year, followed by Scrum/XP hybrid methods, overall making up for
73 % of the total agile methodologies used in the survey’s context (VersionOne
2013). This is indicative of how flexible the Scrum method is.

3.2.2 Structured Systems Analysis and Design Methodology
(SSADM)

The Structured Systems Analysis and Design Methodology (known as SSADM)
was primarily used by government departments, since it is conceived for large-scale
information systems (Schumacher 2001). It originally developed as a framework for
systems analysis and design to be adopted by the British Central Computer and
Telecommunications Agency in the late 1980s (Edwards et al. 1989).

In spite of being created for large-scale information systems, it is argued that
SSADM can be used to develop projects of all sizes (Edwards et al. 1989), making
it an alternative approach to agile methods. The two main characteristics of this
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methodology is the splitting of the system into smaller parts, in order to establish
the order and the interaction between the different stages, and the usage of modeling
methods and diagrams to present a more structured and logical definition to users
and developers (Manteghi and Jahromi 2012). With this structured and analytical
system, it is possible to decompose the system into small units, with the purpose of
defining the meaning, order, and connections between the various units that com-
pose a large-scale information system.

A typical SSAD method will be divided into a maximum of 8 stages. The first is
strategic planning, where an analysis of the current environment is undertaken,
along with a discussion and establishment of the plan and scope of the project. This
is followed by a feasibility study that aims at determining if the project is techni-
cally, financially and socially viable, as well as how it fits within the organization’s
culture and goals. Next, there is a thorough analysis and specification of require-
ments, where current systems and respective problems are evaluated, and what is
necessary for a new system to address existing issues and necessities. This infor-
mation is collected by a variety of methods, including surveys and observation as
well as resorting to existing studies. The next stage is logical system specification,
where according to the requirements found in the previous stage, a set of technical
solutions is established. At this point, the planned system is more specific and to-
the-point. Thus, it is followed by physical design, where the logical system is given
from through program specifications, database definitions, etc. The next stage is
construction and testing, when the actual programming and assembly takes place.
Transition entails the process of moving from an old system to the newly built
system. Finally, the last stage involves production, maintenance, and review. The
new system is established, and after its implementation, its success and adequacy is
measured for further studies and alterations (Goodland and Riha 1999).

The SSADM deals primarily with three data-oriented views, namely logical data
structures (LDS), data flow diagrams, and entity life histories (ELHs) that dem-
onstrate how organizations change over time (Avison and Taylor 1997). However,
a closer look at the related literature reveals that there are ten specific SSADM
techniques. These are (Edwards et al. 1989) as follows:

• Data flow diagrams (DFDs)
• Logical data structures (LDS)
• Entity life histories (ELHs)
• Relational data analysis/third normal form (RDA/TNF)
• Composite logical data design (CLDD)
• Process outlines (POs)
• Logical dialogue outlines (LDOs)
• First cut data design (DD)
• First cut programs (PROG)
• Physical design control (PDC)

Besides the techniques listed above, Ashworth (1988) presents several basic
principles regarding this methodology (see Table 3.1).
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It is crucial that the aforementioned principles stand to support the entire
development project (Ashworth 1988). These principles should be seen as guide-
lines that must be followed when adapting this method to specific environments and
contexts.

Schumacher (2001) argues that SSADM is primarily focused on the design
stages of the process. It is evident that both planning and design are paramount to
this process. Its basic, fundamental idea is that if planning and design are thorough
and adequate to the requirements of the project, then the probability of the project
failing is lower. Therefore, it can be asserted that SSADM is a much more rigid
perspective than the agile methodology, because of the amount of time and
resources spent on planning and analysis, as well as the importance of documen-
tation as opposed to face-to-face communication. However, the fact that user
involvement is a crucial factor means that there is openness for user feedback along
the project, primarily at the testing phase.

3.2.3 Soft Systems Methodology (SSM)

The soft systems methodology (SSM) emerged in the late 1960s and was popu-
larized when Checkland and his colleagues at Lancaster University questioned the
usage of hard systems thinking in real-life contexts and situations (Hardman et al.
2011). It is fundamentally based on the distinction between “hard” and “soft”
thinking. “Hard thinking” implies a form of observation of the world, where spe-
cific aspects are identified as organized systems that can be analyzed or engineered.
“Soft thinking” implies viewing the world as a set of disorganized, confusing, and
complex realities that can be organized by the viewer in systems to facilitate

Table 3.1 Principles of SSADM

Differentiation between logi-
cal and physical

SSADM makes a distinction between designing the logical
basis of the system, and designing its physical properties

Diverse views of the system Specific attention to the logical structure of the data, how that
data flows in and out of the system and how it is changed
(entity life histories)

Top-down and bottom-up Top-down procedures (data flow diagramming, logical data
structuring), and bottom-up approaches (relational data
analysis)

User involvement It is paramount that end users participate in the development of
the system from the beginning

Quality assurance Quality reviews must be performed at the end of each stage of
the process, by users, developers and experts outside of the
project

Self-documentation Each stage must be accompanied by extensive documentation,
so that records on the progress and outcome of the project are
always updated
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analysis (Checkland 2000). Thus, SSM is a specific approach that starts off with the
assumption that a system is not a real entity, but rather a construction of the human
mind. It’s assumed that there are many different perspectives on what a given
system is, which will be taken into account as the system is analyzed or built.

SSM is a systemic methodology, essentially created to face problem situations of
a complex nature with several important aspects, actors, and points of view (Sánchez
and Meija 2008). In this sense, the SSM proposes a variety of views of the prob-
lematic situation, from the perspective of each participant in the process, in order to
reach a compromise between each different participant’s point of view, building a
bridge between them. Given that it is an action research methodology, SSM provides
not just a guide to intervention in complex situations, but also the feedback to
promote knowledge gains from that intervention (Tajino et al. 2005). Although soft
thinking can be used in any context, it is primarily used for analysis and problem
solving in intricate and disorganized environments.

This methodology allows the clarification of confusing and problematic situa-
tions by supporting thinking in layers, where the starting point must be the search
for the crucial “core purpose” motivating the organization (Checkland 2000). Patel
(1995) states that its application is not limited to technologically based organiza-
tions, as its focus on human activity systems means that SSM is likely capable to
address all areas where human involvement is prominent. Human activity systems,
in this context, consist of a series of activities associated together in a logical
manner to represent a determined whole (Tajino et al. 2005).

Generally, there are seven clear stages to a soft systems approach (Sánchez and
Meija 2008), illustrated in Fig. 3.1.

Stages one and two correspond to the definition of the situation and/or problem.
In stage three, we leave the real world and we enter the in the system environment,
and thus, we arrive to stage four that is related to the development of the model.
After the development of the models, we return to the real world in stage five, six,
and seven in order to compare the models to reality, create solutions to problems
that might appear when comparing the model to real-life situations and lastly
implement the model.

Fig. 3.1 Stages of SSM

46 3 Information Systems Development Methodologies



Rodríguez-Ulloa et al. (2011) state that the aim of SSM is to organize and
establish practical changes in sociocultural systems in which the traditional methods
were unable to distinguish and consider “soft” variables that, in the most cases,
describe the course of action for organizations (such as “political factors,” “power
influence,” “culture,” “ideology,” and “values”) and consequently, SSM is partic-
ularly useful to search for feasible solutions to soft problems in social issues.

By using systems thinking in analysis, SSM has the ability to identify difficulties
and pinpoint the real source of a given problem, by looking at the organization as a
whole, but also by looking at each of the organization’s elements and their influence
and approach over the central issue.

Within the context of information systems, this methodology primarily evolved
from the need to understand other factors and problems that can affect the design and
development of an IS. It allows for a more comprehensive understanding of the
variables that can influence IS, combining both the technical and the external factors.
It perceives the significance of cultural and social values of individuals and groups
within an organization, which can originate a multiplicity of insights (Savage and
Mingers 1996). Savage and Mingers (1996) also argue that SSM could be of
valuable assistance in improving the perception of user requirements, because this
methodology clearly allows for users to participate in the process and lend their own
perspective and viewpoint, which will have its own impact on the conceptual model.

3.2.4 User-centered Development Methodology

A growing concern with user satisfaction lead to the popularization of user-centered
development methodology, or user-centered design (UCD), a methodology that
places the user at the core of the development process and, more importantly, makes
the user an active component of that process. Gould and Lewis (1985) were pio-
neers in this approach. They argued that “any system designed for people to use
should be easy to learn (and remember),” which lead to their consideration of three
fundamental principles for user-centered methods: early focus on users and tasks,
empirical measurement, and iterative design (Gould and Lewis 1985).

Essentially, their work focused on usability as a form of evaluation of the
system’s adequacy. Because often the perspective of the user can be merely
hypothesized by the development team, based on stereotypes or generic expecta-
tions, Gould and Lewis proposed the importance of bringing the user into direct
contact with the development team, to ensure that realistic user requirements and
needs were properly introduced into the system’s creation. Likewise, the authors
observe that a truly user-centered methodology interprets the testing and proto-
typing stages as usability assessments, and not marketing opportunities: the user
should be able to test the product without being convinced or talked into accepting
it (Wallach and Scholz 2012).

UCD, as defined by Mao et al. (2005), is a “multidisciplinary design approach
based on the active involvement of users to improve the understanding of user and
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task requirements, and the iteration of design and evaluation.” A user-centered
methodology includes methods and approaches that provide the user with a key
role. It is argued that it essentially focuses on usability throughout all the devel-
opment process (Gulliksen et al. 2003).

Each information system brings together different users with individual differ-
ences and experiences. These individual differences and experiences among users
can have a determining impact and lasting influence over the system’s performance;
thus, it is crucial in UCD to combine users with systems configurations in order to
optimize and improve their performance (Allen 2000).

In IS, the differences between users must be seen as a benefit to the design of a
system. By considering those differences, it is possible to design a more complete
system that can reach a wider range of users, making that particular system more
flexible and more useful in different contexts and environments.

In Gulliksen et al. (2003), it is proposed that there are twelve principles for UCD
design, summarized in Table 3.2.

Table 3.2 Principles of user-centered system design

User focus The goals of the activity, the work domain, or context of use, the
users’ goals, tasks, and needs should guide the development from
the beginning

Active user involvement Representative users should actively participate, early, and
continuously throughout the entire development process and
throughout the system lifecycle

Evolutionary system
development

Development should be both iterative and incremental

Simple design
representations

The design must be represented in such ways that it can be easily
understood by users and all stakeholders

Prototyping Early and continuously, prototypes should be used to visualize
and evaluate ideas and design solutions in cooperation with end
users

Evaluate use in context Baseline usability goals and design criteria should control the
development

Explicit and conscious
design activities

The development process should contain dedicated design
activities

A professional attitude The development process should be performed by effective
multidisciplinary teams

Usability champion Usability experts should be involved early and continuously
throughout the development lifecycle

Holistic design All aspects that influence the future use situation should be
developed in parallel

Process customization The UCD process must be specific, adapted, and/or implemented
locally in each organization

A user-centered attitude UCD requires a user-centered attitude throughout the project
team, the development organization, and the client organization

Source Gulliksen et al. (2003)
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The UCD is accomplished when “every phase of the product lifecycle follows
the principles of user-centered design, when UCD team is provided with the proper
skills and experience, it is supported by the management commitment and a proper
UCD infrastructure and when awareness and culture are properly disseminated in
and out of the organization” (Venturi and Troost 2004).

Following this description, we can assert that it is not sufficient to have the user
participate in a given stage of the development process, but rather, a user-centered
approach and mentality must be present in every stage of the design of a specific
project or organization. It is a methodology that combines user participation with a
formative assessment; thus, it is primarily based on a multidisciplinary team, the
interaction between the user and system, the active involvement of users and a
strong user-centered infrastructure.

UCD methods are generally believed to have improved IS development, product
value, and usability, even though the degree to which UCD methods are adopted
varies greatly between organizations (Vredenburg et al. 2002).

3.2.5 ETHICS Methodology

The Effective Technical and Human Implementation of Computer-based Systems
methodology (known as ETHICS), originally conceived by Professor Enid Mumford
in the 1970s, is a “problem-solving methodology aimed at identifying cause–effect
interactions for solving problems” (Adman and Warren 2000). Its ultimate goal is to
strike an ideal balance between the social and technical perspectives within a given
system or product. Thus, it is heavily focused on the combination between technical
factors (usability, efficiency, adequacy…) with human factors (user needs, job sat-
isfaction, cultural context…), bringing together hard and soft thinking. However, the
ETHICS methodology implies that specific analysis of both perspectives is required
before they can be brought together into a common approach (Adman and Warren
2000). This approach is referred to as the socio-technical perspective, and it is the
essential component of the methodology.

The ETHICS methodology was originally created as a guide to user participation
in system design (Wong and Tate 1994) and, as such, it considers users’ knowledge
and skills as vital aspects for the successful development of a system. It presents
four central aspects that form user participation: structure (concerned both with
direct and indirect forms of participation within a complex organization), content
(engages the consideration of what subjects are to be determined), process (integrity
issues are considered), and obstacles (these include lack of trust, conflicts of
interest, time pressures and stress, low morale, effects of authority, and commu-
nication gaps). Thus, user participation is fundamental in the ETHICS approach
(Hirschheim and Klein 1994).
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According to Mumford (1993), the ETHICS approach has three core purposes:

• To allow future users to have a more active role in the system development and
consequently to accept more responsibility for designing the work structure that
involves the technology. Here, it is present a user participation and socio-
technical approach;

• To guarantee that new systems are adequate to the users because it is necessary
to ensure user efficiency and approval;

• To support users to become increasingly competent in the management of the
system, therefore creating a shared activity with technical specialists, thus
minimizing the demand of technical sources.

Mumford (2000) presents a summary of ETHICS as a six-stage framework (as
shown in Fig. 3.2), but the use of these stages can differ according to the
requirements and needs of specific projects and situations.

Since not all situations are the same, and there are different demands and pur-
poses to different projects, the methodology must be adapted and used in accor-
dance with the context in which it is included. The stages presented above should
be used as guidelines to help the researcher/developer to assess if his/her course of
action is strong and the most suitable to validate his/her system design. But these
stages cannot be seen as rigid rules. The researcher/developer has to bear in mind
the goals, needs, and requirements of the specific project when choosing the
development criteria, in order to choose the more suitable ones to the context at
hand.

It is clear that this methodology focuses on a socio-technical approach. For the
system to be efficient and successful, the technology must be entirely adaptable to

Fig. 3.2 ETHICS six-stage
design
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the social and organizational factors. Thus, it is evident that the technical features
are not seen as the most important aspect in the development of a system. Work
satisfaction, and overall satisfaction of the users are the key purposes of the IS
development process.

Mumford (1993) states that ETHICS includes the following design tools:

• A framework to support the identification of the goal, main tasks, significant
limitations, and other important aspects to an effective development;

• A variance analysis tool to assist the definition of systematic and operational
problems;

• A questionnaire to evaluate the level of work satisfaction;
• A framework to define what is expected to change both internally and

externally;
• A set of procedures for individual and group work development.

To sum up, the ETHICS method is based on the notion that, in order to be
successfully implemented, an information system must efficiently combine both
social and technical aspects (Avison and Taylor 1997). It has a distinct philosophy
regarding other methodologies used in IS Development, because it is based on
organizational behavior and it sees development as fundamentally related to the
process of change, not only as a technical issue.

3.2.6 STRADIS Methodology

Structured Analysis, Design and Implementation of Information Systems, also
known as STRADIS, was originally developed by Chris Gane and Trish Sarson in
1979. It is a methodology based on structured process modeling, where complex
problems are divided in a detailed and formal way. It is a step-by-step methodology
which focuses on a structural approach based on data (Litan et al. 2011); thus, it
works better in contexts where there is evident need for prioritization, due to the
project’s size, restrained deadlines, etc.

According to Avison and Fitzgerald (2003), the STRADIS approach was
developed in the era that they refer to as the “Early Methodology Era.” It is
comprised of all methodologies that are centered on the development of computer-
based applications through emphasis on planning and step-by-step processes, which
is the case with STRADIS. It was considered that such methods would improve the
management of systems development and introduce discipline—an approach that
has come to be known as the Systems Development Life Cycle (SDLC).

As the name implies, this is primarily a structured methodology. Such models
are “based on functional decomposition, that is, the breaking down of a complex
problem into manageable units in a disciplined way” (Avison and Fitzgerald 2003).
STRADIS focuses on the selection and interassociation of components and inter-
faces that can decipher a specific problem. The objectives of the project must be
clear and well defined from the start, because STRADIS, and similar methods, are
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largely oriented toward problem solving (Litan et al. 2011). On the other hand, it
gives much emphasis to the tools and techniques that should be used to solve a
given situation, instead of simply providing a detailed description of what consti-
tutes each step in the process (Britts 2011).

Similarly to SSADM, STRADIS is based on a top-down functional analysis
method, where the system is divided into subsystems using graphical representa-
tions, primarily data flow diagrams (DFDs) (Litan et al. 2011). These will facilitate
the creation of an outline and overview of the system that is going to be developed.

STRADIS is essentially comprised of four consecutive stages (Britts 2011),
summarized in Fig. 3.3. A careful and well-documented analysis of the problem, as
well as existing possibilities and solutions, is the axis that forms this process, hence
STRADIS being considered primarily as a problem-solving methodology. Its main
purpose is evidently to provide a systemic, disciplined guide to approaching a
project.

It can be concluded that this methodology addresses many of the more crucial
issues of IS development, such as costs, advantages, benefits, and a detailed
examination of the system that is being designed and developed. However, user
experience is given a secondary role, as part of the detailed study on the existing
system but with no participatory power. This leads to the consideration that
STRADIS is much more appropriate for situations where the objectives are clear,
but user requirements are uncertain or diffuse (Avison and Taylor 1997).

3.2.7 Information Engineering (IE)

Information engineering methodology (IEM) is an architectural approach that aims
at providing a framework for planning, evaluating, developing, and implementing
applications within an organization. Its primary goal is to enable an organization to
improve the administration of its resources.1

IE is “an integrated, full lifecycle systems development approach with automated
tool support” (Hogan and Raja 1997), that is particularly useful in introducing

Fig. 3.3 Stages of STRADIS
methodology

1 Definition available at Lecture notes in information technology http://www.ier-institute.org/
2070-1918/lnit25/lnit%20v25/i.pdf.
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discipline and rigor on the development process. The idea is that the automation of
work tasks facilitates the entire process by leaving room for the analysis and
designing aspects of a system’s development (Hogan and Raja 1997). It is essen-
tially a data-oriented methodology (Zaied et al. 2003) and its primary tools are
enterprise models, data models and process models, worked in a top-down process
(Zarvic and Daneva 2006).

This methodology not only focuses on the organizational purposes, but also
places great emphasis on the information infrastructure on which to base man-
agement of the process, allowing the team to supervise their own project (Aouad
et al. 1993). It is seen as a framework outlining a variety of techniques that are used
to develop and design IS effectively.

IE is rooted in the idea that different variables involved in a given system are
brought together in order to develop a cross-functional system (Hogan and Raja
1997). One popular tool to achieve this is the automated computer-aided software
engineering (CASE toolset), essentially a set of programs and automated mecha-
nisms that allow the project to be developed but also monitored and controlled
(Hogan and Raja 1997).

IE is structured as a method to collect and effectively apply information from the
real world into the desired system. According to Roberts (2010), this translates into
a process shaped like an inverted V, where information is acquired by sensors and
transported into an operating system which will allow for that data to be processed,
and eventually analyzed. After analysis and inference, the operating system is
modeled and controlled into an output hardware, and this will impact the real world,
through the system’s actuators.

IE is a flexible method that can be adapted to specific contexts and projects, but
is evidently more focused on the tools and concrete methods of IS development
than the less obvious elements such as user satisfaction.

3.2.8 Jackson Systems Development (JSD)

The Jackson systems development (JSD) is a “method for specifying and designing
systems whose application domain has a strong temporal flavor and contains objects
whose behavior is describable in terms of sequences of events” (Jackson 2002).
This IS development methodology appears as an extension of the program design
methodology referred to as Jackson structured programming (JSP), a method
centered on the premise that programs must process one or more sequential streams
of data. The JSP was extended to JSD with the purpose to design and implement
information systems (Jackson 1992).

Because JSD derives from JSP, Jackson (2000) states that this methodology was
based on the principles of program design. An information system can be seen as a
simulation, or model, of the “real world,” with further functionality to offer the
information outputs. The real world, in this context, is viewed as a collection of
entities such as customers, products, or accounts. For that reason, this methodology
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can be seen as a new approach to reality-driven methodologies that center on
designs associated to reality, and information-driven methodologies that have a
propensity to focus on data and processes.

Consequently, the main purpose of JSD is to guarantee that the final system is an
accurate reflection of not only the developer’s but also the user’s perceptions of the
real world, by considering the current state of the real world and describing it
(Rohde 1995). This methodology, much like soft systems methodology and similar
approaches, also attempts to bridge the gap between technical issues and real-world
contexts. It is rooted on established criteria for modeling real-world entities, and the
conceptual separation of system specification and system implementation (Savage
and Mingers 1996).

For Cameron (1986) and Jackson (1992), there are three stages to a JSD
methodology, as outlined in Fig. 3.4. The starting point is the premise that the real
world is comprised by sequential components ordered in time, called events or
actions, and the process will begin by acknowledging which of these components
are of interest to the issue at hand. So, the first stage (modeling) is essentially
concerned with the real world, not with the system that is being developed. This
event list is the first mechanism by which the scope and purpose of the system is
defined, followed by an identification of relevant entities and common actions. All
of these components are organized into event and data models (Jackson 1992).

The network stage essentially entails the analysis of the processes and connec-
tions that flow between the various components of the system, described in the
model stage. These connections are organized into a system specification diagram,
with different shapes representing different forms of process communication
(Jackson 1992). Thus, a systemic description of inputs and outputs of the system is
achieved, allowing for the development of the new system’s specifications.

Finally, the implementation phase is mainly based on two issues: scheduling of
the process specifications, and organization/management of the data. The tools and
techniques used in this stage are essentially the tools of JSP (Jackson 1992).

The JSD methodology has been used to develop systems of all sizes. However,
the characteristic rigor of this methodology can make it considerably complex to
use.

Fig. 3.4 Stages of JSD
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3.2.9 Information Systems Work and Analysis of Changes
(ISAC)

Information Systems Work and Analysis of Changes, known as ISAC, was devel-
oped in the 1970s at the Institute for Development of Activities in Organizations in
Stockholm, Sweden. It is a methodology for IS development that centers on the
client’s needs, and it was created in order to guarantee that the business gets the IS it
requires. Therefore, it starts with thorough analysis of the organization’s present
situation and the specific problem, and aligns the development of the system by the
perspective of that analysis. It maintains the emphasis on the organization’s specific
issues and needs, by encouraging the participation of users and all other stakeholders
in the development process, monitored by the developers (Wieringa 1996).

Nilsson (1989) states that the ISAC methodology, in general, spans two main
development areas. Change analysis consists of the examination of problems, and
possible solutions, for business activities in a company. ISD consists of the analysis
and design of the IS as a support to the business activities.

The ISAC approach is based on the notion that by establishing an IS, one alters
the environment, rather than creating a new one (Hanani and Shoval 1986).
Moreover, ISAC is a methodology oriented to the problem, which attempts at
specifying its root causes and solutions. But because it is focused on business
demands, it is essentially used for client-oriented development.

ISAC can be divided into four stages that focus on user and management
questions. The following table (Table 3.3) defines each of the four stages, according
to Wieringa (1996).

ISAC is primarily focused on problem analysis and activity modeling, while
neglecting data modeling techniques, which lead to some researchers combining it
with data modeling methodologies of IS development in order to improve its
flexibility (Wieringa 1996).

It can also be asserted that ISAC is not adequate for complex control systems
(Wieringa 1996). Its encouragement of user participation and preference for
meetings rather than documentation means it stands closer to the agile spectrum of
IS development and therefore is more suitable for client-focused projects with
dynamic requirements.

Table 3.3 Stages of ISAC

Change
analysis

The main goal is to identify the organization’s needs, by identifying the
problem and what changes need to be performed in order to overcome it

Activity study The selected model of the situation is broken down into information
subsystems, so as to allow for the identification of essential features and
interfaces between the subsystems

Information
analysis

A specification of which inputs and outputs the IS has, and what are the
quantitative requirements of each subsystem

Implementation A decision is made on the technology that will be used to build the IS, and it
is designed and programmed accordingly
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3.2.10 Multiview Methodology

The multiview methodology was first outlined in 1985 by David Avison and Trevor
Wood-Harper, based on their experience with systems analysis in the industrial
context (Avison and Wood-Harper 2003). Since then, it has been improved and
expanded, eventually becoming an important alternative in the field of IS devel-
opment (Avison et al. 1998). It was created as a reaction to traditional IS devel-
opment methods, which had firm roots in engineering discipline and technical
rationality (Vidgen 2002).

According to Avison and Wood-Harper (2003), multiview’s fundamental prin-
ciples are centered around five essential questions that any IS development needs to
address:

1. How can the system contribute to the organization’s goals?
2. How can it be adjusted to the worker’s daily routines?
3. What is the most efficient way for the users to interact with the system?
4. What functions will the system need to perform?
5. What technical specifications can more easily achieve the desired results, based

on the previous four questions?

Each of these five questions was associated with a different dimension of the
framework: in a hierarchical, progressive structure, these dimensions were human
activity, information, socio-technical, human–computer interface, and technical.
The structure and its meanings are illustrated in Fig. 3.5.

This five-stage framework shows that the multiview approach allows an
adjustment along the process of IS development, by considering not only the
technical aspects, but also focusing in the human assets and how their skills and
concerns can influence the process. These five stages are considered necessary to
develop a system that is complete and balanced in technical as well as human
aspects.

Fig. 3.5 Multiview methodology framework [adapted from Avison and Wood-Harper (2003)]
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Furthermore, it can be asserted that this methodology combines five different
views that are important for the successful development of a project, by covering all
the important features. Avison et al. (1998) state that this framework moves “from
the general to the specific, from the conceptual to hard fact, and from issue to task.”

Multiview can be considered as an intricate methodology for two key reasons: it
combines “hard” and “soft” techniques; and since it is a contingent approach, it
does not follow a strict, step-by-step direction (Avison and Wood-Harper 2003).

Since information systems are constantly evolving and changing, the multiview
methodology also evolved. The refined version of Multiview is known as Multi-
view 2. It is an expansion of the Multiview 1, mainly building on the importance of
analyzing and studying how an information system must be used and adjusted at the
software level (Avison et al. 1998). It attempts to enhance the framework by
substituting the waterfall-like scheme of Multiview 1 by a more dynamic model that
can better illustrate the relationships between organizational behaviors, work sys-
tems, and technical artefacts. Here, the development process is broken down into
four stages (organizational analysis, information modeling, socio-technical analysis
and design, technical design and construction), with the process of IS development
mediating the scheme (Avison and Wood-Harper 2003).

Multiview attempts to address real-world problems. It includes phases, which are
related to the human and social dimensions as well as the technical aspects. It
attempts to address all questions related to the organization as a whole, such as the
people working in the organization, the human–computer interaction, the various
purposes that the information system has to carry out and the technical aspects for
executing those functions.

3.3 Conclusion

According to Avison and Taylor (1997), ISDMs are commonly categorized
according to specific subjects or characteristics. We have discussed a variety of the
most popular ISDMs, and following the system presented by Avison and Taylor
(1997), the following categories can be inferred:

(a) Process-oriented methodologies that are appropriate to well-structured problem
situations and focus on the structure of the system design, presenting structured
guidelines;

(b) Methodologies used on unstructured problems, where the purpose is uncertain;
(c) Methodologies that promote elevated user interaction with the system;
(d) Methodologies that combine features from other models.

Based on the above ISDMs categorization, we can classify the presented ISDMs
as described in Table 3.4.

These categorizations are not to be seen as an absolute truth. All these meth-
odologies have in common the main purpose of improving and facilitating an
information system development process. In addition, several methodologies or
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situations may fit into more than one category of the presented classifications
(Avison and Taylor 1997).

We have presented, in some detail, some of the ISDMs that are used in the
context of information technology and information systems. The adaptation of an
organization to a new IS should never be unidirectional: the IS should be designed
accordingly with the context, the situation, and the end users. This adaptation is
facilitated by the adoption of one of the presented methodologies in accordance
with the purpose of the IS.
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Chapter 4
Web Site Development Methodologies

4.1 Introduction

The progress of the World Wide Web appears to be an inexorable process, con-
stantly presenting new challenges and opportunities. With the need to accompany a
society that is increasingly dedicated to new technologies, while at the same time
reducing costs and improving information systems, entities must equip themselves
with the means to attract more customers and users. Thus, a Web site is no longer
seen merely as a means to present informative content. Today, it is also a platform
for business, communications, and social interaction. Therefore, it is expected that
entities innovate their Web pages, so as not to become outdated and out of touch
with their user base, unsuited to its evolving and demanding needs.

With the evolution of the World Wide Web and the increasing need to innovate
Web sites, researchers have attempted to propose different methods and techniques
to aid and improve the development of Web pages. Many Web developers base
their work on existing software development methodologies; however, there are
specific aspects of Web development that have lead researchers to propose that
specific methodologies are needed. Here, we will discuss some of those method-
ologies by reviewing existing literature, a method which will allow for a useful
perspective on the state of research in this field.

4.2 The W3DT Methodology

The World Wide Web Design Technique, commonly known as W3DT, is a pio-
neering approach used for the design of Web-based hypermedia applications
(Bichler and Nusser 1996). Developed by Bichler and Nusser (1996), it was con-
ceptualized particularly for the development of large Web sites. It is a technique
focused on the collaborative development of distributed Web pages, allowing for
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the modeling of highly structured, database-like information-domains, and con-
ventional hypertext. Thus, it facilitates the process of developing both structured
and unstructured Web pages, supporting static and dynamic content alike. It also
facilitates the creation of unified Web sites, by utilizing submodels for each loca-
tion, making it an ideal methodology for large-scale Web sites (Bichler and Nusser
1996).

The W3DT methodology comprises an intuitive graphical model suitable for the
use of Web pages, which describes design components such as sites, pages, index,
forms, menus, links, dynamic links, etc. (Enguix and Davis 1999).

According to Bichler and Nusser (1996), the process of developing a Web site
within this framework is divided into two stages:

First, the developers outline a graphical representation of the Web site and
respective pages, which will account not just for the aesthetic presentation of the
Web site but also its navigational structure. This is accomplished by building one or
more diagrams. These diagrams consist of at least one page, with optional links,
and a layout, which will define formatting specifications for each page. The
underlying structure of each page is composed of three elements: form, index, and
menu (Bichler and Nusser 1996). These components are the basic design primitives
of the W3DT model, as outlined in Fig. 4.1.

Second, the developers produce and run prototypes using a computer-based
environment. This stage utilizes a computer-based design environment that the
authors called WebDesigner, giving the developer the opportunity to create a
running prototype of the Web site. WebDesigner is W3DT’s CASE tool, providing
this methodology with an intuitive browser that allows the developers to graphically
represent the Web site as it is being developed, and to draw and edit all features of
its constructs (Bichler and Nusser 1996).

W3DT combines a modeling technique with a computer-based design envi-
ronment. It was primarily created to support the requirements of unstructured,
hierarchical domains. It is a visual, high-level methodology that harnesses the
functionality of HTML, its fundamental language (Burner 2002).

Fig. 4.1 A model of WSDM (adapted from Plessers et al. 2005)
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4.3 The Web Site Design Method

The WSDM was first proposed by De Troyer and Leune in 1998. Originally, the
acronym WSDM stood for Web Site Design Method, and only concerned Web sites
providing information. With the evolution of the World Wide Web, WSDM has
developed to encompass not only traditional Web applications but also semantic
Web applications, which lead to it being renamed as Web Semantics Design
Method (Troyer et al. 2008).

The Web Site Design Method is primarily a user-centered methodology, placing
the user at the center of the development of the Web site. It focuses on an audience-
driven design philosophy, where the product is design with the audience in mind.
Thus, the developer must take into consideration the different potential target
audiences (visitors and users). Their necessities and preferences must be the starting
point for the design process. This means that the key structure of the Web site is
derived from the preferences of the target audience, resulting in different navigation
paths (named audience tracks) offered from the home page, one for each different
kinds of user/visitor (Troyer et al. 2008).

Its ultimate purpose is to break down multiple design problems by offering a
systematic, multiphase approach to Web design. Therefore, each design phase
focuses on one specific feature of the Web design cycle, such as requirements and
task analysis, data and functionality modeling, navigation modeling, presentation
modeling and implementation (Plessers et al. 2005).

WSDM is a methodology which not only offers modeling primitives, allowing
Web developers to design and develop models that portray the Web site/application
from different perspectives and at different levels of abstraction, but, in addition, it
also proposes a systematic way to develop the Web application (Troyer et al. 2008).
Since this methodology is not merely attached to a technology, it does not entail the
design and structure of the data. Its main concern is to identify potential users and
their information necessities (Burner 2002). Thus, it can be asserted that the
management of information is at the center of this methodology.

The WSDM comprises five fundamental stages (Troyer and Leune 1998), which
are summarized in Fig. 4.1. There is a preliminary stage, the mission statement
specification, during which the purpose and goals of the Web site are outlined, as
well as its subject and target users (Plessers et al. 2005). The second stage is user
modeling. Here, it is crucial to focus on the potential users of the Web site. This
stage is divided into two phases: user classification and user class description,
where the users are identified and classified. A user class is a division of the
potential users who are equal in terms of their information requirements. The
second stage is conceptual design, and it is also divided into two steps: object
modeling, where the information requirements of each distinct user classes and their
perspectives are properly described by developing a conceptual object model for
each of the different user classes, and navigational design, where a navigation
model is developed. The navigation model presents a navigation track that com-
municates how users can navigate through the existing information. The third stage
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is implementation design. At this point, the “look” of the Web site is developed.
The purpose is to produce a reliable, enjoyable, and efficient “look” for the con-
ceptual design made in prior stages. The fourth stage is implementation, the actual
completion of the Web site, and its placement online.

When developing an application with this methodology, the developer must
follow a well-defined design philosophy that will aid him/her with the necessary
support to organize the Web site. With the WSDM, development comprises a chain
of successive stages. Each stage has a well-defined output. Therefore, for each
stage, a (sub) method that illustrates how to obtain the output from its input is
offered. The output of one phase is the input of a following phase (Troyer et al.
2008).

The implementation of WSDM guarantees that autonomic computing elements
can be accessed in a regular way and have well-defined life cycles. Furthermore,
each of the elements is regarded as a resource that is addressable through the Web
Services Addressing Standard (Litoiu et al. 2008).

Burner (2002) argues that “WSDM is good to design front-ends and design the
‘look and feel,’ but it does not either explicitly design, or manage dynamic data. It
is advisable to combine it with a second methodology to design the structure of the
data and dynamics.”

4.4 Relationship Management Methodology (RMM)

The Relationship Management Methodology (RMM) was originally developed in
the 1990s, as a framework for the design and construction of hypermedia appli-
cations. It is thus called because it focuses on hypermedia applications as a vehicle
for the relationships between information objects (Isakowitz et al. 1995).

RRM is a structured methodology. The design stages of the process are preceded
by a number of studies focusing on such things as the objectives of the Web site,
market and user analysis, information sources and permissions, distribution chan-
nels, and cost–benefit analysis. This results in feasibility studies, as well as a
thorough knowledge of both information and navigational requirements (Isakowitz
et al. 1995).

After needs, goals, and requirements of the project are well defined, there fol-
lows a process of seven stages, as illustrated in Fig. 4.2.

E-R Design The information domain of the application is represented via an
Entity–Relationship (E-R) diagram. According to Isakowitz et al. (1995), this first
step of the design process represents a study of the relevant entities and relation-
ships of the application domain.

Entity Design This step establishes how the information in the selected entities will
be presented to users and how they may access it. The resulting concept is described
as an E-R+diagram. It involves dividing an entity into meaningful pieces and
organizing these into a hypertext network.
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Navigational Design The course that will enable hypertext navigation is outlined
and designed. Each associative relationship appearing in the E-R+ diagram is
examined and represented in a Relationship Management (RM) diagram.

Conversion Protocol Design Developers use a group of conversion rules to convert
each element of the Relationship Management Data Model (RMDM) diagram into
an object in the target platform.

User Interface Design Design of screen layouts for every object appearing in the
diagram acquired in Step 3.

Runtime Behavior Design At this point, developers make decisions about which
link traversal, history, backtracking, and navigational mechanisms are to be applied.
It is important to consider the instability and the dimension of the domain in order
to choose whether node contents and link endpoints are to be developed during
application, or dynamically computed on demand at runtime.

Construction and Testing This last step consists on the implementation of the
application and testing.

Applications designed with this methodology are represented in RMDM, based
on the E-R model and the Hypermedia Design Method (HDM), which was one of
the first methods created to identify the structure and interaction of hypermedia
applications. RMM combines a top-down and a bottom-up approach (Koch 1999).
The Data Models thus created allow the breaking apart of the attributes of a given
object or entity into slices, and the grouping of entities into m-slices. The concept of
slice is here meant to mediate between the logical architecture of the Web site, and
its presentation, as each slice contains the information that will be displayed
(Antoniol et al. 2000).

RMM is particularly adequate to the development and implementation of Web
sites focusing on relational databases. It allows for the portrayal and development of
the application domain in an abstract way, and it describes all elements of the
application domain regarding entity types, attributes, and relationships, through the
inclusion of the Relationship Data Models (Antoniol et al. 2000). However,

Fig. 4.2 A simplified model of RMM (adapted from Isakowitz et al. 1995)
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Howcroft and Carroll (2000) have observed that RRM is exceedingly complex,
which makes it less adaptable, as Web developers generally have little experience in
the IS field, and this methodology relies heavily on IS principles and terminology.

Venable and Lim (2001) observe that the RMM is included in the category of
Web site development methodologies that use modified models based on traditional
IS or software development methodologies.

4.5 Object-Oriented Hypermedia Design Methodology
(OOHDM)

The focus of a hypermedia application is information, and the principle that
information can be divided into smaller parts regardless of how it is presented or
stored. Schwabe and Rossi (1995a) argue that the Object-oriented Hypermedia
Design Method (OOHDM) uses abstraction and composition mechanisms in an
object-oriented model, in order to allow for a concise description of complex
information items and permit the specification of complex navigation patterns and
interface transformations.

OOHDM is essentially based on Hypermedia Design Model (HDM), a method
that focuses on the notion of hypertext as the conjunction of entities and their
relationships, such as navigational paths. However, OOHDM expands HDM
toward the object-oriented paradigm, where design activities permit composition
mechanisms (for example, classification, aggregation, and inheritance hierarchies),
leading to abstraction and reuse by introducing several visual schemas to improve
the expressiveness of the model (Burner 2002). Contrary to HDM, OOHDM pre-
sents a clearly defined method for the development of hypermedia applications
(Gaedke and Graef 2000).

Under the OOHDM methodology, the hypermedia application is developed in a
four-stage process sustaining an incremental or prototype process model. Each
stage emphasizes a particular design concern, and an object-oriented model is
constructed. Classification, aggregation, and generalization/specialization are used
throughout the process to improve abstraction power and reuse opportunities
(Schwabe and Rossi 1995a). The four stages are described in Table 4.1.

In the conceptual design stage, a conceptual model of the application domain is
developed using well-known object-oriented modeling standards. As a result, a
class schema is produced, consisting of subsystems, classes, and relationships, with
multiple-valued attributes and explicitly indicated directions. The goal, at this point,
is to aggregate and summarize the domain semantics in the widest and most neutral
form possible, without particular concerns regarding users and tasks (Schwabe et al.
1999).

The second stage is navigational design, a description and visualization of the
navigational structure of the hypermedia application, based on numerous navigation
classes such as nodes, links, indexes, and guided tours. The multivalued attributes
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described in the conceptual model are corresponded to different navigation classes.
OOHDM posits that navigation objects are the concrete components that give form
to conceptual objects. Likewise, links also reflect conceptual relationships. The
resulting schema, specifying all navigational classes, defines the navigational
domain of the hypermedia application. The actual structure of the navigational
design is then developed (Schwabe et al. 1999).

The third stage is abstract interface design, where an abstract interface model is
developed by identifying perceptible objects (such as a picture, a city map…) and
interpreting them in terms of interface classes. Interface classes are described as
aggregations of primitive classes (such as text fields and buttons). Because user
interface is a fundamental aspect of Web development, it is also an essential stage
of the OOHDM process. The abstract interface specification will determine the
appearance of navigational objects, which objects will activate navigational actions,
the synchronization between multimedia elements and the context and purpose of
interface transformations. This is achieved by means of Abstract Data Views,
formal models that describe structural as well as interactive aspects of the interface
(Schwabe et al. 1999).

The fourth and final stage is implementation, and it essentially entails the run-
ning of the application. A particular attention is now given to the runtime envi-
ronment. Schwabe et al. (1999) outlined an appropriate environment named

Table 4.1 The four-stage OOHDM (adapted from Schwabe and Rossi 1995a)

Stages Products Mechanisms Design concerns

Conceptual
design

Classes Classification Modeling the semantics
of the application domainSubsystems Composition

Relationships Generalization

Attribute
perspectives

Specialization

Navigational
design

Nodes Mapping between con-
ceptual and navigation
objects

Takes user profile and
task into considerationLinks

Access
structures

Emphasis on cognitive
aspects

Navigational
contexts

Navigational
transformations

Abstract inter-
face design

Abstract inter-
face –objects

Mapping between naviga-
tion and perceptible
objects

Modeling perceptible
objects

Implementing chosen
metaphors

Responses to
external events

Describing interface for
navigational objects

Interface
transformations

Implementation Running
application

Those provided by the
target environment

Performance
completeness
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OOHDM-Web, based on the Lua scripting language and the CGI Lua environment.
It introduces templates mixing HTML and calls to functions within the navigational
library.

These steps are carried out through a combination of incremental, iterative, and
prototyped-based development styles. During each step, a set of object-oriented
models describing particular design concerns are built or enriched from previous
iterations (Schwabe et al. 1996).

OOHDM takes into consideration the very nature of management information
systems (MIS), where different users need to access shared data in a way that is
adapted for them. A hypermedia application is developed and built as a set of
navigational objects that operate as logical windows on a shared conceptual model.
By using the OOHDM model, it is possible to create a plan for a domain of
hypermedia applications, using recognized object-oriented concepts such as struc-
ture and behavior, and abstraction mechanisms, such as aggregation and general-
ization/specialization (Schwabe and Rossi 1995b).

Ultimately, the purpose of OOHDM is to aid application designers in the
development of single-user hypermedia environments. It is also a methodology
oriented toward a perceptive model of hypermedia applications, in which users/
visitors navigate through a hypermedia space that was authored beforehand
(Schümmer et al. 1999). As a result of this orientation, Schümmer et al. (1999)
argue that OOHDM is missing some of the possibilities for the design of editing or
authoring functionalities that permit the manipulation of the hypermedia space.
Therefore, to minimize the lack of editing and management of the hypermedia
environment, these authors present the collaborative OOHDM, aimed at facilitating
the design of collaborative hypermedia environments. It introduces an interaction
design level to the OOHDM, describing the ways in which users/visitors are able to
interact with the hypermedia content and with each other.

4.6 Web Engineering

In 1998, a group of researchers established the grounds for Web Engineering, an
attempt at creating a new discipline that could introduce sound principles taken
from engineering and management into the disorganized panorama of Web
development. It was observed that there was little methodical discipline in Web
development and that most applications were developed through an ad hoc, con-
tingency plan. But the increasing importance of Web applications, as a separate
entity of information systems, called for a new, organized approach (Murugesan
et al. 2001).

Web Engineering brings together practices from traditional software engineering
methods, adapting them to the more flexible reality of the Web, and other practices
that pertain to the specific nature of Web development in itself. It is defined by its
creators as “the establishment and use of sound scientific, engineering, and man-
agement principles and disciplined and systematic approaches to the successful
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development, deployment and maintenance of high quality Web-based systems and
applications” (Murugesan et al. 2001).

Many developers of Web applications traditionally focused on process logic and
data management before moving on to develop the user interface, a practice that
derives from the well-established methodologies for software engineering which
dated back to the 1960s. But in Web development, user interface is of the utmost
importance, as it provides users with an immediate first impression of the Web
site’s purpose. This has introduced an aesthetic component that did not previously
exist, attributing much greater importance to the design stages, and the designers
themselves (Deshpande and Hansen 2001).

This is one of the aspects that pertain to the specific nature of Web development
as opposed to traditional software development, but there are other aspects such as:
The fact that its document-oriented, containing static or dynamic content; its heavy
reliance on appearance and visual creativity; a vast, potentially global, user base,
with the corresponding variety in profiles and preferences; shorter time frames for
development than with regular software; a greater variety in the background,
experience, and skills necessary for Web developers than for traditional software
engineers (Murugesan et al. 2001).

Web Engineering is centered on the premise that Web development has 6 dif-
ferent dimensions (Deshpande et al. 2002), as illustrated in Fig. 4.3. The authors
argue that most existing Web development techniques do not follow all of these
stages, starting the project not with planning and management but at a given later
stage (Deshpande et al. 2002).

Web Engineering proposes a multidisciplinary approach to development and
determines that all of the following stages of development must be taken into
account for a solid, successful Web product (Murugesan et al. 2001):

Fig. 4.3 Levels of Web
development according to
Web Engineering
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1. Requirements specification and analysis
2. Web-based system development techniques
3. Integration with legacy systems
4. Migration of legacy systems to Web environments
5. Web-based real-time applications development
6. Testing, verification, and validation
7. Quality assessment, control, and assurance
8. Configuration and project management
9. “Web metrics” for estimation of development efforts

10. Performance specification and evaluation
11. Update and maintenance
12. Development models, teams, and staffing
13. Human and cultural aspects
14. User-centric development, user modeling, user involvement, and feedback
15. End-user application development
16. Education and training

Web Engineering proponents argue that future development models should build
on these principles and good practices. Thus, we can assert that Web Engineering is
not a methodology per se, but it is a set of standards that is designed to influence or
shape future models of development, making it an important milestone in the
evolution of Web development methodologies.

4.7 Internet Commerce Development Methodology (ICDM)

As the focus of applications development shifted from traditional information
systems to the Web, there was a particular aspect of Web development that captured
the attention of researchers: e-commerce. Standing (1999) thus proposed a meth-
odology that would specifically cater to the needs of e-commerce projects within
organizational contexts. It was intended as both a management strategy, and a
development strategy, heavily focused on business goals and needs. It presents a
holistic, subjectivist perspective, aimed at addressing issues of strategic, business,
managerial, and organizational culture (Standing 2001).

ICDM proposes that the development of a Web site entails three different levels
or dimensions: the organizational level, consisting of a Web management team, the
development level, consisting of a Web site component production team, and the
implementation level, consisting of all the technical aspects of implementation and
appropriate teams (Standing 1999).

According to this methodology, there are seven stages in the process of devel-
oping a Web product.

Strategy is the first and the most important: Managers need to determine the
organization’s competitive situation, by assessing its place in the environment. This
is achieved by means of SWOT analysis: an examination of the company’s
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strengths, weaknesses, opportunities, and threats. The results will depend on the
specific conclusions of this process or analysis, which will inevitably vary with the
particular conditions of the organization; however, Standing (2001) points out three
generic outcomes that determine the scope of the project: “process change” (the
modification of a given organizational process using the Internet), “process re-
engineering” (complete redesign of a process through use of the Internet), or
“transformation” (radical alteration of business practices through use of the Inter-
net) (Standing 2001). This is followed by a substage of meta-development strategy,
where the Web development team will outline and plan the Web site in relation to
business needs, with more or less autonomy, depending on the project and con-
clusions of the SWOT analysis. Finally, it concludes with a component strategy,
where the implementation team determines the technical constitution of the Web
site’s components.

After the strategic aspects of development have been established, there follows
an analysis of logical functional requirements. This process is heavily user-oriented
(Standing 2001). Brainstorming sessions, and similar group communication tech-
niques, are used to provide developers with fast and insightful feedback from all the
stakeholders involved, and particularly the intended user base.

With clearly defined strategic principles and requirements, the project can move
on to the technical stages of development. Semi-physical architecture will establish
the framework for the Web site’s architecture, defining the combination of docu-
ment systems, interactive systems, and complex transaction systems that the site
will use. Design entails all the necessary activities that will provide the Web site
with a definitive structure. At this point, it is fundamental to uphold key values of
Web design, such as usability, promotion, customer evaluation, and the effective
representation of the organization’s desired image (Standing 2001).

Implementation and evolution are closely related to the meta-development
strategies. Unless the intended Web site is small, it is very likely that not all the
content will be established definitively. Some components will remain stable (such
as transaction modules), while others will need to evolve continually, a task which
should fall under the domain of the Web development team. This team will
determine who will have the responsibility of adding and editing the site’s content,
as well as what guidelines and principles are to be followed in that respect
(Standing 2001).

ICDM essentially attempts a multidimensional view in order to bring together
the various different perspectives that are formed over the Web-based system
(Table 4.2). A combination of different methodologies is, according to the author,
the only way to appropriately bridge the gap between these different approaches.

4.7 Internet Commerce Development Methodology (ICDM) 73



4.8 Web Information System Development Methodology
(WISDM)

The Web Information System Development Methodology (WISDM) to build Web-
based information systems is described in the book “Developing Web Information
Systems,”1 which is authored by Richard Vidgen, Dave Avison, Bob Wood, and
Trevor Wood-Harper, and published by Butterworth–Heinemann (2002).

This particular approach stems from the awareness by some researchers that
traditional methodologies of system development, such as the System Development
Life Cycle (SDLC), the Waterfall methodology or the Rapid Application Devel-
opment (RAD) model, are inadequate to describe the specific reality and the par-
ticular needs of Web development (Shaffi and Al-Obaidy 2013).

According to Vidgen (2002), there are three dimensions that separate system
development methodologies from Internet projects. First, in traditional IS devel-
opment, there is a great deal of abstraction in requirements and strategic principles,
while in Web development, the strategic dimension is much more obvious and
tangible. Second, in traditional IS development, the typical user is an employee that
can be trained and consulted directly, while in Web development, the typical user is
essentially a customer who is not required to use the product or train for its usage.
Finally, the design of a traditional IS project is focused on pure usability, while on
Web development, the product needs to be visually appealing as well as usable
(Vidgen 2002).

Therefore, WISDM attempts to provide a framework for connecting traditional
systems development methods with Web-based techniques. By using established
methods and techniques, it builds on existing best approaches rather than adding a
new methodology altogether. It covers the analysis and design activities of an
application and/or system development (Vidgen et al. 2002).

In this sense, WISDM builds on the Multiview approach to system development
(Vidgen 2002). This is a contigent methodology that is heavily focused on the
specific goals of the project and on bridging the gaps between all the different

Table 4.2 Different perspectives on Web-based systems (based on Standing 2001)

Focus Web-based system viewed as

Software
application

Programs and logical language

Web site Design and creation processes

Information
architecture

Hardware, network, databases, and software

Specialist
application

Application of design and management processes to particular structures
(Intranet, extranet)

Business system A tool for the strategic business goals

1 http://www.wisdm.net/wisdm/index.htm.
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perspectives that different stakeholders will have on the development process.
WISDM posits that simple engineering and technical strategies are not sufficient for
appropriately building Web applications (Shaffi and Al-Obaidy 2013), which makes
the Multiview methodology particularly adequate due to its soft systems approach.

There are five essential aspects that shape the WISDM (Shaffi and Al-Obaidy
2013). These five aspects are reflections of the different levels of influence that will
shape the final product, accordingly with its respective stakeholders, as illustrated in
Fig. 4.4.

First, the process requires analysis of preexisting conditions. Organizational
analysis is primarily related to the creation of value in the product. This is the
client’s goal; the Web site or Web application needs to reflect the organization’s
business goals, by focusing on market studies and information requirements.
Information analysis allows the Web developer to further establish and define user
requirements, mainly by building documents with graphical notations and/or soft-
ware prototypes. WISDM commonly uses the UML Model, a representation of the
functionality of the system (Shaffi and Al-Obaidy 2013).

After analysis is complete, there follows the design stage. Work design is the
creation and definition of the relationship between customer and employee, and this
essentially entails the principle of designing the site or application with the cus-
tomer in mind. Technical design is the Web site development in itself. It concerns
the programming and data structure necessary to create the Web site (Shaffi and
Al-Obaidy 2013).

Finally, human–computer interaction (HCI) represents the interaction between
technical and work design, through user interface (UI) design. UI design is a critical
part of the overall Web design development process. This process should combine
technical skill, experience, and expectations of the customer/user. The Web
developer must focus heavily on the UI design of the Web site, ensuring that it will
be effortlessly accessible, usable, flexible, secured, and also supportive of ergo-
nomic features (Shaffi and Al-Obaidy 2013).

WISDM attempts to provide a more encompassing view of the problem of Web
development, by proposing a socio-technical view. The Multiview methodology

Fig. 4.4 The matrix of
WISDM (adapted from Shaffi
and Al-Obaidy 2013)

4.8 Web Information System Development Methodology (WISDM) 75



outlines the framework, and WISDM builds on it to propose a construction where
creative and technical thinking come together to deliver user-centered content.

4.9 Participative Methodology for Developing Web Sites

Developers creating a Web site must take into consideration usability and HCI
principles. According to Issa (2008), these two important aspects are fundamental
for the development of efficient Web sites that adequately match basic marketing
purposes. Designers and users need to work together within a well-defined meth-
odology to generate a Web site that meets the requirements of the users and creates
a need for them to return to the Web site (Issa 2008).

Building on the notion that the designers must consider issues of usability and
HCI principles when creating a Web site, Issa (2008) developed a new method-
ology, named the Participative Methodology for Marketing Web sites, as a result of
an intensive study of existing systems development methodologies, marketing
methodologies, and other Web development methodologies (Issa 2008). The con-
cept of usability is central to this approach, due to its focus on marketing and sales,
which transforms the user into a customer. In the Internet, users have a great deal of
information available to them, which allows them to build informed opinions and
provides them with variety and choice. If users are faced with a Web site that is
difficult to navigate, slow, confusing, and frustrating to use, they will quickly search
for a better alternative.

The Participative Methodology proposes a set of stages that the process of Web
development should entail. However, these stages are not necessarily sequential,
but iterative. The authors have based their model on the Star Life Cycle Model,
which places evaluation and testing at the center of the process, as the organizing
axis that supports all other activities (Issa 2008) (Fig. 4.5).

The major stages of the Participative Methodology are presented in Fig. 4.5.

Usability Evaluation (SA0) This stage is located at the center of the new meth-
odology, as, before the process moves on to another stage; it is necessary to
evaluate the results from the previous stage, which is known as “formative eval-
uation.” Usability Evaluation—Measurement (SE0.1): This step is an ongoing
evaluation of the Web site to ensure that it achieves its intended purposes.

Functionality Testing (SA1) This stage is also located at the center of the new
methodology (along with the usability evaluation) to test the results from the pre-
vious stage before moving to another stage. Expert-based and user-based evalua-
tions will test the Web site to ensure that it functions effectively from the technical
perspective.

Planning (SA2) This stage allows designers and users to address various project-
scoping issues: (1) the requirements for developing a Web site; (2) the nature of the
product and the buyers; (3) the firm’s competitors; and (4) the location of the site
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and how to promote the Web site. In addition, this stage involves developing a
detailed schedule of activities required in order to carry out the development of the
Web site in an efficient and effective manner.

Analysis (SA3) In this stage, users, analysts, and designers expand their findings in
enough detail to indicate exactly what will and will not be built into the Web site
design, and to add, improve, and correct the initial Web site requirements if they are
not meeting the users’ needs and wishes. Analysis—Task Analysis (SE3.1): This
step will define the purpose of developing the Web site, the type of users, the type
of work users will do with the Web site, users’ goals, and their activities.

Design (SA4) The design stage will utilize the requirement specification from the
previous stage to define: (1) what the Web site is; (2) how the Web site will work;
(3) user involvement in decision-making; (4) future users; and (5) usability
requirements. Design—Usability Goals (SE4.1): This step will allow users (end
users and client–customer users), analysts, and designers (internal and external) to
confirm that the Web site design is efficient, effective, safe, useful, easy to learn,
easy to remember, easy to use and to evaluate, practical, and visible and that it
provides job satisfaction. Design—HCI (SE4.2): This step will allow users (end
users and client–customer users), analysts, and designers (internal and external) to
identify that the Web site design is practical. There are many specific issues that
need to be taken into consideration when designing Web site pages, such as text
style, fonts, layout, graphics, and color. Design—Navigation (SE4.3): This step will
define the specific navigation paths through the Web site among the entities to

Fig. 4.5 Participative Methodology for marketing Web sites
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establish the communication between the interface and navigation in the hyper-
media application. Design—Prototyping (SE4.4): This step is essential in the Web
site design process, to allow users and management to interact with a prototype of
the new Web site, to suggest changes, and to gain some experience in using it. This
step allows the management to reduce costs and increase quality through early
testing.

Implementation (SA5) This stage involves the technical implementation of the
Web site design. It allows users to use the new product and to check whether it
meets their requirements. Implementation—Construction (SE5.1): This step
involves the technical implementation of the Web site design. Implementation—
Training Staff (SE5.2): This step will give the necessary training to the staff about
the new Web site. Implementation—Promotion (SE5.3): This step will use various
tools such as press releases, link building and banner-ad campaigns, paid search
engines, directory listing campaigns, and traditional marketing methods (e.g.,
Newspapers, radio, and TV) to promote the Web site.

Maintenance (SA6) This stage involves ongoing maintenance of the Web site,
including updating changes and the correction of errors in the Web site. Mainte-
nance—Real Interaction and Feedback Tools (SE6.1): During the maintenance
stage, real interaction needs to be tracked by using the server log file. This infor-
mation is very useful to the designers for improving and enhancing the structure and
the functionality of the Web site in order to encourage more users to visit it. In
addition, feedback tools should be available on the Web site to enable the users to
contact the Web site owner for information or personal communication and to
provide feedback about the Web site. For example, forms, surveys, discussion
forum, contact form, telephone number, and a prize should be available on the Web
site to encourage the users to provide feedback about the Web site. The first author
recommends that, in order to prevent spam, the organization’s e-mail address
should not be made available on the Web site. Maintenance—Project Review
(SE6.2): This step should be available to ensure that the Web site is working toward
the project goals. This means that, after putting the Web site online, the designers
need to check the Web site after one week to evaluate whether the Web site
construction and structure are working according to the users’ needs and require-
ments. One example of a tool that can be used for the project review is a checklist
for the goals and objectives, usability, and technical requirements.

User Participation (SA7) This aspect is a very important concept in the meth-
odology, as the main purpose is to allow user participation in the Web site
development process in order to gain more information about the problems and
alternative solutions from the users and to familiarize them with the system before it
is released. For each stage, there is a rating (from 0 to 3), which indicates the extent
of user participation in the development process.

Iteration (SA8) This occurs between each stage and step in the Participative
Methodology for Marketing Web sites, to check that the Web site does indeed meet
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users’ (end users’ and client–customer users’) requirements and company objec-
tives before moving to another stage.

Content Management Systems (CMS) (SA9) This aspect is relevant to the
usability evaluation, functionality testing, planning, design, implementation, and
maintenance stages in the Participative Methodology for Marketing Web sites. This
tool will allow the users to manage the Web contents by allowing them to add, edit,
remove, and submit information by using various templates and workflows without
needing any previous knowledge of the Web site editing tools.

As we have seen, usability and HCI are the principal aspects concerning the
development of a Web site through the Participative Methodology. In effect, when
usability issues are taken into consideration during the interface development
process, various problems can be prevented early on, for example: It can reduce the
time needed to access information, it can make the information easily available to
users, and therefore, it can prevent the frustration of not finding useful information
on the site, which is one of the main reason why users choose not to return to a
given Web site. Furthermore, if the Web site is related to electronic commerce and
usability principles are not taken into consideration, such problems can directly
imply a loss in sales and revenue, which is why this methodology is particularly
useful for Web sites in that particular area.

4.10 Conclusion

Contrary to traditional software development, Web site development entails many
aspects that are specific to the medium, such as a wide range of possible users, the
need to present an attractive image, and a much greater emphasis on usability. Such
particular characteristics have led researchers to present methodologies that are
thought out specifically for the Web. These methodologies tend to have a more
heavy focus on the design processes, more user participation, and a more active
maintenance period.

Despite formal differences, all Web methodologies that we have discussed have
in common the main purpose of improving and facilitating the Web site design and
development process. These methodologies are used with the intention of aiding the
Web developers in the process of creating and structuring a Web page. However, it
is also paramount that methodologies facilitate the appreciation of information and
encourage effective and appealing forms of presentation and provision of infor-
mation, as a means of promoting products and services. Furthermore, when
developing a Web structure, the developers and the organization must guarantee
optimum visibility of all the information available in relation to the purpose of the
Web site, so as to make sure that the user can access all the information that he/she
needs in this one Web site.
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Chapter 5
Usability Evaluation Models

5.1 Introduction

The use of interface and WWW by individual and organizations become an
essential to enhance performance and job satisfaction, as these tools should be
designed in an efficient way to prevent frustration and vexation among users.

These tools should be friendly, efficient, effective, and easy to use. To ensure if
interfaces, systems, and WWW are meeting users’ needs, a specific usability
evaluation models should be employed before the implementation to examine and
assess their functionality and performance, as well as to identify the problems if
they are available.

These models will assist designers and HCI experts to generate exceptional
solutions to improve users’ work and satisfaction and reduce frustration.

Finally, to understand users’ mind-sets and performance and to improve the fit
between humans and the system, cognitive engineering should be presented.

5.2 Cognitive Engineering

Cognitive involves user activities from thinking, reading, writing, talking,
remembering, making decision, planning, solving problems, and understanding
people. Norman (1993) discriminates two types of cognitive, namely experiential
and reflective. The experiential mode reflects perceive, act and react as it needs a
certain level of motivation and enthusiasm, i.e., driving a car, reading a book,
playing a video game, or having a conversation. On the other hand, the reflective
mode involves thinking, comparing, and decision making. This mode leads to
creativity and innovation, i.e., writing a book, designing, and learning. Both modes
need specific technologies, as well as are essential for everyday life.
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Cognitive Engineering focuses on developing systems that support the cognitive
processes of users such as memory, perception and recognition, memory, learning,
reading, speaking, listening, problem solving, decision making and attention which
are used in Human Computer Interaction. The main aim of cognitive engineering is
implementing cognitive resources and reducing complication in developing systems
(see Fig. 5.1).

To understand the cognitive resources such as memory and attention which are
utilized in HCI, there are four types of models, i.e., goals, operators, methods, and
selection rules (GOMS); executive process-interactive control (EPIC) model;
Adaptive Control of Thought-Rational model (ACT-R); and Adaptive Control of
Thought in Information Foraging model (ACT-IF). These models’ evaluation aims
to assist users to demonstrate and reveal the user interaction with computers and the
implications for designers.

5.3 Cognitive Walk-throughs

Cognitive walk-throughs model involves expert users to ensure if the set of
activities will meet the correct action of the system. According to Nielson and Mack
(1994, p. 6), cognitive walk-thoughts involve “simulating a user’s problem solving
process at each step in the human-computer dialog, checking to see if the user’s
goals and memory for actions can be assumed to lead to the next correct action.”

An example of cognitive walk-thoughts evaluation is required users to get from
one screen to another to obtain a certain tasks done (Preece et al. 2002; Sharp et al.
2011).

There are specific steps involved in cognitive walk-thoughts, based on Preece
et al. (2002):

• The characteristics of typical users are identified and documented, and sample
tasks are developed that focus on the aspects of the design to be evaluated.

• A designer and one or more expert evaluators come together to do the analysis.

Fig. 5.1 Cognitive engineering—prepared by the authors
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• The evaluators walk through the action sequences for each task, placing it within
the context of a typical scenario, and as they do this, they try to answer the
following questions:

– Will the correct action be sufficiently evident to the user?
– Will the user notice that the correct action is available?
– Will the user associate and interpret the response from the action correctly?

Finally, as the walk-through is presently complete, a record of critical infor-
mation is compiled to identify what cause problems and why are recorded.

This involves explaining why users faced these difficulties, notes about side
issues and design changes are made, and a summary of the results is compiled. The
design is then revised to fix the problems presented. Last but not least, this eval-
uation records what works and what does not in details, and this will assist the
designers to resolve the problems and ensure the system/interface will meet the
users’ needs at the end.

5.4 Heuristic Evaluation

Heuristic evaluation is called the rules of thumb, as it guide designer and experts to
use high-level design principles or heuristics to ensure if the interface elements
confirm to the principles and project aims. This evaluation was developed by
Nielsen and colleagues (Nielson and Mack 1994), and it was confirmed (Vere-
denburg et al. 2002) that this evaluation is very cheap, easy to use, and generate
effective evaluation without the need for professional evaluators. The evaluation
process under this type will evaluate dialog boxes, menus, navigation structure,
online help, and so on.

Using this, evaluation requires an acceptance of an incomplete set of heuristics
that are simple, easy to understand, and relevant to the product which evaluators can
be trained if necessary.

This evaluation consist the following steps, namely: 1) Briefing: defining users’
needs and requirements; 2) Evaluation: evaluators to assess and evaluate the
interface; 3) Debriefing: to identify the problems and gaps in the interface.

Finally, the debriefing session, under this step, the experts will bring the prob-
lems and gaps from the interface, and specific solutions will be generated to meet
the new interface needs, and user will evaluate the new interface to ensure if it met
their needs or not.

In the evaluation process, heuristic evaluation is essential as users and designers
will understand the system/interface functionality well, and this evaluation will
define the gaps, and precise solutions will be defined to these gaps in line to match
users’ needs (Fig. 5.2).
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5.5 Goals, Operators, Methods, and Selection Rules
(GOMS)

GOMS model was developed and invented by Card et al. (1983). This model aims
to present the knowledge of determined human computer interaction and how user
can interact with computers and the implications for designers. This model
endeavors to reduce the complexity in the interface as well as in the cognitive
resources and engineering. Under this model, there are specific elements that
describe purposeful HCI, illustrated in Table 5.1.

• Goals specify what the user wants and intend to achieve.
• Operators are the building blocks for describing human–computer interaction at

the concrete level.
• Methods are sequences of sub-goals and operators to accomplish a goal.
• Selection rules predict which method will be used. For example, “If the mouse is

working, select ‘point to an item on screen,’ if not select choose OPEN option in
file menu.”

Finally, GOMS model is based on levels of interaction that bridge the gap
between the abstract (psychological) task and the concrete (Physical System).

Fig. 5.2 Basic process of heuristic evaluation

Table 5.1 GOMS Goals User needs

Operators HCI building blocks

Methods Programs built through operators

Selection rules Definition of what methods will be used
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5.6 Executive Process-Interactive Control (EPIC) Model

EPIC model is a cognitive design for modeling human, multimodal, and multiple-
task performance. This model is useful to examine the system or interface speed of
processing, working memory capacity, dual-task performance, and other cognitive
abilities change by age. This model was developed by Kieras and Meyers for
modeling human cognition and performance (Kieras and Meyer 1997; Meyer et al.
2001). EPIC model contains peripheral sensory-motor processors surrounding a
production rule cognitive processor and is used to construct précise computational
models for a variety of human–computer inaction situations.

EPIC model has several elements, namely (Kidder et al. 1999) modal stores,
control store, tag store, and storage capacity.

• The modal stores contain visual, auditory, and tactile stores that contain coded
information from modality-specific perceptual processors.

• Control store contains the following:

– goals (assist to perform particular tasks);
– steps (assist users to complete their job in a sequence manner);
– strategy notes (to enable or disable rules for alternative task strategies);
– status notes (indicate the current state of various processes).

• Tag store includes labels that assign specific roles to modal-store items.
• Storage capacity is focused on task storage and there is no limit of stored items.

Finally, this model is very useful to assess human performance limitations
toward the interface/software design from low levels of specific interaction tech-
niques and at high levels of systems that support complex task performance in
multimodal time-stressed domains (Kieras and Meyer 1997, p. 394) (Fig. 5.3).

Fig. 5.3 The architecture of EPIC simulation techniques (adapted from Kidder et al. 1999)
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5.7 Adaptative Control of Thought-Rational Model

ACT-R is a cognitive design to understand human cognitive psychology and human
performance. This model aims to understand how people consolidate knowledge
and produce intelligent behavior, as this model will assist users to recall the
information from the memory and try to resolve problems by breaking them down
into headings and subheadings and later applying knowledge from working
memory to generate valuable data. The ACT-R theories are human information
processing and knowledge representation theories (Anderson 1993; Hinesley 2007).

There are two types in ACT-R, namely declarative and procedural knowledge.
Declarative knowledge involves knowing that something is the case, i.e., Perth is
the capital of Western Australia, as well includes various types of knowledge, i.e.,
goals that are active. However, procedural knowledge involves knowing how to do
something, i.e., ride a car. This knowledge involves if/then statements that stipulate
how a specific goal can be achieved when specified conditions are met (Whitechill
n.d.).

5.8 Adaptative Control of Thought in Information
Foraging Model (Act-IF)

ACT-IF model is based on conventional foraging theory metrics and equations that
are described by Pirolli and Card (1999). This model presents a cognitive model for
information foraging, as the efficiency of information retrieval is calculated by
assessments of information scent with heuristic values for the selection of pro-
duction rules (Spink and Cole 2006; Trepess n.d.). Scent following is the “per-
ception of the value, cost or access path of information sources obtain from
proximal cues such as bibliographic citations, WWW, links or icons representing
the sources” (Pirolli and Card 1999, p. 646). Pirolli and Card (1999) confirm that if
the scent is strong, the information forager can make the correct choice, and if there
is no scent, the forager will have to perform a ranking walk-through the environ-
ment. Finally, Spink and Cole (2006) confirm that this model aims to examine HCI,
information retrieval, and Web systems within information foraging approach based
on evolutionary psychology.

In conclusion, this chapter examined and inspected the cognitive engineering
and usability evaluation models which are aiming to scrutinize users’ reaction and
behavior toward interface, WWW and system. This evaluation is a challenging
exercise for users, designers and HCI experts, since the testing and evaluation
should be presented and performed well in turn to identify the problems well and to
enhance the design in sequence to match users’ needs.
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Chapter 6
Quality Evaluation Models

6.1 Introduction

The 1970s were characterized by a rising demand for technology, and particularly
information technology (IT), which started to present a progressively bigger impact
on the management and development of organizations and businesses. This increase
in demand led to a growing number of problems, particularly when it came to
deciding the appropriate information systems (IS) to adopt. The focus then lied on
usage and user acceptance: How to predict that the system would be successfully
adopted by users? How to make sure it had the appropriate characteristics that users
in that organization demanded? It thus became necessary to invest in methods that
could help to predict the use of a system to potentiate its success. Researchers
started to experiment in this field, which was originating much interest, due to its
fundamental importance in the successful adoption of systems inside organizations
(Chuttur 2009).

Quality is vital to an interface’s success. This is even truer in a competitive
milieu where only the systems with high quality prevail (Tian 2004). Hence, quality
is an essential requirement for the survival of a system. In order to ensure a system’s
quality, a multitude of quality evaluation models were developed by researchers, to
help determine the system’s prospective quality.

The decision of which evaluation models to use must be based on a pertinent and
in-depth knowledge of what measures and models are available for system
assessment. It is paramount to know their main characteristics prior to their
application to a project. The application of these models assists developers in the
process of creating systems, so that they can be certain that the system has the
necessary quality to be successful and effective. Therefore, the application of an
evaluation model has a great impact on the entire development process, allowing for
the prediction of key factors of success as well as possible obstacles and how to
overcome them. Indeed, the features that these models present include, in many
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cases, the capacity to detect issues in the system, providing the developers with the
opportunity to solve them a priori (Tian 2004).

The field of IS evaluation has been progressing, which is only natural due to the
fluid and dynamic nature of IT and IS evolution as a whole. The initial focus on the
adoption of IS by users has been extended to comprehend the continuance or
discontinuance of IS use (Guinea et al. 2009). Some authors even argue that the
stage of development following adoption is more important for the success of IS
than the adoption stage itself (Halilovic and Cicic 2013). As this area grew, it
became important to assess how the IS were being used after their implementation.
The rising interest in understanding what motivates users to continue or discontinue
the adoption of IS has given origin to a multiplicity of studies dedicated solely to
the exploration of this decision. Many of the models used in the explanation of
adoption have also been employed when trying to understand the reasons of users to
continue IS use (Guinea et al. 2009). Hence, the evaluation of IS quality necessarily
entails the system’s adoption but also the continuation or discontinuation of its use.

Aside from having differences in demographic traits, users also have different
levels of skills and are culturally diverse. Since evaluation models are focused on
the user, it then becomes important to take into account that users come from an
assortment of backgrounds and cultures, and this diversity can have a determining
effect on their use of technology. “HCI methods and tools are often used cross-
culturally before being tested for appropriateness and validity. As new tools
emerge, they must be cross-culturally validated to ensure that they work with all
audiences, not just those in the country in which they were developed.” (Oshly-
ansky et al. 2007).

All these characteristics were progressively taken into account as researchers and
academics developed their models and frameworks for quality evaluation in IS. In
the following sections, we will outline and summarize the most significant of these
models, thus providing a more panoramic perspective of this growing research field.

6.2 Technology Acceptance Model (TAM)

Developed by Davis (1986) in his MIT Sloan School of Management doctoral
thesis, the technology acceptance model (TAM) was one of the first significant
attempts to establish a framework for the study of user acceptance and its corre-
lation with quality and system success. It introduced an approach of IS use mea-
surement that accounted for user motivation and the systems’ characteristics.
According to the author, the idea was to determine the motivational variables that
were responsible for the correlation between a system’s characteristics and the
system’s use by end users and, ultimately, to define a way to predict user accep-
tance when designing and implementing a new system (Davis 1986).

The TAM is fundamentally a description of relationships between the key
subjective elements of user acceptance and behavior, and objective (measurable)
elements of use and adoption. The core concept is that user motivation is
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determined by subjective elements such as perceived usefulness and perceived ease
of use, which in turn establish the general user’s attitude toward using. That attitude
will, in turn, determine actual system use. This constitutes a process of ongoing
responses that begin when design features are implemented and move from a
cognitive response (users’ perception) to an affective response (users’ corre-
sponding positive or negative attitudes) to a behavioral response (use or discarding
of the system). It is noteworthy that “design features” are an external factor here,
not having any direct influence over system use, but merely an indirect one, with
perceived usefulness and perceived ease of use establishing the causal relationship
(Davis 1986) (Fig. 6.1).

The TAM regards the performance of a system in light of two variables: its
functionality and its usability. A system’s functionality concerns its capacity to act
in its specific environment. This analyzes both the systems actions and its conse-
quences in the environment it is applied to. Usability, in its turn, is a fundamental
element in the decrease in the financial burden of the resources that are necessary
for a system to operate. Also, it implies the need to diminish users’ efforts when
dealing with the system, and facilitate end users’ interaction with the system
(Whitworth and Zaic 2003).

TAM is, then, basically supported by two precepts: supposed usefulness and
supposed easiness of use. These two precepts are believed to outline the users’
behavior of technology adoption. They allow a prediction of how the users will
behave toward the adoption of innovative technology (Rao 2007).

In this model, it is evident that the key element is user attitude. Indeed, it is
through this stage that systems are, or are not, determined as useful for the purposes
of the organization, as well as for individual users’ goals. According to Rao (2007),
the users’ stance with regard to adopting technology is dependent on elements like
“perceived ease of adoption, apprehensiveness, perceived utilities of technology
(extrinsic motivation); enjoyment (intrinsic motivation).” These factors are deter-
minant in the adoption process because they refer to the users’ perspective on that
same technology: whether they perceive it as user friendly, whether they have any
reserves toward the technology, whether they will find it useful, and whether they
will enjoy using such technology. At this point, however, it is important not to

Fig. 6.1 A simple outline of the technology acceptance model (adapted from Davis 1986)
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neglect the personal traits of each user, because they will also affect how they will
react during the adoption process. Their previous experience with technology, age,
social pressure, and qualifications are some of the examples of individual features
that may have an impact on how successful the adoption process is (Rao 2007).

In his study of the TAM, Rao has also emphasized the additional component of
technology suppliers’ commitment, because it is one of the external factors that can
condition user attitude regardless of the actual system features. Support provided by
the supplier is one example of a component that can determine or influence user
perception, even when perceived ease of use is not very positive (Fig. 6.2).

Despite TAM’s long existence, the research that has been conducted on this
model still has insufficient firmness and pertinence to assure its status as an
unmistakably structured theory in the IS arena. Researchers frequently address the
TAM, but there is a miscellaneous of viewpoints among them when it comes to
TAM’s conceptual frame and its value in practice (Chuttur 2009).

The importance of both perceived usefulness and ease of use, in technology
adoption, has been well documented in a great variety of empirical studies.
Nonetheless, it is the perceived usefulness component of TAM that has asserted its
predominance in the field of technology use. The ease of use has been more
disputed particularly in the last stages of use, due to its unstable impact. With the
continuance of use, individuals begin to feel more confident with the operation and
management of the technology, and ease of use becomes less of an impediment
(Premkumar and Bhattacherjee 2008). This means that ease of use is a more sig-
nificant component during early stages of a system’s deployment, whereas the
system’s overall success can be measured in a much longer time frame.

This model, with all its imperfections, was the lead model for IS quality eval-
uation for almost 20 years, having generated an outstanding number of research
studies. Its core power is the fact that it argues that the motivation to use a certain
technology has an impact on the behavior of the user and that the motivation of
using the technology is intrinsically connected with the perceived usefulness and
the perceived ease of use of that technology. At the same time, this belief has also
been its major shortcoming. While motivation to use is no doubt a fundamental
aspect in quality and success assessment, the focus on this aspect has caused
research to neglect other crucial elements of decision making and behavior. “It is

Fig. 6.2 Technology acceptance model in depth (adapted from Rao 2007)
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unreasonable to expect that one model and one so simple, would explain decisions
and behavior fully across a wide range of technologies, adoption situations, and
differences in decision making and decision makers.” (Bagozzi 2007).

Nevertheless, the fundamental simplicity of the TAM also makes it very easy to
use as the starting point to design a more complex framework. Indeed, many
researchers have attempted to expand the TAM, instead of merely creating a new
model altogether, which in itself accounts for the usefulness of Davis’ ground-
breaking work as an outline for research.

6.3 Technology Acceptance Model 2 (TAM2)

The TAM was later expanded upon into what would be designated as TAM 2. This
new approach tried to address some of the shortcomings of its predecessor, namely
the lack of plausible justifications for a user to deem a system as useful. It was
developed by Venkatesh and Davis (2000), who noted that in many of the studies
that used the TAM as a research model, the variable of perceived usefulness
consistently proved to be the most important variable in determining system use.
Therefore, it was necessary to expand that particular concept and pinpoint the
determinants of perceived usefulness, and what kind of influence and interactions
those determinants could effect on system use (Venkatesh and Davis 2000).

The authors extended the TAM by integrating supplementary theoretical
frameworks: social influence and cognitive instruments (Venkatesh and Davis
2000). By exploring the social influence process and the cognitive instrumental
process, TAM2 provides an explanation for the impact of the multiplicity of
variables on the two main precepts of TAM: perceived usefulness and behavioral
intention (Venkatesh and Bala 2008). Also, TAM2 supports the idea that the per-
ceived usefulness of a technology is influenced by the job’s relevance in the sense
that if the users possess a full understanding of the knowledge and the tools that
concern their work, the adoption of the technology will have a positive effect on job
proficiency and hence affect perceived usefulness (Lee et al. 2010).

According to the new interpretation of the TAM, there are three interrelated
social forces that can influence an individual who is deciding whether to adopt or
reject a system. The first is subjective norm, which encompasses the perceived
intentions and beliefs of the social web in which the user is inserted, such as the
opinions of other people around him/her. The user might not have decided to adopt
a system if other people who are considered to be important references to him/her
did not endorse it (Venkatesh and Davis 2000).

The second social force is voluntariness, understood as compliance with social
influence, which refers to the degree to which the user perceives he/she has a choice
in using the system. It was found, in some studies, that even when users perceive
system use to be mandatory, their adoption can vary if they are less willing to
adhere to the organizational mandates (Venkatesh and Davis 2000). In this context,
it is also important to recognize the role of the internalization of social influence,
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which refers to the process through which the user integrates the beliefs of the
subjective norm into his/her own system of beliefs, thus turning an opinion of
others into his/her own opinion. Within an organizational structure, like a company,
the role of the “expert power” is an important influence over compliance, as users
are more likely to adhere to the opinion of a superior who is considered to have
expertise and credibility in regard to the system in question (Venkatesh and Davis
2000).

The third social force involved in influencing perceived usefulness is image, as
users will often respond to social influence because they want to establish a positive
image of themselves. In this context, it is important to pinpoint, during research on
IS adoption, whether adoption of the system is perceived as increasing the user’s
status within the organization, as it will most likely be a factor involved in per-
ceived usefulness of the system. User performance can be a key aspect here, as in
many organizational contexts it is one of the primary means of increasing image
status (Venkatesh and Davis 2000) (Fig. 6.3).

As we can see, these three processes of social influence are assisted by funda-
mental key components: compliance, which represents the decision to execute a
certain action for the purpose of obtaining a reward or avoiding a penalty; inter-
nalization, which is stands for the individual’s adoption of a referent’s conviction as
his/her own; and identification, which means that a person will perform a certain
behavior due to his/her belief that by doing so, his/her status within a particular
group will be improved. It is through these three influential mechanisms that
subjective norm and image (the social influence processes) will have a favorable
influence over the perception of usefulness (Venkatesh and Bala 2008).

Besides social influence, there are also cognitive instrumental processes. TAM2
distinguishes four factors that, according to research, appear to be more determinant
in these processes: job relevance, output quality, result demonstrability, and per-
ceived ease of use (Venkatesh and Davis 2000).

Fig. 6.3 Technology acceptance model 2 (adapted from Venkatesh and Davis 2000)
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Job relevance regard the user’s perception as to whether or not the system will
effectively be applicable to his/her job.

Output quality refers to how well the system performs the tasks that it will be
used for, which makes this element conceptually close to that of perceived use-
fulness; however, output quality is specifically related to a process of measurement
where the user, if faced with multiple options, will opt for the one which appears to
have the better output quality.

Result demonstrability is the degree to which it is easy to demonstrate the
possible positive gains that the system can bring, thus making it more ease for users
to have an idea and form a certain perception of its usefulness.

Finally, perceived ease of use retains its place from TAM, as “the less effortful a
system is to use, the more using it can increase job performance” (Venkatesh and
Davis 2000).

Experience is the moderator variable within this model, as experience will affect
change within the system’s use. The effect of social influence and cognitive pro-
cesses alike can be substantially impacted as the user gains experience with the
system. This is closely related to voluntariness, because if the system’s use is
mandatory, obstacles to first time use can be overcome, and actual experience with
the system will become the predominant criterion. However, not all variables of the
model are necessarily affected by experience, and in particular, image and per-
ception of social status gains can persist if the whole organization continues usage,
regardless of the user’s personal experience with the system (Venkatesh and Davis
2000).

TAM2 allows managers to have a more accurate perception in terms of users’
behavior when it comes to technology acceptance. In comparison with TAM, this
model has a greater interpretative and descriptive capacity (Javidnia and Nasiri
2012). However, it has been argued that “it omitted attitude to use due to weak
predictors of either behavioral intention to use or actual system use” (Tung et al.
2008).

6.4 The Web of System Performance (WOSP)

In 2003, researchers Whitworth and Zaic outlined a new model that attempted a
more systemic approach to the issue of IS performance, using general systems
theory as a starting point. In this approach, IS performance draws from the same
principles and laws of other systems in other fields, such as biology or physics. In
fact, it draws from the observation that IS seem to develop and behave much like
biological systems, by the laws of evolution. The authors named this model the web
of system performance, or WOSP.

The central concept is that of interaction between system and environment, and
system performance is defined as “how successfully it interacts with its environ-
ment” and if that use continues over an acceptable period of time. Furthermore,
there are three aspects that compose the environment and are relevant to determine
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relationships with the system: the number of opportunities, the number of threats,
and the rate at which both change (Whitworth and Zaic 2003).

Interaction between system and environment is determined by four key aspects:
“boundary, internal structure, effectors and receptors” (Whitworth and Zaic 2003).

Boundary refers to the need of clearly discriminating between what is the system
and what its environment is. The existence of this boundary is the prime aspect of a
system’s performance, in that it provides the first and most fundamental definition
of purpose and goal.

Secondly, it is important to analyze the system’s internal structure. This consists
of assessing the composition of the system, understanding how many parts compose
it, and determining what is the dynamics between those various parts.

Finally, effectors and receptors refer to the different types of feedback between
the system and its surroundings. The effectors are the elements that take action in
the environment, while the receptors’ expertise concerns the collection of infor-
mation from the environment (Whitworth and Zaic 2003).

These four components are combined with the ultimate purpose of minimizing
risk and maximizing opportunity. They are the core of any system’s functionality,
and in the particular instance of IS, they are at the origin of the eight primordial
goals of the system, according to the WOSP methodology (Whitworth 2009)
(Fig. 6.4).

In this methodology, WOSP defines eight goals that refer to an IS’ ideal traits:
“extendibility, security, flexibility, reliability, functionality, usability, connectivity,
privacy” (Whitworth et al. 2006). The aims outlined by the WOSP model are
characteristics of IS that were already contemplated by researchers, but the inno-
vative factor in this model is the fact that it combines all of them in the same
framework. The features are not strange to this field, but their symbiosis into a
common structure is original. It is WOSP’s multidimensionality that distinguishes it
from other models.

This model can be visualized as a web with lines representing the interaction or
tension between the different points. Each goal is at a certain distance from the core
of the web, and the further it is from the center, the longer is its line, and conse-
quently, the higher is its performance. Hence, the area of the web consists in a

Fig. 6.4 Four aspects of
system–environment
interaction, according to
Whitworth and Zaic (2003)
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multiplicity of lines, illustrating the different levels of performance of all the eight
goals.

Each of the eight proposed goals has some relationship to each of the four
aspects of system–environment interaction that we have previously described. In
that sense, extendibility and security are the goals of a successful boundary defi-
nition, as the purpose is allowing for useful entry into the system as well as
protection from harmful entry. Flexibility and reliability are features that permit the
system’s internal structure to adapt and survive in the environment. Functionality
and usability will allow for effectors of the system to successfully perform, and
connectivity and privacy are essential aspects for the receptors to manage the
analysis of the environment so as to use it in the system’s maintenance and
development (Whitworth et al. 2006).

The area of the web translates the performance of the system on the whole, so a
larger area will mean a potentially more robust system. The shape of the web is a
portrait of the system’s performance. This shape varies according to the specific
features of the system’s environment, which might require higher levels of per-
formance from some goals. The shape of the web will highlight those variations.
(Whitworth et al. 2006).

Ideally, this web should be balanced. While different systems may determine
different shapes, in a general sense, it can be affirmed that a very steep performance
increase in one direction of the model may not imply the system’s success if it also
brings about a very steep decrease in another dimension. So, for example, if a
system has very high flexibility but very low reliability, it will most likely not
perform well (Whitworth et al. 2006).

It is important to note that in the WOSP model, the concept of performance,
where the system’s success and quality is determined, is not an absolute concept, but
rather it is viewed exclusively in relation to the system’s environment (Whitworth
et al. 2006). This implies that there is no single definition to determine system
performance, because every system will be different when put into context. This
fundamentally alters the paradigm set out with the TAM. The TAM was an extre-
mely simplistic model because it aimed at being useful regardless of the system’s
context, whereas the WOSP model’s entire focus is precisely in the possible vari-
ations that can occur when context (or environment) is taken into account.

This aspect of the system is demonstrated in Shore and Zhou’s (2009) evaluation
of the virtual environment Second Life using the WOSP approach. The authors
defined each of the goals contemplated by the WOSP model in a manner that would
suit the peculiarities of Second Life. All the criteria were used as the model
requires, but each of them was assessed and adapted to the specific context of
Second Life. This method allowed the authors to reach interesting conclusions
regarding numerous aspects of the system, such as Second Life’s low flexibility and
reliability due to common server lag or downtime, but very high connectivity and
extendibility, thanks to an extensive system of user-created content (Shore and
Zhou 2009).

6.4 The Web of System Performance (WOSP) 99



The WOSP model thus allowed to pinpoint the strengths and weaknesses of a
system in a very specific way. However, the authors also concluded that the pre-
cision of this model in terms of mirroring the perception of the users requires more
extensive research (Shore and Zhou 2009). Where the TAM focused almost
exclusively on the user, the WOSP model’s attention to the user is negligible, thus
making it relatively unbalanced when studying systems that are very dependent on
user interaction, such as social platforms.

6.5 Theory of Reasoned Action (TRA)

The theory of reasoned action (TRA) was pioneered by Martin Fishbein in the late
1960s (Fishbein 1967) and then developed as a joint effort between Fishbein and
Ajzen (Fishbein and Ajzen 1975) (Ajzen and Fishbein 1980). It was developed as a
framework that enabled the prediction, explanation, and change of individual’s
social attitudes (Ajzen 2012).

This approach is based on the notion that people’s intent to act is rationally
affected by their attitudes and that their attitudes are partly determined by their
belief system. The TRA presents a method to forecast action, straightforwardness,
and ease of maneuver that is based on the assumption that human beings act within
reason and rational reactions, and it has been at times classified as one of the most
effective attitudinal approaches (Zacharia 2003).
The TRA starts by outlining four different classes of variables that are involved in
the process of behavioral actions: beliefs, attitudes, intentions, and behaviors. These
variables are all systematically related to one another, and the TRA attempts to
provide a framework that describes those interrelationships (Fishbein and Ajzen
1975).

Beliefs are considered to be the fundamental pieces of this model, because they
are considered to be the primary source of influence over an individual’s attitude,
which is described as being the result of a combination of beliefs, and not just a
single one. Upon researching the concept even further, the authors reached the
conclusion that both individual beliefs regarding a particular behavior and external
beliefs (shared in the environment surrounding the individual) constitute the
backbone of an intention to perform a behavior (Fishbein and Ajzen 1975)
(Fig. 6.5).

Therefore, the starting point in this model is that behavior is directly determined
by an intention to perform that behavior (Burak et al. 2013). That intention can be
predicted on account of two concepts that, together, provide the outcome of
behavioral intent. Those two concepts are as follows: the individual’s attitude
toward the outcome of the behavior, and the opinions of the person’s social
environment, here named “subjective norm.” Thus, the behavior of a user will
depend on whether that user has a positive or a negative understanding of that
behavior, and on the subjective norm, which derives from the perceptions that the
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people around the user have in relation to that behavior and the user’s drive to act
accordingly (Chuttur 2009).

The relationships between beliefs and attitudes, attitudes and intentions, and
intentions and behaviors constitute a cycle and not a one-way progress. This is
because new beliefs are formed upon performing new behaviors, making the entire
process a fluid and ever-evolving one. Changes within the process are arrived at
mainly through active participation and persuasive communication, two strategies
that expose individuals to information that can have determinant impact on either
individual or external beliefs, and ultimately affecting their behavioral choices. The
more discrepant that information is in relation to the existing beliefs, the more
difficult it will be for it to affect behavior (Fishbein and Ajzen 1975).

TRA argues that individuals can have more than one reference when creating
normative beliefs. The usual referents are identified as partners, immediate family,
and friends. Nonetheless, in case of specific behaviors, individuals turn to work
peers, public authorities, or doctors as referents. The subjective norm is the result of
the normative beliefs toward an individual’s referents. The subjective norm comes
from what a person perceives as being social pressure (Ajzen 2012). The fact that
TRA introduced the variable of social influence gave this theory an advantage over
other models of technology acceptance and usage (Sun et al. 2013).

Since the TRA has a strong base in user behavior, it is important to underline
that one of the most important aspects of external influence over an individual’s
attitude is cultural context. Hence, some authors argue that the TRA model should
account for cultural dissimilarities and be adapted to specific settings. Overview of
the body of research suggests that this model is useful for research in developed
countries, particularly the USA, but seldom (if at all) used in developing countries
or non-Western ones, thus suggesting that greater cultural flexibility is needed
(Albarq and Alsughayir 2013).

Fig. 6.5 Beliefs influence
attitudes, which influence
intentions, which determine
behaviors. Behaviors can
create new beliefs

6.5 Theory of Reasoned Action (TRA) 101



On the other hand, the TRA has been criticized due to its excessively com-
partmental view on behavior intentions, because of the separation between indi-
vidual attitude and subjective norm. Some researchers argue that these two
variables have an interlinear corelationship between each other and influence each
other reciprocally (Burak et al. 2013).

It is important to note that the TRA model, which was designed as a more
generic model for the prediction and analysis of human behavioral choices, offered
the conceptual starting point for Davis in the development of the TAM, but he made
two fundamental changes to the principles of the TRA: The concept of subjective
norm was no longer taken into account, because of its vagueness and uncertainty,
and the concept of individual attitude toward a given behavior was summarized in
two distinct concepts: perceived usefulness and perceived ease of use (Chuttur
2009) (Fig. 6.6).

6.6 Theory of Planned Behavior (TPB)

The theory of planned behavior (TPB) was later presented by Ajzen (1991) as an
addition to the TRA model, in an attempt to not only complete it with variables that
were previously overlooked, but to also deepen the analysis on the relationships
between variables.

Fig. 6.6 Model for the theory
of reasoned action (adapted
from Chuttur 2009)
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While TRA accounts for “attitudinal and normative influence” alone, TPB
addresses its shortcomings by taking into consideration the fact that there are
behaviors over which people have reduced volitional control, and even when they
do have it, they can still pose a great difficulty of execution. Thus, the concept of
perceived behavioral control was introduced into the original model and taken into
account, in order to provide a more realistic approach to the behavior-determining
process (Ajzen 2012).

Consequently, the TPB advocates that an individual’s actions are driven by
“behavioral beliefs about the likely outcomes of the behavior and the evaluations of
these outcomes; normative beliefs about the normative expectation of others and the
motivation to comply with these expectations; and control beliefs about resources
and opportunities possessed (or not possessed) by the individual and also the
anticipated obstacles or impediments toward performing the target behavior”
(Shumaila et al. 2010).

The introduction of control as a factor represents the most significant difference
between TPB and TRA. According to Yzer (2012), perceived behavior control is
merely the expression of individuals’ understanding of their capacity to perform a
certain behavior. It reflects the notion that a user has of his/her own ability to
execute the behavior in question. The higher is an individual’s perception, the more
that individual is expected to act upon that perception, by performing the action in
question with resilience. In the same way, the lower that perception is, the less an
individual is encouraged to act and the more fragile are his/her attempts to perform
the behavior.

TPB also proposes that the attitude that users have toward a specific technology
will affect their adoption of that technology. Thus, if people have a positive view in
relation to that technology, they will more likely use it, because their positive stance
will enhance their motivation of using it. The attitude of the user affects the
intention of performing a behavior, and that intention will be determinant in terms
of the user’s final behavior (Lee 2010) (Fig. 6.7).

Hence, the behavioral intention is originated by the combination of the stance the
person has toward that specific behavior, the subjective norm or social pressure, and
the perception of control. Generally speaking, people demonstrate a stronger
intention to execute a behavior when they have an appreciative opinion about that
behavior, which is also shared by their peers, and when they have a high sense of
control (Ajzen 2012).

Besides the introduction of control beliefs as the third aspect of intention
determination, the TPB also changed the relationships described in the previous
model. Behavioral and normative beliefs are codependent; normative and control
beliefs are also related because perception of control is first determined within the
external, normative context outside the individual; control beliefs directly influence
behavioral beliefs, and vice versa, in that the individual’s perception of how much
control he has over the behavior will influence his belief on the validity of the
behavior.

It is also important to note that actual control—regardless of the individual’s
perception of it—is a part of this model as well, as a completely external factor that,
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nonetheless, will have a direct influence over the behavior as well as an indirect
relationship with the perception of control.

Although the TPB has proved its validity in a great array of research that
resorted to its framework as a guideline (Ajzen 2012), there is still criticism to some
of its aspects. Perceived behavioral control is a particularly difficult variable to
measure and pinpoint with precision, and it is not sufficient to complete the TRA
model because there are many other variables that add to the possibility of pre-
dicting behavior, such as affective evaluation of behavior (Shumaila et al. 2010).
However, this was a reality that was already known upon the development of the
TPB, as Ajzen indicated that the model was open to further introduction of new
predictors, providing that those new elements had a decisive influence on behavior
determination (Ajzen 1991).

6.7 Task–Technology Fit Model (TTF)

The task–technology fit (TTF) model was initially introduced by Goodhue and
Thompson (1995), and it is focused on the pertinence of technology in terms of task
completion. This model is based on the belief that the adoption of innovative
technology is greatly influenced by how it suits the demands of a specific task. The

Fig. 6.7 Model for the theory of planned behavior (adapted from Ajzen 2012)
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technology is more likely to be adopted the more compatible it is with the particular
requirements of a task (Pagani 2006).

In this model, there are three essential components. Technologies are tools used
in task completion. In IS, this refers to hardware, software and data, as well as user
support services. The impact of technology can refer to the impact of a single
component (such as an application) but also to the impact of a whole system. Tasks
are generally understood, in this context, to be the actions that individuals will
perform in order to transform an input into an output. In this model, it is more
important to focus on tasks that require the user to rely on technologies. Finally,
individuals are the essential link in the model. Personal traits of the individuals,
such as personality or affective emotions as well as training and experience, will
determine an effect on his/her use of technology (Goodhue and Thompson 1995).

TTF describes the relation that exists between an individual’s decision to adopt a
technology and the extent to which the technology is adequate to perform the task
that the individual needs to complete. This argument is in line with the concept of
perceived usefulness, developed in the TAM. It is based on the same principle: If a
system is deemed useful or adequate to perform a certain task, it has a better
prospect of being used; thus, it becomes an adequate measure of quality and suc-
cess. If the gap between the requirements of a given task and the functionalities of
the technology used to perform that task becomes too large, TTF is reduced. If the
gap is small, and therefore, the technology is adequate, TTF is high (Goodhue and
Thompson 1995). However, it is important to note that, unlike the TAM, this model
notes that the system’s evaluation by users is not just affected by the technology
itself, but also by the task, therefore noting that to deem a system as good or bad, it
is paramount to determine for what purpose individuals are using that system, and
whether it is adequate to that particular objective (Fig. 6.8).

TTF will also have a determining effect over performance impact. Not only is
high performance a combination of high efficiency, effectiveness, and quality, but a
high TTF will also influence the future perception of the system as useful, which
will lead to it being more used in more of the same type of tasks. In this particular
aspect, feedback constitutes an important part of the model. User experience will
provide other users with positive or negative evaluations, which will affect future
expansion of use or the discarding of the system. On the other hand, users can also
learn with the system and improve it as they use it, improving the TTF as they do so
(Goodhue and Thompson 1995).

Besides establishing a relation between decision to use and usefulness, the TTF
model also provides IS developers with guidelines for the design of technology that
will potentiate its ideal levels of fitness (Yu and Yu 2010). In that process, there are
eight essential characteristics that the technology or system should aspire to: data
quality, data locatability, authorization to access data, compatibility between sys-
tems, ease of use and training, production timeliness, systems reliability, and
relationship with users (Goodhue and Thompson 1995).

The TTF model is closely related to the concept of user performance. The
performance of the user when employing a certain technology is greatly influenced
by how well that technology fits the task the user needs to complete. Hence, the
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more the technology is compatible with the task, the better the user will perform
(Chen 2013). This is a crucial aspect because users want to have a good perfor-
mance, so they will decide for what helps them achieve this objective. The TTF
model focuses on the significance of investing in the adequacy of the technology’s
features in meeting the demands of users; therefore, it is underlined by the notion
that individuals’ needs should be addressed as a priority in the development and
introduction of new technology (Yu and Yu 2010).

The TTF approach is a valuable instrument when the objective is to explore the
adoption and the behavior of users of a groundbreaking IT device in a particular
setting (D’Ambra et al. 2013). However, some authors have highlighted that TTF
neglects the impact of the behavior of the user in terms of technology use and
proficiency (Hsin Chang 2010). The approach taken by TTF assumes that users will
make a decision in relation to technology depending on its benefits, namely the
increase in their performance at work. This approach argues that the user will
decide to use the technology that will bring more advantages, independently of their
viewpoint toward that same technology (Lin and Huang 2008). But there are many
other components to the decision of adopting a technology or system. In fact,
Goodhue and Thompson themselves have noted that it was not easy to definitively
prove a causal link between TTF and utilization and that an expansion of the model,
as well as extensive testing on a greater variety of settings, was needed to improve
its usefulness as a research methodology (Goodhue and Thompson 1995).

In accordance with this observation, researchers have attempted to use the TTF
framework in combination with other models and theories. Lin and Huang (2008),
for example, combined TTF with social cognitive theory (SCT) in a study

Fig. 6.8 Task–technology fit conceptual model (adapted from Goodhue and Thompson 1995)
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conducted on knowledge management systems (KMS). This allowed for SCT to
add the important behavioral element that TTF lacks, which has been the most often
criticized aspect of the model.

6.8 Innovation Diffusion Theory (IDT)

The innovation diffusion theory (IDT) has its origin in the social–psychological
research area, and it was designed to explain the practices of adoption, to explore
prediction mechanisms and to help with the anticipation of whether a new technology
will be successful, and in what way. Originally outlined by Rogers and Shoemaker
(1971), it was continually revised in later editions of his work, and its use to explain IT
adoption patterns is widely documented in several studies (Wang et al. 2012).

The IDT is conceptualized primarily as a process, designated the innovation–-
decision process, which consists of a set of five consecutive stages of user expe-
rience. Knowledge is the stage at which the user is first exposed to the innovation
and learns how it works. Persuasion is the second stage, when the user forms an
opinion and attitude toward the innovation. Decision happens when the user takes
actions that lead to either the adoption or rejection of the innovation. Implemen-
tation occurs when the user effectively puts the innovation to use. Finally, confir-
mation is the stage at which the user looks for a reinforcement of his/her decision; at
this stage, it is also possible to reverse that decision (Rogers 1983) (Fig. 6.9).

This process is initiated on the basis of prior conditions that involve a combi-
nation of needs, perceptions, and past experiences of the user, with the social
system and environmental context in which the user is active. However, it is not
clear whether the need for innovation precedes the knowledge of the innovation, or
vice versa, since it is possible that the user never realized he needed that innovation
until he learned about it (Rogers 1983).

What is crucial to the IDT is that once users contact with new technology that
can benefit them directly, they will obtain, as well as disseminate, information on
that technology that will shape their (and others’) decision to adopt it or reject it. In
this particular stage of the process, the IDT emphasizes the importance of early
knowers, those who first gain knowledge of the innovation, as research suggests
that people who are involved in early adoption are more self-confident and tend to
be more positive than later adopters (Jackson et al. 2013).

Another aspect that is essential to understand the IDT is the role of communi-
cation channels in disseminating the information about the innovation along all the
stages of the decision process. Communication channels can be constituted by
either the mass media or interpersonal exchange. At the first stage of the process
(knowledge), the mass media tend to play a bigger role, but interpersonal com-
munication is fundamental at the later stages (Rogers 1983).

IDT is fundamentally based on the premise that new technology is adopted and
accepted through the reduction of incertitude. When faced with an innovative
technology, people try to obtain information about it and organize what they have
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uncovered. The outcome of this process of collecting information, in order to
increase users’ confidence in the innovation they have to adopt, is what will deter-
mine the users’ approval or dismissal of that innovative technology (Nor et al. 2010).

According to the IDT, there are five attributes that innovations can have that will
determine user perception and adoption: relative advantage, compatibility, com-
plexity, trialability, and observability (Rogers 1983). Each of these elements has its
own importance and contributes to the users’ opinion about an innovative tech-
nology. However, some studies have concluded that only three of these elements
can be unequivocally measured and linked to innovation adoption: relative
advantage, complexity, and compatibility (Tung et al. 2008).

The first of these traits, relative advantage, concerns the level of perceived
benefits that the new technology presents in relation to its antecessor. This notion is
comparable to the concept of performance expectancy. Complexity refers to the
degree of intricacy that the usage of the system will imply. It is in the same line as
the traditional definition of effort expectancy. Finally, compatibility is the measure
of adequacy that a specific technology possesses in relation to user values, work
practices, and beliefs (Bhattacherjee et al. 2012).

Besides innovation characteristics, the IDT model also accounts for leader
characteristics, particularly those that account for a leader’s stance in relation to
change. Equally important are the internal features of the organization, such as
complexity, formality, size and organizational structure, as well as its external
features, like system openness (Sila 2013).

Fig. 6.9 The innovation–decision process (adapted from Rogers 1983)
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IDT-based models have been considerably successful in research, particularly in
the prediction of social response regarding specific products. The ability to predict
the social stance that a product will generate has often sparked the interest of the
research community in this framework (Yu and Wang 2007) (Fig. 6.9).

It has also been noted by some researchers that IDT is very complementary to
the TAM and both can be combined into a single framework. The most common
conclusion in this regard is that compatibility directly influences perceived use-
fulness and behavioral intention to use, the two key aspects of the TAM (Tung et al.
2008).

6.9 Expectation–Disconfirmation Theory (EDT)

The expectation–disconfirmation theory (EDT), also described as expectation–-
confirmation theory (ECT), is associated with changes in users’ behavior. Origi-
nally developed in the fields of marketing and consumer behavior research, it
emerged as a methodology to explain the reasons why users’ actions change
throughout time, and how that change is processed.

The main argument in the expectation–disconfirmation model (EDM) is that user
satisfaction is originated by their assessment of the divergence between the
expectations they had for a particular service or product before they acquired it, and
the opinion they have on its quality after it has been purchased (Wang and Chang
2013). Disconfirmation is determined at the moment the user has contact and
experience with the product or service. The theory asserts that satisfaction is cor-
related with the direction of the disconfirmation, as users will be satisfied if there is
positive disconfirmation (the product was better than expected), and they will be
dissatisfied if there is negative disconfirmation (the product was worse than
expected) (Venkatesh and Goyal 2010) (Fig. 6.10).

We can observe that in the EDT there are three fundamental variables at play:
expectations, which consist of the beliefs the user has regarding use of the product
prior to actually using it; performance, which is the user’s perception of how the
product performed and whether it achieved its goals; and disconfirmation, which is
a subjective comparison that the user will make after using the product, between
how it performed and how he/she expected it to perform in stage 1 (Lankton and
McKnight 2012).

IS researchers have adopted the basics of this conceptual model to assert user
satisfaction with IT or IS (Bhattacherjee 2001), focusing on the threefold principle
that users will first form expectations about usage, which will combine with per-
formance in a second stage, and influence the outcome (decision to continue or not
continue usage) in the third stage.

This model is thus able to distinguish the attitude of the user in the preusage and
post-usage periods. Users’ expectations are the opinions they have about a certain
technology prior to its adoption, consisting in the user’s viewpoint of the possibilities
of that technology’s performance, inferred by some of its traits. The performance
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itself is only measured after the adoption period, when the user confronts the initial
opinion with the real performance of the system.When this comparison happens, that
is when disconfirmation takes place (Lankton andMcKnight 2012). The user realizes
that the product or system has inferior quality to that which he/she had expected prior
to the purchase or use. Disconfirmation is, thus, a result of users’ expectations and his/
her perception of quality (Wang and Chang 2013).

This means that the fact that users may initially present a positive attitude toward
a system does not necessarily mean that their opinion about the system will remain
unaltered. The impact that a change of judgment has on productivity is an important
driving force behind the need to understand the process that leads a user to accept a
technology or system, at first, and then, with use, to dispute it (Venkatesh and
Goyal 2010).

Some authors have noted that expectations can be shaped by more than just the
external observation of the technology or system’s traits. They may be dependent
also on the user’s social and cultural context, and on his predisposition to trust the
technology or system. Lankton and McKnight (2006) built on this premise to assert
that the concept of expectation is linked with the concept of trust in technology.
They defined it as “technology trusting expectations,” and argued that it appeared to
have various dimensions, which they summarized in five sets of characteristics:
functionality, reliability, helpfulness, usefulness, and ease of use (Lankton and
McKnight 2006). These are the traits that users will base their expectations on.

This model has demonstrated a good performance in the anticipation and
understanding of customer satisfaction (Wang and Chang 2013). Hence, it has been
applied to studies that investigate a multiplicity of subjects, ranging from a wide
scope of areas. The common characteristic between these studies is the fact that
they all required a comparison between individuals’ perception of the quality of a
system/service/product and their expectations toward that same system/service/

Fig. 6.10 Expectation–disconfirmation model
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product. The EDM is a valuable resource to employ when this comparison has a
central impact on decision making (Hsieh et al. 2010).

However, the flexibility and complexity of IS may prevent users from having an
expectation of performance for given IS prior to using them. In the situations where
the users have no expectations in terms of system performance or cannot
acknowledge the type of information IS can potentially provide, the EDM falls
short of an explanation for user satisfaction (Au et al. 2008).

6.10 Expectation–Confirmation Model of IS Continuance

Bhattacherjee (2001) outlined a new framework for the EDT, on the premise that
previous research wrongfully considered continuance of use as merely an extension
of acceptance. Previous models were, therefore, excessively focused on the initial
process of technology acceptance and implementation and failed to offer a plausible
explanation as to why users can discontinue IS use even though they initially
accepted it. Furthermore, there was no consideration for user’s motivations after the
implementation stage. It was therefore necessary to outline a model that, while
drawing from previous research, could focus more on continuance of use (Bhatt-
acherjee 2001).

According to the new ECM, user’s motivation to continue to use a certain
technology derives from the user’s degree of satisfaction with that technology, the
level of the user’s confirmation of his/her primary expectations, and the opinion the
user has in the post-usage period, which appears in the shape of perceived use-
fulness (Lee 2010).

From this starting point, it is possible to pinpoint a set of premises that were
expanded upon through empirical research using this new model.

The first premise is that user satisfaction in the initial employment of a system
will have a favorable impact on their decision to continue to use that same system.
It is assumed that users become satisfied with IS usage when they confirm their
initial expectations about the system. By confirming their primary perception of the
system’s usefulness, users raise their level of satisfaction (Bhattacherjee 2001).

The second premise is that confirmation plays an important part in the formation
of perceived usefulness. Even in situations where the user believed the system to
have a limited usefulness, after the experience of using that system, that notion
might change into a stronger belief of the system’s usefulness. Consequently, the
confirmation process has a positive effect on IS perceived usefulness (Bhattacherjee
2001).

The third premise determines that perceived usefulness will have a positive
impact on user satisfaction with the system. This had been posited in previous
research but usually in relation to the acceptance stage. Bhattacherjee argues that it
is also a relevant process during post-acceptance, in continuance contexts. Users
will continually rely on a system that they perceive is contributing to high per-
formance (Bhattacherjee 2001).
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Thus, the fourth premise is that the intention to continue using an IS derives
from perceived usefulness of IS use. It is important to note that while users might
have an initial perception of low usefulness, that perception can be adjusted during
the confirmation stage, if users realize that their initial expectations were unrealistic.
They will adjust their perception of usefulness (Bhattacherjee 2001).

In a study developed by Halilovic and Cicic (2013), the authors assessed the
level of influence that supporting conditions could have on the intention of
continuing to use IS. The ECM was extended to incorporate conditions of support
as a determinant element of IS usage continuance. The conclusions of the empirical
validation of the extension of this model demonstrated that, by including the ele-
ment of supporting conditions, the extended model gained a more accurate pre-
diction rate, than the traditional ECM. The results allowed for a new premise to be
established: Users’ belief in a supporting structure had a significant impact on their
perception of the system’s usefulness (Halilovic and Cicic 2013).

As with other models, the ECM has been adopted by researchers using other
theories or models. This happens when the model is able to explain certain parts of
the process of usage continuance, but is insufficient to understand the entirety of the
steps that lead to IS continuance. Kim (2010) investigated the continuance of
mobile data service, by allying the TPB with the ECM. The author argued that
despite the fact that the ECM of IS continuance was a thorough model for the
calculation of the core elements behind continuance intention, it neglected the effect
of social norm and perceived behavior control. To understand the impact that these
two aspects had on IS continuance of use remained an intricate task, which justifies
the choice of combining the TPB and the ECM (Kim 2010).

6.11 The Social Influence Model

Vannoy and Palvia (2010) argued that in the literature regarding technology
adoption there was not sufficient research on adoption in a broader context, at the
level of society, community, or lifestyle. Specifically, they argued that the prevalent
models of technology adoption were not appropriate for the study of social com-
puting, which made it urgent to define a model that had that ability, considering the
growing role of social technologies in the present day. They suggested that certain
constructs of social computing were determinant for this purpose and had direct
impact over perceptions of usefulness and ease of use, making the process of
technology adoption a twofold construct based on adoption by individuals and
embedment in society (Vannoy and Palvia 2010). They named their framework the
social influence model (SIM).

SIM is essentially based on the premise that a person will adopt a certain
technology or product when there is a considerable amount of people in his/her
group that have done so (Young 2009). Therefore, it regards social influence as the
element that precedes the adoption of a certain technology. Although the TRA
already accounts for a social component of technology adoption, in the concept of
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subjective norm, where the beliefs and the expectations of others play a core part in
the decision of the user, it is argued that this term is unfit for the use of technology
in current days. This happens because technology has been deeply incorporated in
the day-to-day routines of people. SIM aims at being more descriptive of these
newer forms of technology, and particularly social technology, because of its sig-
nificance today.

The concept of social influence as understood by the SIM is outlined by four
constructs that the authors have synthesized from the previous literature. These
concepts are social computing action, social computing consensus, social com-
puting cooperation, and social computing authority. Social influence is formed
where these constructs overlap with each other (Vannoy and Palvia 2010).

The SIM has a very different conceptual foundation than other models which see
utility has a major determinant in behavior. In this case, it is not the person’s
perceived usefulness of a behavior that will affect his/her action; rather, it is
exposure that will be significant in decision making (Young 2009). In that sense,
SIM is in line with the precept that individual action does not follow a rational plan
or process, but rather occurs due to the influence of social forces and the interre-
lationships between those forces (Vannoy and Palvia 2010). In this aspect, it is
fundamentally different from the models we have previously discussed, which tend
to emphasize the rational process.

The four constructs outlined above, which constitute the variable of social
influence, will affect technology adoption in two particular ways: embracement,
which is the degree of adoption by the individual (his/her perception of its value
and usefulness), and embedment, which is the degree of adoption in the individual’s
social environment (how many people are using the same technology for the same
purposes).

Social influence can therefore be defined as “the degree to which the individual
perceives that important others believe he or she should join the group, the degree to
which the individual values being a member of the group, the degree to which group
membership is perceived important, the degree to which the individual believes in
group authority, and the degree to which the individual believes the needs of the
group are more important than of the individual” (Vannoy and Palvia 2010).

Social influence in this context appears to also display the three dimensions that
the TAM2 describes as social influence processes: compliance, identification, and
internalization. Compliance is more adequate for the adoption phase of technology,
while identification and internalization are factors that have more potential to
predict behavior even after that initial stage (Wang et al. 2013).

It is also important to note that social influence can be transmitted verbally and/
or nonverbally. The research in this area focuses mainly on verbal communication,
leaving less room for the exploration of the effect of nonverbal interaction.
Nonetheless, nonverbal means have peculiar repercussions on individual behavior
in the sense that people can reproduce their peer’s behavior (Wang et al. 2013).
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Since users are now increasingly involved in the development of technology,
practitioners need to be aware of this rising engagement with all processes of
technology creation and adapt the models they use to assess technology adoption.
Furthermore, the impact that social computing is having on conventional business
models represents a change in product development that needs to be carefully
monitored and addressed in order to respond to the needs and trends of people’s
usage of technology (Vannoy and Palvia 2010).

The SIM has been often elected as the primordial model when the behavior
comes from a group or it happens collectively. This model widened the scope of
social influence on behavior intention, which was initially limited to other models’
notion of subjective norm, which equaled social pressure (Cheung and Lee 2010).
However, one of the shortcomings of the SIM is the fact that other than arguing that
people will act according to their peers, this model does not offer a well-defined,
broad justification for people’s adoption of a product or system (Young 2009)
(Fig. 6.11).

6.12 Unified Theory of Acceptance and Use of Technology
(UTAUT)

Venkatesh et al. (2003) proposed an entirely new approach to the evaluation of
technology usage, essentially combining elements of various research frameworks:
TRA, TAM, motivational model, TPB, combined TAM-TPB, model of PC utili-
zation, IDT, and SCT. The new model was named the unified theory of acceptance
and use of technology (UTAUT), and it was empirically validated with six

Fig. 6.11 Social influence model (adapted from Vannoy and Palvia 2010)
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longitudinal field studies, of six different departments from six large firms in six
different areas of industry. The goal was to arrive at a definitive model for IS use
that synthesized general knowledge in this field (Anderson and Schwager 2003).

The authors first concluded that, in general terms, there is a common basic
premise to user acceptance models, which is as follows: Individual reactions to
using IT lead to intentions to use IT, which leads to actual IT use. Use in turn will
influence other individual reactions, and so forth. All the models that were used to
arrive at UTAUT identify intention and/or usage as the key dependent variable, and
UTAUT aimed at understanding this variable in a comprehensive way (Venkatesh
et al. 2003).

From this premise, the authors then attempted to arrive at a commonality of
variables and factors that act upon intention to use. They arrived at four essential
factors: performance expectancy, effort expectancy, social influence, and facilitating
conditions (Venkatesh et al. 2003) (Fig. 6.12).

In the context of this model, performance expectancy relates to the users’ belief
in the IS capacity to help them achieve an enhanced job performance. It is regarded
as an influential factor in user behavior, since the more individuals expect a system
to be helpful in the execution of their job, the more likely they are to use that IS.
The concept of performance expectancy encompasses all other similar aspects that
were used in previous models: perceived usefulness, extrinsic motivation, job fit,
relative advantage, and outcome expectations (Venkatesh et al. 2003).

The second variable of this model, effort expectancy, concerns people’s con-
viction of the system’s ease of use. Individuals expecting a user-friendly system are
more prone to use it. In previous models, this variable was designated as perceived
ease of use, complexity, or ease of use (Venkatesh et al. 2003).

Social influence can be defined as the degree to which the user perceives that
others around him think he should use the system. A positive feedback from others
on his/her use of the system will influence him/her toward using it (Wang and
Wang 2010). Previous models used the concepts of subjective norm, social factors,

Fig. 6.12 Unified theory of acceptance and use of technology, adapted from Venkatesh et al.
(2003)
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and image, all three of which can be traced back to this one variable (Venkatesh
et al. 2003).

Facilitating conditions refers to the perception a user has of the existence of
supporting structures, both at the organizational and technical levels (Sun et al.
2013). The more the user feels that his/her use of the system is supported by the
adequate structures, the more likely he/she will use that system. Used in previous
models, the concepts of perceived behavioral control and compatibility could fall
under this variable (Venkatesh et al. 2003).

UTAUT also establishes four key moderating factors that, while external, will
have some degree of influence on the acceptance process: These are demographic
factors (age, gender) along with user experience and voluntariness of use (Wang
and Shih 2009). These moderating factors can have complex relationships of
influence over the rest of the model, but generally, they are more relevant in the
initial process of technology adoption (Venkatesh et al. 2003).

The UTAUT model aims to provide a wider depiction of the process of tech-
nology acceptance. In their empirical application of it, the authors concluded that
“UTAUT explains as much as 70 % of the variance in intention” (Venkatesh et al.
2003). It is an integrated framework that combines the more significant variables
presented by previous models, and thus developed a more universal method to
forecast and justify users’ behavior in terms of technology adoption. Even though it
is somewhat recent, it has already motivated several empirical studies by other
authors, which have attested for its efficacy (Alawadhi and Morris 2008). It has also
presented useful results when applied in contexts other than English-speaking
countries, which means that it appears to be solid enough to be used cross-culturally
(Oshlyansky et al. 2007).

6.13 Conclusion

As IT and IS became more and more prominent in modern organizational man-
agement and technological development, researchers have consistently attempted to
pinpoint exactly what causes one system or technology to be adopted by the general
user base, and another to be completely rejected. This has been the simplest and
most effective way of ascertaining the product’s quality.

We have seen that researchers have built numerous models for this purpose,
drawing from various fields such as marketing research, social psychology, or
behavioral psychology. All these models were tested in empirical studies; some
showed more promising results than others.

We can, however, find some commonalities. First, all the most prominent
models attribute key importance to individual perception of the technology,
regardless of whether this perception is affected by his/her own beliefs or by the
social environment.

Second, there is a prevalent notion that individuals will tend to adopt technology
on the basis of their perception of its usefulness. Whether “usefulness” means that it
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is the most appropriate for the task at hand, or the most likely to increase social
status or facilitate social interaction, the basic principle is almost always that per-
ceived usefulness constitutes a core component of the adoption process.

And third, the process of actual adoption is moderated by a great number of
possible variables of influence, described as subjective norm, social influence,
cognitive processes, expectations, etc. All these factors can be traced to the
underlying concept that all models share: that the process by which individual
perception and beliefs are formed is a complex one. Nevertheless, positive results
from empirical studies show that it is possible to predict variation with a sufficient
degree to make it useful. Therefore, research on this field will most likely continue
to grow, through the evolution, fusion, and/or adaptation of the existing models.
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Chapter 7
Information Systems’ Models for Success
Assessment

7.1 Introduction

Information technology (IT) has become one of the most fundamental pillars of
modern organizations, and as such, investment on this particular field has steadily
grown. Through information systems (IS), networks have been established that
allow individuals and organizations to interact through software and hardware,
providing the needed link between IT and its users.

The increasing demand of IS has led organizations to become growingly con-
cerned with the effectiveness of such systems. The financial incumbency that they
represent requires the delivery of various benefits, in order to be justified, partic-
ularly in more dire economic conditions. Entities using IS are moving past the
conventional pecuniary metrics that are used to assess IS success, for example,
return for the investments made. They are more committed to metrics that are able
to provide a more extensive evaluation of the gains of IS employment, such as
scorecards and benchmarking. Also, the development of several models to measure
success, by the research community, has reiterated the necessity for the growth of
quality and consistency in IS success assessment (Petter et al. 2008).

IS success assessment is an essential component of strategic planning within
organizational management, compounded by the fact that today’s business models
have evolved from simple vertical integration, to horizontal interconnectedness
between different components, through outsourcing and similar methods (Bechor
et al. 2010). Strategic information system planning (SISP) bridges the gap between
top management, IT management, and business management, and it is not a fixed
set of tools, but an ever evolving one that forms part of an organization’s overall
strategy development. It has led to the creation of the CIO figure, the Chief
Information Officer, around which SISP can be at least somewhat centralized
(Abu Bakar et al. 2009). This reality further highlights the necessity for the
development of tools and mechanisms to evaluate IS effectiveness.
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IS are designed for particular reasons and their success depends greatly on their
purpose. An IS’ success is relative due to all the elements it entails. The effec-
tiveness that top management finds in an IS may not be seen by the remaining
stakeholders. On top of that, IS designers greatly depend on knowing exactly what
their goal is, and comparative research on IS success that is based on solid criteria
can be of great assistance both in designing the system, and in aiding the client’s
assessment of whether the system is up to their needs (Palmius 2007).

Therefore, when assessing an IS, it is important to isolate the different points of
view and the manners in which all the users are affected (Palmius 2007). Fur-
thermore, IS success measurement research shares the same predicament as many
other scientific theories and models, which is external validity. External validity is
paramount to research as it determines its capacity to be generalized to different
settings. When considering the international application of IS success models, it is
important to assess their external validity and their capacity to be used to explain
other realities across borders (Agourram 2009).

The area of IS success assessment in constantly challenged and it remains
problematic, mainly due to the complexity of the subject, as well as the great
number of variables that can be involved in it, and influence it. Also, the fact that
work practices are currently so intertwined intricate the separation of their own
effects in IS success. It becomes harder to isolate each of their specific impacts, and
thus, it becomes harder to evaluate their relevancy in future planning. There is a
“fundamental gap in both practical and academic thinking about systems lack of
consensus and clarity about the meaning of success where information systems are
concerned.” (Agourram 2009).

Researchers have tried to overcome this gap, and IS success is broadly con-
sidered the dominant metric for IS assessment inside the IS research community
(Rai et al. 2002). Early attempts to establish models that explained and simplified
why some IS seem to be more successful than others, turned to user acceptance as
the defining criterion. However, despite the fact that acceptance is a prerequisite for
IS success, it does not equal success (Petter et al. 2008). It is merely a factor.

The intricacy, interdependence, and multi-dimensionality of IS success’s nature
is at the origin of many failed attempts to outline IS success models (Petter et al.
2008). There are several models that provide a framework for the measurement of
IS success, nonetheless their approaches and reach present a variety that hinders the
cross comparison of studies and the creation of cumulative research (Sedera and
Gable 2004).

7.2 Delone and McLean’s IS Success Model

In 1992, DeLone and McLean proposed a taxonomy of IS success categories,
arguing that “if information systems research is to make a contribution to the world
of practice, a well-defined outcome measure (or measures) is essential” (DeLone
and McLean 1992). The variety of measures used in prior studies led the authors to
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try and obtain a simpler pattern or patterns of measures by compiling existing
studies and evaluating the measures used in them.

Their model proposed a framework to determine IS success that encompassed
six categories: “System quality, information quality, use, user satisfaction, indi-
vidual impact, and organizational impact” (DeLone and McLean 1992; Petter et al.
2008). The D&M model is based on the notion that the quality of both the system
and the information has an impact on users’ satisfaction and usage. This model
defends the interdependency between usage and user satisfaction (Iivari 2005) and
is primarily a causal-explanatory model, describing how use and user satisfaction,
reciprocally affecting each other, directly influence individual impact, and how
individual impact in turn translates into organizational impact (Iivari 2005)
(Fig. 7.1).

The original D&M model was updated in 2003 and it included a new dimension:
service quality. The updated model was then composed of six success dimensions:
systems quality, information quality, service quality, system use, user satisfaction,
and net benefits (Petter et al. 2008).

System quality accounts for the ideal features of an IS, such as usability, reli-
ability, and response time. It measures technical success. Information quality
concerns the outputs of the system and their ideal traits. The system is expected to
have concise, relevant, and accurate outcomes. Management reports and Web pages
are some of the possible outcomes of the system. The authors define this as
“semantic success” (DeLone and McLean 2003). Service quality, introduced with
the model’s revision, corresponds to the quality of the support that the users benefit
from. It is the degree and quality of the IT support available to the user. It measures
aspects such as the responsiveness, technical competence, and empathy. The
SERVQUAL instrument has been used and widely accepted as a measurement tool
for service quality in IS, but despite its value it is a restrictive tool, as it only
contemplates service quality, which is just one of the many elements of an IS
(Palmius 2007). Nevertheless, service quality’s growing relevancy over the last

Fig. 7.1 DeLone and McLean’s original model of IS success (adapted from DeLone and McLean
1992)
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decades, along with the changes to IS use, namely end user computing, justify the
inclusion of service quality as its own, separate category (DeLone and McLean
2003).

System use assesses the way the system is used and how its features are har-
nessed by users, both staff members and clients. It evaluates, among other elements,
the frequency and amount of use, the purpose of the use and the nature of the use. In
terms of user satisfaction, the objective of this dimension is to measure the degree
of satisfaction with the overall characteristics, outcomes, and support services of the
system.

The updated D&M model also substitutes the two dimensions of impact (indi-
vidual and organizational) for the larger concept of net benefits, in order to include a
wider population, such as groups, industries, and countries. The increase in pro-
ductivity, the creation of jobs, or the economical development are some of the
criteria used to assess the net benefits to a panoply of entities (Petter et al. 2008).
Some models of IS success assessment prefer to dissect the variables into sub-
variables, or simply increment the number of success variables, but the D&M
model rather simplifies the list of IS categories. Therefore, by transforming the two
impact categories into “net benefits,” the model becomes open to allow for a
particular determination of who is affected by the IS. By using the net benefits label,
the model endows each individual process of IS success measurement to determine
what type of impact it will consider (individual, organizational, national, and
departmental) (DeLone 2003) (Fig. 7.2).

The original D&M model for IS success contributed with five core premises.
First, it is paramount to account for the fact that IS have an interdependent and

multidimensional nature, which means one will have to pay attention to the inter-
actions between the several success dimensions.

Second, while tested and empirically validated measures are ideal, the success of
IS should be determined according to the particular aims and context of the IS.

Fig. 7.2 DeLone and McLean’s updated model of IS success (adapted from DeLone and McLean
1992)
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Third, the multiplicity of success measures should be reduced to a minimum to
increase the possibilities of comparing studies and enhance the opportunity to validate
them.

Fourth, the organizational impact criteria for IS success assessment are under-
valued and under-researched.

And fifth, there is evident need for improvement of the original D&M model
(Delone 2003).

The research work that originated the D&M IS success model reviewed 180
studies concerning IS success measurement. In this review, the diversity of IS
success markers became clear. The six categories proposed in the paper served as a
classification criteria for all the IS success methods in the 180 studies. Hence, the
authors found that some studies concentrated their efforts in system quality, by
exploring the features of the IS that were required to guarantee its quality. The focus
of some of the studies was placed in the information quality, in criteria such as
timeliness and accuracy. An approach that also became evident was that of the
systems’ interaction with their users. In this case, the emphasis was directed at the
use of the system and the satisfaction of its users. The final views of IS success
assessment concern the impact that the system has at an individual level, in man-
agement decision making and at an organizational level, in the performance of the
organization itself (DeLone and McLean 1992). One of the conclusions of the
D&M model was the lack of research on measures that contemplated the impact of
IS on an organizational level (DeLone and McLean 2002).

One of the most important aspects of the D&M model is the fact that it provided
a taxonomy to categorize the wide variety of criteria used in IS success assessment.
It organized the different measures into a framework of six dimensions. Also, while
outlining this framework, the model established a “temporal and causal” relation
between its several measures (Seddon 1997). Although the dimensions of success
and their metrics should be adjusted to specific objectives and contexts, it is
important to choose measures that have been tested and validated (DeLone and
McLean 2002).

The D&M model provides a framework for the assessment of IS success both at
the individual and organizational levels. Nonetheless, when moving past utilitarian
IS, this model has yet to prove its adequacy regarding IS that are related to
enjoyment and leisure. The dimensions that are used in this model to measure IS
success have not yet prove their pertinence in terms of social networking, gaming
environments, or any other IS that was designed for entertainment, in general. In
order to extend this model to this type of IS, it may be necessary to review some of
its criteria (Petter et al. 2008).

When outlining the D&M model, the authors made clear that the model was a
work in progress that further research and validation was required (DeLone and
McLean 2002).
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7.3 Seddon Model

The Seddon’s model presented itself as both an extension and a restructuring of the
D&M model (Seddon 1997). Seddon believed that the D&M model made important
contributions to IS success measurement, but it was overly ambitious, which caused
it to suffer from lack of clarity and misspecification (Seddon 1997). According to
him, the model presented two main shortcomings: the fact that the model integrated
causal relationship explanations as well as process relationship explanations, a
puzzling combination; and the ambiguity of the employment of “use” as a
dimension, which is also unsuitable for causal relationships explanations. Seddon
then attempted to resolve both issues within his own framework (Rabaa’i and Gable
2009).

There are two parts in the conceptual foundation of the Seddon’s model: a
behavioral structure of IS usage, and the IS success framework itself. According to
the author, the D&M model was unclear, by oversimplifying concepts and mixing
both categories together. The graphical representation of the D&M model itself was
ambiguous, as various meanings could be attributed to the relationships depicted in
that graphic (arrows and boxes). It was, therefore, fundamental to split the model
into two variance submodels, use and success, thus eliminating the simple, one-
directional process interpretation of the D&M model (Seddon 1997) (Fig. 7.3).

The behavioral structure outlines the argument that the expectations of users
with regard to IS have great repercussions in the success of IS. Individuals’
expectations determine how they will see the system’s success and the criteria they
will employ to measure that success. Hence, user expectations and IS use fall under
this first part of the model. Whereas the D&M model implies that system quality,
information quality, and user satisfaction are all part of a causal relationship that
allows to directly predict the future IS use, Seddon argues that how well a system
has done in the past is not the only reason behind its usage, and introduces the
fundamental concept of expectation as a key variable. No matter how satisfied a
user is with a given system, if that user expects a new system to do much better, he
or she will use it. Thus, the behavioral model of IS use consists primarily of a one-
way relationship that starts with expectations about the net benefits of future IS use,
leading to IS use itself (Seddon 1997).

The second part, the IS success structure, is close to the D&M model as it
identifies three different categories of IS success measures (Kurian et al. 2000):
“measures of information and systems quality, perceptual measures of usefulness

Expectations about 
the net benefits of 

future IS use

IS use

(a behavior, not a 
success measure)

Individual, 
Organizational, and 

Societal 
Consequences of IS 

use

Fig. 7.3 Behavioral model of IS use (adapted from Seddon 1997)

126 7 Information Systems’ Models for Success Assessment



and satisfaction, and measures of net benefits to individuals, organisations and
society” (p. 3).

According to the Seddon’s model, IS use is not assessed as either good or bad. It
is regarded as a behavior and not a success measurement criteria (Kurian et al.
2000).

Both submodels are interconnected via one factor, which is user satisfaction
(Fig. 7.4). The variables system quality, information quality, perceived usefulness,
and net benefits to individuals, organizations and society—all provide influence
upon user satisfaction, which, in turn, defines the expectations about future use, and
thus influence IS use itself. This feedback stream means user satisfaction is a
significant component of Seddon’s model, though not a success measure as in the
D&M model.

However, similarly to the D&M model’s approach, we can isolate here five core
aspects: System quality, information quality, perceived usefulness, user satisfaction,
and IS usage. In this model, the relationship between these core elements is clarified
in order to provide a better understanding of how they work together and create
success. The quality of the system and the quality of the information have reper-
cussions at the level of perceived usefulness and user satisfaction. Users’ perceived
usefulness will affect user satisfaction, which in turn influence the use of a system.
Hence, the fact that a system has good quality, that the information is equally good,
will leave the users with the perception that the system will be useful. If the system
is perceived as being helpful, the user will be satisfied and that causes him/her to
use the system (Lin 2008).

In 1999, Seddon, Staples, Patnayakuni, and Bowtell further expanded the above
model, by outlining an IS effectiveness matrix. They then tested it, by using the
matrix to classify IS effectiveness measures from 186 empirical papers published
over the course of 9 years. The matrix was a two-dimensional equation consisting
of two factors: the type of IS studied, and the stakeholder in whose interests the

Fig. 7.4 IS success model (adapted from Seddon 1997)
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system is being evaluated. Each stakeholder has different demands for the IS, so it is
necessary to understand that their specific role will determine what they will outline
as success measures (Seddon et al. 1999).

Regarding the stakeholder variable, the authors identified five major groups
whose points of view were generally used in related studies: the independent
observer, who is distant from the process and therefore is not accounted as a
stakeholder; the individual user, who wishes to grow positively; a group of people,
who, similarly to the individual, also wants to improve their situation; the man-
agement team, whose aims regard the success of their organization; and finally a
specific country, whose objective is the general well-being and progress of the
society.

The system variable refers to the specificities of the system being evaluated.
Depending on a series of components, the success measurement will be conducted
differently. Studies generally resorted to the following six dimensions: just one item
of the system, such as its user interface; one individual IT application inside the
entity, such as a computer; a particular type of application, for instance a data
warehouse; all the IT applications that an entity or a group within an entity uses, for
example, all the IT applications used in a marketing department; a part of the
system development procedure, such as design or reengineering; and finally, the IT
management in an entity (Seddon et al. 1999).

If the success of an IS was to be measured under these two perspectives, there
would be thirty possible combinations, and hence, thirty resulting criteria to eval-
uate the success. Considering, for example, that success of all the IT applications of
a certain organization was going to be measured from the point of view of the
management team, what the assessment process would be looking for was a growth
in sales, increased productivity, and revenue (Seddon et al. 1999). The possible
combinations are illustrated in the Table 7.1.

With this system, the authors attempted to present another alternative to the
D&M model, by lowering the importance of defining a “comprehensive measure-
ment instrument” (DeLone and McLean 1992), and instead emphasizing the
importance of identifying the context in which IS effectiveness is being evaluated
(Seddon et al. 1999).

Kurian et al. (2000) later proposed an extension of the Seddon’s model, arguing
that the constant, dynamic evolution of IS called for regular and appropriate updates
to existing models, in what they defined as “rapid adaptation.” As a result, they
introduced into the model two fundamental elements: group impact and external
impact.

Group impact is a measure that accounts for the insertion of the individual using
the IS in a specific group. The group impact is felt through the interaction of the IS
user with his/her peers. Groups can assume different shapes and they include
structures that are already in place, such as specific departments, or an ad hoc
assembly of people to meet certain goals, such as a team. The authors argue that
there is a variety of impacts that fall under this category that were not specified by
other categories in both the D&M and the Seddon’s models, such as: number of
ideas raised, degree of participation, reduction in social pressure, group think, group
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consensus, group efficiency, awareness of others, group cohesion, conflict in group,
and change in work habits. The significance of these impacts was reduced as they
were lumped into oversimplifying variables, such as organizational impact, that did
not take into account the specificity of group impact, which often does not directly
affect the entire organization (Kurian et al. 2000).

External impact considers the world outside of the organization which is using
the IS, by emphasizing the use of external information technology (EIT) that allows
for information exchange between the organization and the outside world. This very
significant form of global networking has become a major aspect of IS application.
It endows institutions with the capacity to be free from time and space restrains.
Some research elements that had been previously used and could fall under this
category are the sustainability of IT-based competitiveness, inter-organizational
systems, electronic markets, global information systems, data networks, private
industry networks, the Internet, etc. However, the authors point out that despite its
significance and the existence of these research variables, there was never an
explicit acknowledgment of external impact as a category in itself, and its role in IS
success measure (Kurian et al. 2000).

By including these two categories, the authors aimed to enhance the Seddon’s
model to account for the specificities of the net benefits of “group-oriented systems
and from external-oriented systems” (Kurian et al. 2000).

7.4 3D Model of Information Systems Success

In 1996, Ballantine, Bonner, Levy, Martin, Munro, and Powell attempted to
develop the D&M model further, acknowledging that this model was the standard
that many researchers either adopted or attempted to improve. The authors detected
a number of aspects in Delone and McLean’s research that needed revising, such as
the lack of clarification on which were the dependent and independent variables,
and on whether their study aimed at being a taxonomy, a framework, or a model.
They also reached a similar conclusion as Seddon in that certain concepts were
oversimplified, for example, using the concept of quality without regard to the
intended purpose of the system.

Ballantine et al. thus attempted to present a richer and more complete study of
the overall impact of IS, by developing a model that focused on the process through
which IS are implemented, and how the global system’s success can be measured at
each one of the levels of that process.

The 3D model divided the notion of IS success into three primordial aspects or
stages: “the technical development level, the deployment to the user, and the
delivery of business benefits.” (Ballantine et al. 1996). The 3D model denomination
came from these three core stages of IS creation: development, deployment, and
delivery.

The development stage concerns the creation of an IS. The development of the
system starts ideally after a study on strategy or viability. The successful outcome
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of this period is dependent on a variety of factors, namely the quality of the
technology, the project management and the data, the intricacy of the system, user
involvement, and the professional competences of the developers (Ballantine et al.
1996).

Deployment is initiated once the system is fully developed and it refers to its
implementation in the particular context for which it was designed. The imple-
mentation phase proves that regardless of a system’s technical quality, its accep-
tance by the users will dictate its success or failure. If, for example, the use of the
system is compulsory rather than voluntary, this will also invalidate its proliferation
in the deployment phase and consequently in the delivery (Ballantine et al. 1996).

To complete the three stages, delivery happens when the system has been
implemented and it is ready to accomplish the objectives for which it was intended.

Between each level, there are filters that act upon the three stages and can inhibit
or encourage the adoption of the system at each stage. These filters are described as
implementation, acting between development and deployment; integration, acting
between deployment and delivery; and environment, acting upon delivery. Possible
factors of implementation are user involvement and expectations, user experience,
and whether the system is mandatory or discretionary. Possible factors of inte-
gration are strategy, organizational culture, and organizational structure. Possible
factors of environment are competitor movements, economic, and political context
(Ballantine et al. 1996). Some of these factors are exogenous, as in they are
completely independent factors that develop outside the system (Fig. 7.5).

Fig. 7.5 The 3D model of IS success (adapted from Ballantine et al. 1996)
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A fundamental aspect of this model is that success in the development and
deployment levels are insufficient to guarantee the system’s overall success. The
system may not be able to deliver due to the organization’s structure or lack of
cultural recognition of information technology’s value. Hence, the system will
succeed if it is integrated in the company. In its turn, this integration is conditioned
by a multiplicity of conditions, for instance, the support of senior management, the
people operating the system, and flexible structural organization. “At the delivery
level, the issues and forces are not particularly IS-oriented; they are forces which
are at work in any change process which aims to enhance business performance.”
(Ballantine et al. 1996). Thus, the delivery stage includes factors that are not
exclusively concerned with IS per se, but with the general organization and culture
of a company and its employees.

With the 3D model, the authors have also introduced the concept of a learning
feedback loop that develops alongside the process of IS developing. If IS are pre-
sented as a 3-stage process of growth, the learning feedback loop is what determines
the curve from development to delivery and is a key aspect of measuring its success.

7.5 IS-impact Measurement Model

Information systems is an area that is in constant, rapid development, and thus
many researchers have pointed out the need for reevaluation and restructuring of
older, traditional models. Organizations are comprised of a multitude of users, from
top executives to data entry operators; various applications across the entire orga-
nization; and numerous capabilities and functionality, and the combination of so
many factors means that old models might not be properly adjusted (Gable et al.
2008). Emphasizing this aspect of complexity and the number of variables
involved, other models were developed that attempted even more fluid systems of
measures. An example is the IS-impact measurement model that was developed in a
study by authors Gable, Sedera, and Chan.

The IS-impact measurement model takes into consideration the long-term
investment that IS represent. It argues the need to go beyond the traditional mea-
sures of impact assessment. Rather than limiting the evaluation of a IS to its past
and current impact, it is paramount to understand if there is value in maintaining the
system, if it needs to be altered in any way, and if its impact will have positive
repercussions in the future. The assessment of an IS success should account both for
the past (its impact) and the future (its quality). Hence, the IS-impact measurement
model has two main branches: impact, which represent the ramification of the
system so far; and quality, which stands for the effects that the system is expected to
have (Gable et al. 2008).

The IS-impact model evaluates the success of an IS according to four guidelines:

• Information quality refers to the quality of the information that is created;
• System quality concerns a more technical approach; it regards the performance

of the system itself;
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• Individual impact refers to the effect that the system has on individual users;
• Organizational impact accounts for the effect the system produces on a par-

ticular organization (Alkhalaf et al. 2013).

These five dimensions of success measurement are not related through causality
processes, and this represents a major difference from the Delone and McLean
model. Instead, those five dimensions are correlated with the global concept of IS
success, as variables that contribute to it, rather than being the cause of it. It is a
measurement structure, not a process (Fig. 7.6).

The five core components of this model each entail a series of measures, the
instrument with which success is measured across the full scale of activity within
the organization—management, user-base, and technical. This model can thus be
used as a set of guidelines to compare different enterprise systems versions and also
to establish a comparison between organizations or departments (Rabaa’i and Gable
2009).

Another notable aspect of this model is that it does not account for system use as
one of the metrics. Indeed, the authors argue that system use might not be a valid
measure on a number of occasions, namely in organizations where such use is
mandatory, and therefore is not dependent on other factors such as satisfaction or
expectation. We had previously seen Seddon et al. making a similar argument, but
whereas the Seddon’s model placed system use as a component of its behavioral
submodel, here the variable is simply removed for further clarity.

User satisfaction, on the other hand, is introduced in this model as one of the
several criteria for the evaluation of success, instead of defining it as a success
construct in itself. However, both use and user satisfaction are conceptualized
further as external variables to the finalized model.

This finalized model, as mentioned above, emphasizes the dichotomy between
impact and quality as the fundamental keystones of success measurement, on equal
footing. The five core components outlined in the conceptual model are thus
integrated in this scheme where impacts to date and future impacts are part of a fluid
dynamic.

Fig. 7.6 The conceptual basis for the IS-impact measurement model (adapted from Gable et al.
2008)
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The IS-impact model introduced new measures of success to consider recent IS
settings and organizational features. It “includes additional measures to probe a
more holistic organizational impacts construct” (Gable et al. 2003). Since the IS-
impact model provides measures that are meaningful to all the stakeholders of IS, it
becomes possible to compare their different perceptions. This feature also allows for
a combination of their views (Rabaa’i and Gable 2009).

The question of the external validity of this model has been empirically tested
throughout several studies and it remains a focus in ongoing research. Rabaa’i and
Gable (2009) started a study that aimed to employ the IS-impact measurement in
the context of higher education administrative systems. Their study is ongoing and
it examining Australasian universities in particular. They are trying to establish an
empirical base for this IS success model in a different context (Rabaa’i and Gable
2009). Their results will add to the current body of research and it will attest the
capacity of generalization of the IS-impact measurement system.

7.6 Strategic Information Systems Planning (SISP)
Effectiveness

Strategic Information Systems Planning (SISP) has been increasingly emphasized
by researchers as a growing key aspect of IS research, as it fundamentally correlates
with the role of IS on the strategic direction of the organization itself. As technology
becomes paramount to success in a competitive environment, IS planning becomes
an essential component of growth and successful competition.

The concept of SISP has been discussed since 1970s, but it has seen a steady
evolution due to the accompanying technological progress: the Internet, personal
computers, outsourcing, and user applications are all factors that have contributed
to the expansion of IS from a closed subgroup to a necessary tool of interaction and
cooperation with external variables, and this expansion has made SISP more rel-
evant, and thus, more actively researched.

Authors Newkirk and Lederer defined SISP as the process of determining an
institution’s assortment of computer applications that can contribute to attain its
own mission. It is an entirely rational and ongoing process managed on the basis of
adjusting the organization’s IS to its overall strategy (Newkirk and Lederer 2007).
This process entails the selection of methodologies and an IS planners committee,
and it generally takes place within several months. SISP procedures need a sig-
nificant investment in terms of time and budget. They imply diverse tasks that allow
organizations to prioritize IS development (Abu Bakar et al. 2009). It is a “rational
process, intended to recommend new information systems linked to an overall
corporate strategy rather than to recommend them as an ad hoc response to such
current crises as shrinking profits, growing lead-times and falling productivity.”
(Newkirk and Lederer 2007).
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There are five stages in SISP: strategic awareness, situation analysis, strategy
conception, strategy formulation, and strategy implementation (Newkirk and Lederer
2007).

Strategic awareness is the seminal stage in which key planning issues are
defined through team meetings and top management committees. Situation analysis
allows for the examination of the context and available systems at the moment of
planning. Strategy conception then implies establishing the objectives and pin-
pointing where the systems can be improved in order to facilitate those objectives.
Strategy formulation is the shaping of the strategy, through new business processes,
IT architectures and more specific projects. Finally, strategy implementation is
when action and management plans are defined, as well as follow-up and control
procedures (Newkirk and Lederer 2007) (Fig. 7.7).

SISP is widely accepted as a success model for IS, nonetheless, there are two
core elements of its approach that have been given insufficient accentuation:
planning process and planning progress. In order to demonstrate how companies
can potentiate the effectiveness and reap the benefits of their trust in SISP, it is
paramount to understand the planning process and the way in which it is attained.
Also, it becomes essential to monitor the evolution of the planning process, to see
how it changes through its different stages (Grover and Segars 2005). Finally, it is
essential to understand how SISP can be improved and what elements are vital to its
effectiveness.

According to authors Bechor et al. (2010), there are three main categories under
which it is possible to place the variables involved in determining SISP success: key
success factors, planning approach, and planning context.

Key success factors account for the required conditions to ensure SISP’s success,
such as user participation. However, the authors add that it is not possible to predict
SISP success based solely on these factors, which need to be integrated in a wider
model comprised of more variables.

The planning approach concerns the style of the planning itself. It refers to the
different angles that may guide the planning process, defining its timeline and focus,
often through a commercial perspective.

Fig. 7.7 Process of strategic information systems planning, according to Newkirk and Lederer
(2007)
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Finally, the planning context is composed of all the variables that stand for the
different features of the organization and its context such as variables of external
conditions and environmental impacts such as the economic scenario or the orga-
nizational structure. Context is a fundamental key aspect that was often ignored in
research (Bechor et al. 2010).

Through the use of multiple variables from these three dimensions, the study of
SISP becomes multifaceted and more equipped to describing reality, particularly in
a world of swift change and evolution. In fact, researchers often point out that SISP
has the capacity to adapt throughout time. It has the ability to address any changes
in terms of environment and technology. It can be constantly improved through the
process of learning overtime, and thus constantly adjust to the wider frame of
organizational strategy (Grover and Segars 2005).

The swift evolution of the Internet and IT in general has propelled SISP to
incorporate several dimensions in its process. SISP moves beyond the elementary
aspects of the business strategy and the IT resources of an organization. It presents a
much broader equation by considering also the culture, the skill set, the expertise,
and the context of an organization. The combination of all these aspects is fun-
damental to a more complete SISP. Due to the engagement of SISP in all aspects of
a company, some have argued that people would benefit from seeing SISP as a
learning routine instead of solely regarding it as a solution to a problem (Abu Bakar
et al. 2009).

As IT becomes progressively more important to organizations, SISP assumes a
central role. Companies resort to SISP to ensure that they are leveraging their IS
resources to the maximum. The competitiveness and rapid transformation of the IT
sector is thought to enhance the perils of poor planning. In that context, the
engagement of senior management in SISP conduces to a better alignment between
the business plan and the IS plan (Fergerson 2012).

SISP is regarded as a powerful management instrument and often considered “the
best mechanism for assuring that IT activities are congruent with those of the rest of
the organization and its evolving needs” (Bechor et al. 2010). When approached as a
learning activity, SISP becomes a guide for understanding the company in its
entirety. IS planning is more than an outcome of SISP, it is far from being the ultimate
document, rather it is important that the organization considers it a guide that will
prospectively assist in the drawing of the next plans (Abu Bakar et al. 2009).

SISP success can be determined through five possible outcomes: alignment,
analysis, cooperation, improvement in capabilities, and contribution.

Alignment promotes a close link between IS strategy and business strategy. This
outcome implies that top management strategies are synchronized with IS strategy
and tools, and thus, there is a positive incentive for top management to support and
invest in SISP.

Analysis consists of the effort to comprehend the organization’s internal routines
for technology, process, and procedures. If this process is facilitated it becomes
easier to understand the organization’s internal processes and architectures, and
how it is possible to use IT tools to integrate the organization’s information systems
and their management in those processes.
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Cooperation is vital to decrease the possibility of conflict when putting in
practice the strategic IS plans. All parties are, hence, encouraged to compromise in
a general agreement, namely when it comes to defining what are the priorities in
terms of development.

Improvement in capabilities refers to the desired outcome of the IS planning,
which is its perfection over time and a clear enhancement of its ability to provide
the necessary support to the organization, also through a process of learning over
time. Ultimately, it is the potential contained in the SISP to the overall betterment of
the organizational adaptation process.

Finally, in terms of contribution, what is expected from the system planning is
its active participation in the effectiveness of the organization in general. SISP´s
repercussions should be felt throughout the different elements of the organization’s
effectiveness, such as profitability and decision making (Grover and Segars 2005).

The effort that SISP involves requires its benefits to be extended to several areas
of organizational value. Nonetheless, there are insufficient metrics to help in
determining the success of SISP and assessing its benefits. That are considerable
gains in SISP that remain intangible (Segars and Grover 1998). Although there have
been several attempts to quantify the impact that SISP has, “limited theoretical or
practical justification is provided for the content of SISP effectiveness measure”
(Segars and Grover 1998).

SISP is adopted by private sector entities as well as by public sector institutions
that are faced with the mounting intricacy of their IT structures and that are pres-
sured by their users’ demand of high-quality service (Abu Bakar et al. 2009)
(Fig. 7.8).

Fig. 7.8 A model for SISP success (adapted from Newkirk and Lederer 2007)
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7.7 Other Models for IS Success Evaluation

We have previously summarized and outlined the most significant models used in
IS success research. However, the attempt to identify and systemically analyze
success variables is an ongoing academic process, and there have been other models
and frameworks outlined on the basis of research and literature reviews.

The work system method of IS success measurement, or WSM, was developed
by Alter in 1999 in an attempt to bring IS success measurement closer to business
practices. This method combines two dimensions: a static dimension called the
work system framework, which outlines the basic architecture of the organization,
and a dynamic one called the work system life cycle. This life cycle is the process
through which any new system is implemented in an organization and consists of
four stages: initiation, development, implementation, and operation maintenance.
At the level of operation maintenance, there is a component of performance
monitoring and eventual identification and correction of issues. It is at this stage that
success of the new system is evaluated, which in turn will have an impact on
whether the system will be continued, adapted, or rejected (Lawrence 2011).

Davis and subsequent co-authors the concept of a technology acceptance model
(TAM) for the purpose of modeling user acceptance of information systems, seen as
a fundamental aspect of success. Much like the Seddon’s model, the emphasis is on
perceived usefulness and perceived ease of use, two factors that, combined with
external variables, will influence the attitude toward use and, in turn, determine
actual usage (Zaied 2012).

Zaied later structured a method for the evaluation of IS success by combining
elements from the theoretical foundations of the TAM and of the D&M model
update (Zaied 2012). The IS success model that the author suggests is composed of
ten variables: “behavior intentions, information quality, management support,
perceived ease of use, perceived usefulness, service quality, system quality, train-
ing, user satisfaction, and user involvement.” This list of variables portrays a clear
integration of the D&M model’s dimensions from its updated version with TAM’s
core precepts (Zaied 2012). However, this model proposed a more strict concept of
IS success by focusing exclusively on the viewpoint of the user, and it did not
account for other stakeholders (Zaied 2012).

Agourram has argued that culture is an increasingly significant determinant of
the manner that people perceive IS success. Particularly with the explosive growth
of cross-cultural organizations and multinational IS architectures, there is neces-
sarily a significant influence of cultural variables on modern research models.
Hence, there are many researchers that contest the wide applicability of existing IS
success models because many of them do not take into account such variables, or
relegate them to a secondary plane. However, the reality is that different contexts
and cultures demand specific approaches, and there is more evidence today to
contradict the preconceived idea of universal applicability of IT. When an orga-
nization is set on a multinational environment, culture has to be given a predom-
inant place in that organization’s success measurement model (Agourram 2009).
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7.8 Conclusions

Research on IS success measurement is a vast body of knowledge without a single
methodology or framework that can be universally applied.

DeLone and McLean outlined a model that relied primarily on the concept of a
process of causal relationships, comprised of three major key aspects: quality, use,
and impact. Their seminal work, which was far from defining a complete and
comprehensive model for future studies, merely opened the door for progress on
that field, and there have been numerous attempts to improve that model, or to
create a new one.

The Seddon’s model worked on the D&M concept even further and defended the
notion that the behavioral aspect of IS use must be emphasized as it fundamentally
alters the simple causal processes described by D&M. It also brought attention to
the need to further examine the concept of impact, which D&M had outlined as a
simple dual concept of organizational and individual impact. Seddon introduced the
concepts of net benefits and expectations as part of the success cycle.

The 3D model attempted to shift the focus of research toward the process of IS
development and implementation, arguing that it is along this process that measures
for success can be identified, implemented, and used in an ongoing learning cycle.

The IS-impact measurement model went back to the D&M approach and again
emphasized a duality of quality and impact as key factors of success, but built a
more fluid, dynamic correlation between those factors.

Generically, we can see that researchers have all agreed in that IS success cannot
be estimated with accurate precision because it relies on multiple variables, some
external to the system, other endogenous to it. The degree of importance attributed
to these variables can differ greatly from study to study; however, some factors have
been recurrently used, such as usage and user satisfaction. However, different
studies will insert these factors within different processes and/or cycles.

Ultimately, IS success measurement research is a field that will, most likely,
continuously grow and evolve as IT and IS itself evolves, because it is a funda-
mental and necessary aspect of modern organizational management in a techno-
logically driven, globalized world.
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