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## Preface to the Second Edition

The ongoing developments being made in large dimensional data analysis continue to generate great interest in random matrix theory in both theoretical investigations and applications in many disciplines. This has doubtlessly contributed to the significant demand for this monograph, resulting in its first printing being sold out. The authors have received many requests to publish a second edition of the book.

Since the publication of the first edition in 2006, many new results have been reported in the literature. However, due to limitations in space, we cannot include all new achievements in the second edition. In accordance with the needs of statistics and signal processing, we have added a new chapter on the limiting behavior of eigenvectors of large dimensional sample covariance matrices. To illustrate the application of RMT to wireless communications and statistical finance, we have added a chapter on these areas. Certain new developments are commented on throughout the book. Some typos and errors found in the first edition have been corrected.

The authors would like to express their appreciation to Ms. Lü Hong for her help in the preparation of the second edition. They would also like to thank Professors Ying-Chang Liang, Zhaoben Fang, Baoxue Zhang, and Shurong Zheng, and Mr. Jiang Hu, for their valuable comments and suggestions. They also thank the copy editor, Mr. Hal Heinglein, for his careful reading, corrections, and helpful suggestions. The first author would like to acknowledge the support from grants NSFC 10871036, NUS R-155-000-079-112, and R-155-000-096-720.

Changchun, China, and Singapore
Zhidong Bai
Cary, North Carolina, USA Jack W. Silverstein
March 2009

## Preface to the First Edition

This monograph is an introductory book on the theory of random matrices (RMT). The theory dates back to the early development of quantum mechanics in the 1940s and 1950s. In an attempt to explain the complex organizational structure of heavy nuclei, E. Wigner, Professor of Mathematical Physics at Princeton University, argued that one should not compute energy levels from Schrödinger's equation. Instead, one should imagine the complex nuclei system as a black box described by $n \times n$ Hamiltonian matrices with elements drawn from a probability distribution with only mild constraints dictated by symmetry considerations. Under these assumptions and a mild condition imposed on the probability measure in the space of matrices, one finds the joint probability density of the $n$ eigenvalues. Based on this consideration, Wigner established the well-known semicircular law. Since then, RMT has been developed into a big research area in mathematical physics and probability. Its rapid development can be seen from the following statistics from the Mathscinet database under keyword Random Matrix on 10 June 2005 (Table 0.1).

Table 0.1 Publication numbers on RMT in 10 year periods since 1955

| $1955-1964$ | $1965-1974$ | $1975-1984$ | $1985-1994$ | $1995-2004$ |
| :---: | :---: | :---: | :---: | :---: |
| 23 | 138 | 249 | 635 | 1205 |

Modern developments in computer science and computing facilities motivate ever widening applications of RMT to many areas.

In statistics, classical limit theorems have been found to be seriously inadequate in aiding in the analysis of very high dimensional data.

In the biological sciences, a DNA sequence can be as long as several billion strands. In financial research, the number of different stocks can be as large as tens of thousands.

In wireless communications, the number of users can be several million.

All of these areas are challenging classical statistics. Based on these needs, the number of researchers on RMT is gradually increasing. The purpose of this monograph is to introduce the basic results and methodologies developed in RMT. We assume readers of this book are graduate students and beginning researchers who are interested in RMT. Thus, we are trying to provide the most advanced results with proofs using standard methods as detailed as we can.

After more than a half century, many different methodologies of RMT have been developed in the literature. Due to the limitation of our knowledge and length of the book, it is impossible to introduce all the procedures and results. What we shall introduce in this book are those results obtained either under moment restrictions using the moment convergence theorem or the Stieltjes transform.

In an attempt at complementing the material presented in this book, we have listed some recent publications on RMT that we have not introduced.

The authors would like to express their appreciation to Professors Chen Mufa, Lin Qun, and Shi Ningzhong, and Ms. Lü Hong for their encouragement and help in the preparation of the manuscript. They would also like to thank Professors Zhang Baoxue, Lee Sungchul, Zheng Shurong, Zhou Wang, and Hu Guorong for their valuable comments and suggestions.

Changchun, China
Cary, North Carolina, USA

Zhidong Bai
Jack W. Silverstein
June 2005
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## Chapter 1

## Introduction

### 1.1 Large Dimensional Data Analysis

The aim of this book is to investigate the spectral properties of random matrices (RM) when their dimensions tend to infinity. All classical limiting theorems in statistics are under the assumption that the dimension of data is fixed. Then, it is natural to ask why the dimension needs to be considered large and whether there are any differences between the results for a fixed dimension and those for a large dimension.

In the past three or four decades, a significant and constant advancement in the world has been in the rapid development and wide application of computer science. Computing speed and storage capability have increased a thousand folds. This has enabled one to collect, store, and analyze data sets of very high dimension. These computational developments have had a strong impact on every branch of science. For example, Fisher's resampling theory had been silent for more than three decades due to the lack of efficient random number generators until Efron proposed his renowned bootstrap in the late 1970s; the minimum $L_{1}$ norm estimation had been ignored for centuries since it was proposed by Laplace until Huber revived it and further extended it to robust estimation in the early 1970s. It is difficult to imagine that these advanced areas in statistics would have received such deep development if there had been no assistance from the present-day computer.

Although modern computer technology helps us in so many respects, it also brings a new and urgent task to the statistician; that is, whether the classical limit theorems (i.e., those assuming a fixed dimension) are still valid for analyzing high dimensional data and how to remedy them if they are not.

Basically, there are two kinds of limiting results in multivariate analysis: those for a fixed dimension (classical limit theorems) and those for a large dimension (large dimensional limit theorems). The problem turns out to be which kind of result is closer to reality. As argued by Huber in [157], some statisticians might say that five samples for each parameter on average are
enough to use asymptotic results. Now, suppose there are $p=20$ parameters and we have a sample of size $n=100$. We may consider the case as $p=20$ being fixed and $n$ tending to infinity, $p=2 \sqrt{n}$, or $p=0.2 n$. So, we have at least three different options from which to choose for an asymptotic setup. A natural question is then which setup is the best choice among the three. Huber strongly suggested studying the situation of an increasing dimension together with the sample size in linear regression analysis.

This situation occurs in many cases. In parameter estimation for a structured covariance matrix, simulation results show that parameter estimation becomes very poor when the number of parameters is more than four. Also, it is found in linear regression analysis that if the covariates are random (or have measurement errors) and the number of covariates is larger than six, the behavior of the estimates departs far away from the theoretic values unless the sample size is very large. In signal processing, when the number of signals is two or three and the number of sensors is more than 10, the traditional MUSIC (MUltiple SIgnal Classification) approach provides very poor estimation of the number of signals unless the sample size is larger than 1000. Paradoxically, if we use only half of the data set - namely, we use the data set collected by only five sensors - the signal number estimation is almost $100 \%$ correct if the sample size is larger than 200 . Why would this paradox happen? Now, if the number of sensors (the dimension of data) is $p$, then one has to estimate $p^{2}$ parameters $\left(\frac{1}{2} p(p+1)\right.$ real parts and $\frac{1}{2} p(p-1)$ imaginary parts of the covariance matrix). Therefore, when $p$ increases, the number of parameters to be estimated increases proportional to $p^{2}$ while the number ( $2 n p$ ) of observations increases proportional to $p$. This is the underlying reason for this paradox. This suggests that one has to revise the traditional MUSIC method if the sensor number is large.

An interesting problem was discussed by Bai and Saranadasa [27], who theoretically proved that when testing the difference of means of two high dimensional populations, Dempster's [91] nonexact test is more powerful than Hotelling's $T^{2}$ test even when the $T^{2}$ statistic is well defined.

It is well known that statistical efficiency will be significantly reduced when the dimension of data or number of parameters becomes large. Thus, several techniques for dimension reduction have been developed in multivariate statistical analysis. As an example, let us consider a problem in principal component analysis. If the data dimension is 10 , one may select three principal components so that more than $80 \%$ of the information is reserved in the principal components. However, if the data dimension is 1000 and 300 principal components are selected, one would still have to face a high dimensional problem. If one only chooses three principal components, he would have lost $90 \%$ or even more of the information carried in the original data set. Now, let us consider another example.

Example 1.1. Let $X_{i j}$ be iid standard normal variables. Write

$$
S_{n}=\left(\frac{1}{n} \sum_{k=1}^{n} X_{i k} X_{j k}\right)_{i, j=1}^{p}
$$

which can be considered as a sample covariance matrix with $n$ samples of a $p$-dimensional mean-zero random vector with population matrix $I$. An important statistic in multivariate analysis is

$$
T_{n}=\log \left(\operatorname{det} S_{n}\right)=\sum_{j=1}^{p} \log \left(\lambda_{n, j}\right)
$$

where $\lambda_{n, j}, j=1, \cdots, p$, are the eigenvalues of $S_{n}$. When $p$ is fixed, $\lambda_{n, j} \rightarrow 1$ almost surely as $n \rightarrow \infty$ and thus $T_{n} \xrightarrow{\text { a.s. }} 0$.

Further, by taking a Taylor expansion on $\log (1+x)$, one can show that

$$
\sqrt{n / p} T_{n} \xrightarrow{\mathscr{O}} N(0,2),
$$

for any fixed $p$. This suggests the possibility that $T_{n}$ is asymptotically normal, provided that $p=O(n)$. However, this is not the case. Let us see what happens when $p / n \rightarrow y \in(0,1)$ as $n \rightarrow \infty$. Using results on the limiting spectral distribution of $\left\{S_{n}\right\}$ (see Chapter 3), we will show that with probability 1
$\frac{1}{p} T_{n} \rightarrow \int_{a(y)}^{b(y)} \frac{\log x}{2 \pi x y} \sqrt{(b(y)-x)(x-a(y))} d x=\frac{y-1}{y} \log (1-y)-1 \equiv d(y)<0$
where $a(y)=(1-\sqrt{y})^{2}, b(y)=(1+\sqrt{y})^{2}$. This shows that almost surely

$$
\sqrt{n / p} T_{n} \sim d(y) \sqrt{n p} \rightarrow-\infty
$$

Thus, any test that assumes asymptotic normality of $T_{n}$ will result in a serious error.

These examples show that the classical limit theorems are no longer suitable for dealing with high dimensional data analysis. Statisticians must seek out special limiting theorems to deal with large dimensional statistical problems. Thus, the theory of random matrices (RMT) might be one possible method for dealing with large dimensional data analysis and hence has received more attention among statisticians in recent years. For the same reason, the importance of RMT has found applications in many research areas, such as signal processing, network security, image processing, genetic statistics, stock market analysis, and other finance or economic problems.

### 1.2 Random Matrix Theory

RMT traces back to the development of quantum mechanics (QM) in the 1940s and early 1950s. In QM, the energy levels of a system are described by eigenvalues of a Hermitian operator A on a Hilbert space, called the Hamiltonian. To avoid working with an infinite dimensional operator, it is common to approximate the system by discretization, amounting to a truncation, keeping only the part of the Hilbert space that is important to the problem under consideration. Hence, the limiting behavior of large dimensional random matrices has attracted special interest among those working in QM, and many laws were discovered during that time. For a more detailed review on applications of RMT in QM and other related areas, the reader is referred to the book Random Matrices by Mehta [212].

Since the late 1950s, research on the limiting spectral analysis of large dimensional random matrices has attracted considerable interest among mathematicians, probabilists, and statisticians. One pioneering work is the semicircular law for a Gaussian (or Wigner) matrix (see Chapter 2 for the definition), due to Wigner [296, 295]. He proved that the expected spectral distribution of a large dimensional Wigner matrix tends to the so-called semicircular law. This work was generalized by Arnold [8, 7] and Grenander [136] in various aspects. Bai and Yin [37] proved that the spectral distribution of a sample covariance matrix (suitably normalized) tends to the semicircular law when the dimension is relatively smaller than the sample size. Following the work of Marčenko and Pastur [201] and Pastur [230, 229], the asymptotic theory of spectral analysis of large dimensional sample covariance matrices was developed by many researchers, including Bai, Yin, and Krishnaiah [41], Grenander and Silverstein [137], Jonsson [169], Wachter [291, 290], Yin [300], and Yin and Krishnaiah [304]. Also, Yin, Bai, and Krishnaiah [301, 302], Silverstein [260], Wachter [290], Yin [300], and Yin and Krishnaiah [304] investigated the limiting spectral distribution of the multivariate $F$-matrix, or more generally of products of random matrices. In the early 1980s, major contributions on the existence of the limiting spectral distribution (LSD) and their explicit forms for certain classes of random matrices were made. In recent years, research on RMT has turned toward second-order limiting theorems, such as the central limit theorem for linear spectral statistics, the limiting distributions of spectral spacings, and extreme eigenvalues.

### 1.2.1 Spectral Analysis of Large Dimensional Random Matrices

Suppose $\mathbf{A}$ is an $m \times m$ matrix with eigenvalues $\lambda_{j}, j=1,2, \cdots, m$. If all these eigenvalues are real (e.g., if $\mathbf{A}$ is Hermitian), we can define a one-dimensional
distribution function

$$
\begin{equation*}
F^{\mathbf{A}}(x)=\frac{1}{m} \#\left\{j \leq m: \lambda_{j} \leq x\right\} \tag{1.2.1}
\end{equation*}
$$

called the empirical spectral distribution (ESD) of the matrix A. Here $\# E$ denotes the cardinality of the set $E$. If the eigenvalues $\lambda_{j}$ 's are not all real, we can define a two-dimensional empirical spectral distribution of the matrix A:

$$
\begin{equation*}
F^{\mathbf{A}}(x, y)=\frac{1}{m} \#\left\{j \leq m: \Re\left(\lambda_{j}\right) \leq x, \Im\left(\lambda_{j}\right) \leq y\right\} \tag{1.2.2}
\end{equation*}
$$

One of the main problems in RMT is to investigate the convergence of the sequence of empirical spectral distributions $\left\{F^{\mathbf{A}_{n}}\right\}$ for a given sequence of random matrices $\left\{\mathbf{A}_{n}\right\}$. The limit distribution $F$ (possibly defective; that is, total mass is less than 1 when some eigenvalues tend to $\pm \infty$ ), which is usually nonrandom, is called the limiting spectral distribution (LSD) of the sequence $\left\{\mathbf{A}_{n}\right\}$.

We are especially interested in sequences of random matrices with dimension (number of columns) tending to infinity, which refers to the theory of large dimensional random matrices.

The importance of ESD is due to the fact that many important statistics in multivariate analysis can be expressed as functionals of the ESD of some RM. We now give a few examples.

Example 1.2. Let $\mathbf{A}$ be an $n \times n$ positive definite matrix. Then

$$
\operatorname{det}(\mathbf{A})=\prod_{j=1}^{n} \lambda_{j}=\exp \left(n \int_{0}^{\infty} \log x F^{\mathbf{A}}(d x)\right)
$$

Example 1.3. Let the covariance matrix of a population have the form $\boldsymbol{\Sigma}=$ $\boldsymbol{\Sigma}_{q}+\sigma^{2} \mathbf{I}$, where the dimension of $\boldsymbol{\Sigma}$ is $p$ and the rank of $\boldsymbol{\Sigma}_{q}$ is $q(<p)$. Suppose $\mathbf{S}$ is the sample covariance matrix based on $n$ iid samples drawn from the population. Denote the eigenvalues of $\mathbf{S}$ by $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{p}$. Then the test statistic for the hypothesis $H_{0}: \operatorname{rank}\left(\boldsymbol{\Sigma}_{q}\right)=q$ against $H_{1}$ : $\operatorname{rank}\left(\boldsymbol{\Sigma}_{q}\right)>q$ is given by

$$
\begin{aligned}
& T=\frac{1}{p-q} \sum_{j=q+1}^{p} \sigma_{j}^{2}-\left(\frac{1}{p-q} \sum_{j=q+1}^{p} \sigma_{j}\right)^{2} \\
= & \frac{p}{p-q} \int_{0}^{\sigma_{q}} x^{2} F^{\mathbf{S}}(d x)-\left(\frac{p}{p-q} \int_{0}^{\sigma_{q}} x F^{\mathbf{S}}(d x)\right)^{2} .
\end{aligned}
$$

### 1.2.2 Limits of Extreme Eigenvalues

In applications of the asymptotic theorems of spectral analysis of large dimensional random matrices, two important problems arise after the LSD is found. The first is the bound on extreme eigenvalues; the second is the convergence rate of the ESD with respect to sample size. For the first problem, the literature is extensive. The first success was due to Geman [118], who proved that the largest eigenvalue of a sample covariance matrix converges almost surely to a limit under a growth condition on all the moments of the underlying distribution. Yin, Bai, and Krishnaiah [301] proved the same result under the existence of the fourth moment, and Bai, Silverstein, and Yin [33] proved that the existence of the fourth moment is also necessary for the existence of the limit. Bai and Yin [38] found the necessary and sufficient conditions for almost sure convergence of the largest eigenvalue of a Wigner matrix. By the symmetry between the largest and smallest eigenvalues of a Wigner matrix, the necessary and sufficient conditions for almost sure convergence of the smallest eigenvalue of a Wigner matrix were also found.

Compared to almost sure convergence of the largest eigenvalue of a sample covariance matrix, a relatively harder problem is to find the limit of the smallest eigenvalue of a large dimensional sample covariance matrix. The first attempt was made in Yin, Bai, and Krishnaiah [302], in which it was proved that the almost sure limit of the smallest eigenvalue of a Wishart matrix has a positive lower bound when the ratio of the dimension to the degrees of freedom is less than $1 / 2$. Silverstein [262] modified the work to allow a ratio less than 1. Silverstein [263] further proved that, with probability 1 , the smallest eigenvalue of a Wishart matrix tends to the lower bound of the LSD when the ratio of the dimension to the degrees of freedom is less than 1. However, Silverstein's approach strongly relies on the normality assumption on the underlying distribution and thus cannot be extended to the general case. The most current contribution was made in Bai and Yin [36], in which it is proved that, under the existence of the fourth moment of the underlying distribution, the smallest eigenvalue (when $p \leq n$ ) or the $p-n+1$ st smallest eigenvalue (when $p>n$ ) tends to $a(y)=\sigma^{2}(1-\sqrt{y})^{2}$, where $y=\lim (p / n) \in(0, \infty)$. Compared to the case of the largest eigenvalues of a sample covariance matrix, the existence of the fourth moment seems to be necessary also for the problem of the smallest eigenvalue. However, this problem has not yet been solved.

### 1.2.3 Convergence Rate of the $E S D$

The second problem, the convergence rate of the spectral distributions of large dimensional random matrices, is of practical interest. Indeed, when the LSD is used in estimating functionals of eigenvalues of a random matrix, it is
important to understand the reliability of performing the substitution. This problem had been open for decades. In finding the limits of both the LSD and the extreme eigenvalues of symmetric random matrices, a very useful and powerful method is the moment method, which does not give any information about the rate of the convergence of the ESD to the LSD. The first success was made in Bai $[16,17]$, in which a Berry-Esseen type inequality of the difference of two distributions was established in terms of their Stieltjes transforms. Applying this inequality, a convergence rate for the expected ESD of a large Wigner matrix was proved to be $O\left(n^{-1 / 4}\right)$ and that for the sample covariance matrix was shown to be $O\left(n^{-1 / 4}\right)$ if the ratio of the dimension to the degrees of freedom is far from 1 and $O\left(n^{-5 / 48}\right)$ if the ratio is close to 1 . Some further developments can be found in Bai et al. [23, 24, 25], Bai et al. [26], Götze et al. [132], and Götze and Tikhomirov [133, 134].

### 1.2.4 Circular Law

The most perplexing problem is the so-called circular law, which conjectures that the spectral distribution of a nonsymmetric random matrix, after suitable normalization, tends to the uniform distribution over the unit disk in the complex plane. The difficulty exists in that two of the most important tools used for symmetric matrices do not apply for nonsymmetric matrices. Furthermore, certain truncation and centralization techniques cannot be used. The first known result was given in Mehta [212] (1967 edition) and in an unpublished paper of Silverstein (1984) that was reported in Hwang [159]. They considered the case where the entries of the matrix are iid standard complex normal. Their method uses the explicit expression of the joint density of the complex eigenvalues of the random matrix that was found by Ginibre [120]. The first attempt to prove this conjecture under some general conditions was made in Girko [123, 124]. However, his proofs contain serious mathematical gaps and have been considered questionable in the literature. Recently, Edelman [98] found the conditional joint distribution of complex eigenvalues of a random matrix whose entries are real normal $N(0,1)$ when the number of its real eigenvalues is given and proved that the expected spectral distribution of the real Gaussian matrix tends to the circular law. Under the existence of the $4+\varepsilon$ moment and the existence of a density, Bai [14] proved the strong version of the circular law. Recent work has eliminated the density requirement and weakened the moment condition. Further details are given in Chapter 11. Some consequent achievements can be found in Pan and Zhou [227] and Tao and Vu [273].

### 1.2.5 CLT of Linear Spectral Statistics

As mentioned above, functionals of the ESD of RMs are important in multivariate inference. Indeed, a parameter $\theta$ of the population can sometimes be expressed as

$$
\theta=\int f(x) d F(x) .
$$

To make statistical inference on $\theta$, one may use the integral

$$
\hat{\theta}=\int f(x) d F_{n}(x)
$$

which we call linear spectral statistics (LSS), as an estimator of $\theta$, where $F_{n}(x)$ is the ESD of the RM computed from the data set. Further, one may want to know the limiting distribution of $\hat{\theta}$ through suitable normalization. In Bai and Silverstein [30], the normalization was found to be $n$ by showing the limiting distribution of the linear functional

$$
X_{n}(f)=n \int f(t) d\left(F_{n}(t)-F(t)\right)
$$

to be Gaussian under certain assumptions.
The first work in this direction was done by Jonsson [169], in which $f(t)=$ $t^{r}$ and $F_{n}$ is the ESD of a normalized standard Wishart matrix. Further work was done by Johansson [165], Bai and Silverstein [30], Bai and Yao [35], Sinai and Soshnikov [269], Anderson and Zeitouni [2], and Chatterjee [77], among others.

It would seem natural to pursue the properties of linear functionals by way of proving results on the process $G_{n}(t)=\alpha_{n}\left(F_{n}(t)-F(t)\right)$ when viewed as a random element in $D[0, \infty)$, the metric space of functions with discontinuities of the first kind, along with the Skorohod metric. Unfortunately, this is impossible. The work done in Bai and Silverstein [30] shows that $G_{n}(t)$ cannot converge weakly to any nontrivial process for any choice of $\alpha_{n}$. This fact appears to occur in other random matrix ensembles. When $F_{n}$ is the empirical distribution of the angles of eigenvalues of an $n \times n$ Haar matrix, Diaconis and Evans [94] proved that all finite dimensional distributions of $G_{n}(t)$ converge in distribution to independent Gaussian variables when $\alpha_{n}=n / \sqrt{\log n}$. This shows that with $\alpha_{n}=n / \sqrt{\log n}$, the process $G_{n}$ cannot be tight in $D[0, \infty)$.

The result of Bai and Silverstein [30] has been applied in several areas, especially in wireless communications, where sample covariance matrices are used to model transmission between groups of antennas. See, for example, Tulino and Verdu [283] and Kamath and Hughes [170].

### 1.2.6 Limiting Distributions of Extreme Eigenvalues and Spacings

The first work on the limiting distributions of extreme eigenvalues was done by Tracy and Widom [278], who found the expression for the largest eigenvalue of a Gaussian matrix when suitably normalized. Further, Johnstone [168] found the limiting distribution of the largest eigenvalue of the large Wishart matrix. In El Karoui [101], the Tracy-Widom law of the largest eigenvalue is established for the complex Wishart matrix when the population covariance matrix differs from the identity.

When the majority of the population eigenvalues are 1 and some are larger than 1, Johnstone proposed the spiked eigenvalues model in [168]. Then, Baik et al. [43] and Baik and Silverstein [44] investigated the strong limit of spiked eigenvalues. Bai and Yao [34] investigated the CLT of spiked eigenvalues. A special case of the CLT when the underlying distribution is complex Gaussian was considered in Baik et al. [43], and the real Gaussian case was considered in Paul [231].

The work on spectrum spacing has a long history that dates back to Mehta [213]. Most of the work in these two directions assumes the Gaussian (or generalized) distributions.

### 1.3 Methodologies

The eigenvalues of a matrix can be regarded as continuous functions of entries of the matrix. But these functions have no closed form when the dimension of the matrix is larger than 4 . So special methods are needed to understand them. There are three important methods employed in this area: the moment method, Stieltjes transform, and orthogonal polynomial decomposition of the exact density of eigenvalues. Of course, the third method needs the assumption of the existence and special forms of the densities of the underlying distributions in the RM.

### 1.3.1 Moment Method

In the following, $\left\{F_{n}\right\}$ will denote a sequence of distribution functions, and the $k$-th moment of the distribution $F_{n}$ is denoted by

$$
\begin{equation*}
\beta_{n, k}=\beta_{k}\left(F_{n}\right):=\int x^{k} d F_{n}(x) \tag{1.3.1}
\end{equation*}
$$

The moment method is based on the moment convergence theorem (MCT); see Lemmas B.1, B.2, and B.3.

Let $\mathbf{A}$ be an $n \times n$ Hermitian matrix, and denote its eigenvalues by $\lambda_{1} \leq$ $\cdots \leq \lambda_{n}$. The ESD, $F^{\mathbf{A}}$, of $\mathbf{A}$ is defined as in (1.2.1) with $m$ replaced by $n$. Then, the $k$-th moment of $F^{\mathbf{A}}$ can be written as

$$
\begin{equation*}
\beta_{n, k}(\mathbf{A})=\int_{-\infty}^{\infty} x^{k} F^{\mathbf{A}}(d x)=\frac{1}{n} \operatorname{tr}\left(\mathbf{A}^{k}\right) . \tag{1.3.2}
\end{equation*}
$$

This expression plays a fundamental role in RMT. By MCT, the problem of showing that the ESD of a sequence of random matrices $\left\{\mathbf{A}_{n}\right\}$ (strongly or weakly or in another sense) tends to a limit reduces to showing that, for each fixed $k$, the sequence $\left\{\frac{1}{n} \operatorname{tr}\left(\mathbf{A}^{k}\right)\right\}$ tends to a limit $\beta_{k}$ in the corresponding sense and then verifying the Carleman condition (B.1.4),

$$
\sum_{k=1}^{\infty} \beta_{2 k}^{-1 / 2 k}=\infty
$$

Note that in most cases the LSD has finite support, and hence the characteristic function of the LSD is analytic and the necessary condition for the MCT holds automatically. Most results in finding the LSD or proving the existence of the LSD were obtained by estimating the mean, variance, or higher moments of $\frac{1}{n} \operatorname{tr}\left(\mathbf{A}^{k}\right)$.

### 1.3.2 Stieltjes Transform

The definition and simple properties of the Stieltjes transform can be found in Appendix B, Section B.2. Here, we just illustrate how it can be used in RMT. Let $\mathbf{A}$ be an $n \times n$ Hermitian matrix and $F_{n}$ be its ESD. Then, the Stieltjes transform of $F_{n}$ is given by

$$
s_{n}(z)=\int \frac{1}{x-z} d F_{n}(x)=\frac{1}{n} \operatorname{tr}(\mathbf{A}-z \mathbf{I})^{-1} .
$$

Using the inverse matrix formula (see Theorem A.4), we get

$$
s_{n}(z)=\frac{1}{n} \sum_{k=1}^{n} \frac{1}{a_{k k}-z-\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{A}_{k}-z \mathbf{I}\right)^{-1} \boldsymbol{\alpha}_{k}}
$$

where $\mathbf{A}_{k}$ is the $(n-1) \times(n-1)$ matrix obtained from $\mathbf{A}$ with the $k$-th row and column removed and $\boldsymbol{\alpha}_{k}$ is the $k$-th column vector of $\mathbf{A}$ with the $k$-th element removed.

If the denominator $a_{k k}-z-\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{A}_{k}-z \mathbf{I}\right)^{-1} \boldsymbol{\alpha}_{k}$ can be proven to be equal to $g\left(z, s_{n}(z)\right)+o(1)$ for some function $g$, then the LSD $F$ exists and its Stieltjes
transform of $F$ is the solution to the equation

$$
s=1 / g(z, s)
$$

Its applications will be discussed in more detail later.

### 1.3.3 Orthogonal Polynomial Decomposition

Assume that the matrix $\mathbf{A}$ has a density $p_{n}(\mathbf{A})=H\left(\lambda_{1}, \cdots, \lambda_{n}\right)$. It is known that the joint density function of the eigenvalues will be of the form

$$
p_{n}\left(\lambda_{1}, \cdots, \lambda_{n}\right)=c J\left(\lambda_{1}, \cdots, \lambda_{n}\right) H\left(\lambda_{1}, \cdots, \lambda_{n}\right)
$$

where $J$ comes from the integral of the Jacobian of the transform from the matrix space to its eigenvalue-eigenvector space. Generally, it is assumed that $H$ has the form $H\left(\lambda_{1}, \cdots, \lambda_{n}\right)=\prod_{k=1}^{n} g\left(\lambda_{k}\right)$ and $J$ has the form $\prod_{i<j}\left(\lambda_{i}-\right.$ $\left.\lambda_{j}\right)^{\beta} \prod_{k=1}^{n} h_{n}\left(\lambda_{k}\right)$. For example, $\beta=1$ and $h_{n}=1$ for a real Gaussian matrix, $\beta=2, h_{n}=1$ for a complex Gaussian matrix, $\beta=4, h_{n}=1$ for a quaternion Gaussian matrix, and $\beta=1$ and $h_{n}(x)=x^{n-p}$ for a real Wishart matrix with $n \geq p$.

Examples considered in the literature are the following
(1) Real Gaussian matrix (symmetric; i.e., $\mathbf{A}^{\prime}=\mathbf{A}$ ):

$$
p_{n}(\mathbf{A})=c \exp \left(-\frac{1}{4 \sigma^{2}} \operatorname{tr}\left(\mathbf{A}^{2}\right)\right)
$$

In this case, the diagonal entries of $\mathbf{A}$ are iid real $N\left(0,2 \sigma^{2}\right)$ and entries above diagonal are iid real $N\left(0, \sigma^{2}\right)$.
(2) Complex Gaussian matrix (Hermitian; i.e., $\mathbf{A}^{*}=\mathbf{A}$ ):

$$
p_{n}(\mathbf{A})=c \exp \left(-\frac{1}{2 \sigma^{2}} \operatorname{tr}\left(\mathbf{A}^{2}\right)\right)
$$

In this case, the diagonal entries of $\mathbf{A}$ are iid real $N\left(0, \sigma^{2}\right)$ and entries above diagonal are iid complex $N\left(0, \sigma^{2}\right)$ (whose real and imaginary parts are iid $\left.N\left(0, \sigma^{2} / 2\right)\right)$.
(3) Real Wishart matrix of order $p \times n$ :

$$
p_{n}(\mathbf{A})=c \exp \left(-\frac{1}{2 \sigma^{2}} \operatorname{tr}\left(\mathbf{A}^{\prime} \mathbf{A}\right)\right)
$$

In this case, the entries of $\mathbf{A}$ are iid real $N\left(0, \sigma^{2}\right)$.
(4) Complex Wishart matrix of order $p \times n$ :

$$
p_{n}(\mathbf{A})=c \exp \left(-\frac{1}{\sigma^{2}} \operatorname{tr}\left(\mathbf{A}^{*} \mathbf{A}\right)\right)
$$

In this case, the entries of $\mathbf{A}$ are iid complex $N\left(0, \sigma^{2}\right)$.
For generalized densities, there are the following.
(1) Symmetric matrix:

$$
p_{n}(\mathbf{A})=c \exp (-\operatorname{tr} V(\mathbf{A}))
$$

(2) Hermitian matrix:

$$
p_{n}(\mathbf{A})=c \exp (-\operatorname{tr} V(\mathbf{A}))
$$

In the two cases above, $V$ is assumed to be a polynomial of even degree with a positive leading coefficient.
(3) Real covariance matrix of dimension $p$ and degrees of freedom $n$ :

$$
p_{n}(\mathbf{A})=c \exp \left(-\operatorname{tr} V\left(\mathbf{A}^{\prime} \mathbf{A}\right)\right)
$$

(4) Complex covariance matrix of dimension $p$ and degrees of freedom $n$ :

$$
p_{n}(\mathbf{A})=c \exp \left(-\operatorname{tr} V\left(\mathbf{A}^{*} \mathbf{A}\right)\right)
$$

In the two cases above, $V$ is assumed to be a polynomial with a positive leading coefficient.

Note that the factor $\prod_{i<j}\left(\lambda_{i}-\lambda_{j}\right)$ is the determinant of the Vandermonde matrix generated by $\lambda_{1}, \cdots, \lambda_{n}$. Therefore, we may rewrite the density of the eigenvalues of the matrices as

$$
\begin{aligned}
& p_{n}\left(\lambda_{1}, \cdots, \lambda_{n}\right) \\
= & c \prod_{k=1}^{n} h_{n}\left(\lambda_{k}\right) g\left(\lambda_{k}\right) \operatorname{det}\left(\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\lambda_{1} & \lambda_{2} & \cdots & \lambda_{n} \\
\vdots & \vdots & \cdots & \vdots \\
\lambda_{1}^{n-1} & \lambda_{2}^{n-1} & \cdots & \lambda_{n}^{n-1}
\end{array}\right)^{\beta} \\
= & c \prod_{k=1}^{n} h_{n}\left(\lambda_{k}\right) g\left(\lambda_{k}\right) \operatorname{det}\left(\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
m_{1}\left(\lambda_{1}\right) & m_{1}\left(\lambda_{2}\right) & \cdots & m_{1}\left(\lambda_{n}\right) \\
\vdots & \vdots & \cdots & \vdots \\
m_{n-1}\left(\lambda_{1}\right) & m_{n-1}\left(\lambda_{2}\right) & \cdots & m_{n-1}\left(\lambda_{n}\right)
\end{array}\right)^{\beta},
\end{aligned}
$$

where $m_{k}$ is any polynomial of degree $k$ and having leading coefficient 1. For ease of finding the marginal densities of several eigenvalues, one may choose the $m$ functions as orthogonal polynomials with respective $\left[g(x) h_{n}(x)\right]^{2 / \beta}$. Then, through mathematical analysis, one can draw various conclusions from the expression above.

Note that the moment method and Stieltjes transform method can be done under moment assumptions. This book will primarily concentrate on
results without assuming density conditions. Readers who are interested in the method of orthogonal polynomials are referred to Deift [88].

### 1.3.4 Free Probability

Free probability is a mathematical theory that studies noncommutative random variables. The "freeness" property is the analogue of the classical notion of independence, and it is connected with free products. This theory was initiated by Dan Voiculescu around 1986 in order to attack the free group factors isomorphism problem, an important unsolved problem in the theory of operator algebras. Typically the random variables lies in a unital algebra $A$ such as a $C^{*}$ algebra or a von Neumann algebra. The algebra comes equipped with a noncommutative expectation, a linear functional $\varphi: A \rightarrow C$ such that $\varphi(1)=1$. Unital subalgebras $A_{1}, \cdots, A_{n}$ are then said to be free if the expectation of the product $a_{1} \cdots a_{n}$ is zero whenever each $a_{j}$ has zero expectation, lies in an $A_{k}$, and no adjacent $a_{j}$ 's come from the same subalgebra $A_{k}$. Random variables are free if they generate free unital subalgebras.

An interesting aspect and active research direction of free probability lies in its applications to RMT. The functional $\varphi$ stands for the normalized expected trace of a random matrix. For any $n \times n$ Hermitian random matrix $\mathbf{A}_{n}$ and a given integer $k, \varphi\left(\mathbf{A}_{n}^{k}\right)=\frac{1}{n} \operatorname{tr}\left(\mathrm{EA}_{n}^{k}\right)$. If $\lim _{n} \varphi\left(\mathbf{A}_{n}^{k}\right)=\alpha_{k}$, for all $k$, then instead of referring to the collection of numbers $\alpha_{k}$, it is better to use some random variable $A$ (if it exists) to characterize the $\alpha_{k}$ 's as moments of $A$. By setting $\varphi\left(A^{k}\right)=\alpha_{k}$, one may say that $\mathbf{A}_{n} \rightarrow A$ in distribution. A general definition is given as follows.

Definition 1.4. Consider $n \times n$ random matrices $A_{n}^{(1)}, \cdots, A_{n}^{(m)}$ and variables $A_{1}, \cdots, A_{m}$. We say that

$$
\left(A_{n}^{(1)}, \cdots, A_{n}^{(m)}\right) \rightarrow\left(A_{1}, \cdots, A_{m}\right) \text { in distribution }
$$

if

$$
\lim _{n \rightarrow \infty} \varphi\left(A_{n}^{\left(i_{1}\right)} \cdots A_{n}^{\left(i_{k}\right)}\right)=\varphi\left(A_{i_{1}} \cdots A_{i_{k}}\right)
$$

for all choices of $k, 1 \leq i_{1}, \cdots, i_{k} \leq m$.
When $m=1$, the definition of convergence in distribution is to say that if the normalized expected trace of $\mathbf{A}_{n}^{k}$ tends to the $k$-th moment of $A$, then we define $\mathbf{A}_{n}$ tending to $A$. For example, let $\mathbf{A}_{n}$ be the normalized Wigner matrix (see Chapter 2). Then $A$ is the semicircular law. Now, suppose we have two independent sequences of normalized Wigner matrices, $\left\{\mathbf{A}_{n}\right\}$ and $\left\{\mathbf{B}_{n}\right\}$. How do we characterize their limits? If individually, then $\mathbf{A}_{n} \rightarrow s_{a}$ and $\mathbf{B}_{n} \rightarrow s_{b}$, and both $s_{a}$ and $s_{b}$ are semicircular laws. The problem is how to consider the joint limit of the sequences of pairs $\left(\mathbf{A}_{n}, \mathbf{B}_{n}\right)$. Or equivalently,
what is the relationship of $s_{a}$ and $s_{b}$ ? According to free probability, we have the following definition.

Definition 1.5. The matrices $\mathbf{A}_{1}, \cdots, \mathbf{A}_{m}$ are called free if

$$
\varphi\left(\left[p_{1}\left(\mathbf{A}_{i_{1}}\right) \cdots p_{k}\left(\mathbf{A}_{i_{k}}\right)\right]\right)=0
$$

whenever

- $p_{1}, \cdots, p_{k}$ are polynomials in one variable,
- $i_{1} \neq i_{2} \neq i_{3} \neq \cdots \neq i_{k}$ (only neighboring elements are required to be distinct),
- $\varphi\left(p_{j}\left(\mathbf{A}_{i_{j}}\right)\right)=0$ for all $j=1, \cdots, k$.

Note that the definition of freeness can be considered as a way of organizing the information about all joint moments of free variables in a systematic and conceptual way. Indeed, the definition above allows one to calculate mixed moments of free variables in terms of moments of the single variables. For example, if $a, b$ are free, then the definition of freeness requires that $\varphi[(a-$ $\varphi(a) 1)(b-\varphi(b) 1)]=0$, which implies that $\varphi(a b)=\varphi(a) \varphi(b)$. In the same way, $\varphi[(a-\varphi(a) 1)(b-\varphi(b) 1)(a-\varphi(a) 1)(b-\varphi(b) 1)]=0$ leads finally to $\varphi(a b a b)=\varphi(a a) \varphi(b) \varphi(b)+\varphi(a) \varphi(a) \varphi(b b)-\varphi(a) \varphi(b) \varphi(a) \varphi(b)$. Analogously, all mixed moments can (at least in principle) be calculated by reducing them to alternating products of centered variables as in the definition of freeness. Thus the statements $s_{a}, s_{b}$ are free, and each of them being semicircular determines all joint moments in $s_{a}$ and $s_{b}$. This shows that $s_{a}$ and $s_{b}$ are not ordinary random variables but take values on some noncommutative algebra.

To apply the theory of free probability to RMT, we need to extend the definition of free to asymptotic freeness; that is, replacing the state functional $\varphi$ by $\phi$, where

$$
\phi(\mathbf{A})=\lim _{n \rightarrow \infty} \frac{1}{n} \operatorname{trE}\left(\mathbf{A}_{n}\right) .
$$

Since normalized traces of powers of a Hermitian matrix are the moments of the ESD of the matrix, free probability reveals important information on their LSD. It is shown that freeness of random matrices corresponds to independence and to distributions being invariant under orthogonal transformations. Formulas have been derived that express the LSD of sums and products of free random matrices in terms of their individual LSDs.

For an excellent introduction to free probability, see Biane [52] and Nica and Speicher [221].

## Chapter 2

## Wigner Matrices and Semicircular Law

A Wigner matrix is a symmetric (or Hermitian in the complex case) random matrix. Wigner matrices play an important role in nuclear physics and mathematical physics. The reader is referred to Mehta [212] for applications of Wigner matrices to these areas. Here we mention that they also have a strong statistical meaning. Consider the limit of a normalized Wishart matrix. Suppose that $\mathbf{x}_{1}, \cdots, \mathbf{x}_{n}$ are iid samples drawn from a $p$-dimensional multivariate normal population $N\left(\boldsymbol{\mu}, \mathbf{I}_{p}\right)$. Then, the sample covariance matrix is defined as

$$
\mathbf{S}_{n}=\frac{1}{n-1} \sum_{i=1}^{n}\left(\mathbf{x}_{i}-\overline{\mathbf{x}}\right)\left(\mathbf{x}_{i}-\overline{\mathbf{x}}\right)^{\prime}
$$

where $\overline{\mathbf{x}}=\frac{1}{n} \sum_{i=1}^{n} \mathbf{x}_{i}$. When $n$ tends to infinity, $\mathbf{S}_{n} \rightarrow \mathbf{I}_{p}$ and $\sqrt{n}\left(\mathbf{S}_{n}-\mathbf{I}_{p}\right) \rightarrow$ $\sqrt{p} \mathbf{W}_{p}$. It can be seen that the entries above the main diagonal of $\sqrt{p} \mathbf{W}_{p}$ are iid $N(0,1)$ and the entries on the diagonal are iid $N(0,2)$. This matrix is called the (standard) Gaussian matrix or Wigner matrix.

A generalized definition of Wigner matrix only requires the matrix to be a Hermitian random matrix whose entries on or above the diagonal are independent. The study of spectral analysis of the large dimensional Wigner matrix dates back to Wigner's [295] famous semicircular law. He proved that the expected ESD of an $n \times n$ standard Gaussian matrix, normalized by $1 / \sqrt{n}$, tends to the semicircular law $F$ whose density is given by

$$
F^{\prime}(x)= \begin{cases}\frac{1}{2 \pi} \sqrt{4-x^{2}}, & \text { if }|x| \leq 2  \tag{2.0.1}\\ 0, & \text { otherwise }\end{cases}
$$

This work has been extended in various aspects. Grenander [136] proved that $\left\|F^{\mathbf{W}_{n}}-F\right\| \rightarrow 0$ in probability. Further, this result was improved as in the sense of "almost sure" by Arnold [8, 7]. Later on, this result was further generalized, and it will be introduced in the following sections.

### 2.1 Semicircular Law by the Moment Method

In order to apply the moment method (see Appendix B, Section B.1) to prove the convergence of the ESD of Wigner matrices to the semicircular distribution, we calculate the moments of the semicircular distribution and show that they satisfy the Carleman condition. In the remainder of this section, we will show the convergence of the ESD of the Wigner matrix by the moment method.

### 2.1.1 Moments of the Semicircular Law

Let $\beta_{k}$ denote the $k$-th moment of the semicircular law. We have the following lemma.

Lemma 2.1. For $k=0,1,2, \cdots$, we have

$$
\begin{aligned}
& \beta_{2 k}=\frac{1}{k+1}\binom{2 k}{k} \\
& \beta_{2 k+1}=0
\end{aligned}
$$

Proof. Since the semicircular distribution is symmetric about 0 , thus we have $\beta_{2 k+1}=0$. Also, we have

$$
\begin{aligned}
\beta_{2 k} & =\frac{1}{2 \pi} \int_{-2}^{2} x^{2 k} \sqrt{4-x^{2}} d x \\
& =\frac{1}{\pi} \int_{0}^{2} x^{2 k} \sqrt{4-x^{2}} d x \\
& =\frac{2^{2 k+1}}{\pi} \int_{0}^{1} y^{k-1 / 2}(1-y)^{1 / 2} d y \quad(\text { by setting } x=2 \sqrt{y}) \\
& =\frac{2^{2 k+1}}{\pi} \frac{\Gamma(k+1 / 2) \Gamma(3 / 2)}{\Gamma(k+2)}=\frac{1}{k+1}\binom{2 k}{k} .
\end{aligned}
$$

### 2.1.2 Some Lemmas in Combinatorics

In order to calculate the limits of moments of the ESD of a Wigner matrix, we need some information from combinatorics. This is because the mean and variance of each empirical moment will be expressed as a sum of expectations of products of matrix entries, and we need to be able to systematically count the number of significant terms. To this end, we introduce some concepts from graph theory and establish some lemmas.

A graph is a triple $(E, V, F)$, where $E$ is the set of edges, $V$ is the set of vertices, and $F$ is a function, $F: E \mapsto V \times V$. If $F(e)=\left(v_{1}, v_{2}\right)$, the vertices $v_{1}, v_{2}$ are called the ends of the edge $e, v_{1}$ is the initial of $e$, and $v_{2}$ is the terminal of $e$. If $v_{1}=v_{2}$, edge $e$ is a loop. If two edges have the same set of ends, they are said to be coincident.

Let $\mathbf{i}=\left(i_{1}, \cdots, i_{k}\right)$ be a vector valued on $\{1, \cdots, n\}^{k}$. With the vector $\mathbf{i}$, we define a $\Gamma$-graph as follows. Draw a horizontal line and plot the numbers $i_{1}, \cdots, i_{k}$ on it. Consider the distinct numbers as vertices, and draw $k$ edges $e_{j}$ from $i_{j}$ to $i_{j+1}, j=1, \cdots, k$, where $i_{k+1}=i_{1}$ by convention. Denote the number of distinct $i_{j}$ 's by $t$. Such a graph is called a $\Gamma(k, t)$-graph. An example of $\Gamma(6,4)$ is shown in Fig. 2.1.


Fig. 2.1 A $\Gamma$-graph

By definition, a $\Gamma(k, t)$-graph starts from vertex $i_{1}$, and the $k$ edges consecutively connect one after another and finally return to vertex $i_{1}$. That is, a $\Gamma(k, t)$-graph forms a cycle.

Two $\Gamma(k, t)$-graphs are said to be isomorphic if one can be converted to the other by a permutation of $(1, \cdots, n)$. By this definition, all $\Gamma$-graphs are classified into isomorphism classes.

We shall call the $\Gamma(k, t)$-graph canonical if it has the following properties:

1. Its vertex set is $V=\{1, \cdots, t\}$.
2. Its edge set is $E=\left\{e_{1}, \cdots, e_{k}\right\}$.
3. There is a function $g$ from $\{1,2, \cdots, k\}$ onto $\{1,2, \cdots, t\}$ satisfying $g(1)=1$ and $g(i) \leq \max \{g(1), \cdots, g(i-1)\}+1$ for $1<i \leq k$.
4. $F\left(e_{i}\right)=(g(i), g(i+1))$, for $i=1, \cdots, k$, with convention $g(k+1)=g(1)=$ 1.

It is easy to see that each isomorphism class contains one and only one canonical $\Gamma$-graph that is associated with a function $g$, and a general graph in this class can be defined by $F\left(e_{j}\right)=\left(i_{g(j)}, i_{g(j+1)}\right)$. Therefore, we have the following lemma.

Lemma 2.2. Each isomorphism class contains $n(n-1) \cdots(n-t+1) \Gamma(k, t)$ graphs.

The canonical $\Gamma(k, t)$-graphs can be classified into three categories.
Category 1 (denoted by $\Gamma_{1}(k)$ ): A canonical graph $\Gamma(k, t)$ is said to belong to category 1 if each edge is coincident with exactly one other edge of opposite direction and the graph of noncoincident edges forms a tree (i.e., a connected graph without cycles). It is obvious that there is no $\Gamma_{1}(k)$ if $k$ is odd.

Category $2\left(\Gamma_{2}(k, t)\right)$ consists of all those canonical $\Gamma(k, t)$-graphs that have at least one single edge; i.e., an edge not coincident with any other edges.

Category $3\left(\Gamma_{3}(k, t)\right)$ consists of all other canonical $\Gamma(k, t)$-graphs. If we classify the $k$ edges into coincidence classes, a $\Gamma_{3}(k, t)$-graph contains either a coincidence class of at least three edges or a cycle of noncoincident edges. In both cases, $t \leq(k+1) / 2$. Then, in fact we have proved the following lemma.

Lemma 2.3. In a $\Gamma_{3}(k, t)$-graph, $t \leq(k+1) / 2$.
Now, we begin to count the number of $\Gamma_{1}(k)$-graphs for $k=2 m$. We have the following lemma.
Lemma 2.4. The number of $\Gamma_{1}(2 m)$-graphs is $\frac{1}{m+1}\binom{2 m}{m}$.
Proof. Suppose $G$ is a graph of $\Gamma_{1}(2 m)$. We define a function $H: E \rightarrow$ $\{-1,1\} ; H(e)=+1$ if $e$ is single up to itself (called an innovation) and $=-1$ otherwise (called a Type $3\left(T_{3}\right)$ edge, the edge that coincides with an innovation that is single up to it). Corresponding to the graph $G$, we call the sequence $\left(H\left(e_{1}\right), \cdots, H\left(e_{k}\right)\right)=\left(a_{1}=1, a_{2}, \cdots, a_{2 m-1}, a_{2 m}=-1\right)$ the characteristic sequence of the graph $G$. By definition, all partial sums of the characteristic sequence are nonnegative; i.e., for all $1 \leq \ell \leq 2 m$,

$$
\begin{equation*}
a_{1}+a_{2}+\cdots+a_{\ell} \geq 0 \tag{2.1.1}
\end{equation*}
$$

We show that there is a one-to-one correspondence between $\Gamma_{1}(2 m)$-graphs and the characteristic sequences. That is, we need to show that any sequence of $\pm 1$ satisfying (2.1.1) corresponds to a $\Gamma_{1}(2 m)$-graph. Suppose $\left(a_{1}, \cdots, a_{2 m}\right)$ is a given sequence satisfying (2.1.1). We construct a $\Gamma_{1}(2 m)$-graph with the given sequence as its characteristic sequence.

By (2.1.1), $a_{1}=1$ and $F\left(e_{1}\right)=(1,2)$; i.e., $g(1)=1, g(2)=2$. Suppose $g(1), g(2), \cdots, g(s)(2 \leq s<2 m)$ have been defined with the following properties:
(i) For each $i \leq s$, we have $g(i) \leq \max \{g(1), \cdots, g(i-1)\}+1$.
(ii) If we define $(g(i), g(i+1)), i=1, \cdots, s-1$, as edges, then from $g(1)=1$ to $g(s)$ there is a path of single innovations if $g(s) \neq 1$. All other edges not on the path must coincide with another edge of opposite direction. If $g(s)=1$, then each edge coincides with another edge of opposite direction.
(iii) $H(g(i), g(i+1))=a_{i}$ for all $i<s$.

Now, we define $g(s+1)$ in the following way:

Case 1. If $a_{s}=1$, define $g(s+1)=\max \{g(1), \cdots, g(s)\}+1$. Obviously, the edge $(g(s), g(s+1))$ is a single innovation that, combining the original path of single innovations, forms the new path of single innovations from $g(1)=1$ to $g(s+1)$ if $g(s) \neq 1$. If $g(s)=1$, then $g(s+1) \neq 1$ and the edge $(g(s), g(s+1))$ forms the new path of single innovations. Also, all other edges coincide with an edge of opposite directions. That is, conditions (i)-(iii) are satisfied.

Case 2. If $a_{s}=-1$, then $g(s) \neq 1$ for otherwise condition (2.1.1) will be violated. Hence, there is an $i<s$ such that $(g(i), g(s))$ is a single innovation (the last edge of a path of single innovations). Then, define $g(s+1)=g(i)$. If $g(i)=1$, then the new graph has no single edges. If $g(i) \neq 1$, the original path of single innovations has at least two single innovations. Then, the new path of single innovations is obtained by cutting the last edge from the original path of single innovations. Also, conditions (i)-(iii) are satisfied.
By induction, the functions $g(1), \cdots, g(2 m)$ are well defined, and hence a $\Gamma_{1}(2 m)$ with characteristic sequence $\left(a_{1}, \cdots, a_{2 m}\right)$ is defined.

Therefore, to count the number of $\Gamma_{1}(2 m)$-graphs is equivalent to counting the number of characteristic sequences of isomorphism classes.

Arbitrarily arrange $m$ ones and $m$ minus ones. The total number of possibilities is obviously $\binom{2 m}{m}$. We shall use the symmetrization principle to count the number of noncharacteristic sequences. Write the sequence of $\pm 1 \mathrm{~s}$ as $\left(a_{1}, \cdots, a_{2 m}\right)$ and $S_{0}=0$ and $S_{i}=S_{i-1}+a_{i}$, for $i=1,2, \cdots, 2 m$. Plot the graph of $(i, S(i))$ on the plane. The graph should start from $(0,0)$ and return to $(2 m, 0)$. If for all $i, S_{i} \geq 0$ (that is, the figure is totally above or on the horizontal axis), then $\left(a_{1}, \cdots, a_{2 m}\right)$ is a characteristic sequence. Otherwise, if ( $a_{1}, \cdots, a_{2 m}$ ) is not a characteristic sequence, then there must be an $i \geq 1$ such that $S_{i}=-1$. Then we turn over the rear part after $i$ along the line $S=-1$ and we get a new graph $(0,0)$ to $(2 m,-2)$, as shown in Fig. 2.2.


Fig. 2.2 Symmetrization principle

This is equivalent to defining $b_{j}=a_{j}$ for $j \leq i$ and $b_{j}=-a_{j}$ for $j>i$. Then, the sequence $\left(b_{1}, \cdots, b_{2 m}\right)$ contains $m-1$ ones and $m+1$ minus ones.

Conversely, for any sequence of $m-1$ ones and $m+1$ minus ones, there must be a smallest integer $i<2 m$ such that $b_{1}+\cdots+b_{i}=-1$. Then the sequence $\left(b_{1}, \cdots, b_{k},-b_{k+1}, \cdots,-b_{2 m}\right)$ contains $m$ ones and $m$ minus ones which is a noncharacteristic sequence. The number of $b$-sequences is $\binom{2 m}{m-1}$. Thus, the number of characteristic sequences is

$$
\binom{2 m}{m}-\binom{2 m}{m-1}=\frac{1}{m+1}\binom{2 m}{m} .
$$

The proof of the lemma is complete.

### 2.1.3 Semicircular Law for the iid Case

In this subsection, we will show the semicircular law for the iid case; that is, we shall prove the following theorem. For brevity of notation, we shall use $\mathbf{X}_{n}$ for an $n \times n$ Wigner matrix and save the notation $\mathbf{W}_{n}$ for the normalized Wigner matrix, i.e., $\frac{1}{\sqrt{n}} \mathbf{X}_{n}$.
Theorem 2.5. Suppose that $\mathbf{X}_{n}$ is an $n \times n$ Hermitian matrix whose diagonal entries are iid real random variables and those above the diagonal are iid complex random variables with variance $\sigma^{2}=1$. Then, with probability 1 , the ESD of $\mathbf{W}_{n}=\frac{1}{\sqrt{n}} \mathbf{X}_{n}$ tends to the semicircular law.

Before applying the MCT to the proof of Theorem 2.5, we first remove the diagonal entries of $\mathbf{X}_{n}$, truncate the off-diagonal entries of the matrix, and renormalize them, without changing the LSD. We will proceed with the proof by taking the following steps.

## Step 1. Removing the Diagonal Elements

Let $\widetilde{\mathbf{W}}_{n}$ be the matrix obtained from $\mathbf{W}_{n}$ by replacing the diagonal elements with zero. We shall show that the two matrices are asymptotically equivalent; i.e., their LSDs are the same if one of them exists.

Let $N_{n}=\#\left\{\left|x_{i i}\right| \geq \sqrt[4]{n}\right\}$. Replace the diagonal elements of $\mathbf{W}_{n}$ by $\frac{1}{\sqrt{n}} x_{i i} I\left(\left|x_{i i}\right|<\sqrt[4]{n}\right)$, and denote the resulting matrix by $\widehat{\mathbf{W}}_{n}$. Then, by Corollary A.41, we have

$$
L^{3}\left(F^{\widehat{\mathbf{W}}_{n}}, F^{\widetilde{\mathbf{W}}_{n}}\right) \leq \frac{1}{n} \operatorname{tr}\left[\left(\widetilde{\mathbf{W}}_{n}-\widehat{\mathbf{W}}_{n}\right)^{2}\right] \leq \frac{1}{n^{2}} \sum_{i=1}^{n}\left|x_{i i}\right|^{2} I\left(\left|x_{i i}\right|<\sqrt[4]{n}\right) \leq \frac{1}{\sqrt{n}}
$$

On the other hand, by Theorem A.43, we have

$$
\left\|F^{\mathbf{W}_{n}}-F^{\widetilde{\mathbf{W}}_{n}}\right\| \leq \frac{N_{n}}{n} .
$$

Therefore, to complete the proof of our assertion, it suffices to show that $N_{n} / n \rightarrow 0$ almost surely. Write $p_{n}=\mathrm{P}\left(\left|x_{11}\right| \geq \sqrt[4]{n}\right) \rightarrow 0$. By Bernstein's inequality, ${ }^{1}$ we have, for any $\varepsilon>0$,

$$
\begin{aligned}
\mathrm{P}\left(N_{n} \geq \varepsilon n\right) & =\mathrm{P}\left(\sum_{i=1}^{n}\left(I\left(\left|x_{i i}\right| \geq \sqrt[4]{n}\right)-p_{n}\right) \geq\left(\varepsilon-p_{n}\right) n\right) \\
& \leq 2 \exp \left(-\left(\varepsilon-p_{n}\right)^{2} n^{2} / 2\left[n p_{n}+\left(\varepsilon-p_{n}\right) n\right]\right) \leq 2 e^{-b n}
\end{aligned}
$$

for some positive constant $b>0$. This completes the proof of our assertion.
In the following subsections, we shall assume that the diagonal elements of $\mathbf{W}_{n}$ are all zero.

## Step 2. Truncation

For any fixed positive constant $C$, truncate the variables at $C$ and write $x_{i j(C)}=x_{i j} I\left(\left|x_{i j}\right| \leq C\right)$. Define a truncated Wigner matrix $\mathbf{W}_{n(C)}$ whose diagonal elements are zero and off-diagonal elements are $\frac{1}{\sqrt{n}} x_{i j(C)}$. Then, we have the following truncation lemma.

Lemma 2.6. Suppose that the assumptions of Theorem 2.5 are true. Truncate the off-diagonal elements of $\mathbf{X}_{n}$ at $C$, and denote the resulting matrix by $\mathbf{X}_{n(C)}$. Write $\mathbf{W}_{n(C)}=\frac{1}{\sqrt{n}} \mathbf{X}_{n(C)}$. Then, for any fixed constant $C$,

$$
\begin{equation*}
\limsup _{n} L^{3}\left(F^{\mathbf{W}_{n}}, F^{\mathbf{W}_{n(C)}}\right) \leq \mathrm{E}\left(\left|x_{11}\right|^{2} I\left(\left|x_{11}\right|>C\right)\right) \text {, a.s. } \tag{2.1.2}
\end{equation*}
$$

Proof. By Corollary A. 41 and the law of large numbers, we have

$$
\begin{aligned}
L^{3}\left(F^{\mathbf{W}_{n}}, F^{\left.\mathbf{W}_{n(C)}\right)}\right. & \leq \frac{2}{n^{2}}\left(\sum_{1 \leq i<j \leq n}\left|x_{i j}\right|^{2} I\left(\left|x_{11}\right|>C\right)\right) \\
& \rightarrow \mathrm{E}\left(\left|x_{11}\right|^{2} I\left(\left|x_{11}\right|>C\right)\right)
\end{aligned}
$$

This completes the proof of the lemma.
Note that the right-hand side of (2.1.2) can be made arbitrarily small by making $C$ large. Therefore, in the proof of Theorem 2.5, we can assume that the entries of the matrix $\mathbf{X}_{n}$ are uniformly bounded.

## Step 3. Centralization

Applying Theorem A.43, we have

$$
\begin{equation*}
\left\|F^{\mathbf{W}_{n(C)}}-F^{\mathbf{W}_{n(C)}-a 11^{\prime}}\right\| \leq \frac{1}{n} \tag{2.1.3}
\end{equation*}
$$

[^0]where $a=\frac{1}{\sqrt{n}} \Re\left(\mathrm{E}\left(x_{12(C)}\right)\right)$. Furthermore, by Corollary A.41, we have
\[

$$
\begin{equation*}
L\left(F^{\mathbf{W}_{n(C)}-\Re\left(\mathrm{E}\left(\mathbf{W}_{n(C)}\right)\right)}, F^{\mathbf{W}_{n(C)}-a \mathbf{1 1 ^ { \prime }}}\right) \leq \frac{\left|\Re\left(\mathrm{E}\left(x_{12(C)}\right)\right)\right|^{2}}{n} \rightarrow 0 \tag{2.1.4}
\end{equation*}
$$

\]

This shows that we can assume that the real parts of the mean values of the off-diagonal elements are 0 . In the following, we proceed to remove the imaginary part of the mean values of the off-diagonal elements.

Before we treat the imaginary part, we introduce a lemma about eigenvalues of a skew-symmetric matrix.

Lemma 2.7. Let $\mathbf{A}_{n}$ be an $n \times n$ skew-symmetric matrix whose elements above the diagonal are 1 and those below the diagonal are -1 . Then, the eigenvalues of $\mathbf{A}_{n}$ are $\lambda_{k}=i \cot (\pi(2 k-1) / 2 n), k=1,2, \cdots, n$. The eigenvector associated with $\lambda_{k}$ is $\mathbf{u}_{k}=\frac{1}{\sqrt{n}}\left(1, \rho_{k}, \cdots, \rho_{k}^{n-1}\right)^{\prime}$, where $\rho_{k}=\left(\lambda_{k}-1\right) /\left(\lambda_{k}+1\right)=$ $\exp (-i \pi(2 k-1) / n)$.

Proof. We first compute the characteristic polynomial of $\mathbf{A}_{n}$.

$$
\begin{aligned}
D_{n} & =\left|\lambda \mathbf{I}-\mathbf{A}_{n}\right|=\left|\begin{array}{ccccc}
\lambda & -1 & -1 & \cdots & -1 \\
1 & \lambda & -1 & \cdots & -1 \\
1 & 1 & \lambda & \cdots & -1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & \lambda
\end{array}\right| \\
& =\left|\begin{array}{ccccc}
\lambda-1 & -(1+\lambda) & 0 & \cdots & 0 \\
0 & \lambda-1 & -(1+\lambda) & \cdots & 0 \\
0 & 0 & \lambda-1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & \lambda
\end{array}\right| .
\end{aligned}
$$

Expanding the above along the first row, we get the following recursive formula

$$
D_{n}=(\lambda-1) D_{n-1}+(1+\lambda)^{n-1}
$$

with the initial value $D_{1}=\lambda$. The solution is

$$
\begin{aligned}
D_{n} & =\lambda(\lambda-1)^{n-1}+(\lambda+1)(\lambda-1)^{n-2}+\cdots+(\lambda+1)^{n-1} \\
& =\frac{1}{2}\left((\lambda-1)^{n}+(\lambda+1)^{n}\right) .
\end{aligned}
$$

Setting $D_{n}=0$, we get

$$
\begin{equation*}
\frac{\lambda+1}{\lambda-1}=e^{i \pi(2 k-1) / n}, \quad k=1,2, \cdots, n \tag{2.1.5}
\end{equation*}
$$

which implies that $\lambda=i \cot (\pi(2 k-1) / 2 n)$.
Comparing the two sides of the equation $\mathbf{A}_{n} \mathbf{u}_{k}=\lambda_{k} \mathbf{u}_{k}$, we obtain

$$
-u_{k, 1}-\cdots-u_{k, \ell-1}+u_{k, \ell+1}+\cdots+u_{k, n}=\lambda_{k} u_{k, \ell}
$$

for $\ell=1,2, \cdots, n$. Thus, subtracting the equations for $\ell+1$ from that for $\ell$, we get

$$
u_{k, \ell}+u_{k, \ell+1}=\lambda_{k}\left(u_{k, \ell}-u_{k, \ell+1}\right)
$$

which implies that

$$
\frac{u_{k, \ell+1}}{u_{k, \ell}}=\frac{\lambda_{k}-1}{\lambda_{k}+1}=e^{-i \pi(2 k-1) / n}:=\rho_{k}
$$

Therefore, one can choose $u_{k, \ell}=\rho_{k}^{\ell-1} / \sqrt{n}$.
The proof of the lemma is complete.

Write $b=\operatorname{E} \Im\left(x_{12(C)}\right)$. Then, $\mathrm{E} \Im\left(\mathbf{W}_{n(C)}\right)=i b \mathbf{A}_{n}$. By Lemma 2.7, the eigenvalues of the matrix $i \Im\left(\mathrm{E}\left(\mathbf{W}_{n(C)}\right)\right)=i b \mathbf{A}_{n}$ are $i b \lambda_{k}=-n^{-1 / 2} b \cot (\pi(2 k-$ 1) $/ 2 n), k=1, \cdots, n$. If the spectral decomposition of $\mathbf{A}_{n}$ is $\mathbf{U}_{n} \mathbf{D}_{n} \mathbf{U}_{n}^{*}$, then we rewrite $i \Im\left(\mathrm{E}\left(\mathbf{W}_{n(C)}\right)\right)=\mathbf{B}_{1}+\mathbf{B}_{2}$, where $\mathbf{B}_{j}=-\frac{1}{\sqrt{n}} b \mathbf{U}_{n} \mathbf{D}_{n j} \mathbf{U}_{n}^{*}, j=1,2$, where $\mathbf{U}_{n}$ is a unitary matrix, $\mathbf{D}_{n}=\operatorname{diag}\left[\lambda_{1}, \cdots, \lambda_{n}\right]$, and

$$
\mathbf{D}_{n 1}=\mathbf{D}_{n}-\mathbf{D}_{n 2}=\operatorname{diag}\left[0, \cdots, 0, \lambda_{\left[n^{3 / 4}\right]}, \lambda_{\left[n^{3 / 4}\right]+1}, \cdots, \lambda_{n-\left[n^{3 / 4}\right]}, 0, \cdots, 0\right] .
$$

For any $n \times n$ Hermitian matrix C, by Corollary A.41, we have

$$
\begin{align*}
L^{3}\left(F^{\mathbf{C}}, F^{\mathbf{C}-\mathbf{B}_{1}}\right) & \leq \frac{1}{n^{2}} \sum_{n^{3 / 4} \leq k \leq n-n^{3 / 4}} \cot ^{2}(\pi(2 k-1) / 2 n) \\
& <\frac{2}{n \sin ^{2}\left(n^{-1 / 4} \pi\right)} \rightarrow 0 \tag{2.1.6}
\end{align*}
$$

and, by Theorem A.43,

$$
\begin{equation*}
\left\|F^{\mathbf{C}}-F^{\mathbf{C}-\mathbf{B}_{2}}\right\| \leq \frac{2 n^{3 / 4}}{n} \rightarrow 0 \tag{2.1.7}
\end{equation*}
$$

Summing up estimations (2.1.3)-(2.1.7), we established the following centralization lemma.

Lemma 2.8. Under the conditions assumed in Lemma 2.6, we have

$$
\begin{equation*}
L\left(F^{\mathbf{W}_{n(C)}}, F^{\mathbf{W}_{n(C)}-\mathrm{E}\left(\mathbf{W}_{n(C)}\right)}\right)=o(1) \tag{2.1.8}
\end{equation*}
$$

## Step 4. Rescaling

Write $\sigma^{2}(C)=\operatorname{Var}\left(x_{11(C)}\right)$, and define $\widetilde{\mathbf{W}}_{n}=\sigma^{-1}(C)\left(\mathbf{W}_{n(C)}-\mathrm{E}\left(\mathbf{W}_{n(C)}\right)\right)$. Note that the off-diagonal entries of $\sqrt{n} \widetilde{\mathbf{W}}_{n}$ are $\widehat{x}_{k j}=\sigma^{-1}(C)\left(x_{k j(C)}-\right.$ $\left.\mathrm{E}\left(x_{k j(C)}\right)\right)$.

Applying Corollary A.41, we obtain

$$
\begin{align*}
L^{3}\left(F^{\widetilde{\mathbf{W}}_{n}}, F^{\mathbf{W}_{n(C)}-\mathrm{E}\left(\mathbf{W}_{n(C)}\right)}\right) & \leq \frac{2(\sigma(C)-1)^{2}}{n^{2} \sigma^{2}(C)} \sum_{1 \leq i<j \leq n}\left|x_{k j(C)}-\mathrm{E}\left(x_{k j(C)}\right)\right|^{2} \\
& \rightarrow(\sigma(C)-1)^{2}, \text { a.s. } \tag{2.1.9}
\end{align*}
$$

Note that $(\sigma(C)-1)^{2}$ can be made arbitrarily small if $C$ is large. Combining (2.1.9) with Lemmas 2.6 and 2.8, to prove the semicircular law, we may assume that the entries of $\mathbf{X}$ are bounded by $C$, having mean zero and variance 1. Also, we may assume the diagonal elements are zero.

## Step 5. Proof of the Semicircular Law

We will prove Theorem 2.5 by the moment method. For simplicity, we still use $\mathbf{W}_{n}$ and $x_{i j}$ to denote the Wigner matrix and basic variables after truncation, centralization, and rescaling.

The semicircular distribution satisfies the Riesz condition. Therefore it is enough to show that the moments of the spectral distribution converge to the corresponding moments of the semicircular distribution almost surely. The $k$-th moment of the ESD of $\mathbf{W}_{n}$ is

$$
\begin{align*}
\beta_{k}\left(\mathbf{W}_{n}\right) & =\beta_{k}\left(F^{\mathbf{W}_{n}}\right)=\int x^{k} d F^{\mathbf{W}_{n}}(x) \\
& =\frac{1}{n} \sum_{i=1}^{n} \lambda_{i}^{k}=\frac{1}{n} \operatorname{tr}\left(\mathbf{W}_{n}^{k}\right)=\frac{1}{n^{1+\frac{k}{2}}} \operatorname{tr}\left(\mathbf{X}_{n}^{k}\right) \\
& =\frac{1}{n^{1+\frac{k}{2}}} \sum_{\mathbf{i}} X(\mathbf{i}) \tag{2.1.10}
\end{align*}
$$

where $\lambda_{i}$ 's are the eigenvalues of the matrix $\mathbf{W}_{n}, X(\mathbf{i})=x_{i_{1} i_{2}} x_{i_{2} i_{3}} \cdots x_{i_{k} i_{1}}$, $\mathbf{i}=\left(i_{1}, \cdots, i_{k}\right)$, and the summation $\sum_{\mathbf{i}}$ runs over all possibilities that $\mathbf{i} \in$ $\{1, \cdots, n\}^{k}$.

By applying the moment convergence theorem, we complete the proof of the semicircular law for the iid case by showing the following:
(1) $E\left[\beta_{k}\left(\mathbf{W}_{n}\right)\right]$ converges to the $k$-th moment $\beta_{k}$ of the semicircular distribution, which are $\beta_{2 m-1}=0$ and $\beta_{2 m}=(2 m)!/ m!(m+1)$ ! given in Lemma 2.1.
(2) For each fixed $k, \sum_{n} \operatorname{Var}\left[\beta_{k}\left(\mathbf{W}_{n}\right)\right]<\infty$.

The Proof of (1); i.e., $\mathrm{E}\left[\beta_{k}\left(\mathbf{W}_{n}\right)\right] \rightarrow \beta_{k}$.
We have

$$
\mathrm{E}\left[\beta_{k}\left(\mathbf{W}_{n}\right)\right]=\frac{1}{n^{1+k / 2}} \sum \mathrm{E} X(\mathbf{i})
$$

For each vector i, construct a graph $G(\mathbf{i})$ as in Subsection 2.1.2. To specify the graph, we rewrite $X(\mathbf{i})=X(G(\mathbf{i}))$. The summation is taken over all sequences $\mathbf{i}=\left(i_{1}, i_{2}, \cdots, i_{k}\right) \in\{1,2, \cdots, n\}^{k}$.

Note that isomorphic graphs correspond to equal terms. Thus, we first group the terms according to isomorphism classes and then split $\mathrm{E}\left[\beta_{k}\left(\mathbf{W}_{n}\right)\right]$ into three sums according to categories. Then

$$
\mathrm{E}\left[\beta_{k}\left(\mathbf{W}_{n}\right)\right]=S_{1}+S_{2}+S_{3},
$$

where

$$
S_{j}=n^{-1-k / 2} \sum_{\Gamma(k, t) \in C_{j}} \sum_{G(\mathbf{i}) \in \Gamma(k, t)} \mathrm{E}[X G(\mathbf{i})]
$$

in which the summation $\sum_{\Gamma(k, t) \in C_{j}}$ is taken on all canonical $\Gamma(k, t)$-graphs in category $j$ and the summation $\sum_{G(\mathbf{i}) \in \Gamma(k, t)}$ is taken on all isomorphic graphs for a given canonical graph.

By definition of the categories and by the assumptions on the entries of the random matrices, we have

$$
S_{2}=0
$$

Since the random variables are bounded by $C$, the number of isomorphic graphs is less than $n^{t}$ by Lemma 2.2, and $t \leq(k+1) / 2$ by Lemma 2.3, we conclude that

$$
\left|S_{3}\right| \leq n^{-1-k / 2} O\left(n^{t}\right)=o(1)
$$

If $k=2 m-1$, then $S_{1}=0$ since there are no terms in $S_{1}$. We consider the case where $k=2 m$. Since each edge coincides with an edge of opposite direction, each term in $S_{1}$ is $\left(\mathrm{E}\left|x_{12}\right|^{2}\right)^{m}=1$. So, by Lemma 2.4,

$$
\begin{aligned}
S_{1}= & n^{-1-m} \sum_{\Gamma(2 m, t) \in C_{1}} n(n-1) \cdots(n-m) \\
& =\beta_{2 m}\left(1-\frac{1}{m}\right) \cdots\left(1-\frac{m}{n}\right) \rightarrow \beta_{2 m}
\end{aligned}
$$

Assertion (1) is then proved.
The proof of (2). We only need to show that $\operatorname{Var}\left(\beta_{k}\left(\mathbf{W}_{n}\right)\right)$ is summable for all fixed $k$. We have

$$
\begin{align*}
& \operatorname{Var}\left(\beta_{k}\left(\mathbf{W}_{n}\right)\right)=E\left[\left|\beta_{k}\left(\mathbf{W}_{n}\right)\right|^{2}\right]-\left|E\left[\beta_{k}\left(\mathbf{W}_{n}\right)\right]\right|^{2} \\
= & \frac{1}{n^{2+k}} \sum^{*}\{\mathrm{E}[X(\mathbf{i}) X(\mathbf{j})]-\mathrm{E}[X(\mathbf{i})] \mathrm{E}[X(\mathbf{j})]\}, \tag{2.1.11}
\end{align*}
$$

where $\mathbf{i}=\left(i_{1}, \cdots, i_{k}\right), \mathbf{j}=\left(j_{1}, \cdots, j_{k}\right)$, and $\sum^{*}$ is taken over all possibilities for $\mathbf{i}, \mathbf{j} \in\{1, \cdots, n\}^{k}$. Here, the reader should notice that $\beta_{k}\left(\mathbf{W}_{n}\right)$ is real and hence the second equality in the above is meaningful, although the variables $X(\mathbf{i})$ and $X(\mathbf{j})$ are complex.

Using $\mathbf{i}$ and $\mathbf{j}$, one can construct two graphs $G(\mathbf{i})$ and $G(\mathbf{j})$, as in the proof of (1). If there are no coincident edges between $G(\mathbf{i})$ and $G(\mathbf{j})$, then $X(\mathbf{i})$ is
independent of $X(\mathbf{j})$, and thus the corresponding term in the sum is 0 . If the combined graph $G=G(\mathbf{i}) \cup G(\mathbf{j})$ has a single edge, then $\mathrm{E}[X(\mathbf{i}) X(\mathbf{j})]=$ $\mathrm{E}[X(\mathbf{i})] \mathrm{E}[X(\mathbf{j})]=0$, and hence the corresponding term in (2.1.11) is also 0.

Now, suppose that $G$ contains no single edges and the graph of noncoincident edges has a cycle. Then the noncoincident vertices of $G$ are not more than $k$. If $G$ contains no single edges and the graph of noncoincident edges has no cycles, then there is at least one edge with coincidence multiplicity greater than or equal to 4 , and thus the number of noncoincident vertices is not larger than $k$. Also, each term in (2.1.11) is not larger than $2 C^{2 k} n^{-2-k}$. Consequently, we can conclude that

$$
\begin{equation*}
\operatorname{Var}\left(\beta_{k}\left(\mathbf{W}_{n}\right)\right) \leq K_{k} C^{2 k} n^{-2} \tag{2.1.12}
\end{equation*}
$$

where $K_{k}$ is a constant that depends on $k$ only. This completes the proof of assertion (2).

The proof of Theorem 2.5 is then complete.

### 2.2 Generalizations to the Non-iid Case

Sometimes, it is of practical interest to consider the case where, for each $n$, the entries above or on the diagonal of $\mathbf{W}_{n}$ are independent complex random variables with mean zero and variance $\sigma^{2}$ (for simplicity we assume $\sigma=1$ in the following), but may depend on $n$. For this case, we present the following theorem.
Theorem 2.9. Suppose that $\mathbf{W}_{n}=\frac{1}{\sqrt{n}} \mathbf{X}_{n}$ is a Wigner matrix and the entries above or on the diagonal of $\mathbf{X}_{n}$ are independent but may be dependent on $n$ and may not necessarily be identically distributed. Assume that all the entries of $\mathbf{X}_{n}$ are of mean zero and variance 1 and satisfy the condition that, for any constant $\eta>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n^{2}} \sum_{j k} \mathrm{E}\left|x_{j k}^{(n)}\right|^{2} I\left(\left|x_{j k}^{(n)}\right| \geq \eta \sqrt{n}\right)=0 \tag{2.2.1}
\end{equation*}
$$

Then, the ESD of $\mathbf{W}_{n}$ converges to the semicircular law almost surely.
Remark 2.10. In Girko's book [121], it is stated that condition (2.2.1) is necessary and sufficient for the conclusion of Theorem 2.9.

### 2.2.1 Proof of Theorem 2.9

Again, we need to truncate, remove diagonal entries, and renormalize before we use the MCT. Because the entries are not iid, we cannot truncate the
entries at constant positions. Instead, we shall truncate them at $\eta_{n} \sqrt{n}$ for some sequence $\eta_{n} \downarrow 0$.

## Step 1. Truncation

Note that Corollary A. 41 may not be applicable in proving the almost sure asymptotic equivalence between the ESD of the original matrix and that of the truncated one, as was done in the last section. In this case, we shall use the rank inequality (see Theorem A.43) to truncate the variables.

Note that condition (2.2.1) is equivalent to: for any $\eta>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{\eta^{2} n^{2}} \sum_{j k} \mathrm{E}\left|x_{j k}^{(n)}\right|^{2} I\left(\left|x_{j k}^{(n)}\right| \geq \eta \sqrt{n}\right)=0 \tag{2.2.2}
\end{equation*}
$$

Thus, one can select a sequence $\eta_{n} \downarrow 0$ such that (2.2.2) remains true when $\eta$ is replaced by $\eta_{n}$. Define $\widetilde{\mathbf{W}}_{n}=\frac{1}{\sqrt{n}} n\left(x_{i j}^{(n)} I\left(\left|x_{i j}^{(n)}\right| \leq \eta_{n} \sqrt{n}\right)\right.$. By using Theorem A.43, one has

$$
\begin{align*}
\left\|F^{\mathbf{W}_{n}}-F^{\widetilde{\mathbf{W}}_{n}}\right\| & \leq \frac{1}{n} \operatorname{rank}\left(\mathbf{W}_{n}-\mathbf{W}_{n\left(\eta_{n} \sqrt{n}\right)}\right) \\
& \leq \frac{2}{n} \sum_{1 \leq i \leq j \leq n} I\left(\left|x_{i j}^{(n)}\right| \geq \eta_{n} \sqrt{n}\right) . \tag{2.2.3}
\end{align*}
$$

By condition (2.2.2), we have

$$
\begin{aligned}
& \mathrm{E}\left(\frac{1}{n} \sum_{1 \leq i \leq j \leq n} I\left(\left|x_{i j}^{(n)}\right| \geq \eta_{n} \sqrt{n}\right)\right) \\
\leq & \frac{2}{\eta_{n}^{2} n^{2}} \sum_{j k} \mathrm{E}\left|x_{i j}^{(n)}\right|^{2} I\left(\left|x_{i j}^{(n)}\right| \geq \eta_{n} \sqrt{n}\right)=o(1),
\end{aligned}
$$

and

$$
\begin{aligned}
& \operatorname{Var}\left(\frac{1}{n} \sum_{1 \leq i \leq j \leq n} I\left(\left|x_{i j}^{(n)}\right| \geq \eta_{n} \sqrt{n}\right)\right) \\
\leq & \frac{4}{\eta_{n}^{2} n^{3}} \sum_{j k} \mathrm{E}\left|x_{i j}^{(n)}\right|^{2} I\left(\left|x_{i j}^{(n)}\right| \geq \eta_{n} \sqrt{n}\right)=o(1 / n) .
\end{aligned}
$$

Then, applying Bernstein's inequality, for all small $\varepsilon>0$ and large $n$, we have

$$
\begin{equation*}
\mathrm{P}\left(\frac{1}{n} \sum_{1 \leq i \leq j \leq n} I\left(\left|x_{i j}^{(n)}\right| \geq \eta_{n} \sqrt{n}\right) \geq \varepsilon\right) \leq 2 e^{-\varepsilon n} \tag{2.2.4}
\end{equation*}
$$

which is summable. Thus, by (2.2.3) and (2.2.4), to prove that with probability one $F^{\mathbf{W}_{n}}$ converges to the semicircular law, it suffices to show that with probability one $F^{\widetilde{\mathbf{W}}_{n}}$ converges to the semicircular law.

## Step 2. Removing diagonal elements

Let $\widehat{\mathbf{W}}_{n}$ be the matrix $\widehat{\mathbf{W}}_{n}$ with diagonal elements replaced by 0 . Then, by Corollary A.41, we have

$$
L^{3}\left(F^{\widetilde{\mathbf{W}}_{n}}, F^{\widehat{\mathbf{W}}_{n}}\right) \leq \frac{1}{n^{2}} \sum_{k=1}^{n}\left|x_{k k}^{(n)}\right|^{2} I\left(\left|x_{k k}^{(n)}\right| \leq \eta_{n} \sqrt{n}\right) \leq \eta_{n}^{2} \rightarrow 0
$$

## Step 3. Centralization

By Corollary A.41, it follows that

$$
\begin{align*}
& L^{3}\left(F^{\widehat{\mathbf{W}}_{n}}, F^{\widehat{\mathbf{W}}_{n}-\mathrm{E} \widehat{\mathbf{W}}_{n}}\right) \\
\leq & \frac{1}{n^{2}} \sum_{i \neq j}\left|\mathrm{E}\left(x_{i j}^{(n)} I\left(\left|x_{i j}^{(n)}\right| \leq \eta_{n} \sqrt{n}\right)\right)\right|^{2} \\
\leq & \frac{1}{n^{3} \eta_{n}^{2}} \sum_{i j} \mathrm{E}\left|x_{j k}^{(n)}\right|^{2} I\left(\left|x_{j k}^{(n)}\right| \geq \eta_{n} \sqrt{n}\right) \rightarrow 0 . \tag{2.2.5}
\end{align*}
$$

## Step 4. Rescaling

Write $\widetilde{\mathbf{W}}_{n}=\frac{1}{\sqrt{n}} \widetilde{\mathbf{X}}_{n}$, where

$$
\widetilde{\mathbf{X}}_{n}=\left(\frac{x_{i j}^{(n)} I\left(\left|x_{i j}^{(n)}\right| \leq \eta_{n} \sqrt{n}\right)-\mathrm{E}\left(x_{i j}^{(n)} I\left(\left|x_{i j}^{(n)}\right| \leq \eta_{n} \sqrt{n}\right)\right)}{\sigma_{i j}}\left(1-\delta_{i j}\right)\right)
$$

$\sigma_{i j}^{2}=\mathrm{E}\left|x_{i j}^{(n)} I\left(\left|x_{i j}^{(n)}\right| \leq \eta_{n} \sqrt{n}\right)-\mathrm{E}\left(x_{i j}^{(n)} I\left(\left|x_{i j}^{(n)}\right| \leq \eta_{n} \sqrt{n}\right)\right)\right|^{2}$ and $\delta_{i j}$ is Kronecker's delta.

By Corollary A.41, it follows that

$$
\begin{aligned}
& L^{3}\left(F^{\widetilde{\mathbf{W}}_{n}}, F^{\widehat{\mathbf{W}}_{n}-\mathrm{E} \widehat{\mathbf{W}}_{n}}\right) \\
\leq & \frac{1}{n^{2}} \sum_{i \neq j}\left(1-\delta_{i j}^{-1}\right)^{2}\left|x_{i j}^{(n)} I\left(\left|x_{i j}^{(n)}\right| \leq \eta_{n} \sqrt{n}\right)-\mathrm{E}\left(x_{i j}^{(n)} I\left(\left|x_{i j}^{(n)}\right| \leq \eta_{n} \sqrt{n}\right)\right)\right|^{2} .
\end{aligned}
$$

Note that

$$
\begin{aligned}
& \mathrm{E}\left(\frac{1}{n^{2}} \sum_{i \neq j}\left(1-\delta_{i j}^{-1}\right)^{2}\left|x_{i j}^{(n)} I\left(\left|x_{i j}^{(n)}\right| \leq \eta_{n} \sqrt{n}\right)-\mathrm{E}\left(x_{i j}^{(n)} I\left(\left|x_{i j}^{(n)}\right| \leq \eta_{n} \sqrt{n}\right)\right)\right|^{2}\right) \\
\leq & \frac{1}{n^{2} \eta_{n}^{2}} \sum_{i j}\left(1-\sigma_{i j}\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{1}{n^{2} \eta_{n}^{2}} \sum_{i j}\left(1-\sigma_{i j}^{2}\right) \\
& \leq \frac{1}{n^{2} \eta_{n}^{2}} \sum_{i j}\left[\mathrm{E}\left|x_{j k}^{(n)}\right|^{2} I\left(\left|x_{j k}^{(n)}\right| \geq \eta_{n} \sqrt{n}\right)+\mathrm{E}^{2}\left|x_{j k}^{(n)}\right| I\left(\left|x_{j k}^{(n)}\right| \geq \eta_{n} \sqrt{n}\right)\right] \rightarrow 0
\end{aligned}
$$

Also, we have ${ }^{2}$

$$
\begin{aligned}
& \mathrm{E}\left|\frac{1}{n^{2}} \sum_{i \neq j}\left(1-\delta_{i j}^{-1}\right)^{2}\right| x_{i j}^{(n)} I\left(\left|x_{i j}^{(n)}\right| \leq \eta_{n} \sqrt{n}\right)-\left.\left.\mathrm{E}\left(x_{i j}^{(n)} I\left(\left|x_{i j}^{(n)}\right| \leq \eta_{n} \sqrt{n}\right)\right)\right|^{2}\right|^{4} \\
\leq & \frac{C}{n^{8}}\left[\sum_{i \neq j} \mathrm{E}\left|x_{i j}^{(n)}\right|^{8} I\left(\left|x_{i j}^{(n)}\right| \leq \eta_{n} \sqrt{n}\right)+\left(\sum_{i \neq j} \mathrm{E}\left|x_{i j}^{(n)}\right|^{4} I\left(\left|x_{i j}^{(n)}\right| \leq \eta_{n} \sqrt{n}\right)\right)^{2}\right] \\
\leq & C n^{-2}\left[n^{-1} \eta_{n}^{6}+\eta_{n}^{4}\right]
\end{aligned}
$$

which is summable. From the two estimates above, we conclude that

$$
L\left(F^{\widetilde{\mathbf{W}}_{n}}, F^{\widehat{\mathbf{W}}_{n}-\mathrm{E} \widehat{\mathbf{W}}_{n}}\right) \rightarrow 0, \text { a.s. }
$$

## Step 5. Proof by MCT

Up to here, we have proved that we may truncate, centralize, and rescale the entries of the Wigner matrix at $\eta_{n} \sqrt{n}$ and remove the diagonal elements without changing the LSD. These four steps are almost the same as those we followed for the iid case.

Now, we assume that the variables are truncated at $\eta_{n} \sqrt{n}$ and then centralized and rescaled.

Again for simplicity, the truncated and centralized variables are still denoted by $x_{i j}$, We assume:
(i) The variables $\left\{x_{i j}, 1 \leq i<j \leq n\right\}$ are independent and $x_{i i}=0$.
(ii) $\mathrm{E}\left(x_{i j}\right)=0$ and $\operatorname{Var}\left(x_{i j}\right)=1$.
(iii) $\left|x_{i j}\right| \leq \eta_{n} \sqrt{n}$.

Similar to what we did in the last section, in order to prove Theorem 2.9, we need to show that:
(1) $E\left[\beta_{k}\left(\mathbf{W}_{n}\right)\right]$ converges to the $k$-th moment $\beta_{k}$ of the semicircular distribution.
(2) For each fixed $k, \sum_{n} \mathrm{E}\left|\beta_{k}\left(\mathbf{W}_{n}\right)-\mathrm{E}\left(\beta_{k}\left(\mathbf{W}_{n}\right)\right)\right|^{4}<\infty$.

## The proof of (1)

Let $\mathbf{i}=\left(i_{1}, \cdots, i_{k}\right) \in\{1, \cdots, n\}^{k}$. As in the iid case, we write

[^1]$$
\mathrm{E}\left[\beta_{k}\left(\mathbf{W}_{n}\right)\right]=n^{-1-k / 2} \sum_{\mathbf{i}} \mathrm{E} X(G(\mathbf{i}))
$$
where $X(G(\mathbf{i}))=x_{i_{1}, i_{2}} x_{i_{2}, i_{3}} \cdots, x_{i_{k}, i_{1}}$, and $G(\mathbf{i})$ is the graph defined by $\mathbf{i}$.
By the same method for the iid case, we split $\mathrm{E}\left[\beta_{k}\left(\mathbf{W}_{n}\right)\right]$ into three sums according to the categories of graphs. We know that the terms in $S_{2}$ are all zero, that is, $S_{2}=0$.

We now show that $S_{3} \rightarrow 0$. Split $S_{3}$ as $S_{31}+S_{32}$, where $S_{31}$ consists of the terms corresponding to a $\Gamma_{3}(k, t)$-graph that contains at least one noncoincident edge with multiplicity greater than 2 and $S_{32}$ is the sum of the remaining terms in $S_{3}$.

To estimate $S_{31}$, assume that the $\Gamma_{3}(k, t)$-graph contains $\ell$ noncoincident edges with multiplicities $\nu_{1}, \cdots, \nu_{\ell}$ among which at least one is greater than or equal to 3 . Note that the multiplicities are subject to $\nu_{1}+\cdots+\nu_{\ell}=k$. Also, each term in $S_{31}$ is bounded by

$$
n^{-1-k / 2} \prod_{i=1}^{\ell} E\left|x_{a_{i}, b_{i}}\right|^{\nu_{i}} \leq n^{-1-k / 2}\left(\eta_{n} \sqrt{n}\right)^{\sum\left(\nu_{i}-2\right)}=n^{-1-\ell} \eta_{n}^{k-2 \ell} .
$$

Since the graph is connected and the number of its noncoincident edges is $\ell$, the number of noncoincident vertices is not more than $\ell+1$, which implies that the number of terms in $S_{31}$ is not more than $n^{1+\ell}$. Therefore,

$$
\left|S_{31}\right| \leq C_{k} \eta_{n}^{k-2 \ell} \rightarrow 0
$$

since $k-2 \ell \geq 1$.
To estimate $S_{32}$, we note that the $\Gamma_{3}(k, t)$-graph contains exactly $k / 2$ noncoincident edges, each with multiplicity 2 (thus $k$ must be even). Then each term of $S_{32}$ is bounded by $n^{-1-k / 2}$. Since the graph is not in category 1 , the graph of noncoincident edges must contain a cycle, and hence the number of noncoincident vertices is not more than $k / 2$ and therefore

$$
\left|S_{32}\right| \leq C n^{-1} \rightarrow 0
$$

Then, the evaluation of $S_{1}$ is exactly the same as in the iid case and hence is omitted. Hence, we complete the proof of $\mathrm{E} \beta_{k}\left(\mathbf{W}_{n}\right) \rightarrow \beta_{k}$.

## The proof of (2)

Unlike in the proof of (2.1.11), the almost sure convergence cannot follow by estimating the second moment of $\beta_{k}\left(\mathbf{W}_{n}\right)$. We need to estimate its fourth moment as

$$
\begin{align*}
& \mathrm{E}\left(\beta_{k}\left(\mathbf{W}_{n}\right)-\mathrm{E}\left(\beta_{k}\left(\mathbf{W}_{n}\right)\right)\right)^{4} \\
= & n^{-4-2 k} \sum_{\mathbf{i}_{j}, j=1,2,3,4} \mathrm{E} \prod_{j=1}^{4}\left(X\left[\mathbf{i}_{j}\right]-\mathrm{E}\left(X\left[\mathbf{i}_{j}\right]\right)\right), \tag{2.2.6}
\end{align*}
$$

where $\mathbf{i}_{j}$ is a vector of $k$ integers not larger than $n, j=1,2,3,4$. As in the last section, for each $\mathbf{i}_{j}$, we construct a graph $G_{j}=G\left(\mathbf{i}_{j}\right)$.

Obviously, if, for some $j, G\left(\mathbf{i}_{j}\right)$ does not have any edges coincident with edges of the other three graphs, then the term in (2.2.6) equals 0 by independence. Also, if $G=\bigcup_{j=1}^{4} G_{j}$ has a single edge, the term in (2.2.6) equals 0 by centralization.

Now, let us estimate the nonzero terms in (2.2.6). Assume that $G$ has $\ell$ noncoincident edges with multiplicities $\nu_{1}, \cdots, \nu_{\ell}$, subject to the constraint $\nu_{1}+\cdots+\nu_{\ell}=4 k$. Then, the term corresponding to $G$ is bounded by

$$
n^{-4-2 k} \prod_{j=1}^{\ell}\left(\eta_{n} \sqrt{n}\right)^{\nu_{j}-2}=\eta_{n}^{4 k-2 \ell} n^{-4-\ell} .
$$

Since the graph of noncoincident edges of $G$ can have at most two pieces of connected subgraphs, the number of noncoincident vertices of $G$ is not greater than $\ell+2$. If $\ell=2 k$, then $\nu_{1}=\cdots=\nu_{\ell}=2$. Therefore, there is at least one noncoincident edge consisting of edges from two different subgraphs and hence there must be a cycle in the graph of noncoincident edges of $G$. Therefore,

$$
\begin{aligned}
& \mathrm{E}\left(\beta_{k}\left(\mathbf{W}_{n}\right)-\mathrm{E}\left(\beta_{k}\left(\mathbf{W}_{n}\right)\right)\right)^{4} \\
\leq & C_{k} n^{-2 k-4}\left[\sum_{\ell<2 k} n^{\ell+2}\left(\eta_{n}^{2} n\right)^{2 k-\ell}+n^{2 k+1}\right] \leq C_{k} \eta_{n} n^{-2}
\end{aligned}
$$

which is summable, and thus (2) is proved. Consequently, the proof of Theorem 2.9 is complete.

### 2.3 Semicircular Law by the Stieltjes Transform

As an illustration of the use of Stieltjes transforms, in this section we shall present a proof of Theorem 2.9 using them.

### 2.3.1 Stieltjes Transform of the Semicircular Law

Let $z=u+i v$ with $v>0$ and $s(z)$ be the Stieltjes transform of the semicircular law. Then, we have

$$
s(z)=\frac{1}{2 \pi \sigma^{2}} \int_{-2 \sigma}^{2 \sigma} \frac{1}{x-z} \sqrt{4 \sigma^{2}-x^{2}} d x
$$

Letting $x=2 \sigma \cos y$, then

$$
\begin{align*}
s(z) & =\frac{2}{\pi} \int_{0}^{\pi} \frac{1}{2 \sigma \cos y-z} \sin ^{2} y d y \\
& =\frac{1}{\pi} \int_{0}^{2 \pi} \frac{1}{2 \sigma \frac{e^{i y}+e^{-i y}}{2}-z}\left(\frac{e^{i y}-e^{-i y}}{2 i}\right)^{2} d y \\
& =-\frac{1}{4 i \pi} \oint_{|\zeta|=1} \frac{1}{\sigma\left(\zeta+\zeta^{-1}\right)-z}\left(\zeta-\zeta^{-1}\right)^{2} \zeta^{-1} d \zeta\left(\text { setting } \zeta=e^{i y}\right) \\
& =-\frac{1}{4 i \pi} \oint_{|\zeta|=1} \frac{\left(\zeta^{2}-1\right)^{2}}{\zeta^{2}\left(\sigma \zeta^{2}+\sigma-z \zeta\right)} d \zeta \tag{2.3.1}
\end{align*}
$$

We will use the residue theorem to evaluate the integral. Note that the integrand has three poles, at $\zeta_{0}=0, \zeta_{1}=\frac{z+\sqrt{z^{2}-4 \sigma^{2}}}{2 \sigma}$, and $\zeta_{2}=\frac{z-\sqrt{z^{2}-4 \sigma^{2}}}{2 \sigma}$, where here, and throughout the book, the square root of a complex number is specified as the one with the positive imaginary part. By this convention, we have

$$
\begin{equation*}
\sqrt{z}=\operatorname{sign}(\Im z) \frac{|z|+z}{\sqrt{2(|z|+\Re z)}} \tag{2.3.2}
\end{equation*}
$$

or

$$
\Re(\sqrt{z})=\frac{1}{\sqrt{2}} \operatorname{sign}(\Im z) \sqrt{|z|+\Re z}=\frac{\Im z}{\sqrt{2(|z|-\Re z)}}
$$

and

$$
\Im(\sqrt{z})=\frac{1}{\sqrt{2}} \sqrt{|z|-\Re z}=\frac{|\Im z|}{\sqrt{2(|z|+\Re z)}} .
$$

This shows that the real part of $\sqrt{z}$ has the same sign as the imaginary part of $z$. Applying this to $\zeta_{1}$ and $\zeta_{2}$, we find that the real part of $\sqrt{z^{2}-4 \sigma^{2}}$ has the same sign as $z$, which implies that $\left|\zeta_{1}\right|>\left|\zeta_{2}\right|$. Since $\zeta_{1} \zeta_{2}=1$, we conclude that $\left|\zeta_{2}\right|<1$ and thus the two poles 0 and $\zeta_{1}$ of the integrand are in the disk $|z| \leq 1$. By simple calculation, we find that the residues at these two poles are

$$
\frac{z}{\sigma^{2}} \text { and } \frac{\left(\zeta_{2}^{2}-1\right)^{2}}{\sigma \zeta_{2}^{2}\left(\zeta_{2}-\zeta_{1}\right)}=\sigma^{-1}\left(\zeta_{2}-\zeta_{1}\right)=-\sigma^{-2} \sqrt{z^{2}-4 \sigma^{2}}
$$

Substituting these into the integral of (2.3.1), we obtain the following lemma.
Lemma 2.11. The Stieltjes transform for the semicircular law with scale parameter $\sigma^{2}$ is

$$
s(z)=-\frac{1}{2 \sigma^{2}}\left(z-\sqrt{z^{2}-4 \sigma^{2}}\right)
$$

### 2.3.2 Proof of Theorem 2.9

At first, we truncate the underlying variables at $\eta_{n} \sqrt{n}$ and remove the diagonal elements and then centralize and rescale the off-diagonal elements as done in Steps 1-4 in the last section. That is, we assume that:
(i) For $i \neq j,\left|x_{i j}\right| \leq \eta_{n} \sqrt{n}$ and $x_{i i}=0$.
(ii) For all $i \neq j, \mathrm{E} x_{i j}=0, \mathrm{E}\left|x_{i j}\right|^{2}=\sigma^{2}$.
(iii) The variables $\left\{x_{i j}, i<j\right\}$ are independent.

For brevity, we assume $\sigma^{2}=1$ in what follows.
By definition, the Stieltjes transform of $F^{\mathbf{W}_{n}}$ is given by

$$
\begin{equation*}
s_{n}(z)=\frac{1}{n} \operatorname{tr}\left(\mathbf{W}_{n}-z \mathbf{I}_{n}\right)^{-1} . \tag{2.3.3}
\end{equation*}
$$

We shall then proceed in our proof by taking the following three steps:
(i) For any fixed $z \in \mathbb{C}^{+}=\{z, \Im(z)>0\}, s_{n}(z)-\mathrm{E} s_{n}(z) \rightarrow 0$, a.s.
(ii) For any fixed $z \in \mathbb{C}^{+}, \operatorname{Es} s_{n}(z) \rightarrow s(z)$, the Stieltjes transform of the semicircular law.
(iii) Outside a null set, $s_{n}(z) \rightarrow s(z)$ for every $z \in \mathbb{C}^{+}$.

Then, applying Theorem B.9, it follows that, except for this null set, $F^{\mathbf{W}_{n}} \rightarrow$ $F$ weakly.

## Step 1. Almost sure convergence of the random part

For the first step, we show that, for each fixed $z \in \mathbb{C}^{+}$,

$$
\begin{equation*}
s_{n}(z)-\mathrm{E}\left(s_{n}(z)\right) \rightarrow 0 \quad \text { a.s. } \tag{2.3.4}
\end{equation*}
$$

We need the extended Burkholder inequality.
Lemma 2.12. Let $\left\{X_{k}\right\}$ be a complex martingale difference sequence with respect to the increasing $\sigma$-field $\left\{\mathcal{F}_{k}\right\}$. Then, for $p>1$,

$$
\mathrm{E}\left|\sum X_{k}\right|^{p} \leq K_{p} \mathrm{E}\left(\sum\left|X_{k}\right|^{2}\right)^{p / 2}
$$

Proof. Burkholder [67] proved the lemma for a real martingale difference sequence. Now, both $\left\{\Re X_{k}\right\}$ and $\left\{\Im X_{k}\right\}$ are martingale difference sequences. Thus, we have

$$
\begin{aligned}
\mathrm{E}\left|\sum X_{k}\right|^{p} & \leq C_{p}\left[\mathrm{E}\left|\sum \Re X_{k}\right|^{p}+\mathrm{E}\left|\sum \Im X_{k}\right|^{p}\right] \\
& \leq C_{p}\left[K_{p} \mathrm{E}\left(\sum\left|\Re X_{k}\right|^{2}\right)^{p / 2}+K_{p} \mathrm{E}\left(\sum\left|\Im X_{k}\right|^{2}\right)^{p / 2}\right] \\
& \leq 2 C_{p} K_{p} \mathrm{E}\left(\sum\left|X_{k}\right|^{2}\right)^{p / 2}
\end{aligned}
$$

where $C_{p}=2^{p-1}$. This lemma is proved.
For later use, we introduce here another inequality proved in [67].
Lemma 2.13. Let $\left\{X_{k}\right\}$ be a complex martingale difference sequence with respect to the increasing $\sigma$-field $\mathcal{F}_{k}$, and let $\mathrm{E}_{k}$ denote conditional expectation w.r.t. $\mathcal{F}_{k}$. Then, for $p \geq 2$,

$$
\mathrm{E}\left|\sum X_{k}\right|^{p} \leq K_{p}\left(\mathrm{E}\left(\sum \mathrm{E}_{k-1}\left|X_{k}\right|^{2}\right)^{p / 2}+\mathrm{E} \sum\left|X_{k}\right|^{p}\right)
$$

Similar to Lemma 2.12, Burkholder proved this lemma for the real case. Using the same technique as in the proof of Lemma 2.12, one may easily extend the Burkholder inequality to the complex case.

Now, we proceed to the proof of the almost sure convergence (2.3.4). Denote by $\mathrm{E}_{k}(\cdot)$ conditional expectation with respect to the $\sigma$-field generated by the random variables $\left\{x_{i j}, i, j>k\right\}$, with the convention that $\mathrm{E}_{n} s_{n}(z)=\mathrm{E} s_{n}(z)$ and $\mathrm{E}_{0} s_{n}(z)=s_{n}(z)$. Then, we have

$$
s_{n}(z)-\mathrm{E}\left(s_{n}(z)\right)=\sum_{k=1}^{n}\left[\mathrm{E}_{k-1}\left(s_{n}(z)\right)-\mathrm{E}_{k}\left(s_{n}(z)\right)\right]:=\sum_{k=1}^{n} \gamma_{k}
$$

where, by Theorem A.5,

$$
\begin{aligned}
\gamma_{k}= & \frac{1}{n}\left(\mathrm{E}_{k-1} \operatorname{tr}\left(\mathbf{W}_{n}-z \mathbf{I}\right)^{-1}-\mathrm{E}_{k} \operatorname{tr}\left(\mathbf{W}_{n}-z \mathbf{I}\right)^{-1}\right) \\
= & \frac{1}{n}\left(\mathrm{E}_{k-1}\left[\operatorname{tr}\left(\mathbf{W}_{n}-z \mathbf{I}\right)^{-1}-\operatorname{tr}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1}\right]\right. \\
& \left.\quad-\mathrm{E}_{k}\left[\operatorname{tr}\left(\mathbf{W}_{n}-z \mathbf{I}\right)^{-1}-\operatorname{tr}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1}\right]\right) \\
= & \frac{1}{n}\left(\mathrm{E}_{k-1} \frac{1+\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-2} \boldsymbol{\alpha}_{k}}{-z-\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k}}\right. \\
& \left.\quad-\mathrm{E}_{k} \frac{1+\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-2} \boldsymbol{\alpha}_{k}}{-z-\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k}}\right)
\end{aligned}
$$

where $\mathbf{W}_{k}$ is the matrix obtained from $\mathbf{W}_{n}$ with the $k$-th row and column removed and $\boldsymbol{\alpha}_{k}$ is the $k$-th column of $\mathbf{W}_{n}$ with the $k$-th element removed.

Note that

$$
\begin{aligned}
& \left|1+\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-2} \boldsymbol{\alpha}_{k}\right| \\
\leq & 1+\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1}\left(\mathbf{W}_{k}-\bar{z} \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k} \\
= & v^{-1} \Im\left(z+\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k}\right)
\end{aligned}
$$

which implies that

$$
\left|\gamma_{k}\right| \leq 2 / n v
$$

Noting that $\left\{\gamma_{k}\right\}$ forms a martingale difference sequence, applying Lemma 2.12 for $p=4$, we have

$$
\begin{aligned}
\mathrm{E}\left|s_{n}(z)-\mathrm{E}\left(s_{n}(z)\right)\right|^{4} & \leq K_{4} \mathrm{E}\left(\sum_{k=1}^{n}\left|\gamma_{k}\right|^{2}\right)^{2} \\
& \leq K_{4}\left(\sum_{k=1}^{n} \frac{2}{n^{2} v^{2}}\right)^{2} \\
& \leq \frac{4 K_{4}}{n^{2} v^{4}}
\end{aligned}
$$

By the Borel-Cantelli lemma, we know that, for each fixed $z \in \mathbb{C}^{+}$,

$$
s_{n}(z)-\mathrm{E}\left(s_{n}(z)\right) \rightarrow 0, \text { a.s. }
$$

## Step 2. Convergence of the expected Stieltjes transform

By Theorem A.4, we have

$$
\begin{align*}
s_{n}(z) & =\frac{1}{n} \operatorname{tr}\left(\mathbf{W}_{n}-z \mathbf{I}_{n}\right)^{-1} \\
& =\frac{1}{n} \sum_{k=1}^{n} \frac{1}{-z-\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k}} . \tag{2.3.5}
\end{align*}
$$

Write $\varepsilon_{k}=\mathrm{E} s_{n}(z)-\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k}$. Then we have

$$
\begin{align*}
\mathrm{E} s_{n}(z) & =\frac{1}{n} \sum_{k=1}^{n} \mathrm{E} \frac{1}{-z-\mathrm{E} s_{n}(z)+\varepsilon_{k}} \\
& =-\frac{1}{z+\mathrm{E} s_{n}(z)}+\delta_{n} \tag{2.3.6}
\end{align*}
$$

where

$$
\delta_{n}=\frac{1}{n} \sum_{k=1}^{n} \mathrm{E}\left(\frac{\varepsilon_{k}}{\left(z+\mathrm{E} s_{n}(z)\right)\left(-z-\mathrm{E} s_{n}(z)+\varepsilon_{k}\right)}\right) .
$$

Solving equation (2.3.6), we obtain two solutions:

$$
\frac{1}{2}\left(-z+\delta_{n} \pm \sqrt{\left(z+\delta_{n}\right)^{2}-4}\right)
$$

We show that

$$
\begin{equation*}
E s_{n}(z)=\frac{1}{2}\left(-z+\delta_{n}+\sqrt{\left(z+\delta_{n}\right)^{2}-4}\right) \tag{2.3.7}
\end{equation*}
$$

When fixing $\Re z$ and letting $\Im z=v \rightarrow \infty$, we have $E s_{n}(z) \rightarrow 0$, which implies that $\delta_{n} \rightarrow 0$. Consequently,

$$
\Im\left(\frac{1}{2}\left(-z+\delta_{n}-\sqrt{\left(z+\delta_{n}\right)^{2}-4}\right)\right) \leq-\frac{v-\left|\delta_{n}\right|}{2} \rightarrow-\infty
$$

which cannot be $\mathrm{E} s_{n}(z)$ since it violates the property that $\Im s_{n}(z) \geq 0$. Thus, assertion (2.3.7) is true when $v$ is large. Now, we claim that assertion (2.3.7) is true for all $z \in \mathbb{C}^{+}$.

It is easy to see that $\mathrm{E} s_{n}(z)$ and $\frac{1}{2}\left(-z+\delta_{n} \pm \sqrt{\left(z+\delta_{n}\right)^{2}-4}\right)$ are continuous functions on the upper half plane $\mathbb{C}^{+}$. If $\mathrm{Es} s_{n}(z)$ takes a value on the branch $\frac{1}{2}\left(-z+\delta_{n}-\sqrt{\left(z+\delta_{n}\right)^{2}-4}\right)$ for some $z$, then the two branches $\frac{1}{2}\left(-z+\delta_{n} \pm\right.$ $\left.\sqrt{\left(z+\delta_{n}\right)^{2}-4}\right)$ should cross each other at some point $z_{0} \in \mathbb{C}^{+}$. At this point, we would have $\sqrt{\left(z_{0}+\delta_{n}\right)^{2}-4}=0$ and hence $\mathrm{E} s_{n}\left(z_{0}\right)$ has to be one of the following:

$$
\frac{1}{2}\left(-z_{0}+\delta_{n}\right)=\frac{1}{2}\left(-2 z_{0} \pm 2\right)
$$

However, both of the two values above have negative imaginary parts. This contradiction leads to the truth of (2.3.7).

From (2.3.7), to prove $\mathrm{E} s_{n}(z) \rightarrow s(z)$, it suffices to show that

$$
\begin{equation*}
\delta_{n} \rightarrow 0 \tag{2.3.8}
\end{equation*}
$$

Now, rewrite

$$
\begin{aligned}
\delta_{n} & =-\frac{1}{n} \sum_{k=1}^{n} \frac{\mathrm{E}\left(\varepsilon_{k}\right)}{\left(z+\mathrm{E} s_{n}(z)\right)^{2}}+\frac{1}{n} \sum_{k=1}^{n} \mathrm{E}\left(\frac{\varepsilon_{k}^{2}}{\left(z+\mathrm{E} s_{n}(z)\right)^{2}\left(-z-\mathrm{E} s_{n}(z)+\varepsilon_{k}\right)}\right) \\
& =J_{1}+J_{2}
\end{aligned}
$$

By (A.1.10) and (A.1.12), we have

$$
\begin{aligned}
\left|\mathrm{E} \varepsilon_{k}\right| & =\left|\frac{1}{n} \mathrm{E}\left(\operatorname{tr}\left(\mathbf{W}_{n}-z \mathbf{I}\right)^{-1}-\operatorname{tr}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1}\right)\right| \\
& =\left|\frac{1}{n} \cdot \mathrm{E} \frac{1+\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-2} \boldsymbol{\alpha}_{k}}{-z-\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k}}\right| \leq \frac{1}{n v} .
\end{aligned}
$$

Note that

$$
\left|z+\mathrm{E} s_{n}(z)\right| \geq \Im\left(z+\mathrm{E} s_{n}(z)\right)=v+\mathrm{E}\left(\Im\left(s_{n}(z)\right) \geq v\right.
$$

Therefore, for any fixed $z \in \mathbb{C}^{+}$,

$$
\left|J_{1}\right| \leq \frac{1}{n v^{3}} \rightarrow 0
$$

On the other hand, we have

$$
\begin{aligned}
& \left|-z-\mathrm{E}_{n}(z)+\varepsilon_{k}\right|=\left|-z-\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k}\right| \\
\geq & \Im\left(z+\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k}\right)
\end{aligned}
$$

$$
=v\left(1+\boldsymbol{\alpha}_{k}^{*}\left(\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)\left(\mathbf{W}_{k}-\bar{z} \mathbf{I}_{n-1}\right)\right)^{-1} \boldsymbol{\alpha}_{k}\right) \geq v
$$

To prove $J_{2} \rightarrow 0$, it is sufficient to show that

$$
\max _{k} \mathrm{E}\left|\varepsilon_{k}\right|^{2} \rightarrow 0
$$

Write $\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1}=\left(b_{i j}\right)_{i, j \leq n-1}$. We then have

$$
\begin{aligned}
\mathrm{E}\left|\varepsilon_{k}-\mathrm{E} \varepsilon_{k}\right|^{2}= & \mathrm{E}\left|\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k}-\frac{1}{n} \operatorname{Etr}\left(\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1}\right)\right|^{2} \\
= & \mathrm{E}\left|\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k}-\frac{1}{n} \operatorname{tr}\left(\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1}\right)\right|^{2} \\
& +\mathrm{E}\left|\frac{1}{n} \operatorname{tr}\left(\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1}\right)-\frac{1}{n} \operatorname{Etr}\left(\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1}\right)\right|^{2} .
\end{aligned}
$$

By elementary calculations, we have

$$
\begin{align*}
& \mathrm{E}\left|\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k}-\frac{1}{n} \operatorname{tr}\left(\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1}\right)\right|^{2} \\
= & \frac{1}{n^{2}}\left[\sum_{i j \neq k}\left[\mathrm{E}\left|b_{i j}\right|^{2} \mathrm{E}\left|x_{i k}\right|^{2} \mathrm{E}\left|x_{j k}\right|^{2}+\mathrm{E} b_{i j}^{2} \mathrm{E} x_{i k}^{2} \mathrm{E} x_{j k}^{2}\right]+\sum_{i \neq k} \mathrm{E}\left|b_{i i}^{2}\right|\left(\mathrm{E}\left|x_{i k}^{4}\right|-1\right)\right] \\
\leq & \frac{2}{n^{2}} \sum_{i j} \mathrm{E}\left|b_{i j}\right|^{2}+\frac{\eta_{n}^{2}}{n} \sum_{i \neq k} \mathrm{E}\left|b_{i i}\right|^{2} \\
= & \frac{2}{n^{2}} \operatorname{Etr}\left(\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)\left(\mathbf{W}_{k}-\bar{z} \mathbf{I}_{n-1}\right)\right)^{-1}+\frac{\eta_{n}^{2}}{n} \sum_{i \neq k} \mathrm{E}\left|b_{i i}\right|^{2} \\
\leq & \frac{2}{n v^{2}}+\eta_{n}^{2} \rightarrow 0 . \tag{2.3.9}
\end{align*}
$$

By Theorem A.5, one can prove that

$$
\mathrm{E}\left|\frac{1}{n} \operatorname{tr}\left(\left(\mathbf{W}_{n}-z \mathbf{I}_{n-1}\right)^{-1}\right)-\frac{1}{n} \operatorname{Etr}\left(\left(\mathbf{W}_{n}-z \mathbf{I}_{n-1}\right)^{-1}\right)\right|^{2} \leq 1 / n^{2} v^{2}
$$

Then, the assertion $J_{2} \rightarrow 0$ follows from the estimates above and the fact that

$$
\mathrm{E}\left|\varepsilon_{n}\right|^{2}=\mathrm{E}\left|\varepsilon_{n}-\mathrm{E} \varepsilon_{n}\right|^{2}+\left|\mathrm{E} \varepsilon_{n}\right|^{2}
$$

The proof of the mean convergence is complete.

## Step 3. Completion of the proof of Theorem 2.9

In this step, we need Vitali's convergence theorem.
Lemma 2.14. Let $f_{1}, f_{2}, \cdots$ be analytic in $D$, a connected open set of $\mathbb{C}$, satisfying $\left|f_{n}(z)\right| \leq M$ for every $n$ and $z$ in $D$, and $f_{n}(z)$ converges as $n \rightarrow \infty$ for each $z$ in a subset of $D$ having a limit point in $D$. Then there exists a
function $f$ analytic in $D$ for which $f_{n}(z) \rightarrow f(z)$ and $f_{n}^{\prime}(z) \rightarrow f^{\prime}(z)$ for all $z \in D$. Moreover, on any set bounded by a contour interior to $D$, the convergence is uniform and $\left\{f_{n}^{\prime}(z)\right\}$ is uniformly bounded.

Proof. The conclusions on $\left\{f_{n}\right\}$ are from Vitali's convergence theorem (see Titchmarsh [275], p. 168). Those on $\left\{f_{n}^{\prime}\right\}$ follow from the dominated convergence theorem (d.c.t.) and the identity

$$
f_{n}^{\prime}(z)=\frac{1}{2 \pi i} \int_{\mathcal{C}} \frac{f_{n}(w)}{(w-z)^{2}} d w
$$

where $\mathcal{C}$ is a contour in $D$ and enclosing $z$. The proof of the lemma is complete.
By Steps 1 and 2 , for any fixed $z \in \mathbb{C}^{+}$, we have

$$
s_{n}(z) \rightarrow s(z), \quad \text { a.s. }
$$

where $s(z)$ is the Stieltjes transform of the standard semicircular law. That is, for each $z \in \mathbb{C}^{+}$, there exists a null set $N_{z}$ (i.e., $P\left(N_{z}\right)=0$ ) such that

$$
s_{n}(z, \omega) \rightarrow s(z) \text { for all } \omega \in N_{z}^{c}
$$

Now, let $\mathbb{C}_{0}^{+}=\left\{z_{m}\right\}$ be a dense subset of $\mathbb{C}^{+}$(e.g., all $z$ of rational real and imaginary parts) and let $N=\cup N_{z_{m}}$. Then

$$
s_{n}(z, \omega) \rightarrow s(z) \text { for all } \omega \in N^{c} \text { and } z \in \mathbb{C}_{0}^{+}
$$

Let $\mathbb{C}_{m}^{+}=\left\{z \in \mathbb{C}^{+}, \Im z>1 / m,|z| \leq m\right\}$. When $z \in \mathbb{C}_{m}^{+}$, we have $\left|s_{n}(z)\right| \leq$ $m$. Applying Lemma 2.14, we have

$$
s_{n}(z, \omega) \rightarrow s(z) \text { for all } \omega \in N^{c} \text { and } z \in \mathbb{C}_{m}^{+}
$$

Since the convergence above holds for every $m$, we conclude that

$$
s_{n}(z, \omega) \rightarrow s(z) \text { for all } \omega \in N^{c} \text { and } z \in \mathbb{C}^{+}
$$

Applying Theorem B.9, we conclude that

$$
F^{\mathbf{W}_{n}} \xrightarrow{w} F \text {, a.s. }
$$

## Chapter 3 <br> Sample Covariance Matrices and the Marčenko-Pastur Law

The sample covariance matrix is a most important random matrix in multivariate statistical inference. It is fundamental in hypothesis testing, principal component analysis, factor analysis, and discrimination analysis. Many test statistics are defined by its eigenvalues.

The definition of a sample covariance matrix is as follows. Suppose that $\left\{x_{j k}, j, k=1,2, \cdots\right\}$ is a double array of iid complex random variables with mean zero and variance $\sigma^{2}$. Write $\mathbf{x}_{j}=\left(x_{1 j}, \cdots, x_{p j}\right)^{\prime}$ and $\mathbf{X}=\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{n}\right)$. The sample covariance matrix is defined by

$$
\mathbf{S}=\frac{1}{n-1} \sum_{k=1}^{n}\left(\mathbf{x}_{k}-\overline{\mathbf{x}}\right)\left(\mathbf{x}_{k}-\overline{\mathbf{x}}\right)^{*}
$$

where $\overline{\mathbf{x}}=\frac{1}{n} \sum \mathbf{x}_{j}$.
However, in most cases of spectral analysis of large dimensional random matrices, the sample covariance matrix is simply defined as

$$
\begin{equation*}
\mathbf{S}=\frac{1}{n} \sum_{k=1}^{n} \mathbf{x}_{k} \mathbf{x}_{k}^{*}=\frac{1}{n} \mathbf{X} \mathbf{X}^{*} \tag{3.0.1}
\end{equation*}
$$

because the $\overline{\mathbf{x}} \overline{\mathbf{x}}^{*}$ is a rank 1 matrix and hence the removal of $\overline{\mathbf{x}}$ does not affect the LSD due to Theorem A. 44.

In spectral analysis of large dimensional sample covariance matrices, it is usual to assume that the dimension $p$ tends to infinity proportionally to the degrees of freedom $n$, namely $p / n \rightarrow y \in(0, \infty)$.

The first success in finding the limiting spectral distribution of the large sample covariance matrix $\mathbf{S}_{n}$ (named the Marčenko-Pastur (M-P) law by some authors) was due to Marčenko and Pastur [201]. Succeeding work was done in Bai and Yin [37], Grenander and Silverstein [137], Jonsson [169], Silverstein [256], Wachter [291], and Yin [300]. When the entries of X are not independent, Yin and Krishnaiah [303] investigated the limiting spectral distribution of $\mathbf{S}$ when the underlying distribution is isotropic. The theorem
in the next section is a consequence of a result in Yin [300], where the real case is considered.

### 3.1 M-P Law for the iid Case

### 3.1.1 Moments of the M-P Law

The M-P law $F_{y}(x)$ has a density function

$$
p_{y}(x)= \begin{cases}\frac{1}{2 \pi x y \sigma^{2}} \sqrt{(b-x)(x-a)}, & \text { if } a \leq x \leq b,  \tag{3.1.1}\\ 0, & \text { otherwise }\end{cases}
$$

and has a point mass $1-1 / y$ at the origin if $y>1$, where $a=\sigma^{2}(1-\sqrt{y})^{2}$ and $b=\sigma^{2}(1+\sqrt{y})^{2}$. Here, the constant $y$ is the dimension to sample size ratio index and $\sigma^{2}$ is the scale parameter. If $\sigma^{2}=1$, the M-P law is said to be the standard M-P law.

The moments $\beta_{k}=\beta_{k}\left(y, \sigma^{2}\right)=\int_{a}^{b} x^{k} p_{y}(x) d x$. In the following, we shall determine the explicit expression of $\beta_{k}$. Note that, for all $k \geq 1$,

$$
\beta_{k}\left(y, \sigma^{2}\right)=\sigma^{2 k} \beta_{k}(y, 1) .
$$

We need only compute $\beta_{k}$ for the standard M-P law.
Lemma 3.1. We have

$$
\beta_{k}=\sum_{r=0}^{k-1} \frac{1}{r+1}\binom{k}{r}\binom{k-1}{r} y^{r} .
$$

Proof. By definition,

$$
\begin{aligned}
& \beta_{k}= \frac{1}{2 \pi y} \int_{a}^{b} x^{k-1} \sqrt{(b-x)(x-a)} d x \\
&=\frac{1}{2 \pi y} \int_{-2 \sqrt{y}}^{2 \sqrt{y}}(1+y+z)^{k-1} \sqrt{4 y-z^{2}} d z \quad(\text { with } \quad x=1+y+z) \\
&= \frac{1}{2 \pi y} \sum_{\ell=0}^{k-1}\binom{k-1}{\ell}(1+y)^{k-1-\ell} \int_{-2 \sqrt{y}}^{2 \sqrt{y}} z^{\ell} \sqrt{4 y-z^{2}} d z \\
&= \frac{1}{2 \pi y} \sum_{\ell=0}^{[(k-1) / 2]}\binom{k-1}{2 \ell}(1+y)^{k-1-2 \ell}(4 y)^{\ell+1} \int_{-1}^{1} u^{2 \ell} \sqrt{1-u^{2}} d u, \\
&\quad \quad \quad \text { by setting } z=2 \sqrt{y} u)
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{2 \pi y} \sum_{\ell=0}^{[(k-1) / 2]}\binom{k-1}{2 \ell}(1+y)^{k-1-2 \ell}(4 y)^{\ell+1} \int_{0}^{1} w^{\ell-1 / 2} \sqrt{1-w} d w \\
& =\frac{1}{2 \pi y} \sum_{\ell=0}^{[(k-1) / 2]}\binom{k-1}{2 \ell}(1+y)^{k-1-2 \ell}(4 y)^{\ell+1} \int_{0}^{1} w^{\ell-1 / 2} \sqrt{1-w} d w \\
& =\sum_{\ell=0}^{[(k-1) / 2]} \frac{(k-1)!}{\ell!(\ell+1)!(k-1-2 \ell)!} y^{\ell}(1+y)^{k-1-2 \ell} \\
& =\sum_{\ell=0}^{[(k-1) / 2]} \sum_{s=0}^{k-1-2 \ell} \frac{(k-1)!}{\ell!(\ell+1)!s!(k-1-2 \ell-s)!} y^{\ell+s} \\
& =\sum_{\ell=0}^{[(k-1) / 2]} \sum_{r=\ell}^{k-1-\ell} \frac{(k-1)!}{\ell!(\ell+1)!(r-\ell)!(k-1-r-\ell)!} y^{r} \\
& =\frac{1}{k} \sum_{r=0}^{k-1}\binom{k}{r} y^{r} \sum_{\ell=0}^{\min (r, k-1-r)}\binom{s}{\ell}\binom{k-r}{k-r-\ell-1} \\
& =\frac{1}{k} \sum_{r=0}^{k-1}\binom{k}{r}\binom{k}{r+1} y^{r}=\sum_{r=0}^{k-1} \frac{1}{r+1}\binom{k}{r}\binom{k-1}{r} y^{r} .
\end{aligned}
$$

By definition, we have $\beta_{2 k} \leq b^{2 k}=(1+\sqrt{y})^{4 k}$. From this, it is easy to see that the Carleman condition is satisfied.

### 3.1.2 Some Lemmas on Graph Theory and Combinatorics

To use the moment method to show the convergence of the ESD of large dimensional sample covariance matrices to the M-P law, we need to define a class of $\Delta$-graphs and establish some lemmas concerning some counting problems related to $\Delta$-graphs.

Suppose that $i_{1}, \cdots, i_{k}$ are $k$ positive integers (not necessarily distinct) not greater than $p$ and $j_{1}, \cdots, j_{k}$ are $k$ positive integers (not necessarily distinct) not larger than $n$. A $\Delta$-graph is defined as follows. Draw two parallel lines, referring to the I line and the $J$ line. Plot $i_{1}, \cdots, i_{k}$ on the I line and $j_{1}, \cdots, j_{k}$ on the $J$ line, and draw $k$ (down) edges from $i_{u}$ to $j_{u}, u=1, \cdots, k$ and $k$ (up) edges from $j_{u}$ to $i_{u+1}, u=1, \cdots, k$ (with the convention that $i_{k+1}=i_{1}$ ). The graph is denoted by $G(\mathbf{i}, \mathbf{j})$, where $\mathbf{i}=\left(i_{1}, \cdots, i_{k}\right)$ and $\mathbf{j}=\left(j_{1}, \cdots, j_{k}\right)$. An example of a $\Delta$-graph is shown in Fig. 3.1.

Two graphs are said to be isomorphic if one becomes the other by a suitable permutation on $(1,2, \cdots, p)$ and a suitable permutation on $(1,2, \cdots, n)$.


Fig. 3.1 A $\Delta$-graph.

For each isomorphism class, there is only one graph, called canonical, satisfying $i_{1}=j_{1}=1, i_{u} \leq \max \left\{i_{1}, \cdots, i_{u-1}\right\}+1$, and $j_{u} \leq \max \left\{j_{1}, \cdots, j_{u-1}\right\}+1$. A canonical $\Delta$-graph $G(\mathbf{i}, \mathbf{j})$ is denoted by $\Delta(k, r, s)$ if $G$ has $r+1$ noncoincident $I$-vertices and $s$ noncoincident $J$-vertices. A canonical $\Delta(k, r, s)$ can be directly defined in the following way:

1. Its vertex set $V=V_{I}+V_{J}$, where $V_{I}=\{1, \cdots, r+1\}$, called the $I$-vertices, and $V_{J}=\{1, \cdots, s\}$, called the $J$-vertices.
2. There are two functions, $f:\{1, \cdots, k\} \mapsto\{1, \cdots, r+1\}$ and $g:\{1, \cdots, k\} \mapsto$ $\{1, \cdots, s\}$, satisfying

$$
\begin{aligned}
& f(1)=1=g(1)=f(k+1), \\
& f(i) \leq \max \{f(1), \cdots, f(i-1)\}+1, \\
& g(j) \leq \max \{g(1), \cdots, g(j-1)\}+1 .
\end{aligned}
$$

3. Its edge set $E=\left\{e_{1 d}, e_{1 u}, \cdots, e_{k d}, e_{k u}\right\}$, where $e_{1 d}, \cdots, e_{k d}$ are called the down edges and $e_{1 u}, \cdots, e_{k u}$ are called the up edges.
4. $F\left(e_{j d}\right)=(f(j), g(j))$ and $F\left(e_{j u}\right)=(g(j), f(j+1))$ for $j=1, \cdots, k$.

In the case where $f(j+1)=\max \{f(1), \cdots, f(j)\}+1$, the edge $e_{j, u}$ is called an up innovation, and in the case where $g(j)=\max \{g(1), \cdots, g(j-1)\}+1$, the edge $e_{j, d}$ is called a down innovation. Intuitively, an up innovation leads to a new $I$-vertex and a down innovation leads to a new $J$-vertex. We make the convention that the first down edge is a down innovation and the last up edge is not an innovation.

Similar to the $\Gamma$-graphs, we classify $\Delta(k, r, s)$-graphs into three categories:
Category 1 (denoted by $\left.\Delta_{1}(k, r)\right)$ : $\Delta$-graphs in which each down edge must coincide with one and only one up edge. If we glue the coincident edges, the resulting graph is a tree of $k$ edges. In this category, $r+s=k$ and thus $s$ is suppressed for simplicity.
Category $2\left(\Delta_{2}(k, r, s)\right): \Delta$-graphs that contain at least one single edge.

Category $3\left(\Delta_{3}(k, r, s)\right)$ : $\Delta$-graphs that do not belong to $\Delta_{1}(k, r)$ or $\Delta_{2}(k, r, s)$.
Similar to the arguments given in Subsection 2.1.2, the number of graphs in each isomorphism class for a given canonical $\Delta(k, r, s)$ is given by the following lemma.

Lemma 3.2. For a given $k, r$, and $s$, the number of graphs in the isomorphism class for each canonical $\Delta(k, r, s)$-graph is

$$
p(p-1) \cdots(p-r) n(n-1) \cdots(n-s+1)=p^{r+1} n^{s}\left[1+O\left(n^{-1}\right)\right]
$$

For a $\Delta_{3}$-graph, we have the following lemma.
Lemma 3.3. The total number of noncoincident vertices of a $\Delta_{3}(k, r, s)$ graph is less than or equal to $k$.

Proof. Let $G$ be a graph of $\Delta_{3}(k, r, s)$. Note that any $\Delta$-graph is connected. Since $G$ is not in category 2, it does not contain single edges and hence the number of noncoincident edges is not larger than $k$. If the number of noncoincident edges is less than $k$, then the lemma is proved. If the number of noncoincident edges is exactly $k$, the graph of noncoincident edges must contain a cycle since it is not in category 1 . In this case, the number of noncoincident vertices is also not larger than $k$ and the lemma is proved.

A more difficult task is to count the number of $\Delta_{1}(k, r)$-graphs, as given in the following lemma.

Lemma 3.4. For $k$ and $r$, the number of $\Delta_{1}(k, r)$-graphs is

$$
\frac{1}{r+1}\binom{k}{r}\binom{k-1}{r}
$$

Proof. Define two characteristic sequences $\left\{u_{1}, \cdots, u_{k}\right\}$ and $\left\{d_{1}, \cdots, d_{k}\right\}$ of the graph $G$ by

$$
u_{\ell}= \begin{cases}1, & \text { if } f(\ell+1)=\max \{f(1), \cdots, f(\ell)\}+1 \\ 0, & \text { otherwise }\end{cases}
$$

and

$$
d_{\ell}= \begin{cases}-1, & \text { if } f(\ell) \notin\{1, f(\ell+1), \cdots, f(k)\} \\ 0, & \text { otherwise }\end{cases}
$$

We can interpret the intuitive meaning of the characteristic sequences as follows: $u_{\ell}=1$ if and only if the $\ell$-th up edge is an up innovation and $d_{\ell}=-1$ if and only if the $\ell$-th down edge coincides with the up innovation that leads to this $I$-vertex. An example with $r=2$ and $s=3$ is given in Fig. 3.2.

By definition, we always have $u_{k}=0$, and since $f(1)=1$, we always have $d_{1}=0$. For a $\Delta_{1}(k, r)$-graph, there are exactly $r$ up innovations and hence there are $r u$-variables equal to 1 . Since there are $r I$-vertices other than 1 , there are then $r d$-variables equal to -1 .


Fig. 3.2 Definition of $(u, d)$ sequence

From its definition, one sees that $d_{\ell}=-1$ means that after plotting the $\ell$ th down edge $(f(\ell), g(\ell))$, the future path will never revisit the $I$-vertex $f(\ell)$. This means that the edge $(f(\ell), g(\ell))$ must coincide with the up innovation leading to the vertex $f(\ell)$. Since there are $s=k-r$ down innovations to lead out the $s J$-vertices, $d_{\ell}=0$ therefore implies that the edge $(f(\ell), g(\ell))$ must be a down innovation.

From the argument above, one sees that $d_{\ell}=-1$ must follow a $u_{j}=1$ for some $j<\ell$. Therefore, the two sequences should satisfy the restriction

$$
\begin{equation*}
u_{1}+\cdots+u_{\ell-1}+d_{2}+\cdots+d_{\ell} \geq 0, \quad \ell=2, \cdots, k \tag{3.1.2}
\end{equation*}
$$

From the definition of the characteristic sequences, each $\Delta_{1}(k, r)$-graph defines a pair of characteristic sequences. Conversely, we shall show that each pair of characteristic sequences satisfying (3.1.2) uniquely defines a $\Delta_{1}(k, r)$ graph. In other words, the functions $f$ and $g$ in the definition of the $\Delta$-graph $G$ are uniquely determined by the two sequences of $\left\{u_{\ell}\right\}$ and $\left\{d_{\ell}\right\}$.

At first, we notice that $u_{\ell}=1$ implies that $e_{\ell, u}$ is an up innovation and thus

$$
f(\ell+1)=1+\#\left\{j \leq \ell, u_{j}=1\right\}
$$

Similarly, $d_{\ell}=0$ implies that $e_{\ell, d}$ is a down innovation and thus

$$
g(\ell)=\#^{\#}\left\{j \leq \ell, d_{j}=0\right\} .
$$

However, it is not easy to define the values of $f$ and $g$ at other points. So, we will directly plot the $\Delta_{1}(k, r)$-graph from the two characteristic sequences.

Since $d_{1}=0$ and hence $e_{1, d}$ is a down innovation, we draw $e_{1, d}$ from the $I$-vertex 1 to the $J$-vertex 1 . If $u_{1}=0$, then $e_{1, u}$ is not an up innovation and thus the path must return the $I$-vertex 1 from the $J$-vertex 1; i.e., $f(2)=1$. If $u_{1}=1, e_{1, u}$ is an up innovation leading to the new $I$-vertex 2 ; that is, $f(2)=2$. Thus, the edge $e_{1, u}$ is from the $J$-vertex 1 to the $I$-vertex 2 . This shows that the first pair of down and up edges are uniquely determined by $u_{1}$ and $d_{1}$. Suppose that the first $\ell$ pairs of the down and up edges are uniquely
determined by the sequences $\left\{u_{1}, \cdots, u_{\ell}\right\}$ and $\left\{d_{1}, \cdots, d_{\ell}\right\}$. Also, suppose that the subgraph $G_{\ell}$ of the first $\ell$ pairs of down and up edges satisfies the following properties

1. $G_{\ell}$ is connected, and the undirectional noncoincident edges of $G_{\ell}$ form a tree.
2. If the end vertex $f(\ell+1)$ of $e_{\ell, u}$ is the $I$-vertex 1 , then each down edge of $G_{\ell}$ coincides with an up edge of $G_{\ell}$. Thus, $G_{\ell}$ does not have single innovations.
If the end vertex $f(\ell+1)$ of $e_{\ell, u}$ is not the $I$-vertex 1 , then from the $I$ vertex 1 to the $I$-vertex $f(\ell+1)$ there is only one path (chain without cycles) of down-up-down-up single innovations and all other down edges coincide with an up edge.

To draw the $\ell+1$-st pair of down and up edges, we consider the following four cases.

Case 1. $d_{\ell+1}=0$ and $u_{\ell+1}=1$. Then both edges of the $\ell+1$-st pair are innovations. Thus, adding the two innovations to $G_{\ell}$, the resulting subgraph $G_{\ell+1}$ satisfies the two properties above with the path of down-up single innovations that consists of the original path of single innovations and the two new innovations. See Case 1 in Fig. 3.3.


Case 1


Case 3


Case 2


Case 4

Fig. 3.3 Examples of the four cases. In the four graphs, the rectangle denotes the subgraph $G_{\ell}$, solid arrows are new innovations, and broken arrows are new $T_{3}$ edges.

Case 2. $d_{\ell+1}=0$ and $u_{\ell+1}=0$. Then, $e_{\ell+1, d}$ is a down innovation and $e_{\ell+1, u}$ coincides with $e_{\ell+1, d}$. See Case 2 in Fig. 3.3. Thus, for the subgraph $G_{\ell+1}$,
the two properties above can be trivially seen from the hypothesis for the subgraph $G_{\ell}$. The single innovation chain of $G_{\ell+1}$ is exactly the same as that of $G_{\ell}$.

Case 3. $d_{\ell+1}=-1$ and $u_{\ell+1}=1$. In this case, by (3.1.2) we have

$$
u_{1}+\cdots+u_{\ell}+d_{2}+\cdots+d_{\ell} \geq 1
$$

which implies that the total number of $I$-vertices of $G_{\ell}$ other than 1 (i.e., $\left.u_{1}+\cdots+u_{\ell}\right)$ is greater than the number of $I$-vertices of $G_{\ell}$ from which the graph ultimately leaves (i.e., $\left.d_{2}+\cdots+d_{\ell}\right)$. Therefore, $f(\ell+1) \neq 1$ because $G_{\ell}$ must contain single innovations by property 2 . Then there must be a single up innovation leading to the vertex $f(\ell+1)$ and thus we can draw the down edge $e_{\ell+1, d}$ coincident with this up innovation. Then, the next up innovation $e_{\ell, u}$ starts from the end vertex to $g(\ell+1)$. See case 3 in Fig. 3.3. It is easy to see that the two properties above hold with the path of single innovations that is the original one with the last up innovation replaced by $e_{\ell+1, u}$.

Case 4. $d_{\ell+1}=-1$ and $u_{\ell+1}=0$. Then, as discussed in case $3, e_{\ell+1, d}$ can be drawn to coincide with the only up innovation ended at $f(\ell+1)$. Prior to this up innovation, there must be a single down innovation with which the up edge $e_{\ell, u}$ can be drawn to coincide. If the path of single innovations of $G_{\ell}$ has only one pair of down-up innovations, then $f(\ell+2)=1$ and hence $G_{\ell+1}$ has no single innovations. If the path of single innovations of $G_{\ell}$ has more than two edges, then the remaining part of the path of single innovations of $G_{\ell}$, with the last two innovations removed, forms a path of single innovations of $G_{\ell+1}$. See case 1 in Fig. 3.3. In either case, two properties for $G_{\ell+1}$ hold.

By induction, it is shown that two sequences subject to restriction (3.1.2) uniquely determine a $\Delta_{1}(k, r)$-graph. Therefore, counting the number of $\Delta_{1}(k, r)$-graphs is equivalent to counting the number of pairs of characteristic sequences.

Now, we count the number of characteristic sequences for given $k$ and $r$. We have the following lemma.

Lemma 3.5. For a given $k$ and $r(0 \leq r \leq k-1)$, the number of $\Delta_{1}(k, r)$ graphs is

$$
\frac{1}{r+1}\binom{k}{r}\binom{k-1}{r}
$$

Proof. Ignoring the restriction (3.1.2), we have $\binom{k-1}{r}\binom{k-1}{r}$ ways to arrange $r$ ones in the $k-1$ positions $u_{1}, \cdots, u_{k-1}$ and to arrange $r$ minus ones in the $k-1$ positions $d_{2}, \cdots, d_{k}$. If there is an integer $2 \leq \ell \leq k$ such that

$$
u_{1}+\cdots+u_{\ell-1}+d_{1}+\cdots+d_{\ell}=-1
$$

then define

$$
\tilde{u}_{j}= \begin{cases}u_{j}, & \text { if } j<\ell \\ -d_{j+1}, & \text { if } \ell \leq j<k,\end{cases}
$$

and

$$
\tilde{d}_{j}= \begin{cases}d_{j}, & \text { if } 1<j \leq \ell \\ -u_{j-1}, & \text { if } \ell<j \leq k\end{cases}
$$

Then we have $r-1 u$ 's equal to one and $r+1$ d's equal to minus one. There are $\binom{k-1}{r-1}\binom{k-1}{r+1}$ ways to arrange $r-1$ ones in the $k-1$ positions $\tilde{u}_{1}, \cdots, \tilde{u}_{k-1}$, and to arrange $r+1$ minus ones in the $k-1$ positions $\tilde{d}_{2}, \cdots, \tilde{d}_{k}$.

Therefore, the number of pairs of characteristic sequences with indices $k$ and $r$ satisfying the restriction (3.1.2) is

$$
\binom{k-1}{r}^{2}-\binom{k-1}{r-1}\binom{k-1}{r+1}=\frac{1}{r+1}\binom{k}{r}\binom{k-1}{r}
$$

The proof of the lemma is complete.

### 3.1.3 M-P Law for the iid Case

In this section, we consider the LSD of the sample covariance matrix for the case where the underlying variables are iid.

Theorem 3.6. Suppose that $\left\{x_{i j}\right\}$ are iid real random variables with mean zero and variance $\sigma^{2}$. Also assume that $p / n \rightarrow y \in(0, \infty)$. Then, with probability one, $F^{\mathbf{S}}$ tends to the M-P law, which is defined in (3.1.1).

Yin [300] considered existence of the LSD of the sequence of random matrices $\mathbf{S}_{n} \mathbf{T}_{n}$, where $\mathbf{T}_{n}$ is a positive definite random matrix and is independent of $\mathbf{S}_{n}$. When $\mathbf{T}_{n}=\mathbf{I}_{p}$, Yin's result reduces to Theorem 3.6.

In this section, we shall give a proof of the following extension to the complex random sample covariance matrix.

Theorem 3.7. Suppose that $\left\{x_{i j}\right\}$ are iid complex random variables with variance $\sigma^{2}$. Also assume that $p / n \rightarrow y \in(0, \infty)$. Then, with probability one, $F^{\mathbf{S}}$ tends to a limiting distribution the same as described in Theorem 3.6.

Remark 3.8. The proofs will be separated into several steps. Note that the M-P law varies with the scale parameter $\sigma^{2}$. Therefore, in the proof we shall assume that $\sigma^{2}=1$, without loss of generality.

In most work in multivariate statistics, it is assumed that the means of the entries of $\mathbf{X}_{n}$ are zero. The centralization technique, which is Theorem A.44, relies on the interlacing property of eigenvalues of two matrices that differ by a rank-one matrix. One then sees that removing the common mean of the entries of $\mathbf{X}_{n}$ does not alter the LSD of sample covariance matrices.

## Step 1. Truncation, Centralization, and Rescaling

Let $C$ be a positive number, and define

$$
\begin{aligned}
\hat{x}_{i j} & =x_{i j} I\left(\left|x_{i j}\right| \leq C\right), \\
\tilde{x}_{i j} & =\hat{x}_{i j}-\mathrm{E}\left(\hat{x}_{11}\right), \\
\widehat{\mathbf{x}}_{i} & =\left(\hat{x}_{i 1}, \cdots, \hat{x}_{i p}\right)^{\prime} \\
\widetilde{\mathbf{x}}_{i} & =\left(\tilde{x}_{i 1}, \cdots, \tilde{x}_{i p}\right)^{\prime} \\
\widehat{\mathbf{S}}_{n} & =\frac{1}{n} \sum_{i=1}^{n} \widehat{\mathbf{x}}_{i} \widehat{\mathbf{x}}_{i}^{*}=\frac{1}{n} \widehat{\mathbf{X}} \widehat{\mathbf{x}}^{*}, \\
\widetilde{\mathbf{S}}_{n} & =\frac{1}{n} \sum_{i=1}^{n} \widetilde{\mathbf{x}}_{i} \widetilde{\mathbf{x}}_{i}^{*}=\frac{1}{n} \widetilde{\mathbf{X}} \widetilde{\mathbf{X}}^{*} .
\end{aligned}
$$

Write the ESDs of $\widehat{\mathbf{S}}_{n}$ and $\widetilde{\mathbf{S}}_{n}$ as $F^{\widehat{\mathbf{S}}_{n}}$ and $F^{\widetilde{\mathbf{S}}_{n}}$, respectively. By Corollary A. 42 and the strong law of large numbers, we have

$$
\begin{align*}
L^{4}\left(F^{\mathbf{S}}, F^{\widehat{\mathbf{S}}_{n}}\right) & \leq\left(\frac{2}{n p} \sum_{i, j}\left(\left|x_{i j}^{2}\right|+\left|\hat{x}_{i j}^{2}\right|\right)\right)\left(\frac{1}{n p} \sum_{i, j}\left(\left|x_{i j}-\hat{x}_{i j}\right|^{2}\right)\right) \\
& \leq\left(\frac{4}{n p} \sum_{i, j}\left|x_{i j}^{2}\right|\right)\left(\frac{1}{n p} \sum_{i, j}\left(\left|x_{i j}^{2}\right| I\left(\left|x_{i j}\right|>C\right)\right)\right) \\
& \rightarrow 4 \mathrm{E}\left(\left|x_{i j}^{2}\right| I\left(\left|x_{i j}\right|>C\right)\right), \text { a.s. } \tag{3.1.3}
\end{align*}
$$

Note that the right-hand side of (3.1.3) can be made arbitrarily small by choosing $C$ large enough.

Also, by Theorem A.44, we obtain

$$
\begin{equation*}
\left\|F^{\widehat{\mathbf{S}}_{n}}-F^{\widetilde{\mathbf{S}}_{n}}\right\| \leq \frac{1}{p} \operatorname{rank}(\mathrm{E} \widehat{\mathbf{X}})=\frac{1}{p} . \tag{3.1.4}
\end{equation*}
$$

Write $\tilde{\sigma}^{2}=\mathrm{E}\left(\left|\tilde{x}_{j k}\right|^{2}\right) \rightarrow 1$, as $C \rightarrow \infty$. Applying Corollary A.42, we obtain

$$
\begin{align*}
L^{4}\left(F^{\widetilde{\mathbf{S}}_{n}}, F^{\tilde{\sigma}^{-2} \widetilde{\mathbf{S}}_{n}}\right) & \leq 2\left(\frac{1+\tilde{\sigma}^{2}}{n p \tilde{\sigma}^{2}} \sum_{i, j}\left|\tilde{x}_{i j}\right|^{2}\right)\left(\frac{1-\tilde{\sigma}^{2}}{n p \tilde{\sigma}^{2}} \sum_{i, j}\left|\tilde{x}_{i j(c)}\right|^{2}\right) \\
& \rightarrow 2\left(1-\tilde{\sigma}^{4}\right), \text { a.s. } \tag{3.1.5}
\end{align*}
$$

Note that the right-hand side of the inequality above can be made arbitrarily small by choosing $C$ large. Combining (3.1.3), (3.1.4), and (3.1.5), in the proof of Theorem 3.7 we may assume that the variables $x_{j k}$ are uniformly bounded with mean zero and variance 1. For abbreviation, in proofs given in the next step, we still use $\mathbf{S}_{n}, \mathbf{X}_{n}$ for the matrices associated with the truncated variables.

## Step 2. Proof for the M-P Law by MCT

Now, we are able to employ the moment approach to prove Theorem 3.7. By elementary calculus, we have

$$
\begin{aligned}
\beta_{k}\left(\mathbf{S}_{n}\right) & =\int x^{k} F^{\mathbf{S}_{n}}(d x) \\
& =p^{-1} n^{-k} \sum_{\left\{i_{1}, \cdots, i_{k}\right\}} \sum_{\left\{j_{1}, \cdots, j_{k}\right\}} x_{i_{1} j_{1}} \bar{x}_{i_{2} j_{1}} x_{i_{2} j_{2}} \cdots x_{i_{k} j_{k}} \bar{x}_{i_{1} j_{k}} \\
& :=p^{-1} n^{-k} \sum_{\mathbf{i}, \mathbf{j}} X_{G(\mathbf{i}, \mathbf{j})},
\end{aligned}
$$

where the summation runs over all $G(\mathbf{i}, \mathbf{j})$-graphs as defined in Subsection 3.1.2, the indices in $\mathbf{i}=\left(i_{1}, \cdots, i_{k}\right)$ run over $1,2, \cdots, p$, and the indices in $\mathbf{j}=\left(j_{1}, \cdots, j_{k}\right)$ run over $1,2, \cdots, n$.

To complete the proof of the almost sure convergence of the ESD of $\mathbf{S}_{n}$, we need only show the following two assertions:

$$
\begin{align*}
\mathrm{E}\left(\beta_{k}\left(\mathbf{S}_{n}\right)\right) & =p^{-1} n^{-k} \sum_{\mathbf{i}, \mathbf{j}} \mathrm{E}\left(x_{G(\mathbf{i}, \mathbf{j})}\right) \\
& =\sum_{r=0}^{k-1} \frac{y_{n}^{r}}{r+1}\binom{k}{r}\binom{k-1}{r}+O\left(n^{-1}\right) \tag{3.1.6}
\end{align*}
$$

and

$$
\begin{align*}
& \operatorname{Var}\left(\beta_{k}\left(\mathbf{S}_{n}\right)\right) \\
= & p^{-2} n^{-2 k} \sum_{\mathbf{i}_{1}, \mathbf{j}_{1}, \mathbf{i}_{2}, \mathbf{j}_{2}}\left[\mathrm{E}\left(x_{G_{1}\left(\mathbf{i}_{1}, \mathbf{j}_{1}\right)} x_{G_{2}\left(\mathbf{i}_{2}, \mathbf{j}_{2}\right)}-\mathrm{E}\left(x_{G_{1}\left(\mathbf{i}_{1}, \mathbf{j}_{1}\right)}\right) \mathrm{E}\left(x_{G_{2}\left(\mathbf{i}_{2}, \mathbf{j}_{2}\right)}\right)\right)\right] \\
= & O\left(n^{-2}\right) \tag{3.1.7}
\end{align*}
$$

where $y_{n}=p / n$, and the graphs $G_{1}$ and $G_{2}$ are defined by $\left(\mathbf{i}_{1}, \mathbf{j}_{1}\right)$ and $\left(\mathbf{i}_{2}, \mathbf{j}_{2}\right)$, respectively.

The proof of (3.1.6). On the left-hand side of (3.1.6), two terms are equal if their corresponding graphs are isomorphic. Therefore, by Lemma 3.2, we may rewrite

$$
\begin{equation*}
\mathrm{E}\left(\beta_{k}\left(\mathbf{S}_{n}\right)\right)=p^{-1} n^{-k} \sum_{\Delta(k, r, s)} p(p-1) \cdots(p-r) n(n-1) \cdots(n-s+1) \mathrm{E}\left(X_{\Delta(k, r, s)}\right), \tag{3.1.8}
\end{equation*}
$$

where the summation is taken over canonical $\Delta(k, r, s)$-graphs. Now, split the sum in (3.1.8) into three parts according to $\Delta_{1}(k, r)$ and $\Delta_{j}(k, r, s)$, $j=2,3$. Since the graph in $\Delta_{2}(k, r, s)$ contains at least one single edge, the corresponding expectation is zero. That is,
$S_{2}=p^{-1} n^{-k} \sum_{\Delta_{2}(k, r, s)} p(p-1) \cdots(p-r) n(n-1) \cdots(n-s+1) \mathrm{E}\left(X_{\Delta_{2}(k, r, s)}\right)=0$.
By Lemma 3.3, for a graph of $\Delta_{3}(k, r, s)$, we have $r+s<k$. Since the variable $x_{\Delta(k, r, s)}$ is bounded by $(2 C / \tilde{\sigma})^{2 k}$, we conclude that

$$
\begin{aligned}
S_{3} & =p^{-1} n^{-k} \sum_{\Delta_{3}(k, r, s)} p(p-1) \cdots(p-r) n(n-1) \cdots(n-s+1) \mathrm{E}\left(X_{\Delta(k, r, s)}\right) \\
& =O\left(n^{-1}\right)
\end{aligned}
$$

Now let us evaluate $S_{1}$. For a graph in $\Delta_{1}(k, r)$ (with $s=k-r$ ), each pair of coincident edges consists of a down edge and an up edge; say, the edge $\left(i_{a}, j_{a}\right)$ must coincide with the edge $\left(j_{a}, i_{a}\right)$. This pair of coincident edges corresponds to the expectation $\mathrm{E}\left(\left|X_{i_{a}, j_{a}}\right|^{2}\right)=1$. Therefore, $\mathrm{E}\left(X_{\Delta_{1}(k, r)}\right)=1$. By Lemma 3.4,

$$
\begin{aligned}
S_{1} & =p^{-1} n^{-k} \sum_{\Delta_{1}(k, r)} p(p-1) \cdots(p-r) n(n-1) \cdots(n-s+1) \mathrm{E}\left(X_{\Delta_{1}(k, r)}\right) \\
& =\sum_{r=0}^{k-1} \frac{y_{n}^{r}}{r+1}\binom{k}{r}\binom{k-1}{r}+O\left(n^{-1}\right) \\
& =\beta_{k}+o(1),
\end{aligned}
$$

where $y_{n}=p / n \rightarrow y \in(0, \infty)$. The proof of (3.1.6) is complete.
The proof of (3.1.7). Recall

$$
\begin{aligned}
& \operatorname{Var}\left(\beta_{k}\left(\mathbf{S}_{n}\right)\right) \\
= & p^{-2} n^{-2 k} \sum_{\mathbf{i}, \mathbf{j}}\left[\mathrm{E}\left(X_{G_{1}\left(\mathbf{i}_{1}, \mathbf{j}_{1}\right)} X_{G_{2}\left(\mathbf{i}_{2}, \mathbf{j}_{2}\right)}\right)-\mathrm{E}\left(X_{G_{1}\left(\mathbf{i}_{1}, \mathbf{j}_{1}\right)}\right) \mathrm{E}\left(X_{G_{2}\left(\mathbf{i}_{2}, \mathbf{j}_{2}\right)}\right)\right] .
\end{aligned}
$$

Similar to the proof of Theorem 2.5, if $G_{1}$ has no edges coincident with edges of $G_{2}$ or $G=G_{1} \cup G_{2}$ has an overall single edge, then

$$
\mathrm{E}\left(X_{G_{1}\left(\mathbf{i}_{1}, \mathbf{j}_{1}\right)} X_{G_{2}\left(\mathbf{i}_{2}, \mathbf{j}_{2}\right)}\right)-\mathrm{E}\left(X_{G_{1}\left(\mathbf{i}_{1}, \mathbf{j}_{1}\right)}\right) \mathrm{E}\left(X_{G_{2}\left(\mathbf{i}_{2}, \mathbf{j}_{2}\right)}\right)=0
$$

by independence between $X_{G_{1}}$ and $X_{G_{2}}$.
Similar to the arguments in Subsection 2.1.3, one may show that the number of noncoincident vertices of $G$ is not more than $2 k$. By the fact that the terms are bounded, we conclude that assertion (3.1.7) holds and consequently conclude the proof of Theorem 3.7.

Remark 3.9. The existence of the second moment of the entries is obviously necessary and sufficient for the Marčenko-Pastur law since the limiting distribution involves the parameter $\sigma^{2}$.

### 3.2 Generalization to the Non-iid Case

Sometimes it is of practical interest to consider the case where the entries of $\mathbf{X}_{n}$ depend on $n$ and for each $n$ they are independent but not necessarily identically distributed. As in Section 2.2, we shall briefly present a proof of the following theorem.

Theorem 3.10. Suppose that, for each n, the entries of $\mathbf{X}$ are independent complex variables with a common mean $\mu$ and variance $\sigma^{2}$. Assume that $p / n \rightarrow y \in(0, \infty)$ and that, for any $\eta>0$,

$$
\begin{equation*}
\frac{1}{\eta^{2} n p} \sum_{j k} \mathrm{E}\left(\left|x_{j k}^{(n)}\right|^{2} I\left(\left|x_{j k}^{(n)}\right| \geq \eta \sqrt{n}\right)\right) \rightarrow 0 \tag{3.2.1}
\end{equation*}
$$

Then, with probability one, $F^{\mathbf{S}}$ tends to the Marčenko-Pastur law with ratio index $y$ and scale index $\sigma^{2}$.

Proof. We shall only give an outline of the proof of this theorem. The details are left to the reader. Without loss of generality, we assume that $\mu=0$ and $\sigma^{2}=1$. Similar to what we did in the proof of Theorem 2.9 , we may select a sequence $\eta_{n} \downarrow 0$ such that condition (3.2.1) holds true when $\eta$ is replaced by $\eta_{n}$. In the following, once condition (3.2.1) is used, we always mean this condition with $\eta$ replaced by $\eta_{n}$.

Applying Theorem A. 44 and the Bernstein inequality, by condition (3.2.1), we may truncate the variables $x_{i j}^{(n)}$ at $\eta_{n} \sqrt{n}$. Then, applying Corollary A.42, by condition (3.2.1), we may recentralize and rescale the truncated variables. Thus, in the rest of the proof, we shall drop the superscript ( $n$ ) from the variables for brevity. We further assume that

1) $\left|x_{i j}\right|<\eta_{n} \sqrt{n}$,
2) $\mathrm{E}\left(x_{i j}\right)=0$ and $\operatorname{Var}\left(x_{i j}\right)=1$.

By arguments to those in the proof of Theorem 2.9, one can show the following two assertions:

$$
\begin{equation*}
\mathrm{E}\left(\beta_{k}\left(\mathbf{S}_{n}\right)\right)=\sum_{r=0}^{k-1} \frac{y_{n}^{r}}{r+1}\binom{k}{r}\binom{k-1}{r}+o(1) \tag{3.2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{E}\left|\beta_{k}\left(\mathbf{S}_{n}\right)-\mathrm{E}\left(\beta_{k}\left(\mathbf{S}_{n}\right)\right)\right|^{4}=o\left(n^{-2}\right) \tag{3.2.4}
\end{equation*}
$$

The proof of Theorem 3.10 is then complete.

### 3.3 Proof of Theorem 3.10 by the Stieltjes Transform

As an illustration applying Stieltjes transforms to sample covariance matrices, we give a proof of Theorem 3.10 in this section. Using the same approach of truncating, centralizing, and rescaling as we did in the last section, we may assume the additional conditions given in (3.2.2).

### 3.3.1 Stieltjes Transform of the M-P Law

Let $z=u+i v$ with $v>0$ and $s(z)$ be the Stieltjes transform of the M-P law.
Lemma 3.11.

$$
\begin{equation*}
s(z)=\frac{\sigma^{2}(1-y)-z+\sqrt{\left(z-\sigma^{2}-y \sigma^{2}\right)^{2}-4 y \sigma^{4}}}{2 y z \sigma^{2}} . \tag{3.3.1}
\end{equation*}
$$

Proof. When $y<1$, we have

$$
s(z)=\int_{a}^{b} \frac{1}{x-z} \frac{1}{2 \pi x y \sigma^{2}} \sqrt{(b-x)(x-a)} d x
$$

where $a=\sigma^{2}(1-\sqrt{y})^{2}$ and $b=\sigma^{2}(1+\sqrt{y})^{2}$.
Letting $x=\sigma^{2}(1+y+2 \sqrt{y} \cos w)$ and then setting $\zeta=e^{i w}$, we have

$$
\begin{align*}
& s(z)=\int_{0}^{\pi} \frac{2}{\pi} \frac{1}{(1+y+2 \sqrt{y} \cos w)\left(\sigma^{2}(1+y+2 \sqrt{y} \cos w)-z\right)} \sin ^{2} w d w \\
= & \frac{1}{\pi} \int_{0}^{2 \pi} \frac{\left(\left(e^{i w}-e^{-i w}\right) / 2 i\right)^{2}}{\left(1+y+\sqrt{y}\left(e^{i w}+e^{-i w}\right)\right)\left(\sigma^{2}\left(1+y+\sqrt{y}\left(e^{i w}+e^{-i w}\right)\right)-z\right)} d w \\
= & -\frac{1}{4 i \pi} \oint_{|\zeta|=1} \frac{\left(\zeta-\zeta^{-1}\right)^{2}}{\zeta\left(1+y+\sqrt{y}\left(\zeta+\zeta^{-1}\right)\right)\left(\sigma^{2}\left(1+y+\sqrt{y}\left(\zeta+\zeta^{-1}\right)\right)-z\right)} d \zeta \\
= & -\frac{1}{4 i \pi} \oint_{|\zeta|=1} \frac{\left(\zeta^{2}-1\right)^{2}}{\zeta\left((1+y) \zeta+\sqrt{y}\left(\zeta^{2}+1\right)\right)\left(\sigma^{2}(1+y) \zeta+\sqrt{y} \sigma^{2}\left(\zeta^{2}+1\right)-z \zeta\right)} d \zeta . \tag{3.3.2}
\end{align*}
$$

The integrand function has five simple poles at

$$
\begin{aligned}
& \zeta_{0}=0 \\
& \zeta_{1}=\frac{-(1+y)+(1-y)}{2 \sqrt{y}} \\
& \zeta_{2}=\frac{-(1+y)-(1-y)}{2 \sqrt{y}}
\end{aligned}
$$

$$
\begin{aligned}
& \zeta_{3}=\frac{-\sigma^{2}(1+y)+z+\sqrt{\sigma^{4}(1-y)^{2}-2 \sigma^{2}(1+y) z+z^{2}}}{2 \sigma^{2} \sqrt{y}}, \\
& \zeta_{4}=\frac{-\sigma^{2}(1+y)+z-\sqrt{\sigma^{4}(1-y)^{2}-2 \sigma^{2}(1+y) z+z^{2}}}{2 \sigma^{2} \sqrt{y}}
\end{aligned}
$$

By elementary calculation, we find that the residues at these five poles are

$$
\frac{1}{y \sigma^{2}}, \mp \frac{1-y}{y z} \text { and } \pm \frac{1}{\sigma^{2} y z} \sqrt{\sigma^{4}(1-y)^{2}-2 \sigma^{2}(1+y) z+z^{2}} .
$$

Noting that $\zeta_{3} \zeta_{4}=1$ and recalling the definition for the square root of complex numbers, we know that both the real part and imaginary part of $\sqrt{\sigma^{2}(1-y)^{2}-2 \sigma^{2}(1+y) z+z^{2}}$ and $-\sigma^{2}(1+y)+z$ have the same signs and hence $\left|\zeta_{3}\right|>1,\left|\zeta_{4}\right|<1$. Also, $\left|\zeta_{1}\right|=|-\sqrt{y}|<1$ and $\left|\zeta_{2}\right|=|-1 / \sqrt{y}|>1$. By Cauchy integration, we obtain

$$
\begin{aligned}
s(z) & =-\frac{1}{2}\left(\frac{1}{y \sigma^{2}}-\frac{1}{\sigma^{2} y z} \sqrt{\sigma^{4}(1-y)^{2}-2 \sigma^{2}(1+y) z+z^{2}}-\frac{1-y}{y z}\right) \\
& =\frac{\sigma^{2}(1-y)-z+\sqrt{\left(z-\sigma^{2}-y \sigma^{2}\right)^{2}-4 y \sigma^{4}}}{2 y z \sigma^{2}} .
\end{aligned}
$$

This proves equation (3.3.1) when $y<1$.
When $y>1$, since the M-P law has also a point mass $1-1 / y$ at zero, $s(z)$ equals the integral above plus $-(y-1) / y z$. In this case, $\left|\zeta_{3}\right|=|-\sqrt{y}|>1$ and $\left|\zeta_{4}\right|=|-1 / \sqrt{y}|<1$, and thus the residue at $\zeta_{4}$ should be counted into the integral. Finally, one finds that equation (3.3.1) still holds. When $y=1$, the equation is still true by continuity in $y$.

### 3.3.2 Proof of Theorem 3.10

Let the Stieltjes transform of the ESD of $\mathbf{S}_{n}$ be denoted by $s_{n}(z)$. Define

$$
s_{n}(z)=\frac{1}{p} \operatorname{tr}\left(\mathbf{S}_{n}-z \mathbf{I}_{p}\right)^{-1}
$$

As in Section 2.3, we shall complete the proof by the following three steps:
(i) For any fixed $z \in \mathbb{C}^{+}, s_{n}(z)-\mathrm{E} s_{n}(z) \rightarrow 0$, a.s.
(ii) For any fixed $z \in \mathbb{C}^{+}, \mathrm{Es} s_{n}(z) \rightarrow s(z)$, the Stieltjes transform of the M-P law.
(iii) Except for a null set, $s_{n}(z) \rightarrow s(z)$ for every $z \in \mathbb{C}^{+}$.

Similar to Section 2.3, the last step is implied by the first two steps and thus its proof is omitted. We now proceed with the first two steps.

## Step 1. Almost sure convergence of the random part

$$
\begin{equation*}
s_{n}(z)-\mathrm{E} s_{n}(z) \rightarrow 0, \quad \text { a.s. } \tag{3.3.3}
\end{equation*}
$$

Let $\mathrm{E}_{k}(\cdot)$ denote the conditional expectation given $\left\{\mathbf{x}_{k+1}, \cdots, \mathbf{x}_{n}\right\}$. Then, by the formula

$$
\begin{equation*}
\left(\mathbf{A}+\boldsymbol{\alpha} \boldsymbol{\beta}^{*}\right)^{-1}=\mathbf{A}^{-1}-\frac{\mathbf{A}^{-1} \boldsymbol{\alpha} \boldsymbol{\beta}^{*} \mathbf{A}^{-1}}{1+\boldsymbol{\beta}^{*} \mathbf{A}^{-1} \boldsymbol{\alpha}} \tag{3.3.4}
\end{equation*}
$$

we obtain

$$
\begin{aligned}
s_{n}(z)-\mathrm{E} s_{n}(z) & =\frac{1}{p} \sum_{k=1}^{n}\left[\mathrm{E}_{k} \operatorname{tr}\left(\mathbf{S}_{n}-z \mathbf{I}_{p}\right)^{-1}-\mathrm{E}_{k-1} \operatorname{tr}\left(\mathbf{S}_{n}-z \mathbf{I}_{p}\right)^{-1}\right] \\
& =\frac{1}{p} \sum_{k=1}^{n} \gamma_{k}
\end{aligned}
$$

where, by Theorem A.5,

$$
\begin{aligned}
\gamma_{k} & =\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right)\left[\operatorname{tr}\left(\mathbf{S}_{n}-z \mathbf{I}_{p}\right)^{-1}-\operatorname{tr}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p}\right)^{-1}\right] \\
& =-\left[\mathrm{E}_{k}-\mathrm{E}_{k-1}\right] \frac{\mathbf{x}_{k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p}\right)^{-2} \mathbf{x}_{k}}{1+\mathbf{x}_{k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p}\right)^{-1} \mathbf{x}_{k}}
\end{aligned}
$$

and $\mathbf{S}_{n k}=\mathbf{S}_{n}-\mathbf{x}_{k} \mathbf{x}_{k}^{*}$. Note that

$$
\begin{aligned}
& \left|\frac{\mathbf{x}_{k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p}\right)^{-2} \mathbf{x}_{k}}{1+\mathbf{x}_{k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p}\right)^{-1} \mathbf{x}_{k}}\right| \\
\leq & \frac{\mathbf{x}_{k}^{*}\left(\left(\mathbf{S}_{n k}-u \mathbf{I}_{p}\right)^{2}+v^{2} \mathbf{I}_{p}\right)^{-1} \mathbf{x}_{k}}{\Im\left(1+\mathbf{x}_{k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p}\right)^{-1} \mathbf{x}_{k}\right)}=\frac{1}{v} .
\end{aligned}
$$

Noticing that $\left\{\gamma_{k}\right\}$ forms a sequence of bounded martingale differences, by Lemma 2.12 with $p=4$, we obtain

$$
\begin{aligned}
\mathrm{E}\left|s_{n}(z)-\mathrm{E} s_{n}(z)\right|^{4} & \leq \frac{K_{4}}{p^{4}} \mathrm{E}\left(\sum_{k=1}^{n}\left|\gamma_{k}\right|^{2}\right)^{2} \\
& \leq \frac{4 K_{4} n^{2}}{v^{4} p^{4}}=O\left(n^{-2}\right)
\end{aligned}
$$

which, together with the Borel-Cantelli lemma, implies (3.3.3). The proof is complete.

## Step 2. Mean convergence

We will show that

$$
\begin{equation*}
\mathrm{E} s_{n}(z) \rightarrow s(z) \tag{3.3.5}
\end{equation*}
$$

where $s(z)$ is defined in (3.3.1) with $\sigma^{2}=1$.

By Theorem A.4, we have

$$
\begin{equation*}
s_{n}(z)=\frac{1}{p} \sum_{k=1}^{p} \frac{1}{\frac{1}{n} \boldsymbol{\alpha}_{k}^{\prime} \overline{\boldsymbol{\alpha}}_{k}-z-\frac{1}{n^{2}} \boldsymbol{\alpha}_{k}^{\prime} \mathbf{X}_{k}^{*}\left(\frac{1}{n} \mathbf{X}_{k} \mathbf{X}_{k}^{*}-z \mathbf{I}_{p-1}\right)^{-1} \mathbf{X}_{k} \overline{\boldsymbol{\alpha}}_{k}} \tag{3.3.6}
\end{equation*}
$$

where $\mathbf{X}_{k}$ is the matrix obtained from $\mathbf{X}$ with the $k$-th row removed and $\boldsymbol{\alpha}_{k}^{\prime}$ ( $n \times 1$ ) is the $k$-th row of $\mathbf{X}$.

Set
$\varepsilon_{k}=\frac{1}{n} \boldsymbol{\alpha}_{k}^{\prime} \overline{\boldsymbol{\alpha}}_{k}-1-\frac{1}{n^{2}} \boldsymbol{\alpha}_{k}^{\prime} \mathbf{X}_{k}^{*}\left(\frac{1}{n} \mathbf{X}_{k} \mathbf{X}_{k}^{*}-z \mathbf{I}_{p-1}\right)^{-1} \mathbf{X}_{k} \overline{\boldsymbol{\alpha}}_{k}+y_{n}+y_{n} z \mathrm{E} s_{n}(z)$,
where $y_{n}=p / n$. Then, by (3.3.6), we have

$$
\begin{equation*}
\mathrm{E} s_{n}(z)=\frac{1}{1-z-y_{n}-y_{n} z \mathrm{E} s_{n}(z)}+\delta_{n} \tag{3.3.8}
\end{equation*}
$$

where
$\delta_{n}=-\frac{1}{p} \sum_{k=1}^{p} \mathrm{E}\left(\frac{\varepsilon_{k}}{\left(1-z-y_{n}-y_{n} z \mathrm{E} s_{n}(z)\right)\left(1-z-y_{n}-y_{n} z \mathrm{E} s_{n}(z)+\varepsilon_{k}\right)}\right)$.

Solving $\mathrm{E} s_{n}(z)$ from equation (3.3.8), we get two solutions:

$$
\begin{aligned}
& s_{1}(z)=\frac{1}{2 y_{n} z}\left(1-z-y_{n}+y_{n} z \delta_{n}+\sqrt{\left(1-z-y_{n}-y_{n} z \delta_{n}\right)^{2}-4 y_{n} z}\right), \\
& s_{2}(z)=\frac{1}{2 y_{n} z}\left(1-z-y_{n}+y_{n} z \delta_{n}-\sqrt{\left(1-z-y_{n}-y_{n} z \delta_{n}\right)^{2}-4 y_{n} z}\right) .
\end{aligned}
$$

Comparing this with (3.3.1), it suffices to show that

$$
\begin{equation*}
\mathrm{E} s_{n}(z)=s_{1}(z) \tag{3.3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{n} \rightarrow 0 \tag{3.3.11}
\end{equation*}
$$

We show (3.3.10) first. Making $v \rightarrow \infty$, we know that $E s_{n}(z) \rightarrow 0$ and hence $\delta_{n} \rightarrow 0$ by (3.3.8). This shows that $\operatorname{Es} s_{n}(z)=s_{1}(z)$ for all $z$ with large imaginary part. If (3.3.10) is not true for all $z \in \mathbb{C}^{+}$, then by the continuity of $s_{1}$ and $s_{2}$, there exists a $z_{0} \in \mathbb{C}^{+}$such that $s_{1}\left(z_{0}\right)=s_{2}\left(z_{0}\right)$, which implies that

$$
\left(1-z_{0}-y_{n}+y_{n} z \delta_{n}\right)^{2}-4 y_{n} z_{0}\left(1+\delta_{n}\left(1-z_{0}-y_{n}\right)\right)=0 .
$$

Thus,

$$
\mathrm{E} s_{n}\left(z_{0}\right)=s_{1}\left(z_{0}\right)=\frac{1-z_{0}-y_{n}+y_{n} z_{0} \delta_{n}}{2 y_{n} z_{0}}
$$

Substituting the solution $\delta_{n}$ of equation (3.3.8) into the identity above, we obtain

$$
\begin{equation*}
\mathrm{E} s_{n}\left(z_{0}\right)=\frac{1-z_{0}-y_{n}}{y_{n} z_{0}}+\frac{1}{y_{n}+z_{0}-1+y_{n} z_{0} \mathrm{E} s_{n}\left(z_{0}\right)} . \tag{3.3.12}
\end{equation*}
$$

Noting that for any Stieltjes transform $s(z)$ of probability $F$ defined on $\mathbb{R}^{+}$ and positive $y$, we have

$$
\begin{align*}
\Im(y+z-1+y z s(z)) & =\Im\left(z-1+\int_{0}^{\infty} \frac{y x d F(x)}{x-z}\right) \\
& =v\left(1+\int_{0}^{\infty} \frac{y x d F(x)}{(x-u)^{2}+v^{2}}\right)>0 \tag{3.3.13}
\end{align*}
$$

In view of this, it follows that the imaginary part of the second term in (3.3.12) is negative. If $y_{n} \leq 1$, it can be easily seen that $\Im\left(1-z_{0}-y_{n}\right) /\left(y_{n} z_{0}\right)<0$. Then we conclude that $\Im E s_{n}\left(z_{0}\right)<0$, which is impossible since the imaginary part of the Stieltjes transform should be positive. This contradiction leads to the truth of $(3.3 .10)$ for the case $y_{n} \leq 1$.

For the general case, we can prove it in the following way. In view of (3.3.12) and (3.3.13), we should have

$$
\begin{equation*}
y_{n}+z_{0}-1+y_{n} z_{0} \mathrm{E} s_{n}\left(z_{0}\right)=\sqrt{y_{n} z_{0}} . \tag{3.3.14}
\end{equation*}
$$

Now, let $\underline{s}_{n}(z)$ be the Stieltjes transform of the matrix $\frac{1}{n} \mathbf{X}^{*} \mathbf{X}$. Noting that $\frac{1}{n} \mathbf{X}^{*} \mathbf{X}$ and $\mathbf{S}_{n}=\frac{1}{n} \mathbf{X} \mathbf{X}^{*}$ have the same set of nonzero eigenvalues, we have the relation between $s_{n}$ and $\underline{s}_{n}$ given by

$$
s_{n}(z)=y_{n}^{-1} \underline{s}_{n}(z)-\frac{1-1 / y_{n}}{z}
$$

Note that the equation above is true regardless of whether $y_{n}>1$ or $y_{n} \leq 1$. From this we have

$$
y_{n}-1+y_{n} z_{0} \mathrm{E} s_{n}\left(z_{0}\right)=z_{0} \mathrm{E} \underline{s}_{n}\left(z_{0}\right) .
$$

Substituting this into (3.3.14), we obtain

$$
1+\mathrm{E} \underline{s}_{n}\left(z_{0}\right)=\sqrt{y} / \sqrt{z_{0}},
$$

which leads to a contradiction that the imaginary part of LHS is positive and that of the RHS is negative. Then, (3.3.10) is proved.

Now, let us consider the proof of (3.3.11). Rewrite

$$
\begin{aligned}
\delta_{n}= & -\frac{1}{p} \sum_{k=1}^{p}\left(\frac{\mathrm{E} \varepsilon_{k}}{\left(1-z-y_{n}-y_{n} z \mathrm{E} s_{n}(z)\right)^{2}}\right) \\
& +\frac{1}{p} \sum_{k=1}^{p} \mathrm{E}\left(\frac{\varepsilon_{k}^{2}}{\left(1-z-y_{n}-y_{n} z \mathrm{E} s_{n}(z)\right)^{2}\left(1-z-y_{n}-y_{n} z \mathrm{E} s_{n}(z)+\varepsilon_{k}\right)}\right) \\
= & J_{1}+J_{2}
\end{aligned}
$$

At first, by assumptions given in (3.2.2), we note that

$$
\begin{align*}
\left|\mathrm{E} \varepsilon_{k}\right| & =\left|-\frac{1}{n^{2}} \operatorname{Etr} \mathbf{X}_{k}^{*}\left(\frac{1}{n} \mathbf{X}_{k} \mathbf{X}_{k}^{*}-z \mathbf{I}_{p-1}\right)^{-1} \mathbf{X}_{k}+y_{n}+y_{n} z \operatorname{Es} s_{n}(z)\right| \\
& =\left|-\frac{1}{n} \operatorname{Etr}\left(\frac{1}{n} \mathbf{X}_{k} \mathbf{X}_{k}^{*}-z \mathbf{I}_{p-1}\right)^{-1} \frac{1}{n} \mathbf{X}_{k} \mathbf{X}_{k}^{*}+y_{n}+y_{n} z \mathrm{E} s_{n}(z)\right| \\
& \leq \frac{1}{n}+\frac{|z| y_{n}}{n} \mathrm{E}\left|\operatorname{tr}\left(\frac{1}{n} \mathbf{X}_{k} \mathbf{X}_{k}^{*}-z \mathbf{I}_{p-1}\right)^{-1}-s_{n}(z)\right| \\
& \leq \frac{1}{n}+\frac{|z| y_{n}}{n v} \rightarrow 0 \tag{3.3.15}
\end{align*}
$$

which implies that $J_{1} \rightarrow 0$.
Now we prove $J_{2} \rightarrow 0$. Since

$$
\begin{aligned}
& \Im\left(1-z-y_{n}-y_{n} z \operatorname{E} s_{n}(z)+\varepsilon_{k}\right) \\
= & \Im\left(\frac{1}{n} \boldsymbol{\alpha}_{k}^{\prime} \overline{\boldsymbol{\alpha}}_{k}-z-\frac{1}{n^{2}} \boldsymbol{\alpha}_{k}^{\prime} \mathbf{X}_{k}^{*}\left(\frac{1}{n} \mathbf{X}_{k} \mathbf{X}_{k}^{*}-z \mathbf{I}_{p-1}\right)^{-1} \mathbf{X}_{k} \overline{\boldsymbol{\alpha}}_{k}\right) \\
= & -v\left(1+\frac{1}{n^{2}} \boldsymbol{\alpha}_{k}^{\prime} \mathbf{X}_{k}^{*}\left[\left(\frac{1}{n} \mathbf{X}_{k} \mathbf{X}_{k}^{*}-u \mathbf{I}_{p-1}\right)^{2}+v^{2} \mathbf{I}_{p-1}\right]^{-1} \mathbf{X}_{k} \overline{\boldsymbol{\alpha}}_{k}\right)<-v,
\end{aligned}
$$

combining this with (3.3.13), we obtain

$$
\begin{aligned}
\left|J_{2}\right| & \leq \frac{1}{p v^{3}} \sum_{k=1}^{p} \mathrm{E}\left|\varepsilon_{k}\right|^{2} \\
& =\frac{1}{p v^{3}} \sum_{k=1}^{p}\left[\mathrm{E}\left|\varepsilon_{k}-\widetilde{\mathrm{E}}\left(\varepsilon_{k}\right)\right|^{2}+\mathrm{E}\left|\widetilde{\mathrm{E}} \varepsilon_{k}-\mathrm{E}\left(\varepsilon_{k}\right)\right|^{2}+\left(\mathrm{E}\left(\varepsilon_{k}\right)\right)^{2}\right],
\end{aligned}
$$

where $\widetilde{\mathrm{E}}(\cdot)$ denotes the conditional expectation given $\left\{\boldsymbol{\alpha}_{j}, j=1, \ldots, k-1, k+\right.$ $1, \ldots, p\}$. In the estimation of $J_{1}$, we have proved that

$$
\left|\mathrm{E}\left(\varepsilon_{k}\right)\right| \leq \frac{1}{n}+\frac{|z| y}{n v} \rightarrow 0
$$

Write $\mathbf{A}=\left(a_{i j}\right)=\mathbf{I}_{n}-\frac{1}{n} \mathbf{X}_{k}^{*}\left(\frac{1}{n} \mathbf{X}_{k} \mathbf{X}_{k}^{*}-z \mathbf{I}_{p-1}\right)^{-1} \mathbf{X}_{k}$. Then, we have

$$
\varepsilon_{k}-\tilde{\mathrm{E}} \varepsilon_{k}=\frac{1}{n}\left(\sum_{i=1}^{n} a_{i i}\left(\left|x_{k i}\right|^{2}-1\right)+\sum_{i \neq j} a_{i j} x_{k i} \bar{x}_{k j}\right)
$$

By elementary calculation, we have

$$
\begin{aligned}
& \frac{1}{n^{2}} \tilde{\mathrm{E}}\left|\varepsilon_{k}^{\prime}-\tilde{\mathrm{E}} \varepsilon_{k}\right|^{2} \\
= & \frac{1}{n^{2}}\left(\sum_{i=1}^{n}\left|a_{i i}\right|^{2}\left(\mathrm{E}\left|x_{k i}\right|^{4}-1\right)+\sum_{i \neq j}\left[\left|a_{i j}\right|^{2} \mathrm{E}\left|x_{k i}\right|^{2} \mathrm{E}\left|x_{k j}\right|^{2}+a_{i j}^{2} \mathrm{E} x_{k i}^{2} \mathrm{E} x_{k j}^{2}\right]\right) \\
\leq & \frac{1}{n^{2}}\left(\sum_{i=1}^{n}\left|a_{i i}\right|^{2}\left(\eta_{n}^{2} n\right)+2 \sum_{i \neq j}\left|a_{i j}\right|^{2}\right) \\
\leq & \frac{\eta_{n}^{2}}{v^{2}}+\frac{2}{n v^{2}}
\end{aligned}
$$

Here, we have used the fact that $\left|a_{i i}\right| \leq v^{-1}$.
Using the martingale decomposition method in the proof of (3.3.3), we can show that

$$
\begin{aligned}
& \mathrm{E}\left|\widetilde{\mathrm{E}} \varepsilon_{k}-\mathrm{E} \varepsilon_{k}\right|^{2} \\
= & \frac{|z|^{2} y^{2}}{n^{2}} \mathrm{E}\left|\operatorname{tr}\left(\frac{1}{n} \mathbf{X}_{k} \mathbf{X}_{k}^{*}-z \mathbf{I}_{p-1}\right)^{-1}-\operatorname{Etr}\left(\frac{1}{n} \mathbf{X}_{k} \mathbf{X}_{k}^{*}-z \mathbf{I}_{p-1}\right)^{-1}\right|^{2} \\
\leq & \frac{|z|^{2} y^{2}}{n v^{2}} \rightarrow 0
\end{aligned}
$$

Combining the three estimations above, we have completed the proof of the mean convergence of the Stieltjes transform of the ESD of $\mathbf{S}_{n}$.

Consequently, Theorem 3.10 is proved by the method of Stieltjes transforms.

## Chapter 4 Product of Two Random Matrices

In this chapter, we shall consider the LSD of a product of two random matrices, one of them a sample covariance matrix and the other an arbitrary Hermitian matrix. This topic is related to two areas: The first is the study of the LSD of a multivariate $F$-matrix that is a product of a sample covariance matrix and the inverse of another sample covariance matrix, independent of each other. Multivariate $F$ plays an important role in multivariate data analysis, such as two-sample tests, MANOVA (multivariate analysis of variance), and multivariate linear regression. The second is the investigation of the LSD of a sample covariance matrix when the population covariance matrix is arbitrary. The sample covariance matrix under a general setup is, as mentioned in Chapter 3, fundamental in multivariate analysis.

Pioneering work was done by Wachter [290], who considered the limiting distribution of the solutions to the equation

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{X}_{1, n_{1}} \mathbf{X}_{1, n_{1}}^{\prime}-\lambda \mathbf{X}_{2, n_{2}} \mathbf{X}_{2, n_{2}}^{\prime}\right)=0 \tag{4.0.1}
\end{equation*}
$$

where $\mathbf{X}_{j, n_{j}}$ is a $p \times n_{j}$ matrix whose entries are iid $N(0,1)$ and $\mathbf{X}_{1, n_{1}}$ is independent of $\mathbf{X}_{2, n_{2}}$. When $\mathbf{X}_{2, n_{2}} \mathbf{X}_{2, n_{2}}^{\prime}$ is of full rank, the solutions to (4.0.1) are $n_{2} / n_{1}$ times the eigenvalues of the multivariate $F$-matrix $\left(\frac{1}{n_{1}} \mathbf{X}_{1, n_{1}} \mathbf{X}_{1, n_{1}}^{\prime}\right)\left(\frac{1}{n_{2}} \mathbf{X}_{2, n_{2}} \mathbf{X}_{2, n_{2}}^{\prime}\right)^{-1}$.

Yin and Krishnaiah [304] established the existence of the LSD of the matrix sequence $\left\{\mathbf{S}_{n} \mathbf{T}_{n}\right\}$, where $\mathbf{S}_{n}$ is a standard Wishart matrix of dimension $p$ and degrees of freedom $n$ with $p / n \rightarrow y \in(0, \infty), \mathbf{T}_{n}$ is a positive definite matrix satisfying $\beta_{k}\left(\mathbf{T}_{n}\right) \rightarrow H_{k}$, and the sequence $H_{k}$ satisfies the Carleman condition (see (B.1.4)). In Yin [300], this result was generalized to the case where the sample covariance matrix is formed based on iid real random variables of mean zero and variance one. Using the result of Yin and Krishnaiah [304], Yin, Bai, and Krishnaiah [302] showed the existence of the LSD of the multivariate $F$-matrix. The explicit form of the LSD of multivariate $F$-matrices was derived in Bai, Yin, and Krishnaiah [40] and Silverstein
[256]. Under the same structure, Bai, Yin, and Krishnaiah [41] established the existence of the LSD when the underlying distribution of $\mathbf{S}_{n}$ is isotropic.

Some further extensions were done in Silverstein [256] and Silverstein and Bai [266]. In this chapter, we shall introduce some recent developments in this direction.

Bai and Yin [39] considered the upper limit of the spectral moments of a power of $\mathbf{X}_{n}$ (i.e., the limits of $\beta_{\ell}\left(\left(\frac{1}{\sqrt{n}} \mathbf{X}_{n}\right)^{k}\left(\frac{1}{\sqrt{n}} \mathbf{X}_{n}^{\prime}\right)^{k}\right)$, where $\mathbf{X}_{n}$ is of order $n \times n$ ) when investigating the limiting behavior of solutions to a large system of linear equations. Based on this result, it is proved that the upper limit of the spectral radius of $\frac{1}{\sqrt{n}} \mathbf{X}_{n}$ is not larger than 1 . The same result was obtained in Geman [117] at almost the same time but by different approaches and assuming stronger conditions.

### 4.1 Main Results

Here we present the following results.
Theorem 4.1. Suppose that the entries of $\mathbf{X}_{n}(p \times n)$ are independent complex random variables satisfying (3.2.1), that $\mathbf{T}_{n}$ is a sequence of Hermitian matrices independent of $\mathbf{X}_{n}$, and that the ESD of $\mathbf{T}_{n}$ tends to a nonrandom limit $F^{T}$ in some sense (in probability or a.s.). If $p / n \rightarrow y \in(0, \infty)$, then the ESD of the product $\mathbf{S}_{n} \mathbf{T}_{n}$ tends to a nonrandom limit in probability or almost surely (accordingly), where $\mathbf{S}_{n}=\frac{1}{n} \mathbf{X}_{n} \mathbf{X}_{n}^{*}$.

Remark 4.2. Note that the eigenvalues of the product matrix $\mathbf{S}_{n} \mathbf{T}_{n}$ are all real, although it is not symmetric, because the whole set of eigenvalues is the same as that of the symmetric matrix $\mathbf{S}_{n}^{1 / 2} \mathbf{T}_{n} \mathbf{S}_{n}^{1 / 2}$.

This theorem contains Yin's result as a special case. In Yin [300], the entries of $\mathbf{X}$ are assumed to be real and iid with mean zero and variance one and the matrix $\mathbf{T}_{n}$ real and positive definite and satisfying, for each fixed $k$,

$$
\begin{equation*}
\frac{1}{p} \operatorname{tr}\left(\mathbf{T}_{n}^{k}\right) \rightarrow H_{k} \quad(\text { in probability or a.s. }) \tag{4.1.1}
\end{equation*}
$$

while the constant sequence $\left\{H_{k}\right\}$ satisfies the Carleman condition.
In Silverstein [256], Theorem 4.1 was established under the additional condition that $\mathbf{T}_{n}$ is nonnegative definte.

In Silverstein and Bai [266], the following theorem is proved.
Theorem 4.3. Suppose that the entries of $\mathbf{X}_{n}(n \times p)$ are complex random variables that are independent for each $n$ and identically distributed for all $n$ and satisfy $\mathrm{E}\left(\left|x_{11}-\mathrm{E}\left(x_{11}\right)\right|^{2}\right)=1$. Also, assume that $\mathbf{T}_{n}=\operatorname{diag}\left(\tau_{1}, \ldots, \tau_{p}\right)$, $\tau_{i}$ is real, and the empirical distribution function of $\left\{\tau_{1}, \ldots, \tau_{p}\right\}$ converges almost surely to a probability distribution function $H$ as $n \rightarrow \infty$. The entries
of both $\mathbf{X}_{n}$ and $\mathbf{T}_{n}$ may depend on $n$, which is suppressed for brevity. Set $\mathbf{B}_{n}=\mathbf{A}_{n}+\frac{1}{n} \mathbf{X}_{n} \mathbf{T}_{n} \mathbf{X}_{n}^{*}$, where $\mathbf{A}_{n}$ is Hermitian, $n \times n$ satisfying $F^{\mathbf{A}_{n}} \rightarrow F^{A}$ almost surely, where $F^{A}$ is a distribution function (possibly defective) on the real line. Assume also that $\mathbf{X}_{n}, \mathbf{T}_{n}$, and $\mathbf{A}_{n}$ are independent. When $p=p(n)$ with $p / n \rightarrow y>0$ as $n \rightarrow \infty$, then, almost surely, $F^{\mathbf{B}_{n}}$, the ESD of the eigenvalues of $\mathbf{B}_{n}$, converges vaguely, as $n \rightarrow \infty$, to a (nonrandom) d.f. $F$, where for any $z \in \mathbb{C}^{+} \equiv\{z \in \mathbb{C}: \Im z>0\}$, its Stieltjes transform $s=s(z)$ is the unique solution in $\mathbb{C}^{+}$to the equation

$$
\begin{equation*}
s=s_{A}\left(z-y \int \frac{\tau d H(\tau)}{1+\tau s}\right) \tag{4.1.2}
\end{equation*}
$$

where $s_{A}$ is the Stieltjes transform of $F^{A}$.
Remark 4.4. Note that Theorem 4.3 is more general than Yin's result in the sense that there is no requirement on the moment convergence of the ESD of $\mathbf{T}_{n}$ as well as no requirement on the positive definiteness of the matrix $\mathbf{T}_{n}$. Also, it allows a perturbation matrix $\mathbf{A}_{n}$ involved in $\frac{1}{n} \mathbf{X}_{n}^{*} \mathbf{T}_{n} \mathbf{X}_{n}$. However, it is more restrictive than Yin's result in the sense that it requires the matrix $\mathbf{T}_{n}$ to be diagonal. Weak convergence of (4.1.2) was established in Marčenko and Pastur [201] under higher moment conditions than assumed in Theorem 4.1 but with mild dependence between the entries of $\mathbf{X}_{n}$.

The proof of Theorem 4.3 uses the Stieltjes transform that will be given in Section 4.5.

### 4.2 Some Graph Theory and Combinatorial Results

In using the moment approach to establish the existence of the LSD of products of random matrices, we need some combinatorial results related to graph theory.

For a pair of vectors $\mathbf{i}=\left(i_{1}, \cdots, i_{2 k}\right)^{\prime}\left(1 \leq i_{\ell} \leq p, \ell \leq 2 k\right)$ and $\mathbf{j}=\left(j_{1}, \cdots, j_{k}\right)^{\prime}\left(1 \leq j_{u} \leq n, u \leq k\right)$, construct a graph $Q(\mathbf{i}, \mathbf{j})$ in the following way. Draw two parallel lines, referred to as the $I$-line and $J$-line, Plot $i_{1}, \cdots, i_{2 k}$ on the $I$-line and $j_{1}, \cdots, j_{k}$ on the $J$-line, called the $I$-vertices and $J$-vertices, respectively. Draw $k$ down edges from $i_{2 \ell-1}$ to $j_{\ell}, k$ up edges from $j_{\ell}$ to $i_{2 \ell}$, and $k$ horizontal edges from $i_{2 \ell}$ to $i_{2 \ell+1}$ (with the convention that $i_{2 k+1}=i_{1}$ ). An example of a $Q$-graph is shown in Fig. 4.1.

Definition. The graph $Q(\mathbf{i}, \mathbf{j})$ defined above is called a $Q$-graph; i.e., its vertex set $V=V_{i}+V_{j}$, where $V_{i}$ is the set of distinct numbers of $i_{1}, \cdots, i_{2 k}$ and $V_{j}$ are the distinct numbers of $j_{1}, \cdots, j_{k}$. The edge set $E=\left\{e_{d \ell}, e_{u \ell}, e_{h \ell}, \ell=\right.$ $1, \cdots, k\}$, and the function $F$ is defined by $F\left(e_{d \ell}\right)=\left(i_{2 \ell-1}, j_{\ell}\right), F\left(e_{u \ell}\right)=$ $\left(j_{\ell}, i_{2 \ell}\right)$, and $F\left(e_{h \ell}\right)=\left(i_{2 \ell}, i_{2 \ell+1}\right)$.


Fig. 4.1 A $Q$-graph with $k=6$.

Definition. Let $Q=(V, E, F)$ be a $Q$-graph. The subgraph of all $I$-vertices and all horizontal edges of $Q$ is called the roof of $Q$ and is denoted by $H(Q)$. Let $r$ equal 1 less than the number of connected components of $H(Q)$.

Definition. Let $Q=(V, E, F)$ be a $Q$-graph. The $M$-minor or the pillar of $Q$ is defined as the minor of $Q$ by contracting all horizontal edges, which means all horizontal edges are removed from $Q$ and all $I$-vertices connected through horizontal edges are glued together.

Note that a pillar is a $\Delta$-graph. Note that the number of noncoincident $I$ vertices of the pillar is $1+r$, the same as the number of connected components of the roof of $Q$. Also, we denote the number of noncoincident $J$-vertices by $s$.

We denote the $M$-minor or the pillar of $Q$ by $M(Q)$. If two $Q$-graphs have isomorphic pillars, then the number of horizontal edges in corresponding connected components of their roofs is equal.

For a given $Q$-graph $Q$, glue all coincident vertical edges; namely, we regard all vertical edges with a common $I$-vertex and $J$-vertex as one edge. But coincident horizontal edges are still considered different edges. Then, we get an undirectional connected graph of $k$ horizontal edges and $m$ vertical edges. We shall call the resulting graph the base of the graph $Q$ and denote it by $B(Q)$.

Definition. For a vertical edge $e$ of $B(Q)$, the number of up (down) vertical edges of $Q$ coincident with $e$ is called the up (down) multiplicity of $e$. The up (down) multiplicity of the $\ell$-th vertical edge of $B(Q)$ is denoted by $\mu_{\ell}\left(\nu_{\ell}\right)$.

We classify the $Q$-graphs into three categories. Category 1 (denoted by $Q_{1}$ ) contains all $Q$-graphs that have no single vertical edges and whose pillar $M(Q)$ is a $\Delta_{1}$-graph. For the definition of $\Delta_{1}$-graphs, see Subsection 3.1.2. From the definition, one can see that, for a $Q_{1}$-graph, each down edge must coincide with one and only one up edge and there are $k$ noncoincident vertical
edges. That implies that for each noncoincident vertical edge $e_{\ell}$ of a $Q_{1}$-graph $Q$, the multiplicities are $\mu_{\ell}=\nu_{\ell}=1$.

Category $2\left(Q_{2}\right)$ contains all graphs that have at least one single vertical edge.

Category $3\left(Q_{3}\right)$ contains all other $Q(k, n)$ graphs.
In later applications, one will see that a $Q_{2}$-graph corresponds to a zero term and hence needs no further consideration. Let us look further into the graphs of $Q_{1}$ and $Q_{3}$.

Lemma 4.5. If $Q \in Q_{3}$, then the degree of each vertex of $H(Q)$ is not less than 2. Denote the coincidence multiplicities of the $\ell$-th noncoincident vertical edge by $\mu_{\ell}$ and $\nu_{\ell}, \ell=1,2, \cdots, m$, where $m$ is the number of noncoincident vertical edges. Then either there is a $\mu_{\ell}+\nu_{\ell} \geq 3$ with $r+s \leq m<k$ or all $\mu_{\ell}+\nu_{\ell}=2$ with $r+s<m=k$.

If $Q \in Q_{1}$, then the degree of each vertex of $H(Q)$ is even. In this case, for all $\ell, \mu_{\ell}=\nu_{\ell}=1$ and $r+s=k$.

Proof. Note that each $I$-vertex of $Q$ must connect with a vertical edge and a horizontal edge. Therefore, if there is a vertex of $H(Q)$ having degree one, then this vertex connects with only one vertical edge, which is then single. This indicates that the graph $Q$ belongs to $Q_{2}$. Since the graph $Q$ is connected, there are at least $r+s$ noncoincident vertical edges to make the graph of $r+1$ disjoint components of $H(Q)$ and $s J$-vertices connected. This shows that $r+s \leq m$. It is trivial to see that $m \leq k$ because there are in total $2 k$ vertical edges and there are no single edges. If, for all $\ell, \mu_{\ell}+\nu_{\ell}=2$, then $m=k$. If $r+s=k$, then the minor $M(Q)$ is a tree of noncoincident edges, which implies that $Q$ is a $Q_{1}$-graph and $\mu_{\ell}=\nu_{\ell}=1$. This violates the assumption that $Q$ is a $Q_{3}$-graph. This proves the first conclusion of the lemma.

Note that each down edge of a $Q_{1}$-graph coincides with one and only one up edge. Thus, for each $Q_{1}$-graph, the degree of each vertex of $H(Q)$ is just twice the number of noncoincident vertical edges of $Q$ connecting with this vertex. Since $M(Q) \in \Delta_{1}$, for all $\ell, \mu_{\ell}=2$ and $r+s=k$. The proof of the lemma is complete.

As proved in Subsection 3.1.2, for $\Delta_{1}$-graphs, $s+r=k$. We now begin to count the number of various $\Delta_{1}$-graphs. Because each edge has multiplicity 2 , the degree of an $I$-vertex (the number of edges connecting to this vertex) must be an even number.

Lemma 4.6. There are

$$
\frac{k!}{s!i_{1}!\cdots i_{s}!}
$$

isomorphic classes of $\Delta_{1}$-graphs that have s J-vertices, $r+1=k-s+1$ $I$-vertices with degrees (the number of vertical edges connecting this I-vertex) $2 \iota_{\ell}, \ell=1, \cdots, r+1$, where $i_{b}=\#\left\{\ell, \iota_{\ell}=b\right\}$ denotes the number of $I$-vertices of degree $2 b$ satisfying $i_{1}+\cdots+i_{s}=r+1$ and $i_{1}+2 i_{2}+\cdots+s i_{s}=k$.

Proof. Because $\iota_{1}+\cdots+\iota_{r+1}=k$, we have

$$
i_{1}+\cdots+i_{k}=r+1 \text { and } i_{1}+2 i_{2}+\cdots+k i_{k}=k
$$

For the canonical $\Delta_{1}$-graph, the noncoincident edges form a tree. Therefore, there is at most one noncoincident vertical edge directly connecting to a given $I$-vertex and a given $J$-vertex; that is to say, an $I$-vertex of degree $2 b$ must connect with $b$ different $J$-vertices. Therefore, $b \leq s$. Consequently, the integer $b$ such that $i_{b} \neq 0$ is not larger than $s$, so we can rewrite the constraints above as

$$
i_{1}+\cdots+i_{s}=r+1 \text { and } i_{1}+2 i_{2}+\cdots+s i_{s}=k
$$

Since the canonical $\Delta_{1}$-graph has $r+1 I$-vertices with degrees $2 \iota_{1}, \cdots, 2 \iota_{r+1}$, we can construct a characteristic sequence of integers while the graph is being formed. After drawing each up edge, place a 1 in the sequence. After drawing a down edge from the $\ell$-th $I$-vertex, if this vertex is never visited again, then put $-\iota_{\ell}$ in the sequence. Otherwise, put nothing and go to the next up edge. We make the following convention: after drawing the last up edge, put a one and a $-\iota_{1}$. Then, we get a sequence of $k$ ones and $r+1$ negative numbers $\left\{-\iota_{2}, \cdots,-\iota_{r+1},-\iota_{1}\right\}$. Then we obtain a sequence that consists of negative integers $\left\{-\iota_{2}, \cdots,-\iota_{r+1},-\iota_{1}\right\}$ separated by $k 1$ 's, and its partial sums are all nonnegative (note the total sum is 0 ). As an example, for the graph given in Fig. 4.2, the characteristic sequence is

$$
1,1,1,1,-3,1,-2,1,-1
$$

Conversely, suppose that we are given a characteristic sequence of $k$ ones and $r+1$ negative numbers for which all partial sums are nonnegative and the total sum is zero. We show that there is one and only one canonical $\Delta_{1}$-graph having this sequence as its characteristic sequence.

In a canonical $\Delta_{1}$-graph, each down edge must be an innovation except those that complete the preassigned degrees of its $I$-vertex (see $e_{5 d}, e_{6 d}$ in Fig. 4.2). Also, all up edges must coincide with the down innovation just prior to it (see edges $e_{3 u}, e_{4 u}, e_{5 u}$, and $e_{6 u}$ in Fig. 4.2), except those that lead to a new $I$-vertex; i.e., an up innovation. Therefore, if we can determine the up innovations and the down $T_{3}$ edges by the given characteristic sequence, then the $\Delta_{1}$-graph is uniquely determined.

We shall prove the conclusion by induction on $r$. If $r=0$ (that is, the characteristic sequence consists of $k 1$ 's and ends with $-k$ ), it is obvious that there is only one $I$-vertex, which is 1 . Then, all down edges are innovations and all up edges are $T_{3}$ edges. That is, each up edge coincides with the previous (down) edge. This proves that, if $r=0$, the $\Delta_{1}$-graph is uniquely determined by the characteristic sequence.

Now, suppose that $r \geq 1$ and the first negative number is $-a_{1}$, before which there are $p_{1} 1$ 's. By the condition of nonnegative partial sums, we have


Fig. 4.2 An example of a characteristic sequence.
$p_{1} \geq a_{1}$. By the definition of characteristic sequences, the $p_{1}+1$-st down edge must coincide with an up innovation leading to its end ( $I-$ )vertex. By the property of a $\Delta_{1}$-graph, once the path leaves from an $I$-vertex through a $T_{3}$, the path can never revisit this $I$-vertex. Therefore, in between this pair of coincident edges, there should be $a_{1}-1$ down innovations and $a_{1}-1$ up $T_{3}$ edges that are coincident with the previous innovations. This shows that the $p_{1}-a_{1}+1$-st up edge is the up innovation that leads to this $I$-vertex.

As an example, consider the characteristic sequence defined by Fig. 4.2. $a_{1}=3$ and $p_{1}=4$, by our arguments, the second up edge is an up innovation that leads to the $I$-vertex $i_{3}=i_{4}=i_{5}$, and the third and fourth up edges are $T_{3}$ edges.

Now, remove the negative number $-a_{1}$ and $a_{1}$ 1's before it from the characteristic sequence. The remainder is still a characteristic sequence with $k-a_{1}$ ones and $r$ negative numbers. By induction, the positions of up innovations and $T_{3}$ up edges can be uniquely determined by the sequence of $k-a_{1}$ 1's and $r$ negative numbers. That is, there is a $\Delta_{1}$-graph of $k-a_{1}$ down edges, and $k-a_{1}$ up edges, and having the remainder sequence as its characteristic sequence. As for the sequence

$$
1,1,1,1,-3,1,-2,1,-1,
$$

the remainder sequence is

$$
1,1,-2,1,-1
$$

The $\Delta_{1}$-graph constructed from the remainder sequence is shown in Fig. 4.3.


Fig. 4.3 Subgraph corresponding to a shortened sequence.

Then we cut off the graph at the $J$-vertex between the $\mu_{1}-a_{1}+1$-st down edge and the $\mu_{1}-a_{1}+1$-st up edge. Then insert an up innovation from this $J$-vertex, draw $a_{1}-1$ down innovations and $T_{3}$ up edges coincident with their previous edges, and finally return to the path through a down $T_{3}$ edge by connecting the $\mu_{1}-a_{1}+1$-st up edge of the original graph. Then, it is easy to show that the new graph has the given sequence as its characteristic sequence.

Now, we are in a position to count the number of isomorphism classes of $\Delta_{1}$-graphs with $r+1 I$-vertices of degrees $2 \iota_{1}, \cdots, 2 \iota_{r+1}$, which is the same as the number of characteristic sequences. Place the $r+1$ negative numbers into the $k$ places after the $k$ 1's. We get a sequence of $k 1$ 's and $r+1$ negative numbers. We need to exclude all sequences that do not satisfy the condition of nonnegative partial sums. Ignoring the requirement of nonnegative partial sums, to arrange $\left\{-\iota_{2}, \cdots,-\iota_{r+1},-\iota_{1}\right\}$ into $k$ places after the $k$ 1's is equivalent to dropping $k-1$ 's into $k$ boxes so that the number of nonempty boxes is $\left\{\iota_{2}, \cdots, \iota_{r+1}, \iota_{1}\right\}$. Since $i_{b}$ is the number of $b$ 's in the set $\left\{\iota_{1}, \cdots, \iota_{r+1}\right\}$ and the number of empty boxes is $s-1$, the total number of possible arrangements is

$$
\frac{k!}{i_{1}!\cdots i_{s}!(s-1)!} .
$$

Add a 1 behind the end of the sequence and make the sequence into a circle by connecting its two ends. Then, to complete the proof of the lemma, we need only show that in every $s$ such sequences corresponding to a common circle there is one and only one sequence satisfying the condition that its partial sums be nonnegative. Note that in the circle there are $k+1$ ones and $r+1$ negative numbers separated by the ones. Therefore, there are $s$ gaps between consecutive 1's. Cut off the cycle at these gaps. We get $s$ different sequences
led and ended by 1's. We show that there is one and only one sequence among the $s$ sequences that has all nonnegative partial sums. Suppose we have a sequence

$$
a_{1}, a_{2}, \cdots, a_{t-1}, a_{t}, a_{t+1}, \cdots, a_{k+r+2}
$$

for which all partial sums are nonnegative. Obviously, $a_{1}=a_{k+r+2}=1$. Also, we assume that $a_{t}=a_{t+1}=1$, which gives a pair of consecutive 1's. Cut the sequence off between $a_{t}$ and $a_{t+1}$ and construct a new sequence

$$
a_{t+1}, \cdots, a_{k+r+2}, a_{1}, a_{2}, \cdots, a_{t-1}, a_{t} .
$$

Since $\sum_{i=1}^{k+r+1} a_{i}=0$ and $\sum_{i=1}^{t} a_{i} \geq 1$, the partial sum is

$$
a_{t+1}+\cdots+a_{k+r+1} \leq-1 .
$$

This shows that corresponding to each circle of $k+1$ ones and the $r+1$ negative numbers $\left\{-\iota_{1}, \cdots,-\iota_{r+1}\right\}$ there is at most one sequence whose partial sums are nonnegative.

The final job to conclude the proof of the lemma is to show that for any sequence of $k+1$ ones and the $r+1$ negative numbers summing up to $-k$ where the two ends of the sequence are ones, there exists one sequence of the cut-off circle with nonnegative partial sums. Suppose that we are given the sequence

$$
a_{1}(=1), a_{2}, \cdots, a_{t-1}, a_{t}, a_{t+1}, \cdots, a_{k+r+2}(=1),
$$

where $t$ is the largest integer such that the partial sum $a_{1}+a_{2}+\cdots+a_{t-1}$ is the minimum among all partial sums. By the definition of $t$, we conclude that $a_{t}=a_{t+1}=1$. Then, the sequence

$$
a_{t+1}, \cdots, a_{k+r+2}, a_{1}, a_{2}, \cdots, a_{t-1}, a_{t}
$$

satisfies the property that all partial sums be nonnegative. In fact, for any $m \leq k-t+r+2$, we have

$$
a_{t+1}+\cdots+a_{t+m}=\left(a_{1}+\cdots+a_{t+m}\right)-\left(a_{1}+\cdots+a_{t}\right) \geq 0
$$

and for any $k-t+r+2<m \leq k+r+2$, we have

$$
\begin{aligned}
a_{t+1}+\cdots+a_{t+m} & =\left(a_{1}+\cdots+a_{t+m}\right)-\left(a_{1}+\cdots+a_{t}\right) \\
& =1+\left(a_{1}+\cdots+a_{t+m-k-r-2}\right)-\left(a_{1}+\cdots+a_{t}\right) \geq 0 .
\end{aligned}
$$

The proof of the lemma is complete.

### 4.3 Proof of Theorem 4.1

Again, the proof will rely on the MCT, preceded by truncation and renormalization of the entries of $\mathbf{X}_{n}$. Additional steps will be taken to reduce the assumption on $\mathbf{T}_{n}$ to be nonrandom and to truncate its ESD.

### 4.3.1 Truncation of the ESD of $\mathrm{T}_{n}$

For brevity, we shall suppress the superscript $n$ from the $x$-variables.

## Step 1. Reducing to the case where $\mathrm{T}_{n}$ 's are nonrandom

If the ESD of $\mathbf{T}_{n}$ converges to a limit $F^{T}$ almost surely, we may consider the LSD of $\mathbf{S}_{n} \mathbf{T}_{n}$ conditioned on all $\mathbf{T}_{n}$ as given and hence may assume that $\mathbf{T}_{n}$ is nonrandom. Then the final result follows by Fubini's theorem. If the convergence is in probability, then we may use the subsequence method or use the strong representation theorem (see Skorohod [270] or Dudley [96]). ${ }^{1}$ The strong representation theorem says that there is a probability space on which we can define a sequence of random matrices $\left(\widetilde{\mathbf{X}}_{n}, \widetilde{\mathbf{T}}_{n}\right)$ such that, for each $n$, the joint distribution of $\left(\widetilde{\mathbf{X}}_{n}, \widetilde{\mathbf{T}}_{n}\right)$ is identical to that of $\left(\mathbf{X}_{n}, \mathbf{T}_{n}\right)$ and the ESD of $\widetilde{\mathbf{T}}_{n}$ converges to $F^{T}$ almost surely. Therefore, to prove Theorem 4.1, it suffices to show it for the case of a.s. convergence.

Now, suppose that $\mathbf{T}_{n}$ are nonrandom and that the ESD of $\mathbf{T}_{n}$ converges to $F^{T}$.

## Step 2. Truncation of the ESD of $\mathbf{T}_{n}$

Suppose that the spectral decomposition of $\mathbf{T}_{n}$ is $\sum_{i=1}^{p} \lambda_{i n} \mathbf{u}_{i} \mathbf{u}_{i}^{*}$. Define a matrix $\widetilde{\mathbf{T}}_{n}=\sum_{i=1}^{p} \tilde{\lambda}_{i n} \mathbf{u}_{i} \mathbf{u}_{i}^{*}$, where $\tilde{\lambda}_{i n}=\lambda_{i n}$ or zero in accordance with whether $\left|\lambda_{i n}\right| \leq \tau_{0}$ or not, where $\tau_{0}$ is prechosen to be constant such that both $\pm \tau_{0}$ are continuity points of $F^{T}$. Then, the ESD of $\widetilde{\mathbf{T}}_{n}$ converges to the limit

$$
F_{T, \tau_{0}}(x)=\int_{-\infty}^{x} I_{\left[-\tau_{0}, \tau_{0}\right]}(u) F^{T}(d u)+\left(F^{T}\left(-\tau_{0}\right)+1-F^{T}\left(\tau_{0}\right)\right) I_{[0, \infty)}(x)
$$

and (4.1.1) is true for $\widetilde{\mathbf{T}}_{n}$ with $\tilde{H}_{k}=\int_{|x| \leq \tau_{0}} x^{k} d F^{T}(x)$.
Applying Theorem A.43, we obtain

[^2]\[

$$
\begin{equation*}
\left\|F^{\mathbf{S}_{n} \mathbf{T}_{n}}-F^{\mathbf{S}_{n} \widetilde{\mathbf{T}}_{n}}\right\| \leq \frac{1}{p} \operatorname{rank}\left(\mathbf{T}_{n}-\widetilde{\mathbf{T}}_{n}\right) \rightarrow F^{T}\left(-\tau_{0}\right)+1-F^{T}\left(\tau_{0}\right) \tag{4.3.1}
\end{equation*}
$$

\]

as $n \rightarrow \infty$. Note that the right-hand side of the inequality above can be made arbitrarily small if $\tau_{0}$ is large enough.

We claim that Theorem 4.1 follows if we can prove that, with probability 1, $F^{\mathbf{S}_{n} \widetilde{\mathbf{T}}_{n}}$ converge to a nondegenerate distribution $F_{\tau_{0}}$ for each fixed $\tau_{0}$. We shall prove this assertion by the following two lemmas.

Lemma 4.7. If the distribution family $\left\{F^{\mathbf{S}_{n} \widetilde{\mathbf{T}}_{n}}\right\}$ is tight for every $\tau_{0}>0$, then so is the distribution family $\left\{F^{\mathbf{S}_{n} \mathbf{T}_{n}}\right\}$.

Proof. Since $F^{\mathbf{T}_{n}} \rightarrow F^{T}$, for each fixed $\varepsilon \in(0,1)$, we can select a $\tau_{0}>0$ such that, for all $n, F^{\mathbf{T}_{n}}\left(-\tau_{0}\right)+1-F^{\mathbf{T}_{n}}\left(\tau_{0}\right)<\varepsilon / 3$. On the other hand, we can select $M>0$ such that, for all $n, F^{\mathbf{S}_{n} \widetilde{\mathbf{T}}_{n}}(-M)+1-F^{\mathbf{S}_{n} \widetilde{\mathbf{T}}_{n}}(M)<\varepsilon / 3$ because $\left\{F^{\mathbf{S}_{n} \widetilde{\mathbf{T}}_{n}}\right\}$ is tight. Thus, we have

$$
\begin{aligned}
& F^{\mathbf{S}_{n} \mathbf{T}_{n}}(M)-F^{\mathbf{S}_{n} \mathbf{T}_{n}}(-M) \\
\geq & F^{\mathbf{S}_{n} \widetilde{\mathbf{T}}_{n}}(M)-F^{\mathbf{S}_{n} \widetilde{\mathbf{T}}_{n}}(-M)-2\left\|F^{\mathbf{S}_{n} \mathbf{T}_{n}}-F^{\mathbf{S}_{n} \widetilde{\mathbf{T}}_{n}}\right\| \\
\geq & 1-\varepsilon / 3-2\left(F^{\mathbf{T}_{n}}\left(-\tau_{0}\right)+1-F^{\mathbf{T}_{n}}\left(\tau_{0}\right)\right) \geq 1-\varepsilon .
\end{aligned}
$$

This proves that the family of $\left\{F^{\mathbf{S}_{n} \mathbf{T}_{n}}\right\}$ is tight.
Lemma 4.8. If $F^{\mathbf{S}_{n} \widetilde{\mathbf{T}}_{n}} \rightarrow F_{\tau_{0}}$, a.s., for each $\tau_{0}>0$, then

$$
F^{\mathbf{S}_{n} \mathbf{T}_{n}} \rightarrow F, \text { a.s. }
$$

for some distribution $F$.
Proof. Since the convergence of $F^{\mathbf{S}_{n}} \widetilde{\mathbf{T}}_{n} \rightarrow F_{\tau_{0}}$ a.s. implies the tightness of the distribution family $\left\{F^{\mathbf{S}_{n} \mathbf{T}_{n}}\right\}$, by Lemma 4.7, the distribution family $\left\{F^{\mathbf{S}_{n} \mathbf{T}_{n}}\right\}$ is also tight. Therefore, for any subsequence of $\left\{F^{\mathbf{S}_{n} \mathbf{T}_{n}}\right\}$, there is a convergent subsequence of the previous subsequence of $\left\{F^{\mathbf{S}_{n} \mathbf{T}_{n}}\right\}$. Therefore, to complete the proof of Theorem 4.1, we need only show that the sequence $\left\{F^{\mathbf{S}_{n} \mathbf{T}_{n}}\right\}$ has a unique subsequence limit.

Suppose that $F^{(1)}$ and $F^{(2)}$ are two limiting distributions of two convergent subsequences of $\left\{F^{\mathbf{S}_{n} \mathbf{T}_{n}}\right\}$. Suppose that $x$ is a common continuity point of $F^{(1)}, F^{(2)}$, and $F_{\tau_{0}}$ for all rational $\tau_{0}$. Then, for any fixed $\varepsilon>0$, we can select a rational $\tau_{0}$ such that $F^{\mathbf{T}_{n}}\left(-\tau_{0}\right)+1-F^{\mathbf{T}_{n}}\left(\tau_{0}\right)<\varepsilon / 5$ for all $n$. Since $F^{\mathbf{S}_{n} \widetilde{\mathbf{T}}_{n}} \rightarrow F_{\tau_{0}}$, there exists an $n_{0}$, such that for all $n_{1}, n_{2}>n_{0}, \mid F^{\mathbf{S}_{n_{1}}} \widetilde{\mathbf{T}}_{n_{1}}(x)-$ $F \mathbf{S}_{n_{2}} \widetilde{\mathbf{T}}_{n_{2}}(x) \mid<\varepsilon / 5$. Also, we can select $n_{1}, n_{2}>n_{0}$ such that $\mid F^{(j)}(x)-$ $F^{\mathbf{S}_{n_{j}} \mathbf{T}_{n_{j}}}(x) \mid<\varepsilon / 5, j=1,2$. Thus,

$$
\left|F^{(1)}(x)-F^{(2)}(x)\right|
$$

$$
\begin{aligned}
& \leq \sum_{j=1}^{2}\left[\left|F^{(j)}(x)-F^{\mathbf{S}_{n_{j}} \mathbf{T}_{n_{j}}}(x)\right|+\left\|F^{\mathbf{S}_{n_{j}} \mathbf{T}_{n_{j}}}-F^{\mathbf{S}_{n_{j}} \widetilde{\mathbf{T}}_{n_{j}}}\right\|\right] \\
& \quad+\left|F^{\mathbf{S}_{n_{1}} \widetilde{\mathbf{T}}_{n_{1}}}(x)-F^{\mathbf{S}_{n_{2}} \widetilde{\mathbf{T}}_{n_{2}}}(x)\right|<\varepsilon
\end{aligned}
$$

This shows that $F^{(1)} \equiv F^{(2)}$, and the proof of the lemma is complete. It is easy to see from the proof that $\lim _{\tau_{0} \rightarrow \infty} F_{\tau_{0}}$ exists and is equal to $F$, the a.s. limit of $F^{\mathbf{S}_{n} \mathbf{T}_{n}}$.

Therefore, we may truncate the ESD of $F^{\mathbf{T}_{n}}$ first and then proceed to the proof with the truncated matrix $\mathbf{T}_{n}$. For brevity, we still use $\mathbf{T}_{n}$ for the truncated matrix $\mathbf{T}_{n}$, that is; we shall assume that the eigenvalues of $\mathbf{T}_{n}$ are bounded by a constant, say $\tau_{0}$.

### 4.3.2 Truncation, Centralization, and Rescaling of the $\boldsymbol{X}$-variables

Following the truncation technique used in Section 3.2, let $\widetilde{\mathbf{X}}_{n}$ and $\widetilde{\mathbf{S}}_{n}$ denote the sample matrix and the sample covariance matrix defined by the truncated variables at the truncation location $\eta_{n} \sqrt{n}$. Note that $\mathbf{S}_{n} \mathbf{T}_{n}$ and $\frac{1}{n} \mathbf{X}_{n}^{*} \mathbf{T}_{n} \mathbf{X}_{n}$ have the same set of nonzero eigenvalues, as do the matrices $\widetilde{\mathbf{S}}_{n} \mathbf{T}_{n}$ and $\frac{1}{n} \widetilde{\mathbf{X}}_{n}^{*} \mathbf{T}_{n} \widetilde{\mathbf{X}}_{n}$. Thus,

$$
\begin{aligned}
& \left\|F^{\mathbf{S}_{n} \mathbf{T}_{n}}-F^{\widetilde{\mathbf{S}}_{n} \mathbf{T}_{n}}\right\| \\
= & \frac{n}{p} \| F^{\frac{1}{n} \mathbf{X}_{n}^{*} \mathbf{T}_{n} \mathbf{X}_{n}}-F^{\frac{1}{n}} \widetilde{\mathbf{X}}_{n}^{*} \mathbf{T}_{n} \widetilde{\mathbf{x}}_{n}
\end{aligned}\left\|=\frac{n}{p}\right\| F^{\mathbf{X}_{n}^{*} \mathbf{T}_{n} \mathbf{X}_{n}}-F^{\widetilde{\mathbf{X}}_{n}^{*} \mathbf{T}_{n} \widetilde{\mathbf{X}}_{n}} \| .
$$

Then, by Theorem A.43, for any $\varepsilon>0$, we have

$$
\begin{aligned}
& \mathrm{P}\left(\left\|F^{\mathbf{S}_{n} \mathbf{T}_{n}}-F^{\widetilde{\mathbf{S}}_{n} \mathbf{T}_{n}}\right\| \geq \varepsilon\right) \\
& =\mathrm{P}\left(\| F^{\left.\mathbf{X}_{n}^{*} \mathbf{T}_{n} \mathbf{x}_{n}-F^{\widetilde{\mathbf{X}}_{n}^{*} \mathbf{T}_{n} \widetilde{\mathbf{x}}_{n}} \| \geq \varepsilon p / n\right)}\right. \\
& \leq \mathrm{P}\left(\operatorname{rank}\left(\mathbf{X}_{n}^{*} \mathbf{T}_{n} \mathbf{X}_{n}-\widetilde{\mathbf{X}}_{n}^{*} \mathbf{T}_{n} \widetilde{\mathbf{X}}_{n}\right) \geq \varepsilon p\right) \\
& \leq \mathrm{P}\left(2 \operatorname{rank}\left(\mathbf{X}_{n}-\widetilde{\mathbf{X}}_{n}\right) \geq \varepsilon p\right) \\
& \leq \mathrm{P}\left(\sum_{i j} I_{\left\{\left|x_{i j}\right| \geq \eta_{n} \sqrt{n}\right\}} \geq \varepsilon p / 2\right) \text {. }
\end{aligned}
$$

From the condition (3.2.1), one can easily see that

$$
\mathrm{E}\left(\sum_{i j} I_{\left\{\left|x_{i j}\right| \geq \eta_{n} \sqrt{n}\right\}}\right) \leq \frac{1}{\eta_{n}^{2} n} \sum_{i j} \mathrm{E}\left|x_{i j}\right|^{2} I_{\left\{\left|x_{i j}\right| \geq \eta_{n} \sqrt{n}\right\}}=o(p)
$$

and

$$
\operatorname{Var}\left(\sum_{i j} I_{\left\{\left|x_{i j}\right| \geq \eta_{n} \sqrt{n}\right\}}\right) \leq \frac{1}{\eta_{n}^{2} n} \sum_{i j} \mathrm{E}\left|x_{i j}\right|^{2} I_{\left\{\left|x_{i j}\right| \geq \eta_{n} \sqrt{n}\right\}}=o(p)
$$

Then, applying Bernstein's inequality, one obtains

$$
\begin{equation*}
\mathrm{P}\left(\left\|F^{\mathbf{S}_{n} \mathbf{T}_{n}}-F^{\widetilde{\mathbf{S}}_{n} \mathbf{T}_{n}}\right\| \geq \varepsilon\right) \leq 2 \exp \left(-\frac{1}{8} \varepsilon^{2} p\right) \tag{4.3.2}
\end{equation*}
$$

which is summable. By the Borel-Cantelli lemma, we conclude that, with probability 1 ,

$$
\begin{equation*}
\left\|F^{\mathbf{S}_{n} \mathbf{T}_{n}}-F^{\widetilde{\mathbf{S}}_{n} \mathbf{T}_{n}}\right\| \rightarrow 0 \tag{4.3.3}
\end{equation*}
$$

We may do the centralization and rescaling of the $X$-variables in the same way as in Section 3.2. We leave the details to the reader.

### 4.3.3 Completing the Proof

Therefore, the proof of Theorem 4.1 can be done under the following additional conditions:

$$
\begin{align*}
& \left\|\mathbf{T}_{n}\right\| \leq \tau_{0} \\
& \left|x_{j k}\right| \leq \eta_{n} \sqrt{n} \\
& \mathrm{E}\left(x_{j k}\right)=0 \\
& \mathrm{E}\left|x_{j k}\right|^{2}=1 \tag{4.3.4}
\end{align*}
$$

Now, we will proceed in the proof of Theorem 4.1 by applying the MCT under the additional conditions above. We need to show the convergence of the spectral moments of $\mathbf{S}_{n} \mathbf{T}_{n}$. We have

$$
\begin{align*}
\beta_{k}\left(\mathbf{S}_{n} \mathbf{T}_{n}\right) & =\frac{1}{p} \mathrm{E}\left[\left(\mathbf{S}_{n} \mathbf{T}_{n}\right)^{k}\right] \\
& =p^{-1} n^{-k} \sum x_{i_{1} j_{1}} \bar{x}_{i_{2} j_{1}} t_{i_{2} i_{3}} x_{i_{3} j_{2}} \cdots x_{i_{2 k-1} j_{k}} \bar{x}_{i_{2 k} j_{k}} t_{i_{2 k} i_{1}} \\
& =p^{-1} n^{-k} \sum_{\mathbf{i}, \mathbf{j}} T(H(\mathbf{i})) X(Q(\mathbf{i}, \mathbf{j})), \tag{4.3.5}
\end{align*}
$$

where $Q(\mathbf{i}, \mathbf{j})$ is the $Q$-graph defined by $\mathbf{i}=\left(i_{1}, \cdots, i_{2 k}\right)$ and $\mathbf{j}=\left(j_{1}, \cdots, j_{k}\right)$ and $H(\mathbf{i})$ is the roof of $Q(\mathbf{i}, \mathbf{j})$. We shall prove the theorem by showing the following lemma.

Lemma 4.9. We have

$$
\begin{align*}
& \mathrm{E} \beta_{k}\left(\mathbf{S}_{n} \mathbf{T}_{n}\right) \rightarrow \beta_{k}^{s t}=\sum_{s=1}^{k} y^{k-s} \sum_{\substack{i_{1}+\cdots+i_{s}=k-s+1 \\
i_{1}+\cdots+s i_{i}=k}} \frac{k!}{s!} \prod_{m=1}^{s} \frac{H_{m}^{i_{m}}}{i_{m}!}  \tag{4.3.6}\\
& \mathrm{E}\left|\beta_{k}\left(\mathbf{S}_{n} \mathbf{T}_{n}\right)-\mathrm{E} \beta_{k}\left(\mathbf{S}_{n} \mathbf{T}_{n}\right)\right|^{4}=O\left(n^{-2}\right), \tag{4.3.7}
\end{align*}
$$

and the $\beta_{k}^{s t}$ 's satisfy the Carleman condition.
Proof. We first prove (4.3.6). Write

$$
\begin{equation*}
\mathrm{E} \beta_{k}\left(\mathbf{S}_{n} \mathbf{T}_{n}\right)=p^{-1} n^{-k} \sum_{Q} \sum_{Q(\mathbf{i}, \mathbf{j}) \in Q} T(H(\mathbf{i})) X(Q(\mathbf{i}, \mathbf{j})), \tag{4.3.8}
\end{equation*}
$$

where the first summation is taken for all canonical graphs and the second for all graphs isomorphic to the given canonical graph $Q$. Glue all coincident vertical edges of $Q$, and denote the resulting graph as $Q_{g l}$. Let each horizontal edge associate with the matrix $\mathbf{T}_{n}$. If a vertical edge of $Q_{g l}$ consists of $\mu$ up edges and $\nu$ down edges, then associated with this edge is the matrix

$$
\mathbf{T}(\mu, \nu)=\left[\mathrm{E} x_{i j}^{\nu} \bar{x}_{i j}^{\mu}\right]_{p \times n} .
$$

We call $\mu+\nu$ the multiplicity of the vertical edge of $Q_{g l}$.
Since the operator norm of a matrix is less than or equal to its Euclidean norm, it is easy to verify that

$$
\|\mathbf{T}(\mu, \nu)\| \leq \begin{cases}0, & \text { if } \mu+\nu=1  \tag{4.3.9}\\ o\left(n^{(\mu+\nu) / 2}\right), & \text { if } \mu+\nu>2 \\ \max (n, p), & \text { if } \mu+\nu=2\end{cases}
$$

One can also verify that $\|\mathbf{T}(\mu, \nu)\|_{0}$ satisfies the same inequality, where the definition of the norm $\|\cdot\|_{0}$ can be found in Theorem A. 35 .

Split the sum in (4.3.8) according to the three categories of the $\Delta$-graphs. If $Q \in Q_{2}$ (i.e., it contains a single vertical edge), the corresponding term is 0 . Hence, the sum corresponding to $Q_{2}$ is 0 .

Next, we consider the sum corresponding to $Q_{3}$. For a given canonical graph $Q \in Q_{3}$, using the notation defined in Lemma 4.5, by Lemma 4.5 and Theorem A.35, we have

$$
\begin{align*}
& \frac{1}{p n^{k}}\left|\sum_{Q(\mathbf{i}, \mathbf{j}) \in Q} T(H(\mathbf{i})) X(Q(\mathbf{i}, \mathbf{j}))\right| \\
\leq & \begin{cases}o(1) n^{-k-1} n^{\frac{1}{2}}\left(\sum_{i=1}^{m}\left(\mu_{i}+\nu_{i}-2\right)\right) \\
n^{r+s+1} & \text { if for some } i, \mu_{i}+\nu_{i}>2 \\
C n^{-k-1} n^{\frac{1}{2}}\left(\sum_{i=1}^{m}\left(\mu_{i}+\nu_{i}-2\right)\right) n^{r+s+1} & \text { if for all } i, \mu_{i}+\nu_{i}=2\end{cases} \\
= & o(1), \tag{4.3.10}
\end{align*}
$$

where we have used the fact that $\sum_{i=1}^{m}\left(\mu_{i}+\nu_{i}\right)=2 k$ and $r+s<m=k$ for the second case. Because the number of canonical graphs is bounded for fixed $k$, we have proved that the sum corresponding to $Q_{3}$ tends to 0 .

Finally, we consider the sum corresponding to all $Q_{1 \text {-graphs, those terms }}$ corresponding to canonical graphs with vertical edge multiplicities $\mu=\nu=1$. This condition implies that the expectation factor $X(Q(\mathbf{i}, \mathbf{j})) \equiv 1$. Then, (4.3.5) reduces to

$$
\begin{equation*}
\beta_{k}\left(\mathbf{S}_{n} \mathbf{T}_{n}\right)=p^{-1} n^{-r} \sum_{\mathbf{i}} T(H(\mathbf{i}))+o(1) \tag{4.3.11}
\end{equation*}
$$

where the summation runs over all possible heads of $Q_{1}$-graphs.
Denote the number of disjoint connected components of the head $H(Q)$ of a canonical $Q_{1}$-graph by $r+1$ and the sizes (the number of edges) of the connected components of $H(Q)$ by $\iota_{1}, \cdots, \iota_{r+1}$. We will show that

$$
\begin{equation*}
p^{-1} n^{-r} \sum_{H(\mathbf{i})_{\iota}} T(H(\mathbf{i})) \rightarrow y^{r} H_{\iota_{1}} \cdots H_{\iota_{r+1}}, \tag{4.3.12}
\end{equation*}
$$

where the summation $\sum_{H(\mathbf{i})_{\iota}}$ runs over an isomorphic class of heads $H(\mathbf{i})$ of $Q_{1}$-graph with indices $\left\{\iota_{1}, \cdots, \iota_{r+1}\right\}$ and

$$
H_{\ell}=\int_{-\tau_{0}}^{\tau_{0}} t^{\ell} d F^{T}(t)
$$

By Lemma 4.6, we have

$$
\begin{equation*}
\beta_{k}\left(\mathbf{S}_{n} \mathbf{T}_{n}\right)=p^{-1} \sum_{r=0}^{k-1} n^{-r} \sum_{i} \frac{k!}{i_{1}!\cdots i_{s}!s!} \sum_{H(\mathbf{i})_{\iota}} H(\mathbf{i})+o(1) \tag{4.3.13}
\end{equation*}
$$

where the summation $\sum_{i}$ runs over all solutions of the equations

$$
i_{1}+\cdots+i_{s}=r+1 \quad \text { and } \quad i_{1}+2 i_{2}+\cdots+s i_{s}=k
$$

When a roof of a canonical $Q_{1}$-graph consists of $1+r$ connected components with sizes $\iota_{1}, \cdots, \iota_{r+1}$, by the inclusion-exclusion principle we conclude that

$$
\sum_{H(\mathbf{i})_{\iota}}(t)_{H(\mathbf{i})}=\prod_{\ell=1}^{r+1}\left(\operatorname{tr} \mathbf{T}^{\nu_{\ell}}\right)(1+o(1))=p^{1+r}\left[\prod_{\ell=1}^{r+1} H_{\nu_{\ell}}+o(1)\right]
$$

which proves (4.3.12). Combining (4.3.10), (4.3.12), and (4.3.13), we obtain

$$
\begin{equation*}
\frac{1}{p} \mathrm{E}\left[(\mathbf{S T})^{k}\right]=\sum_{s=1}^{k} y^{k-s} \sum_{\substack{i_{1}+\cdots+i_{s}=k-s+1 \\ i_{1}+\cdots+s i_{s}=k}} \frac{k!}{s!} \prod_{m=1}^{s} \frac{H_{m}^{i_{m}}}{i_{m}!}+o(1) \tag{4.3.14}
\end{equation*}
$$

This completes the proof of (4.3.6).
Next, we prove (4.3.7). Similar to the proof of (4.3.5), for given $i_{1}, \cdots, i_{8 k}$ taking values in $\{1,2, \cdots, p\}$ and $j_{1}, \cdots, j_{4 k}$ taking values in $\{1,2, \cdots, n\}$, and for each $\ell=1,2,3,4$, we construct a $Q$-graph $G_{\ell}$ with the indices $\mathbf{i}_{\ell}=$ $\left(i_{2(\ell-1) k+1}, \cdots, i_{2 \ell k}\right)$ and $\mathbf{j}_{\ell}=\left(j_{(\ell-1) k+1}, \cdots, j_{\ell_{k}}\right)$. We then have

$$
\begin{align*}
& \mathrm{E}\left(\left|\frac{1}{p} \operatorname{tr}\left[(\mathbf{S T})^{k}\right]-\mathrm{E}\left(\frac{1}{p} \operatorname{tr}\left[(\mathbf{S T})^{k}\right]\right)\right|^{4}\right) \\
= & p^{-4} n^{-4 k} \sum_{\mathbf{i}_{1}, \mathbf{j}_{1}, \cdots, \mathbf{i}_{4}, \mathbf{j}_{4}}\left[\mathrm{E}\left(\prod_{\ell=1}^{4}(t x)_{G_{\ell}\left(\mathbf{i}_{\ell}, \mathbf{j}_{\ell}\right)}\right)-\left(\prod_{\ell=1}^{4} \mathrm{E}\left((t x)_{G_{\ell}\left(\mathbf{i}_{\ell}, \mathbf{j}_{\ell}\right)}\right)\right)\right] \tag{4.3.15}
\end{align*}
$$

where

$$
(t x)_{G_{\ell}\left(\mathbf{i}_{\ell} ; \mathbf{j}_{\ell}\right)}=\prod_{\ell=1}^{k}\left(t_{i_{f_{\ell}(2 \ell),}, i_{f_{\ell}(2 \ell+1)}} x_{i_{f_{\ell}(2 \ell-1)}, j_{g((\ell-1) k+\ell)}} \bar{x}_{i_{\ell}(2 \ell), j_{g((\ell-1) k+\ell)}}\right) .
$$

If, for some $\ell=1,2,3,4$, all vertical edges of $G_{\ell}$ do not coincide with any vertical edges of the other three graphs, then

$$
\left[\mathrm{E}\left(\prod_{\ell=1}^{4}(t x)_{G_{\ell}}\left(\mathbf{i}_{\ell}, \mathbf{j}_{\ell}\right)\right)-\left(\prod_{\ell=1}^{4} \mathrm{E}\left((t x)_{G_{\ell}}\left(\mathbf{i}_{\ell}, \mathbf{j}_{\ell}\right)\right)\right)\right]=0
$$

due to the independence of the $X$-variables. Therefore, $G=\cup G_{\ell}$ consists of either one or two connected components. Similar to the proof of (4.3.6), applying the second part of Theorem A.35, the sum of terms corresponding to graphs $G$ of two connected components has the order of $O\left(n^{4 k+2}\right)$, while the sum of terms corresponding to a connected graphs $G$ has the order of $O\left(n^{4 k+1}\right)$. From this, (4.3.7) follows.

Finally, we verify the Carleman condition. By elementary calculation, we have

$$
\left|\beta_{k}^{s t}\right| \leq \tau_{0}^{k}(1+\sqrt{y})^{2 k}
$$

which yields the Carleman condition. The proof of Lemma 4.9 is complete.
From (4.3.14) and (4.3.7), it follows that with probability 1

$$
\frac{1}{p} \operatorname{tr}\left[(\mathbf{S T})^{k}\right] \rightarrow \beta_{k}^{s t}=\sum_{s=1}^{k} y_{\substack{i_{1}+\ldots+i_{s}=k-s+1 \\ i_{1}+\cdots+s i_{s}=k}}^{k-s} \sum_{m=1} \frac{k!}{s!} \prod_{m}^{s} \frac{H_{m}^{i_{m}}}{i_{m}!}
$$

Applying the MCT, we obtain that, with probability 1, the ESD of ST tends to the nonrandom distribution determined by the moments $\beta_{k}^{s t}$.

The proof of the theorem is complete.

### 4.4 LSD of the $\boldsymbol{F}$-Matrix

In this section, we shall derive the LSD of a multivariate $F$-matrix.
Theorem 4.10. Let $\mathbf{F}=\mathbf{S}_{n 1} \mathbf{S}_{n 2}^{-1}$, where $\mathbf{S}_{n i}(i=1,2)$ is a sample covariance matrix with dimension $p$ and sample size $n_{i}$ with an underlying distribution of mean 0 and variance 1. If $\mathbf{S}_{n 1}$ and $\mathbf{S}_{n 2}$ are independent, $p / n_{1} \rightarrow y \in(0, \infty)$ and $p / n_{2} \rightarrow y^{\prime} \in(0,1)$. Then the LSD $F_{y, y^{\prime}}$ of $\mathbf{F}$ exists and has a density function given by

$$
F_{y, y^{\prime}}^{\prime}(x)= \begin{cases}\frac{\left(1-y^{\prime}\right) \sqrt{(b-x)(x-a)}}{2 \pi x\left(y+x y^{\prime}\right)}, & \text { when } a<x<b  \tag{4.4.1}\\ 0, & \text { otherwise }\end{cases}
$$

where $a=\left(\frac{1-\sqrt{y+y^{\prime}-y y^{\prime}}}{1-y^{\prime}}\right)^{2}$ and $b=\left(\frac{1+\sqrt{y+y^{\prime}-y y^{\prime}}}{1-y^{\prime}}\right)^{2}$.
Further, if $y>1$, then $F_{s t}$ has a point mass $1-1 / y$ at the origin.
Remark 4.11. If $\mathbf{S}_{n 2}=\frac{1}{n_{2}} \mathbf{X}_{n 2} \mathbf{X}_{n 2}^{*}$ and the entries of $\mathbf{X}_{n 2}$ come from a double array of iid random variables having finite fourth moment, under the condition $y^{\prime} \in(0,1)$, it will be proven in the next chapter that, with probability 1 , the smallest eigenvalue of $\mathbf{S}_{n 2}$ has a positive limit and thus $\mathbf{S}_{n 2}^{-1}$ is well defined. Then, the existence of $F_{s t}$ follows from Theorems 3.6 and 4.1. If the fourth moment does not exist, then $\mathbf{S}_{n 2}^{-1}$ may not exist. In this case, $\mathbf{S}_{n 2}^{-1}$ should be understood as the generalized Moore-Penrose inverse, and the conclusion of Theorem 4.10 remains true.

Proof. We first derive the generating function for the LSD of $\mathbf{S}_{n} \mathbf{T}_{n}$ in the next subsection. We use it to derive the Stieltjes transform of the LSD of multivariate $F$-matrices in the last subsection.

### 4.4.1 Generating Function for the $L S D$ of $\mathrm{S}_{n} \mathrm{~T}_{n}$

We compute the generating function $g(z)=1+\sum_{k=1}^{\infty} z^{k} \beta_{k}^{s t}$ of the LSD $F^{s t}$ of the matrix sequence $\left\{\mathbf{S}_{n} \mathbf{T}_{n}\right\}$ where the moments $\beta_{k}^{s t}$ are given by (4.3.6). For $k \geq 1, \beta_{k}^{s t}$ is the coefficient of $z^{k}$ in the Taylor expansion of

$$
\sum_{s=0}^{k} y^{k-s} \frac{k!}{s!(k-s+1)!}\left(\sum_{\ell=1}^{\infty} z^{\ell} H_{\ell}\right)^{k-s+1}+\frac{1}{y(k+1)}
$$

$$
\begin{equation*}
=\frac{1}{y(k+1)}\left[1+y \sum_{\ell=1}^{\infty} z^{\ell} H_{\ell}\right]^{k+1} \tag{4.4.2}
\end{equation*}
$$

where $H_{k}$ are the moments of the LSD $H$ of $\mathbf{T}_{n}$. Therefore, $\beta_{k}^{s t}$ can be written as

$$
\beta_{k}^{s t}=\frac{1}{2 \pi i y(k+1)} \oint_{|\zeta|=\rho} \zeta^{-k-1}\left[1+y \sum_{\ell=1}^{\infty} \zeta^{\ell} H_{\ell}\right]^{k+1} d \zeta
$$

for any $\rho \in\left(0,1 / \tau_{0}\right)$, which guarantees the convergence of the series $\sum \zeta^{\ell} H_{\ell}$.
Using the expression above, we can construct a generating function of $\beta_{k}^{s t}$ as follows. For all small $z$ with $|z|<1 / \tau_{0} b$, where $b=(1+\sqrt{y})^{2}$,

$$
\begin{aligned}
& g(z)-1=\frac{1}{2 \pi i y} \oint_{|\zeta|=\rho} \sum_{k=1}^{\infty} \frac{1}{k+1} z^{k} \zeta^{-1-k}\left(1+y \sum_{\ell=1}^{\infty} \zeta^{\ell} H_{\ell}\right)^{k+1} d \zeta \\
= & \frac{1}{2 \pi i y} \oint_{|\zeta|=\rho}\left[-\zeta^{-1}-y \sum_{\ell=1}^{\infty} \zeta^{\ell-1} H_{\ell}-\frac{1}{z} \log \left(1-z \zeta^{-1}-z y \sum_{\ell=1}^{\infty} \zeta^{\ell-1} H_{\ell}\right)\right] d \zeta \\
= & -\frac{1}{y}-\frac{1}{2 \pi i y z} \oint_{|\zeta|=\rho} \log \left(1-z \zeta^{-1}-z y \sum_{\ell=1}^{\infty} \zeta^{\ell-1} H_{\ell}\right) d \zeta .
\end{aligned}
$$

The exchange of summation and integral is justified provided that $|z|<$ $\rho /\left(1+y \sum \rho^{\ell}\left|H_{\ell}\right|\right)$. Therefore, we have

$$
\begin{equation*}
g(z)=1-\frac{1}{y}-\frac{1}{2 \pi i y z} \oint_{|\zeta|=\rho} \log \left(1-z \zeta^{-1}-z y \sum_{\ell=1}^{\infty} \zeta^{\ell-1} H_{\ell}\right) d \zeta \tag{4.4.3}
\end{equation*}
$$

Let $s_{F}(z)$ and $s_{H}(z)$ denote the Stieltjes transforms of $F^{s t}$ and $H$, respectively. It is easy to verify that

$$
\begin{aligned}
& -\frac{1}{z} s_{F}\left(\frac{1}{z}\right)=1+\sum_{k=1}^{\infty} z^{k} \beta_{k}^{s t} \\
& -\frac{1}{z} s_{H}\left(\frac{1}{z}\right)=1+\sum_{k=1}^{\infty} z^{k} H_{k}
\end{aligned}
$$

Then, from (4.4.3) it follows that
$\frac{1}{z} s_{F}\left(\frac{1}{z}\right)=\frac{1}{y}-1+\frac{1}{2 \pi i y z} \oint_{|\zeta|=\rho} \log \left(1-z \zeta^{-1}+\zeta^{-1} z y+\zeta^{-2} z y s_{H}\left(\frac{1}{\zeta}\right)\right) d \zeta$.

### 4.4.2 Completing the Proof of Theorem 4.10

Now, let us use (4.4.4) to derive the LSD of general multivariate $F$-matrices. A multivariate $F$-matrix is defined as a product of $\mathbf{S}_{n}$ with the inverse of another covariance matrix; i.e., $\mathbf{T}_{n}$ is the inverse of another covariance matrix with dimension $p$ and degrees of freedom $n_{2}$. To guarantee the existence of the inverse matrix, we assume that $p / n_{2} \rightarrow y^{\prime} \in(0,1)$. In this case, it is easy to verify that $H$ will have a density function

$$
H^{\prime}(x)= \begin{cases}\frac{1}{2 \pi y^{\prime} x^{2}} \sqrt{\left(x b^{\prime}-1\right)\left(1-a^{\prime} x\right)}, & \text { if } \frac{1}{b^{\prime}}<x<\frac{1}{a^{\prime}} \\ 0, & \text { otherwise }\end{cases}
$$

where $a^{\prime}=\left(1-\sqrt{y^{\prime}}\right)^{2}$ and $b^{\prime}=\left(1+\sqrt{y^{\prime}}\right)^{2}$. Noting that the $k$-th moment of $H$ is the $-k$-th moment of the Marčenko-Pastur law with index $y^{\prime}$, one can verify that

$$
\zeta^{-1} s_{H}\left(\frac{1}{\zeta}\right)=-\zeta s_{y^{\prime}}(\zeta)-1
$$

where $s_{y^{\prime}}$ is the Stieltjes transform of the M-P law with index $y^{\prime}$. Thus,

$$
\begin{equation*}
s_{F}(z)=\frac{1}{y z}-\frac{1}{z}+\frac{1}{2 \pi i y} \oint_{|\zeta|=\rho} \log \left(z-\zeta^{-1}-y s_{y^{\prime}}(\zeta)\right) d \zeta . \tag{4.4.5}
\end{equation*}
$$

By (3.3.1), we have

$$
\begin{equation*}
s_{y^{\prime}}(\zeta)=\frac{1-y^{\prime}-\zeta+\sqrt{\left(1+y^{\prime}-\zeta\right)^{2}-4 y^{\prime}}}{2 y^{\prime} \zeta} \tag{4.4.6}
\end{equation*}
$$

By integration by parts, we have

$$
\begin{align*}
& \frac{1}{2 \pi i y} \oint_{|\zeta|=\rho} \log \left(z-\zeta^{-1}-y s_{y^{\prime}}(\zeta)\right) d \zeta \\
= & -\frac{1}{2 \pi i y} \oint_{|\zeta|=\rho} \zeta \frac{\zeta^{-2}-y s_{y^{\prime}}^{\prime}(\zeta)}{z-\zeta^{-1}-y s_{y^{\prime}}(\zeta)} d \zeta \\
= & -\frac{1}{2 \pi i y} \oint_{|\zeta|=\rho} \frac{1-y \zeta^{2} s_{y^{\prime}}^{\prime}(\zeta)}{z \zeta-1-y \zeta s_{y^{\prime}}(\zeta)} d \zeta . \tag{4.4.7}
\end{align*}
$$

For easy evaluation of the integral, we make a variable change from $\zeta$ to $s$.
Note that $s_{y^{\prime}}$ is a solution of the equation (see (3.3.8) with $\delta=0$ )

$$
\begin{equation*}
s=\frac{1}{1-\zeta-y^{\prime}-\zeta y^{\prime} s} \tag{4.4.8}
\end{equation*}
$$

From this, we have

$$
\begin{aligned}
\zeta & =\frac{s-s y^{\prime}-1}{s+s^{2} y^{\prime}} \\
\frac{d s}{d \zeta} & =\frac{s+s^{2} y^{\prime}}{1-y^{\prime}-\zeta-2 s y^{\prime} \zeta}=\frac{s^{2}\left(1+s y^{\prime}\right)^{2}}{1+2 s y^{\prime}-s^{2} y^{\prime}\left(1-y^{\prime}\right)}
\end{aligned}
$$

Note that when $\zeta$ runs along $\zeta=\rho$ anticlockwise, $s$ will also run along a contour $\mathcal{C}$ anticlockwise. Therefore,

$$
\begin{aligned}
& -\frac{1}{2 \pi i y} \oint_{|\zeta|=\rho} \frac{1-y \zeta^{2}\left(d s_{y^{\prime}}(\zeta) / d \zeta\right)}{z \zeta-1-y \zeta s_{y^{\prime}}(\zeta)} d \zeta \\
= & -\frac{1}{2 \pi i y} \oint_{\mathcal{C}} \frac{1+2 s y^{\prime}-s^{2} y^{\prime}\left(1-y^{\prime}\right)-y\left(s-s y^{\prime}-1\right)^{2}}{s\left(1+s y^{\prime}\right)\left[z\left(s-s y^{\prime}-1\right)-s\left(1+s y^{\prime}\right)-y s\left(s-s y^{\prime}-1\right)\right]} d s \\
= & -\frac{1}{2 \pi i y} \oint_{\mathcal{C}} \frac{\left(y^{\prime}+y-y y^{\prime}\right)\left(1-y^{\prime}\right) s^{2}-2 s\left(y^{\prime}+y-y y^{\prime}\right)-1+y}{\left(s+s^{2} y^{\prime}\right)\left[\left(y^{\prime}+y-y y^{\prime}\right) s^{2}+s\left((1-y)-z\left(1-y^{\prime}\right)\right)+z\right]} d s .
\end{aligned}
$$

The integrand has 4 poles at $s=0,-1 / y^{\prime}$ and

$$
\begin{aligned}
s_{1}, s_{2} & =\frac{-(1-y)+z\left(1-y^{\prime}\right) \pm \sqrt{\left((1-y)+z\left(1-y^{\prime}\right)\right)^{2}-4 z}}{2\left(y+y^{\prime}-y y^{\prime}\right)} \\
& =\frac{2 z}{-(1-y)+z\left(1-y^{\prime}\right) \mp \sqrt{\left((1-y)+z\left(1-y^{\prime}\right)\right)^{2}-4 z}}
\end{aligned}
$$

(the convention being that the first function takes the top operation).
We need to decide which pole is located inside the contour $\mathcal{C}$. From (4.4.8), it is easy to see that when $\rho$ is small, for all $|\zeta| \leq \rho, s_{y^{\prime}}(\zeta)$ is close to $\frac{1}{1-y}$; that is, the contour $\mathcal{C}$ and its inner region are around $\frac{1}{1-y}$. Hence, 0 and $-1 / y^{\prime}$ are not inside the contour $\mathcal{C}$.

Let $z=u+i v$ with large $u$ and $v>0$. Then we have

$$
\Im\left(\left((1-y)+z\left(1-y^{\prime}\right)\right)^{2}-4 z\right)=2 v\left[(1-y)\left(u\left(1-y^{\prime}\right)+(1-y)\right)-2\right]>0 .
$$

By the convention for the square root of complex numbers, both real and imaginary parts of $\sqrt{\left((1-y)+z\left(1-y^{\prime}\right)\right)^{2}-4 z}$ are positive. Therefore, $\left|s_{1}\right|>\left|s_{2}\right|$ and $s_{1}$ may take very large values. Also, $s_{2}$ will stay around $1 /\left(1-y^{\prime}\right)$. We conclude that only $s_{2}$ is the pole inside the contour $\mathcal{C}$ for all $z$ with large real part and positive imaginary part.

Now, let us compute the residue at $s_{2}$. By using $s_{1} s_{2}=z /\left(y+y^{\prime}-y y^{\prime}\right)$, the residue is given by

$$
\begin{aligned}
R & =\frac{\left(y^{\prime}+y-y y^{\prime}\right)\left(1-y^{\prime}\right) s_{2}^{2}-2 s_{2}\left(y^{\prime}+y-y y^{\prime}\right)-1+y}{\left(s_{2}+s_{2}^{2} y^{\prime}\right)\left(y^{\prime}+y-y y^{\prime}\right)\left(s_{2}-s_{1}\right)} \\
& =\frac{\left(1-y^{\prime}\right) z s_{2} s_{1}^{-1}-2 z s_{1}^{-1}-1+y}{\left(z s_{1}^{-1}+z s_{2} s_{1}^{-1} y^{\prime}\right)\left(s_{2}-s_{1}\right)}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{z\left(1-y^{\prime}\right) s_{2}-2 z-(1-y) s_{1}}{z\left(1+s_{2} y^{\prime}\right)\left(s_{2}-s_{1}\right)} \\
& =\frac{\left[\left(1-y+z-z y^{\prime}\right)-\sqrt{\left((1-y)+z\left(1-y^{\prime}\right)\right)^{2}-4 z}\right]\left(y+y^{\prime}-y y^{\prime}\right)}{z\left(2 y+y^{\prime}-y y^{\prime}+z y^{\prime}\left(1-y^{\prime}\right)-y^{\prime} \sqrt{\left((1-y)+z\left(1-y^{\prime}\right)\right)^{2}-4 z}\right)} .
\end{aligned}
$$

Multiplying both the numerator and denominator by $2 y+y^{\prime}-y y^{\prime}+z y^{\prime}(1-$ $\left.y^{\prime}\right)+y^{\prime} \sqrt{\left((1-y)+z\left(1-y^{\prime}\right)\right)^{2}-4 z}$, after simplification we obtain

$$
R=\frac{y\left(1-y+z-z y^{\prime}\right)+2 y^{\prime} z-y \sqrt{\left((1-y)+z\left(1-y^{\prime}\right)\right)^{2}-4 z}}{2 z\left(y z+y^{\prime}\right)} .
$$

So, for all large $z \in \mathbb{C}^{+}$,
$s_{F}(z)=\frac{1}{z y}-\frac{1}{z}-\frac{y\left(z\left(1-y^{\prime}\right)+1-y\right)+2 z y^{\prime}-y \sqrt{\left((1-y)+z\left(1-y^{\prime}\right)\right)^{2}-4 z}}{2 z y\left(y+z y^{\prime}\right)}$.
Since $s_{F}(z)$ is analytic on $\mathbb{C}^{+}$, the identity above is true for all $z \in \mathbb{C}^{+}$. Now, using Theorem B.10, letting $z \downarrow x+i 0, \pi^{-1} \Im s_{F}(z)$ tends to the density function of the LSD of multivariate $F$-matrices; that is,

$$
\begin{cases}\frac{\sqrt{4 x-\left((1-y)+x\left(1-y^{\prime}\right)\right)^{2}}}{2 \pi x\left(y+y^{\prime} x\right)}, & \text { when } 4 x-\left((1-y)+x\left(1-y^{\prime}\right)\right)^{2}>0 \\ 0, & \text { otherwise }\end{cases}
$$

This is equivalent to (4.4.1). Now we determine the possible atom at 0 by the fact that as $z=u+i v \rightarrow 0$ with $v>0, z s_{F}(z) \rightarrow-F(\{0\})$. We have

$$
\Im\left(\left(1-y+z\left(1-y^{\prime}\right)\right)^{2}-4 z\right)=2 v\left[\left(1-y+u\left(1-y^{\prime}\right)\right)\left(1-y^{\prime}\right)-2\right]<0 .
$$

Hence $\Re\left(\sqrt{\left(1-y+z\left(1-y^{\prime}\right)\right)^{2}-4 z}\right)<0$. Thus $\sqrt{\left(1-y+z\left(1-y^{\prime}\right)\right)^{2}-4 z}$ $\rightarrow-|1-y|$. Consequently,

$$
\begin{aligned}
F(\{0\}) & =-\lim _{z \rightarrow 0} z s_{F}(z)=1-\frac{1}{y}+\frac{1-y+|1-y|}{2 y} \\
& = \begin{cases}1-\frac{1}{y}, & \text { if } y>1 \\
0, & \text { otherwise. }\end{cases}
\end{aligned}
$$

This conclusion coincides with the intuitive observation that the matrix $\mathbf{S}_{n} \mathbf{T}_{n}$ has $p-n 0$ eigenvalues.

This completes the proof of the theorem.

### 4.5 Proof of Theorem 4.3

In this section, we shall present a proof of Theorem 4.3 by using Stieltjes transforms. We shall prove it under a weaker condition that the entries of $\mathbf{X}_{n}$ satisfy (3.2.1). Steps in the proof follow along the same way as earlier proofs, with the additional step of verifying the uniqueness of solutions to (4.1.2). We first handle truncation and centralization.

### 4.5.1 Truncation and Centralization

Using similar arguments as in the proof of Theorem 4.1, we may assume $\mathbf{A}_{n}$ and $\mathbf{T}_{n}$ are nonrandom. Also, using the truncation approach given in the proof of Theorem 4.1, we may truncate the diagonal entries of the matrix $\mathbf{T}_{n}$ and thus we may assume additionally that $\left|\tau_{k}^{(n)}\right| \leq \tau_{0}$.

Now, let us proceed to truncate and centralize the $x$-variables. Choose $\left\{\eta_{n}\right\}$ such that $\eta_{n} \rightarrow 0$ and

$$
\begin{equation*}
\frac{1}{n^{2} \eta_{n}^{8}} \sum_{i j} \mathrm{E}\left|X_{i j}^{2}\right| I\left(\left|x_{i j}\right| \geq \eta_{n} \sqrt{n}\right) \rightarrow 0 \tag{4.5.1}
\end{equation*}
$$

Set $\widehat{x}_{i j}=x_{i j} I\left(\left|x_{i j}\right|<\eta_{n} \sqrt{n}\right)$ and $\tilde{x}_{i j}=\left[\widehat{x}_{i j}-\mathrm{E}\left(\widehat{x}_{i j}\right)\right]$, and define $\widehat{\mathbf{X}}_{n}, \widetilde{\mathbf{X}}_{n}$, $\widehat{\mathbf{B}}_{n}$, and $\widetilde{\mathbf{B}}_{n}$ as analogues of $\mathbf{X}_{n}$ and $\mathbf{B}_{n}$ by the corresponding $\widehat{x}_{i j}$ and $\tilde{x}_{i j}$, respectively. At first, by the second conclusion of Theorem A.44, we have

$$
\begin{aligned}
\left\|F^{\mathbf{B}_{n}}-F^{\widehat{\mathbf{B}}_{n}}\right\| & \leq \frac{2}{p} \operatorname{rank}\left(\mathbf{X}_{n}-\widehat{\mathbf{X}}_{n}\right) \\
& \leq \frac{2}{p} \sum_{i j} I\left(\left|x_{i j}\right| \geq \eta_{n} \sqrt{n}\right) .
\end{aligned}
$$

Applying Bernstein's inequality, one may easily show that

$$
\left\|F^{\mathbf{B}_{n}}-F^{\widehat{\mathbf{B}}_{n}}\right\| \rightarrow 0, \quad \text { a.s. }
$$

Then, we will show that

$$
\begin{equation*}
L\left(F^{\widehat{\mathbf{B}}_{n}}, F^{\widetilde{\mathbf{B}}_{n}}\right) \rightarrow 0, \quad \text { a.s. } \tag{4.5.2}
\end{equation*}
$$

By Theorem A.46, we have

$$
\begin{aligned}
L\left(F^{\widehat{\mathbf{B}}_{n}}, F^{\widetilde{\mathbf{B}}_{n}}\right) & \leq \max _{k}\left|\lambda_{k}\left(\widehat{\mathbf{B}}_{n}\right)-\lambda_{k}\left(\widetilde{\mathbf{B}}_{n}\right)\right| \\
& \leq \frac{1}{n}\left\|\widehat{\mathbf{X}}_{n} \mathbf{T}_{n} \widehat{\mathbf{X}}_{n}^{*}-\widetilde{\mathbf{X}}_{n} \mathbf{T}_{n} \widetilde{\mathbf{X}}_{n}^{*}\right\|
\end{aligned}
$$

$$
\leq \frac{2}{n}\left\|\left(\mathrm{E} \widehat{\mathbf{X}}_{n}\right) \mathbf{T}_{n} \widetilde{\mathbf{X}}_{n}^{*}\right\|+\frac{1}{n}\left\|\left(\mathrm{E} \widehat{\mathbf{X}}_{n}\right) \mathbf{T}_{n}\left(\mathrm{E} \widehat{\mathbf{X}}_{n}^{*}\right)\right\|
$$

At first, we have

$$
\begin{aligned}
\frac{1}{n}\left\|\left(\mathrm{E} \widehat{\mathbf{X}}_{n}\right) \mathbf{T}_{n}\left(\mathrm{E} \widehat{\mathbf{X}}_{n}\right)^{*}\right\| & =\frac{1}{n}\left\|\mathrm{E} \widehat{\mathbf{X}}_{n}\right\|^{2}\left\|\mathbf{T}_{n}\right\| \\
& \leq \tau_{0} n^{-1} \sum_{i j}\left|\mathrm{E} x_{i j} I\left(\left|x_{i j}\right| \leq \eta_{n} \sqrt{n}\right)\right|^{2} \\
& \leq \frac{\tau_{0}}{n^{2} \eta_{n}} \sum_{i j} \mathrm{E}\left|x_{i j}^{2}\right| I\left(\left|x_{i j}\right| \geq \eta_{n} \sqrt{n}\right) \rightarrow 0
\end{aligned}
$$

Then, we shall complete the proof of (4.5.2) by showing that

$$
\begin{equation*}
\frac{1}{n}\left\|\left(\mathrm{E} \widehat{\mathbf{X}}_{n}\right) \mathbf{T}_{n} \widetilde{\mathbf{X}}_{n}^{*}\right\| \rightarrow 0, \text { a.s. } \tag{4.5.3}
\end{equation*}
$$

We have

$$
\begin{aligned}
\left(\frac{1}{n}\left\|\left(\mathrm{E} \widehat{\mathbf{X}}_{n}\right) \mathbf{T}_{n} \widetilde{\mathbf{X}}_{n}^{*}\right\|\right)^{2} & \leq \frac{1}{n^{2}} \sum_{i k}\left|\sum_{j=1}^{p}\left(\mathrm{E} \widehat{x}_{i j}\right) \tau_{j} \overline{\tilde{x}}_{k j}\right|^{2} \\
& \leq J_{1}+J_{2}+J_{3}
\end{aligned}
$$

where

$$
\begin{aligned}
& J_{1}=\frac{1}{n^{2}} \sum_{k=1}^{n} \sum_{j=1}^{p} \sum_{i=1}^{n}\left|\mathrm{E} \widehat{x}_{i j} \tau_{j}\right|^{2}\left|\tilde{x}_{k j}\right|^{2}, \\
& J_{2}=\frac{1}{n^{2}} \sum_{k=1}^{n} \sum_{j_{1}<j_{2}}^{p}\left(\sum_{i=1}^{n} \mathrm{E} \widehat{x}_{i j_{1}} \mathrm{E} \overline{\widehat{x}}_{i j_{2}} \tau_{j_{1}} \tau_{j_{2}}\right) \tilde{x}_{k j_{1}} \overline{\tilde{x}}_{k j_{2}}, \\
& J_{3}=\frac{1}{n^{2}} \sum_{k=1}^{n} \sum_{j_{1}>j_{2}}^{p}\left(\sum_{i=1}^{n} \mathrm{E} \widehat{x}_{i j_{1}} \mathrm{E} \overline{\widehat{x}}_{i j_{2}} \tau_{j_{1}} \tau_{j_{2}}\right) \tilde{x}_{k j_{1}} \overline{\tilde{x}}_{k j_{2}} .
\end{aligned}
$$

Using (4.5.1), we can prove

$$
\begin{aligned}
\mathrm{E} J_{1} & =\frac{1}{n^{2}} \sum_{i k} \sum_{j=1}^{p}\left|\mathrm{E} \widehat{x}_{i j} \tau_{j}\right|^{2} \mathrm{E}\left|\tilde{x}_{k j}\right|^{2} \\
& =\left.\frac{\tau_{0}^{2}}{n^{2} \eta_{n}^{2}} \sum_{i j}|\mathrm{E}| x_{i j}\right|^{2} I\left(\left|x_{i j}\right| \geq \eta_{n} \sqrt{n}\right) \rightarrow 0
\end{aligned}
$$

and

$$
\begin{aligned}
\mathrm{E}\left|J_{1}-\mathrm{E} J_{1}\right|^{4} \leq & \frac{\tau_{0}^{8}}{n^{8}}\left[\left.\left.\sum_{k j} \mathrm{E}| | \tilde{x}_{k j}^{2}|-1|^{4}\left|\sum_{i=1}^{n}\right| \mathrm{E} \widehat{x}_{i j}\right|^{2}\right|^{4}\right. \\
& \left.+3\left(\left.\left.\sum_{k j} \mathrm{E}| | \tilde{x}_{k j}^{2}|-1|^{2}\left|\sum_{i=1}^{n}\right| \mathrm{E} \widehat{x}_{i j}\right|^{2}\right|^{2}\right)^{2}\right] \\
= & O\left(n^{-2}\right)
\end{aligned}
$$

The preceding two formulas imply that $J_{1} \rightarrow 0$, a.s.
Furthermore, we have

$$
\begin{aligned}
\mathrm{E}\left|J_{2}\right|^{4} \leq & \frac{\tau_{0}^{8}}{n^{8}}\left[\sum_{k=1}^{n} \sum_{j_{1}<j_{2}} \mathrm{E}\left|\tilde{x}_{k j_{1}}^{4}\right| \mathrm{E}\left|\tilde{x}_{k j_{2}}^{4}\right|\left|\sum_{i=1}^{n} \mathrm{E} \widehat{x}_{i j_{1}} \mathrm{E} \overline{\widehat{x}}_{i j_{2}}\right|^{4}\right. \\
& \left.+3\left(\sum_{k=1}^{n} \sum_{j_{1}<j_{2}} \mathrm{E}\left|\tilde{x}_{k j_{1}}^{2}\right| \mathrm{E}\left|\tilde{x}_{k j_{2}}^{2}\right|\left|\sum_{i=1}^{n} \mathrm{E} \widehat{x}_{i j_{1}} \mathrm{E} \overline{\widehat{x}}_{i j_{2}}\right|^{2}\right)^{2}\right] \\
= & O\left(n^{-2}\right)
\end{aligned}
$$

and similarly

$$
\mathrm{E}\left|J_{3}\right|^{4}=O\left(n^{-2}\right)
$$

These two imply that $J_{2}, J_{3} \rightarrow 0$, a.s. Thus we have proved (4.5.3). Consequently, (4.5.2) follows.

Therefore, in what follows, we shall assume that:
(i) For each $n, x_{i j}$ are independent.
(ii) $\left|x_{i j}\right| \leq \eta_{n} \sqrt{n}$.
(iii) $\mathrm{E} x_{i j}=0$.
(iv) $1 \geq \frac{1}{n p} \sum_{i j} \mathrm{E}\left|x_{i j}\right|^{2} \rightarrow 1$.

The details of the proofs are given in the next section.

### 4.5.2 Proof by the Stieltjes Transform

Let

$$
s_{n}(z)=\frac{1}{n} \operatorname{tr}\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1} .
$$

Assume first that $F^{A}$, the LSD of the sequence $\mathbf{A}_{n}$, is the zero measure. Then $s_{A}(z) \equiv 0$ for any $z \in \mathbb{C}^{+}$. In this case, the proof of (4.1.2) reduces to showing that $s_{n}(z) \rightarrow 0$. We have that, except for $o(n)$ eigenvalues of $\mathbf{A}_{n}$, all other eigenvalues of $\mathbf{A}_{n}$ will tend to $\pm$ infinity. Let $\lambda_{k}(\mathbf{A})$ denote the $k$-th largest singular value of matrix A. By Theorem A.8, we have

$$
\begin{equation*}
\lambda_{i+j+1}\left(\mathbf{A}_{n}\right) \leq \lambda_{i+1}\left(\mathbf{B}_{n}\right)+\lambda_{j+1}\left(-\frac{1}{n} \mathbf{X}_{n} \mathbf{T}_{n} \mathbf{X}_{n}^{*}\right) \tag{4.5.4}
\end{equation*}
$$

Since $\left\|\mathbf{T}_{n}\right\| \leq \tau_{0}$,

$$
\lambda_{j+1}\left(-\frac{1}{n} \mathbf{X}_{n} \mathbf{T}_{n} \mathbf{X}_{n}^{*}\right) \leq \tau_{0} \lambda_{j+1}\left(\frac{1}{n} \mathbf{X}_{n} \mathbf{X}_{n}^{*}\right)
$$

Let $j_{0}$ be an integer such that $\lambda_{j_{0}+1}\left(\frac{1}{n} \mathbf{X}_{n} \mathbf{X}_{n}^{*}\right)<b+1 \leq \lambda_{j_{0}}\left(\frac{1}{n} \mathbf{X}_{n} \mathbf{X}_{n}^{*}\right)$. Since the ESD of $\frac{1}{n} \mathbf{X}_{n} \mathbf{X}_{n}^{*}$ converges a.s. to the Marčenko-Pastur law with spectrum bounded in $[0, b]$, it follows that $j_{0}=o(n)$. For any $M>0$, define $\nu_{0}$ to be such that $\lambda_{n-\nu_{0}+2}\left(\mathbf{A}_{n}\right)<M \leq \lambda_{n-\nu_{0}+1}\left(\mathbf{A}_{n}\right)$. By the assumption that $F^{A}$ is a zero measure, we conclude that $\nu_{0}=o(n)$. Define $i_{0}=n-\nu_{0}-j_{0}$. By (4.5.4), we have

$$
\lambda_{i_{0}+1}\left(\mathbf{B}_{n}\right) \geq \lambda_{n-\nu_{0}+1}-\lambda_{j_{0}+1}\left(-\frac{1}{n} \mathbf{X}_{n} \mathbf{T}_{n} \mathbf{X}_{n}^{*}\right) \geq M-b-1
$$

This shows that except $o(n)$ eigenvalues of $\mathbf{B}_{n}$, the absolute values of all its other eigenvalues will be larger than $M-b-1$. By the arbitrariness of $M$, we conclude that except for $o(n)$ eigenvalues of $\mathbf{B}_{n}$, all its other eigenvalues tend to infinity. This shows that $F^{\mathbf{B}_{n}}$ tends to a zero measure or $s_{n}(z) \rightarrow 0$, a.s., so that (4.1.2) holds trivially.

Now, we assume that $F^{A} \neq 0$. We claim that for any subsequence $n^{\prime}$, with probability one, $F^{\mathbf{B}_{n^{\prime}}} \nrightarrow 0$. Otherwise, using the same arguments given above, one may show that $F^{\mathbf{A}_{n^{\prime}}} \rightarrow 0=F^{A}$, a contradiction. This shows that, with probability 1 , there is a constant $m$ such that

$$
\inf _{n} F^{\mathbf{B}_{n}}([-m, m])>0
$$

which simply implies that

$$
\begin{equation*}
\delta=\inf _{n}\left|\operatorname{E} s_{n}(z)\right| \geq \inf _{n} \mathrm{E} \Im\left(s_{n}(z)\right) \geq \operatorname{Einf}_{n} \int \frac{v d F^{\mathbf{B}_{n}}(x)}{(x-u)^{2}+v^{2}}>0 \tag{4.5.5}
\end{equation*}
$$

Now, we shall complete the proof of Theorem 4.3 by showing:
(a) $s_{n}(z)-\mathrm{E} s_{n}(z) \rightarrow 0$, a.s.
(b) $\mathrm{E} s_{n}(z) \rightarrow s(z)$,
which satisfies (4.1.2).
(c) The equation (4.1.2) has a unique solution in $\mathbb{C}^{+}$.

## Step 1. Proof of (4.5.6)

Let $\mathbf{x}_{k}$ denote the $k$-th column of $\mathbf{X}_{n}$, and set

$$
\begin{aligned}
\mathbf{q}_{k} & =\frac{1}{\sqrt{n}} \mathbf{x}_{k} \\
\mathbf{B}_{k, n} & =\mathbf{B}_{n}-\tau_{k} \mathbf{q}_{k} \mathbf{q}_{k}^{*}
\end{aligned}
$$

Write $\mathrm{E}_{k}$ to denote the conditional expectation given $\mathbf{x}_{k+1}, \cdots, \mathbf{x}_{p}$. With this notation, we have $s_{n}(z)=\mathrm{E}_{0}\left(s_{n}(z)\right)$ and $\mathrm{E}\left(s_{n}(z)\right)=\mathrm{E}_{p}\left(s_{n}(z)\right)$. Therefore, we have

$$
\begin{aligned}
s_{n}(z)-\mathrm{E}\left(s_{n}(z)\right) & =\sum_{k=1}^{p}\left[\mathrm{E}_{k-1}\left(s_{n}(z)\right)-\mathrm{E}_{k}\left(s_{n}(z)\right)\right] \\
& \left.=\frac{1}{n} \sum_{k=1}^{p}\left[\mathrm{E}_{k-1}-\mathrm{E}_{k}\right]\left(\operatorname{tr}\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1}\right)-\operatorname{tr}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1}\right) \\
& =\frac{1}{n} \sum_{k=1}^{p}\left[\mathrm{E}_{k-1}-\mathrm{E}_{k}\right] \gamma_{k}
\end{aligned}
$$

where

$$
\gamma_{k}=\frac{\tau_{k} \mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-2} \mathbf{q}_{k}}{1+\tau_{k} \mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}}
$$

By (A.1.11), we have

$$
\begin{equation*}
\left|\gamma_{k}\right| \leq \frac{\left|\tau_{k} \mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-2} \mathbf{q}_{k}\right|}{\left|\Im\left(1+\tau_{k} \mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}\right)\right|} \leq v^{-1} \tag{4.5.9}
\end{equation*}
$$

Note that $\left\{\left[\mathrm{E}_{k-1}-\mathrm{E}_{k}\right] \gamma_{k}\right\}$ forms a bounded martingale difference sequence. By applying Burkholder's inequality (see Lemma 2.12), one can easily show that, for any $\ell>1$,

$$
\begin{align*}
\mathrm{E}\left|s_{n}(z)-\mathrm{E} s_{n}(z)\right|^{\ell} & \leq K_{p} n^{-\ell} \mathrm{E}\left(\sum_{k=1}^{n}\left|\left(\mathrm{E}_{k-1}-\mathrm{E}_{k}\right) \gamma_{k}\right|^{2}\right)^{\ell / 2} \\
& \leq K_{\ell}(2 / v)^{\ell} n^{-\ell / 2} \tag{4.5.10}
\end{align*}
$$

From this, with $p>2$, it follows easily that

$$
\frac{1}{n} \sum_{k=1}^{p}\left[\mathrm{E}_{k-1}-\mathrm{E}_{k}\right] \gamma_{k} \rightarrow 0, \text { a.s. }
$$

Then, what is to be shown follows.

## Step 2. Proof of (4.5.7)

Let $s_{\mathbf{A}_{n}}(z)$ denote the Stieltjes transform of the ESD of $\mathbf{A}_{n}$. Write

$$
x=x_{n}=\frac{1}{n} \sum_{k=1}^{p} \frac{\tau_{k}}{1+\tau_{k} \operatorname{Es} s_{n}(z)}
$$

It is easy to verify that $\Im x \leq 0$. Write

$$
\mathbf{B}_{n}-z \mathbf{I}=\mathbf{A}_{n}-(z-x) \mathbf{I}+\sum_{k=1}^{p} \tau_{k} \mathbf{q}_{k} \mathbf{q}_{k}^{*}-x \mathbf{I}
$$

Then, we have

$$
\begin{aligned}
& \left(\mathbf{A}_{n}-(z-x) \mathbf{I}\right)^{-1}-\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1} \\
= & \left(\mathbf{A}_{n}-(z-x) \mathbf{I}\right)^{-1}\left(\sum_{k=1}^{p} \tau_{k} \mathbf{q}_{k} \mathbf{q}_{k}^{*}-x \mathbf{I}\right)\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1}
\end{aligned}
$$

From this and the definition of the Stieltjes transform of the ESD of random matrices, using the formula

$$
\begin{equation*}
\mathbf{q}_{k}^{*}\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1}=\frac{\mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1}}{1+\tau_{k} \mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}} \tag{4.5.11}
\end{equation*}
$$

we have

$$
\begin{aligned}
s_{\mathbf{A}_{n}}(z-x)-s_{n}(z)= & \frac{1}{n} \operatorname{tr}\left(\mathbf{A}_{n}-(z-x) \mathbf{I}\right)^{-1}\left(\sum_{k=1}^{p} \tau_{k} \mathbf{q}_{k} \mathbf{q}_{k}^{*}-x \mathbf{I}\right)\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1} \\
= & \frac{1}{n} \operatorname{tr}\left(\mathbf{A}_{n}-(z-x) \mathbf{I}\right)^{-1} \sum_{k=1}^{p} \tau_{k} \mathbf{q}_{k} \mathbf{q}_{k}^{*}\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1} \\
& -\frac{x}{n} \operatorname{tr}\left(\mathbf{A}_{n}-(z-x) \mathbf{I}\right)^{-1}\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1} \\
= & \frac{1}{n} \sum_{k=1}^{p} \frac{\tau_{k} d_{k}}{1+\tau_{k} \mathrm{E} s_{n}(z)}
\end{aligned}
$$

where

$$
\begin{aligned}
d_{k}= & \frac{1+\tau_{k} E s_{n}(z)}{1+\tau_{k} \mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}} \mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1}\left(\mathbf{A}_{n}-(z-x) \mathbf{I}\right)^{-1} \mathbf{q}_{k} \\
& -\frac{1}{n} \operatorname{tr}(\mathbf{B}-z \mathbf{I})^{-1}\left(\mathbf{A}_{n}-(z-x) \mathbf{I}\right)^{-1}
\end{aligned}
$$

Write $d_{k}=d_{k 1}+d_{k 2}+d_{k 3}$, where

$$
\begin{aligned}
& d_{k 1}=\frac{1}{n} \operatorname{tr}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1}\left(\mathbf{A}_{n}-(z-x) \mathbf{I}\right)^{-1}-\frac{1}{n} \operatorname{tr}\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1}\left(\mathbf{A}_{n}-(z-x) \mathbf{I}\right)^{-1} \\
& d_{k 2}=\mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1}\left(\mathbf{A}_{n}-(z-x) \mathbf{I}\right)^{-1} \mathbf{q}_{k}-\frac{1}{n} \operatorname{tr}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1}\left(\mathbf{A}_{n}-(z-x) \mathbf{I}\right)^{-1} \\
& d_{k 3}=\frac{\tau_{k}\left(E s_{n}(z)-\mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}\right)\left(\mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1}\left(\mathbf{A}_{n}-(z-x) \mathbf{I}\right)^{-1} \mathbf{q}_{k}\right)}{1+\tau_{k} \mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}} .
\end{aligned}
$$

Noting that $\left\|\left(\mathbf{A}_{n}-(z-x) \mathbf{I}\right)^{-1}\right\| \leq v^{-1}$, we have

$$
\begin{aligned}
\left|d_{k 1}\right| & =\frac{1}{n}\left|-\frac{\tau_{k} \mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1}\left(\mathbf{A}_{n}-(z-x) \mathbf{I}\right)^{-1}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}}{1+\tau_{k} \mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}}\right| \\
& \leq n^{-1} v^{-1} \frac{\left|\tau_{k}\right| \mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1}\left(\mathbf{B}_{k, n}-\bar{z} \mathbf{I}\right)^{-1} \mathbf{q}_{k}}{\left|\Im\left(1+\tau_{k} \mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}\right)\right|} \\
& \leq \frac{1}{n v^{2}}
\end{aligned}
$$

Therefore, by (4.5.5), we obtain

$$
\frac{1}{n} \sum_{k=1}^{p} \frac{\left|\tau_{k} d_{k 1}\right|}{\left|1+\tau_{k} \mathrm{E} s_{n}(z)\right|} \leq \frac{1}{n v^{2} \delta} \rightarrow 0
$$

Obviously, $\mathrm{E} d_{k 2}=0$.
To estimate $\mathrm{E} d_{k 3}$, we first show that

$$
\begin{equation*}
\left|\frac{\tau_{k}\left(\mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1}\left(\mathbf{A}_{n}-(z-x) \mathbf{I}\right)^{-1} \mathbf{q}_{k}\right)}{1+\tau_{k} \mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}}\right| \leq 2 \tau_{0} v^{-2}\left\|\mathbf{q}_{k}\right\|^{2} \tag{4.5.12}
\end{equation*}
$$

One can consider $\mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k} /\left\|\mathbf{q}_{k}\right\|^{2}$ as the Stieltjes transform of a distribution. Thus, by Theorem B.11, we have

$$
\left|\Re\left(\mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}\right)\right| \leq v^{-1 / 2}\left\|\mathbf{q}_{k}\right\| \sqrt{\Im\left(\mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}\right)}
$$

Thus, if

$$
\tau_{0} v^{-1 / 2}\left\|\mathbf{q}_{k}\right\| \sqrt{\Im\left(\mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}\right)} \leq 1 / 2
$$

then

$$
\left|1+\tau_{k}\left(\mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}\right)\right| \geq 1-\tau_{0}\left|\Re\left(\mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}\right)\right| \geq 1 / 2
$$

Hence,

$$
\left|\frac{\tau_{k}\left(\mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1}\left(\mathbf{A}_{n}-(z-x) \mathbf{I}\right)^{-1} \mathbf{q}_{k}\right)}{1+\tau_{k} \mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}}\right| \leq 2 \tau_{0} v^{-2}\left\|\mathbf{q}_{k}\right\|^{2}
$$

Otherwise, we have

$$
\begin{aligned}
& \left|\frac{\tau_{k}\left(\mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1}\left(\mathbf{A}_{n}-(z-x) \mathbf{I}\right)^{-1} \mathbf{q}_{k}\right)}{1+\tau_{k} \mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}}\right| \\
\leq & \frac{\left|\tau_{k}\left\|\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}\right\|\| \|\left(\mathbf{A}_{n}-(z-x) \mathbf{I}\right)^{-1} \mathbf{q}_{k} \|\right|}{\left|\Im\left(1+\tau_{k} \mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}\right)\right|} \\
= & \frac{\left\|\left(\mathbf{A}_{n}-(z-x) \mathbf{I}\right)^{-1} \mathbf{q}_{k}\right\|}{\sqrt{v \Im\left(\mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}\right)}}
\end{aligned}
$$

$$
\leq 2 \tau_{0} v^{-2}\left\|\mathbf{q}_{k}\right\|^{2}
$$

Therefore, for some constant $C$,

$$
\begin{equation*}
\left|\mathrm{E} d_{k 3}\right|^{2} \leq C \mathrm{E}\left|\mathrm{E} s_{n}(z)-\mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}\right|^{2} \mathrm{E}\left\|\mathbf{q}_{k}\right\|^{4} \tag{4.5.13}
\end{equation*}
$$

At first, we have

$$
\begin{aligned}
\mathrm{E}\left\|\mathbf{q}_{k}\right\|^{4} & =\frac{1}{n^{2}} \mathrm{E}\left(\sum_{i=1}^{n}\left|x_{i k}\right|^{2}\right)^{2} \\
& =\frac{1}{n^{2}}\left[\sum_{i=1}^{n} \mathrm{E}\left|x_{i k}\right|^{4}+\sum_{i \neq j} \mathrm{E}\left|x_{i k}\right|^{2} \mathrm{E}\left|x_{j k}\right|^{2}\right] \\
& \leq \frac{1}{n^{2}}\left[n^{2} \eta_{n}^{2}+n(n-1)\right] \leq 1+\eta_{n}^{2}
\end{aligned}
$$

To complete the proof of the convergence of $\mathrm{Es} s_{n}(z)$, we need to show that

$$
\begin{equation*}
\frac{1}{n} \sum_{k=1}^{p}\left(\mathrm{E}\left|\mathrm{E} s_{n}(z)-\mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}\right|^{2}\right)^{1 / 2} \rightarrow 0 \tag{4.5.14}
\end{equation*}
$$

Write $\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1}=\left(b_{i j}\right)$. Then, we have

$$
\begin{aligned}
& \mathrm{E}\left|\mathbf{q}_{k}^{*}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1} \mathbf{q}_{k}-\frac{1}{n} \sum_{i=1}^{n} \sigma_{i k}^{2} b_{i i}\right|^{2} \\
\leq & \frac{1}{n^{2}}\left[\sum_{i=1}^{n} \mathrm{E}\left|x_{i k}^{2}-\sigma_{i k}^{2}\right|^{2}+2 \sum_{i \neq j} \mathrm{E}\left|x_{i k}^{2}\right| \mathrm{E}\left|x_{j k}^{2}\right|\left|b_{i j}\right|^{2}\right] \\
\leq & v^{-2} \eta_{n}^{2}+\frac{2}{n^{2}} \operatorname{tr}\left(\left(\mathbf{B}_{k, n}-u \mathbf{I}\right)^{2}+v^{2} \mathbf{I}\right)^{-1} \\
\leq & v^{-2}\left[\eta_{n}^{2}+n^{-1}\right] \rightarrow 0 .
\end{aligned}
$$

By noting that $1-\sigma_{i k}^{2} \geq 0$,

$$
\begin{aligned}
& \left|\frac{1}{n} \sum_{i=1}^{n}\left(\sigma_{i k}^{2}-1\right) b_{i i}\right| \leq \frac{1}{n v} \sum_{i=1}^{n}\left(1-\sigma_{i k}^{2}\right) \\
& \left|\frac{1}{n} \operatorname{tr}\left(\mathbf{B}_{k, n}-z \mathbf{I}\right)^{-1}-s_{n}(z)\right| \leq 1 / n v
\end{aligned}
$$

By Step 1, we have

$$
\mathrm{E}\left|s_{n}(z)-\mathrm{E}\left(s_{n}(z)\right)\right|^{2} \leq \frac{1}{n v^{2}}
$$

Then, (4.5.14) follows from the estimates above.

Up to the present, we have proved that, for any $z \in \mathbb{C}^{+}$,

$$
s_{\mathbf{A}_{n}}(z-x)-\mathrm{E} s_{n}(z) \rightarrow 0
$$

For any subsequence $n^{\prime}$ such that $\mathrm{E} s_{n}(z)$ tends to a limit, say $s$, by assumption of the theorem, we have

$$
x=x_{n^{\prime}}=\frac{1}{n} \sum_{k=1}^{p} \frac{\tau_{k}}{1+\tau_{k} \mathrm{E} s_{n^{\prime}}(z)} \rightarrow y \int \frac{\tau d H(\tau)}{1+\tau s} .
$$

Therefore, $s$ will satisfy (4.1.2). We have thus proved (4.5.7) if equation (4.1.2) has a unique solution $s \in \mathbb{C}^{+}$, which is done in the next step.

## Step 3. Uniqueness of the solution of (4.1.2)

If $F^{A}$ is a zero measure, the unique solution is obviously $s(z)=0$. Now, suppose that $F^{A} \neq 0$ and we have two solutions $s_{1}, s_{2} \in \mathbb{C}^{+}$of equation (4.1.2) for a common $z \in \mathbb{C}^{+}$; that is,

$$
\begin{equation*}
s_{j}=\int \frac{d F^{A}(\lambda)}{\lambda-z+y \int \frac{\tau d H(\tau)}{1+\tau s_{j}}}, \tag{4.5.15}
\end{equation*}
$$

from which we obtain

$$
\begin{aligned}
& s_{1}-s_{2} \\
= & y \int \frac{\left(s_{1}-s_{2}\right) \lambda^{2} d H(\tau)}{\left(1+\tau s_{1}\right)\left(1+\tau s_{2}\right)} \int \frac{d F^{A}(\lambda)}{\left(\lambda-z+y \int \frac{\tau d H(\tau)}{1+\tau s_{1}}\right)\left(\lambda-z+y \int \frac{\tau d H(\tau)}{1+\tau s_{2}}\right)}
\end{aligned}
$$

If $s_{1} \neq s_{2}$, then

$$
\int \frac{y \int \frac{\lambda^{2} d H(\tau)}{\left(1+\tau s_{1}\right)\left(1+\tau s_{2}\right)} d F^{A}(\lambda)}{\left(\lambda-z+y \int \frac{\tau d H(\tau)}{1+\tau s_{1}}\right)\left(\lambda-z+y \int \frac{\tau d H(\tau)}{1+\tau s_{2}}\right)}=1
$$

By the Cauchy-Schwarz inequality, we have

$$
1 \leq\left(\int \frac{y \int \frac{\lambda^{2} d H(\tau)}{\left|1+\tau s_{1}\right|^{2}} d F^{A}(\lambda)}{\left|\lambda-z+y \int \frac{\tau d H(\tau)}{1+\tau s_{1}}\right|^{2}} \int \frac{y \int \frac{\lambda^{2} d H(\tau)}{\left|1+\tau s_{2}\right|^{2}} d F^{A}(\lambda)}{\left|\lambda-z+y \int \frac{\tau d H(\tau)}{1+\tau s_{2}}\right|^{2}}\right)^{1 / 2}
$$

From (4.5.15), we have

$$
\Im s_{j}=\int \frac{v+y \Im s_{j} \int \frac{\tau^{2} d H(\tau)}{\left|1+\tau s_{j}\right|^{2}} d F^{A}(\lambda)}{\left|\lambda-z+y \int \frac{\tau H(\tau)}{1+\tau s_{j}}\right|^{2}}>\int \frac{y \Im s_{j} \int \frac{\tau^{2} d H(\tau)}{1+\left.\tau s_{j}\right|^{2}} d F^{A}(\lambda)}{\left|\lambda-z+y \int \frac{\tau d H(\tau)}{1+\tau s_{j}}\right|^{2}},
$$

which implies that, for both $j=1$ and $j=2$,

$$
1>\int \frac{y \int \frac{\tau^{2} d H(\tau)}{\left|1+\tau s_{j}\right|^{2}} d F^{A}(\lambda)}{\left|\lambda-z+y \int \frac{\tau d H(\tau)}{1+\tau s_{j}}\right|^{2}}
$$

The inequality is strict even if $F^{A}$ is a zero measure, which leads to a contradiction. The contradiction proves that $s_{1}=s_{2}$ and hence equation (4.1.2) has at most one solution. The existence of the solution to (4.1.2) has been seen in Step 2. The proof of this theorem is then complete.

## Chapter 5 Limits of Extreme Eigenvalues

In multivariate analysis, many statistics involved with a random matrix can be written as functions of integrals with respect to the ESD of the random matrix. When the LSD is known, one may want to apply the Helly-Bray theorem to find approximate values of the statistics. However, the integrands are usually unbounded. For instance, the integrand in Example 1.2 is $\log x$, which is unbounded both from below and above. Thus, one cannot use the LSD and Helly-Bray theorem to find approximate values of the statistics. This would render the LSD useless. Fortunately, in most cases, the supports of the LSDs are compact intervals. Still, this does not mean that the HellyBray theorem is applicable unless one can prove that the extreme eigenvalues of the random matrix remain in certain bounded intervals.

The investigation on limits of extreme eigenvalues is important not only in making the LSD useful when applying the Helly Bray theorem, but also for its own practical interests. In signal processing, pattern recognition, edge detection, and many other areas, the support of the LSD of the population covariance matrices consists of several disjoint pieces. It is important to know whether or not the LSD of the sample covariance matrices is also separated into the same number of disjoint pieces, under what conditions this is true, and whether or not there are eigenvalues falling into the spacings outside the support of the LSD of the sample covariance matrices.

The first work in this direction is due to Geman [118]. He proved that the largest eigenvalue of a sample covariance matrix tends to $b\left(=\sigma^{2}(1+\right.$ $\sqrt{y})^{2}$ ) when $p / n \rightarrow y \in(0, \infty)$ under a restriction on the growth rate of the moments of the underlying distribution. This work was generalized by Yin, Bai, and Krishnaiah [301] under the assumption of the existence of the fourth moment of the underlying distribution. In Bai, Silverstein, and Yin [33], it is further proved that if the fourth moment of the underlying distribution is infinite, then, with probability 1 , the limsup of the largest eigenvalue of a sample covariance matrix is infinity. Combining the two results, we have in fact established the necessary and sufficient conditions for the existence of the limit of the largest eigenvalue of a large dimensional sample covariance
matrix. In Bai and Yin [38], the necessary and sufficient conditions for the a.s. convergence of the extreme eigenvalues of a large Wigner matrix were found. The most difficult problem in this direction concerns the limit of the smallest eigenvalue of a large sample covariance matrix. In Yin, Bai, and Krishnaiah [302], it is proved that the lower limit of the smallest eigenvalue of a Wishart matrix has a positive lower bound if $p / n \rightarrow y \in(0,1 / 2)$. Silverstein [262] extended this work to allow $y \in(0,1)$. Further, Silverstein [261] showed that the smallest eigenvalue of a standard Wishart matrix almost surely tends to $a\left(=(1-\sqrt{y})^{2}\right)$ if $p / n \rightarrow y \in(0,1)$. The most current result is due to Bai and Yin [36], in which it is proved that the smallest (nonzero) eigenvalue of a large dimensional sample covariance matrix tends to $a=\sigma^{2}(1-\sqrt{y})^{2}$ when $p / n \rightarrow y \in(0, \infty)$ under the existence of the fourth moment of the underlying distribution.

In Bai and Silverstein [32], it is shown that in any closed interval outside the support of the LSD of a sequence of large dimensional sample covariance matrices (when the population covariance matrix is not a multiple of the identity), with probability 1 , there are no eigenvalues for all large $n$. This work will be introduced in Chapter 6. In this chapter, we introduce some results in this direction by using the moment approach.

### 5.1 Limit of Extreme Eigenvalues of the Wigner Matrix

The following theorem is a generalization of Bai and Yin [38], where the real case is considered. What we state here is for the complex case because we were questioned by researchers in electrical and electronic engineering on many occasions as to whether the result is true with complex entries.

Theorem 5.1. Suppose that the diagonal elements of the Wigner matrix $\sqrt{n} \mathbf{W}_{n}=\left(\sqrt{n} w_{i j}\right)=\left(x_{i j}\right)$ are iid real random variables, the elements above the diagonal are iid complex random variables and all these variables are independent. Then, the largest eigenvalue of $\mathbf{W}$ tends to $c>0$ with probability 1 if and only if the five conditions
(i) $\mathrm{E}\left(\left(x_{11}^{+}\right)^{2}\right)<\infty$,
(ii) $\mathrm{E}\left(x_{12}\right)$ is real and $\leq 0$,
(iii) $\mathrm{E}\left(\left|x_{12}-\mathrm{E}\left(x_{12}\right)\right|^{2}\right)=\sigma^{2}$,
(iv) $\mathrm{E}\left(\left|x_{12}^{4}\right|\right)<\infty$,
(v) $c=2 \sigma$,
where $x^{+}=\max (x, 0)$, are true.
By the symmetry of the largest and smallest eigenvalues of a Wigner matrix, one can easily derive the necessary and sufficient conditions for the existence of the limit of smallest eigenvalues of a Wigner matrix. Combining these conditions, we obtain the following theorem.

Theorem 5.2. Suppose that the diagonal elements of the Wigner matrix $\mathbf{W}_{n}$ are iid real random variables, the elements above the diagonal are iid complex random variables, and all these variables are independent. Then, the largest eigenvalue of $\mathbf{W}$ tends to $c_{1}$ and the smallest eigenvalue tends to $c_{2}$ with probability 1 if and only if the following five conditions are true:

$$
\begin{array}{ll}
\text { (i) } & \mathrm{E}\left(x_{11}^{2}\right)<\infty, \\
\text { (ii) } & \mathrm{E}\left(x_{12}\right)=0, \\
\text { (iii) } & \mathrm{E}\left(\left|x_{12}\right|^{2}\right)=\sigma^{2},  \tag{5.1.2}\\
\text { (iv) } & \mathrm{E}\left(\left|x_{12}^{4}\right|\right)<\infty, \\
\text { (v) } & c_{1}=2 \sigma \text { and } c_{2}=-2 \sigma .
\end{array}
$$

From the proof of Theorem 5.1, it is easy to see the following weak convergence theorem on the extreme eigenvalue of a large Wigner matrix.

Theorem 5.3. Suppose that the diagonal elements of the Wigner matrix $\sqrt{n} \mathbf{W}_{n}=\left(x_{i j}\right)$ are iid real random variables, the elements above the diagonal are iid complex random variables, and all these variables are independent. Then, the largest eigenvalue of $\mathbf{W}$ tends to $c>0$ in probability if and only if the following five conditions are true:

$$
\begin{array}{ll}
\text { (i) } & \mathrm{P}\left(x_{11}^{+}>\sqrt{n}\right)=o\left(n^{-1}\right), \\
\text { (ii) } & \mathrm{E}\left(x_{12}\right) \text { is real and } \leq 0, \\
\text { (iii) } & \mathrm{E}\left(\left|x_{12}-\mathrm{E}\left(x_{12}\right)\right|^{2}\right)=\sigma^{2},  \tag{5.1.3}\\
\text { (iv) } & \mathrm{P}\left(\left|x_{12}\right|>\sqrt{n}\right)=o\left(n^{-2}\right), \\
\text { (v) } & c=2 \sigma
\end{array}
$$

### 5.1.1 Sufficiency of Conditions of Theorem 5.1

It is obvious that we can assume $\sigma=1$ without loss of generality.
The conditions of Theorem 5.1 imply that the assumptions of Theorem 2.5 are satisfied. By the latter, we have

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \lambda_{n}(\mathbf{W}) \geq 2, \text { a.s. } \tag{5.1.4}
\end{equation*}
$$

Thus, the proof of the sufficiency reduces to showing that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \lambda_{n}(\mathbf{W}) \leq 2, \text { a.s. } \tag{5.1.5}
\end{equation*}
$$

The key in proving (5.1.5) is the bound given in (5.1.9) below for an appropriate sequence of $k_{n}$ 's. A combinatorial argument is required. Before this bound is used, the assumptions on the entries of $\mathbf{W}$ are simplified.

Condition (i) implies that $\lim \sup \frac{1}{\sqrt{n}} \max _{k \leq n} x_{k k}^{+}=0$, a.s. By condition (ii) and the relation

$$
\begin{align*}
\lambda_{\max }(\mathbf{W})= & \frac{1}{\sqrt{n}} \max _{\|\mathbf{z}\|=1}\left(\sum_{j, k} z_{j} \bar{z}_{k} x_{j k}\right) \\
= & \max _{\|\mathbf{z}\|=1}\left[\frac{1}{\sqrt{n}} \sum_{j \neq k} z_{j} \bar{z}_{k}\left(x_{j k}-\mathrm{E}\left(x_{j k}\right)\right)+\frac{1}{\sqrt{n}} \sum_{k=1}^{n}\left|z_{k}\right|^{2} x_{k k}\right. \\
& \left.+\Re\left(\mathrm{E}\left(x_{12}\right)\right) \frac{1}{\sqrt{n}} \sum_{j \neq k} z_{j} \bar{z}_{k}\right] \\
\leq \quad & \max _{\|\mathbf{z}\|=1}\left(\frac{1}{\sqrt{n}} \sum_{j \neq k} z_{j} \bar{z}_{k}\left(x_{j k}-\mathrm{E}\left(x_{j k}\right)\right)+\frac{1}{\sqrt{n}} \max _{k}\left(x_{k k}^{+}-\Re\left(\mathrm{E}\left(x_{12}\right)\right)\right)\right) \\
\leq \quad & \lambda_{\max }(\widetilde{\mathbf{W}})+o_{\text {a.s. }}(1), \tag{5.1.6}
\end{align*}
$$

where $\widetilde{\mathbf{W}}_{n}$ denotes the matrix whose diagonal elements are zero and whose off-diagonal elements are $\frac{1}{\sqrt{n}}\left(x_{i j}-\mathrm{E}\left(x_{i j}\right)\right)$. By (5.1.4)-(5.1.6), we only need show that

$$
\limsup _{n \rightarrow \infty} \lambda_{\max }(\widetilde{\mathbf{W}}) \leq 2, \text { a.s. }
$$

That means we may assume that the diagonal elements and the mean of the off-diagonal elements of $\mathbf{W}_{n}$ are zero in the proof of (5.1.5).

We first truncate the off-diagonal elements. By condition (iv), for any $\delta>0$, we have

$$
\sum_{k=1}^{\infty} \delta^{-2} 2^{k} \mathrm{E}\left|x_{12}\right|^{2} I\left(\left|x_{12}\right| \geq \delta 2^{k / 2}\right)<\infty
$$

Then, we can select a slowly decreasing sequence of constants $\delta_{n} \rightarrow 0$ such that

$$
\begin{equation*}
\sum_{k=1}^{\infty} \delta_{2^{k}}^{-2} 2^{k} \mathrm{E}\left|x_{12}\right|^{2} I\left(\left|x_{12}\right| \geq \delta_{2^{k}} 2^{k / 2}\right)<\infty \tag{5.1.7}
\end{equation*}
$$

Let $\widetilde{\mathbf{W}}=\frac{1}{\sqrt{n}}\left(x_{j k} I\left(\left|x_{j k}\right| \leq \delta_{n} \sqrt{n}\right)\right)$. Then, by (5.1.7), we have

$$
\begin{aligned}
\mathrm{P}(\mathbf{W} \neq \widetilde{\mathbf{W}}, \text { i.o. }) & =\lim _{k \rightarrow \infty} \mathrm{P}\left(\bigcup_{n=2^{k}} \bigcup_{1 \leq i<j \leq n}\left(\left|x_{j k}\right| \geq \delta_{n} \sqrt{n}\right)\right) \\
& \leq \lim _{k \rightarrow \infty} \sum_{m=k}^{\infty} \mathrm{P}\left(\bigcup_{2^{m}<n \leq 2^{m+1}} \bigcup_{1 \leq i<j \leq n}\left(\left|x_{j k}\right| \geq \delta_{n} \sqrt{n}\right)\right) \\
& \leq \lim _{k \rightarrow \infty} \sum_{m=k}^{\infty} \mathrm{P}\left(\bigcup_{2^{m}<n \leq 2^{m+1}} \bigcup_{1 \leq i<j \leq 2^{m+1}}\left(\left|x_{j k}\right| \geq \delta_{2^{m}} 2^{m / 2}\right)\right)
\end{aligned}
$$

$$
\leq \lim _{k \rightarrow \infty} \sum_{m=k}^{\infty} 2^{2(m+1)} \mathrm{P}\left(\left|x_{12}\right| \geq \delta_{2^{m}} 2^{m / 2}\right)=0
$$

By the selection of $\delta_{n}$, we have

$$
\begin{align*}
\lambda_{\max }(\mathrm{E}(\widetilde{\mathbf{W}})) & \leq n^{1 / 2}\left|\mathrm{E}\left(x_{12} I\left(\left|x_{12}\right| \leq \delta_{n} \sqrt{n}\right)\right)\right| \\
& \leq n^{1 / 2} \mathrm{E}\left(\left|x_{12}\right| I\left(\left|x_{12}\right| \geq \delta_{n} \sqrt{n}\right)\right) \rightarrow 0 . \tag{5.1.8}
\end{align*}
$$

Therefore, we need only consider the upper limit of the largest eigenvalue of $\widetilde{\mathbf{W}}-\mathrm{E}(\widetilde{\mathbf{W}})$. For simplicity, we still use $\mathbf{W}$ to denote the truncated and recentralized matrix. That means we assume that $\sqrt{n} \mathbf{W}_{n}=\left(x_{i j}\right)$ and the following conditions are true:

- $x_{i i}=0$.
- $\mathrm{E}\left(x_{i j}\right)=0, \sigma_{n}^{2}=\mathrm{E}\left(\left|x_{i j}\right|^{2}\right) \leq 1$ for $i \neq j$.
- $\left|x_{i j}\right| \leq \delta_{n} \sqrt{n}$ for $i \neq j$.
- $\mathrm{E}\left|x_{i j}^{\ell}\right| \leq b\left(\delta_{n} \sqrt{n}\right)^{\ell-3}$ for some constant $b>0$ and all $i \neq j, \ell \geq 3$.

We shall prove (5.1.5) under the four assumptions above and the independence of the entries. For any even integer $k$ and real number $\eta>2$, we have

$$
\begin{equation*}
\mathrm{P}\left(\lambda_{\max }\left(\mathbf{W}_{n}\right) \geq \eta\right) \leq \mathrm{P}\left(\operatorname{tr}\left[\left(\mathbf{W}_{n}\right)^{k}\right] \geq \eta^{k}\right) \leq \eta^{-k} \mathrm{E}\left(\operatorname{tr}\left(\mathbf{W}_{n}\right)^{k}\right) \tag{5.1.9}
\end{equation*}
$$

To complete the proof of the sufficient part of the theorem, select a sequence of even integers $k=k_{n}=2 s$ with the properties $k / \log n \rightarrow \infty$ and $k \delta_{n}^{1 / 3} / \log n \rightarrow 0$, and show that the right-hand side of (5.1.9) is summable. To this end, we shall estimate

$$
\begin{align*}
\mathrm{E}\left(\operatorname{tr}\left(\mathbf{W}^{k}\right)\right) & =n^{-k / 2} \sum_{i_{1} \cdots, i_{k}} \mathrm{E}\left(x_{i_{1} i_{2}} x_{i_{2} i_{3}} \cdots x_{i_{k} i_{1}}\right) \\
& =n^{-k / 2} \sum_{G} \sum_{\mathbf{i}} \mathrm{E}\left(x_{G}(\mathbf{i})\right), \tag{5.1.10}
\end{align*}
$$

where the graphs $G$ are $\Gamma(k)$-graphs as defined in Subsection 2.1.2. Classify the edges into several types:

1. If $f(a+1)=\max (f(1), \cdots, f(a))+1$, the edge $e_{a}=(f(a), f(a+1))$ is called an innovation or a Type $1\left(T_{1}\right)$ edge. A $T_{1}$ edge leads to a new vertex in the path $e_{1}, \cdots, e_{a}$.
2. An edge is called a $T_{3}$ if it coincides with an innovation that is single until the $T_{3}$ edge appears. A $T_{3}$ edge $(f(a), f(a+1))$ is said to be irregular if there is only one innovation single up to $a$ (an edge $e$ is said to be single up to $a$ if it does not coincide with any other edges in the chain $(f(1), \cdots, f(a)))$. All other $T_{3}$ edges are called regular $T_{3}$ edges.
3. All other edges are called $T_{4}$ edges.
4. The first appearance of a $T_{4}$ edge is called a $T_{2}$ edge. There are two cases: the first is the first appearance of a single noninnovation, and the second is the first appearance of an edge that coincides with a $T_{3}$ edge.

To estimate the right-hand side of (5.1.10), we need the following lemmas. We remind the reader that the following lemmas are true for any connected graphs, not only for the $\Gamma$-graphs.

Lemma 5.4. Let $(f(a), \cdots, f(c))$ be a chain such that the edge $(f(a), f(a+$ 1)) is an innovation single up to $c$ (i.e., $f(a+1) \notin\{f(1), \cdots, f(a), f(a+$ 2), $\cdots, f(c)\})$ and $f(c) \in\{f(1), \cdots, f(a)\}$. Then there is a $T_{2}$ edge contained in the chain $(f(a), \cdots, f(c))$.

Proof. Since $(f(a), f(a+1))$ is an innovation and $f(a+1) \notin\{f(1), \cdots, f(a)\}$, let $a<d<c$ be the smallest value such that $f(d) \notin\{f(1), \cdots, f(a)\}$ but $f(d+1) \in\{f(1), \cdots, f(a)\}$. Since $f(a+1) \notin\{f(1), \cdots, f(a)\}$ and $f(c) \in$ $\{f(1), \cdots, f(a)\}$, the value $d$ is well defined. Then, the edge $(f(d), f(d+1))$ must be a $T_{2}$ edge (see Fig. 5.1). The proof of lemma is complete.

$\mathrm{f}(1)$

Fig. 5.1 The broken arrow is a $T_{2}$ edge.

Lemma 5.5. Let $t$ denote the number of $T_{2}$ edges and $s$ denote the number of innovations in the chain $(f(1), f(2), \cdots, f(a))$ that are single up to $a$ and have a vertex coincident with $f(a)$. Then $s \leq t+1$.

Proof. If $s=1$, then the lemma is trivially true. Thus, we need only consider the case $s>1$. Except for the first innovation, which leads to the vertex $f(a)$, all other innovations start from the vertex $f(a)$. Write the remaining $s-1$ innovations single up to $a$ by $\left(f\left(b_{1}\right), f\left(b_{1}+1\right)\right), \cdots,\left(f\left(b_{s-1}\right), f\left(b_{s-1}+1\right)\right)$ with $f\left(b_{1}\right)=\cdots=f\left(b_{s-1}\right)=f(a)$ and $b_{1}<b_{2}<\cdots<b_{s-1}<a=b_{s}$.

For any $u \leq s-1$, we consider the cycle $\left(f\left(b_{u}\right), \cdots, f\left(b_{u+1}\right)\right)$. Since $\left(f\left(b_{u}\right), f\left(b_{u}+1\right)\right)$ is a single innovation up to $e_{b_{u+1}}$, by Lemma 5.4, there is a $T_{2}$ edge $\left(f\left(c_{u}\right), f\left(c_{u}+1\right)\right)$ with $f\left(c_{u}\right) \notin\left\{f(1), \cdots, f\left(b_{u}\right)\right\}$. This property guarantees that the $T_{2}$ edges in the $s-1$ cycles are distinct (see Fig. 5.2). This proves the lemma.


Fig. 5.2 Each cycle contains a $T_{2}$ edge (broken arrow).

Lemma 5.6. The number of regular $T_{3}$ edges is not greater than twice the number of $T_{2}$ edges.

To prove this lemma, we need the following concepts.
Definition. A chain $(f(a), \cdots, f(b))$ is called a $*$-cycle up to $c(\geq b)$ if:

1. $f(a)=f(b) \notin\{f(a+1), \cdots, f(b-1)\}$. The vertex $f(a)=f(b)$ is called the head of the $*$-cycle.
2. The edge $(f(a), f(a+1))$ is an innovation single up to $c$. This innovation is called the leader of the $*$-cycle.
3. In the chain $(f(1), \cdots, f(a))$, there is at least one innovation single up to $c$ and having a vertex coincident with $f(a)$. The latest such innovation is called the preleader of the $*$-cycle.

By definition, the leader of a $*$-cycle can be the preleader of the next *-cycle with the same head.

Definition. A *-cycle is said to be of the first type if there are no $T_{2}$ edges from its
preleader to its leader (see Fig. 5.3). Otherwise, it is said to be of the second type (see Fig. 5.4).


Fig. 5.3 Definition of a $*$-cycle of the first type.


Fig. 5.4 Definition of a $*$-cycle of the second type.

If $(f(a), \cdots, f(b))$ is a first type $*$-cycle and its preleader is $(f(d-1), f(d))$, then we must have $f(d)=f(a)$. Otherwise, $f(d-1)=f(a) \in\{f(1), \cdots, f(d-$ $1)\}$ and $(f(d-1), f(d))$ is an innovation single up to $a$, which, together with Lemma 5.4, implies that there must be a $T_{2}$ edge between its preleader and leader, which contradicts the definition of the first-type *-cycle. Furthermore, if $d<a$, then between $f(d)$ and $f(a)$ all edges are either $T_{1}$ or $T_{3}$ and no $T_{1}$ edges are single up to $a$, for otherwise there would be a $T_{2}$ by Lemma 5.4. Thus, $a-d$ is even and $(a-d) / 2$ edges between $f(d)$ and $f(a)$ are $T_{1}$, which are coincident with the other $(a-d) / 2 T_{3}$ edges. Therefore, the preleader $(f(d-1), f(d))$ is the only edge that links the chains $(f(d), f(d+1), \cdots, f(a))$ and $(f(1), \cdots, f(d-1))$. Moreover, we claim that $(f(b-1), f(b))$ must be a $T_{2}$. At first, $f(b-1) \neq f(d-1)$, for otherwise $(f(d-1), f(d))$ cannot be single up to $b$, which violates the definition of preleader. Also, $f(a)=f(b) \notin$ $\{f(d-1), f(a+1), \cdots, f(b-1)\}$, so the edge $(f(b-1), f(b))$ is either single or coincident with a $T_{3}$ edge between $f(d)$ and $f(a)$. In either case, it is a $T_{2}$.

Proof of Lemma 5.6. Suppose that $(f(a), f(a+1))$ is a regular $T_{3}$ edge. Then, in the chain $(f(1), \cdots, f(a))$, there is at least one $*$-cycle up to $a$ with head $f(a)$, whereas in the chain $(f(1), \cdots, f(a+1))$, one such cycle disappears because one single innovation has been coincident with $(f(a), f(a+1))$. Therefore, the number of regular $T_{3}$ edges does not exceed the number of *cycles. Therefore, to complete the proof of this lemma, it is sufficient to show that the number of $*$-cycles does not exceed twice the number of $T_{2}$ edges.

Define a mapping $\Phi^{*}$ from the $*$-cycles to the $T_{2}$ edges in such a way that the $\Phi^{*}$-image of a first-type $*$-cycle is the last $T_{2}$ edge in the cycle and the $\Phi^{*}$-image of a second-type $*$-cycle is the first $T_{2}$ edge in the cycle. By Lemma 5.4 , there is at least one $T_{2}$ edge in each $*$-cycle. Hence, the mapping $\Phi^{*}$ is well defined.

Then, the proof of this lemma amounts to showing that any three $*$-cycles cannot have a common $\Phi^{*}$-image. If there are three $*$-cycles that have a common $\Phi^{*}$-image, then among the three $*$-cycles either two of them are of the first type or two of them are of the second type. We will derive a contradiction for both cases.

Suppose that the $*$-cycles are $\left(f\left(a_{1}\right), \cdots, f\left(b_{1}\right)\right)$ and $\left(f\left(a_{2}\right), \cdots, f\left(b_{2}\right)\right)$ with $a_{1}<a_{2}$. It is evident that the two $*$-cycles have different heads since otherwise the two cycles do not have common edges, which contradicts the assumption that they have a common $\Phi^{*}$-image.

Case 1. Suppose that the two *-cycles are both of the first-type. As discussed earlier for first-type $*$-cycles, the last edges of the cycles are the $\Phi^{*}$ image of the two $*$-cycles, namely $\left(f\left(b_{1}-1\right), f\left(b_{1}\right)\right)$ and $\left(f\left(b_{2}-1\right), f\left(b_{2}\right)\right)$. Because the two $*$-cycles have different heads, $b_{1} \neq b_{2}$. Therefore, the later of the two edges does not belong to both $*$-cycles and hence they cannot be the same edges. Therefore, Case 1 is impossible.

Case 2. Suppose that the two $*$-cycles are both of the second type. If the preleader $\left(f\left(d_{2}-1\right), f\left(d_{2}\right)\right)$ appears after the head $f\left(a_{1}\right)$ of the first $*$-cycle, then the $\phi^{*}$ image of the first $*$-cycle is in the chain $\left(f\left(a_{1}+1\right), \cdots, f\left(a_{2}\right)\right)$ because there is a $T_{2}$ edge in the chain $\left(f\left(d_{2}\right), \cdots, f\left(a_{2}\right)\right)$. This edge is not in the second $*$-cycle (see Fig. 5.5).

If the preleader $\left(f\left(d_{2}-1\right), f\left(d_{2}\right)\right)$ appears before the head $f\left(a_{1}\right)$ of the first $*$-cycle (that is, $d_{2}<a_{1}$ ), then, by Lemma 5.4, there is a $T_{2}$ edge in the chain $\left(f\left(a_{1}+1\right), C, f\left(a_{2}\right)\right)$ and hence the $\Phi^{*}$ image of the first $*$-cycle is also in this chain. This shows that this case is also impossible (see Fig. 5.6). The proof of the lemma is complete.

Continuing the proof of Theorem 5.1. Now, we begin to estimate the righthand side of (5.1.10). At first, if the graph $G$ has a single edge, then the corresponding terms are zero. Therefore, we need only estimate those terms corresponding to $\Gamma_{1}$ - and $\Gamma_{3}$-graphs. Suppose that there are $r$ innovations $(r \leq s)$ and $t T_{2}$ edges in the graph $G$. Then there are $r T_{3}$ edges, $k-2 r T_{4}$ edges and $r+1$ noncoincident vertices.


Fig. 5.5 The preleader of the second $*$-cycle is later than the leader of the first $*$-cycle.


Fig. 5.6 The preleader of the second $*$-cycle is earlier than the leader of the first $*$-cycle.

Therefore, the number of graphs of each isomorphic class is less than $n^{r+1}$, and the expectation corresponding to each canonical graph is not larger than $b^{t}\left(\delta_{n} \sqrt{n}\right)^{k-2 r-t}$. Then we need to estimate the number of canonical graphs. At first, there are at most $\binom{k}{r}$ ways to select $r$ edges out of the total $k$ edges to be the $r$ innovations. Then, there are at most $\binom{k-r}{r}$ ways to select $r$ edges out of the rest of the $k-r$ edges to arrange the $r T_{3}$ edges. Then, the rest of the $k-2 r$ edges are assigned for the $T_{4}$ edges. For an innovation, by the relation $f(\ell)=\max \{f(1), \ldots, f(\ell+1)\}+1$, there is only one way to plot the innovation once the subgraph prior to this innovation is plotted. For an irregular $T_{3}$ edge, since there is only one single innovation to be matched, there is thus only one way to plot it when the subgraph prior to this $T_{3}$ edge
is plotted. By Lemma 5.5, there are at most $t+1$ single innovations to be matched by a regular $T_{3}$ edge. That is, each regular $T_{3}$ edge has at most $t+1$ ways to plot it. By Lemma 5.6, there are at most $2 t$ regular $T_{3}$ edges. Hence, there are at most $(t+1)^{2 t} \leq(t+1)^{2(k-2 r)}$ ways to plot the regular $T_{3}$ edges. Finally, we consider the $T_{4}$ edges. For each $T_{4}$ edge, there are at most $(r+1)^{2}<k^{2}$ ways to determine its two vertices. Therefore, there are at most $\binom{k^{2}}{t}$ ways to plot the $t T_{2}$ edges. After the $t$ positions of $T_{4}$ are determined, there are at most $t^{k-2 r}<(t+1)^{k-2 r}$ ways to distribute the $k-2 r T_{4}$ edges. Finally, from (5.1.10), we obtain

$$
\begin{aligned}
& \mathrm{E}\left(\operatorname{tr}(\mathbf{W})^{k}\right) \\
\leq & n^{-k / 2} \sum_{r=1}^{k / 2} \sum_{t=0}^{k-2 r} n^{r+1}\binom{k}{r}\binom{k-r}{r}\binom{k^{2}}{t}(t+1)^{3(k-2 r)} b^{t}\left(\sqrt{n} \delta_{n}\right)^{k-2 r-t} \\
\leq & \sum_{r=1}^{k / 2} \sum_{t=0}^{k-2 r} n\binom{k}{2 r}\binom{2 r}{r}(t+1)^{3(k-2 r)}\left[b k^{2} /\left(\sqrt{n} \delta_{n}\right)\right]^{t} \delta_{n}^{k-2 r} \\
\leq & n^{2} b^{-1} \sum_{r=1}^{k / 2}\binom{k}{2 r} 2^{2 r} \delta_{n}^{k-2 r}\left(\frac{3(k-2 r)}{\log \left(n \delta_{n} / b k^{2}\right)}\right)^{3(k-2 r)} \\
\leq & n^{2}\left[2+\left(10 \delta_{n}^{1 / 3} k / \log n\right)^{3}\right]^{k} \\
= & n^{2}[2+o(1)]^{k} .
\end{aligned}
$$

In the above, the third inequality follows from the elementary inequality

$$
\begin{equation*}
a^{b} c^{-a} \leq(b / \log c)^{b}, \text { for all } a \geq 1, b>0, \text { and } c>1, \tag{5.1.11}
\end{equation*}
$$

with $a=t+1$, and the last equality follows from the fact that $\delta_{n}^{1 / 3} k / \log n \rightarrow$ 0 . Finally, substituting this into (5.1.9), we obtain

$$
\begin{equation*}
\mathrm{P}\left(\lambda_{\max }\left(\mathbf{W}_{n}\right) \geq \eta\right) \leq n^{2}(2+o(1) / \eta)^{-k} \tag{5.1.12}
\end{equation*}
$$

The right-hand side of (5.1.12) is summable due to the fact that $k / \log n \rightarrow \infty$. The sufficiency is proved.

### 5.1.2 Necessity of Conditions of Theorem 5.1

Suppose $\limsup \lambda_{\max }(\mathbf{W}) \leq a,(a>0)$ a.s. Then, by (A.2.4), $\lambda_{\max }(\mathbf{W}) \geq$ $x_{n n} / \sqrt{n}$. Therefore, $\frac{1}{\sqrt{n}} x_{n n}^{+} \leq \max \left\{0, \lambda_{\max }(\mathbf{W})\right\}$. Hence, for any $\eta>a$, $\mathrm{P}\left(x_{n n}^{+} \geq \eta \sqrt{n}\right.$, i.o. $)=0$. An application of the Borel-Cantelli lemma yields

$$
\sum_{n=1}^{\infty} \mathrm{P}\left(x_{11}^{+} \geq \eta \sqrt{n}\right)<\infty
$$

which implies condition (i).
Define $\mathcal{N}_{\ell}=\left\{j ; 2^{\ell}<j \leq 2^{\ell+1} ;\left|x_{j j}\right| \leq 2^{\ell / 4}\right\}$ and $p=\mathrm{P}\left(\left|x_{11}\right| \leq 2^{\ell / 4}\right)$. Write $N_{\ell}=\#(\mathcal{N})$.

When $n \in\left(2^{\ell+1}, 2^{\ell+2}\right]$, for $x_{j k} \neq 0$ and $j, k \in \mathcal{N}_{\ell}$, construct a unit complex vector $\mathbf{z}$ by taking $z_{k}=x_{j k} /\left(\sqrt{2}\left|x_{j k}\right|\right), z_{j}=1 / \sqrt{2}$, and the remaining elements zero. Substituting $\mathbf{z}$ into the first identity of (5.1.6), we have $\lambda_{\max }(\mathbf{W}) \geq \frac{1}{\sqrt{n}}\left[\left|x_{j k}\right|+\frac{1}{2}\left(x_{k k}+x_{j j}\right)\right]$. Thus, we have

$$
\lambda_{\max }(\mathbf{W}) \geq 2^{-\ell / 2-1} \max _{j, k \in \mathcal{N}_{\ell}}\left\{\left|x_{j k}\right|\right\}-2^{-\ell / 4}
$$

The above is trivially true when $x_{j k}=0$. Thus, for any $\eta>a$, by assumption, we have

$$
\mathrm{P}\left(\max _{2^{\ell+1}<n \leq 2^{\ell+2}} \lambda_{\max }\left(\mathbf{W}_{n}\right) \geq \eta, \text { i.o. }\right)=0
$$

The equality above trivially implies that

$$
\mathrm{P}\left(\max _{j, k \in \mathcal{N}_{\ell}}\left\{\left|x_{j k}\right|\right\} \geq \eta 2^{\ell / 2+2}, \text { i.o. }\right)=0
$$

Applying the Borel-Cantelli lemma, we conclude that

$$
\begin{equation*}
\sum_{\ell=1}^{\infty} \mathrm{P}\left(\max _{j, k \in \mathcal{N}_{\ell}}\left\{\left|x_{j k}\right|\right\} \geq \eta 2^{\ell / 2+2}\right)<\infty \tag{5.1.13}
\end{equation*}
$$

By the independence of $N_{\ell}$ and $x_{j k}$, we have

$$
\begin{aligned}
& \mathrm{P}\left(\max _{j, k \in \mathcal{N}_{\ell}}\left|x_{j k}\right| \geq \eta 2^{\ell / 2+2} \mid N_{\ell}=r\right) \\
= & \mathrm{P}\left(\max _{1 \leq j<k \leq r}\left|x_{j k}\right| \geq \eta 2^{\ell / 2+2}\right) \\
= & 1-\left(1-\mathrm{P}\left(\left|x_{12}\right| \geq \eta 2^{\ell / 2+2}\right)\right)^{r(r-1) / 2} .
\end{aligned}
$$

Since $N_{\ell}$ has a binomial distribution with success probability $p$ and number of trials $2^{\ell}$, by noting that $p$ is close to 1 for all large $\ell$, we have

$$
\begin{aligned}
& \mathrm{P}\left(\max _{j, k \in \mathcal{N}_{\ell}}\left\{\left|x_{j k}\right|\right\} \geq \eta 2^{\ell / 2+2}\right) \\
\geq & \sum_{r=2^{\ell-1}+1}^{2^{\ell}}\binom{2^{\ell}}{r} p^{r}(1-p)^{2^{\ell}-r}\left[1-\left(1-\mathrm{P}\left(\left|x_{12}\right| \geq \eta 2^{\ell / 2+2}\right)\right)^{r(r-1) / 2}\right] \\
\geq & \frac{1}{2}\left(1-\left(1-\mathrm{P}\left(\left|x_{12}\right| \geq \eta 2^{\ell / 2+2}\right)\right)^{2^{\ell \ell-3}}\right) .
\end{aligned}
$$

From this and (5.1.13), we obtain

$$
\sum_{\ell=1}^{\infty}\left(1-\left(1-\mathrm{P}\left(\left|x_{12}\right| \geq \eta 2^{\ell / 2+2}\right)\right)^{2^{2 \ell-3}}\right)<\infty
$$

From the relationship of convergence between infinite series and products, we obtain

$$
\prod_{\ell=1}^{\infty}\left(1-\mathrm{P}\left(\left|x_{12}\right| \geq \eta 2^{\ell / 2+2}\right)\right)^{2^{2 \ell-3}}>0
$$

which then implies

$$
\sum_{\ell=1}^{\infty} 2^{2 \ell-3} \mathrm{P}\left(\left|x_{12}\right| \geq \eta 2^{\ell / 2+2}\right)<\infty
$$

which implies condition (iv).
Now, suppose that $a=\mathrm{E}\left(\Re\left(x_{12}\right)\right)>0$. Define $\mathcal{D}_{n}=\left\{j \leq n,\left|x_{j j}\right|<n^{1 / 4}\right\}$. Write $N=\#\left(\mathcal{D}_{n}\right)$. Define a unit vector $\mathbf{z}=\left(z_{1}, \cdots, z_{n}\right)$ with $z_{j}=\frac{1}{\sqrt{N}}$ if $j \in \mathcal{D}_{n}$ and $z_{j}=0$ otherwise. Substituting $\mathbf{z}$ into (A.2.4), we get

$$
\begin{aligned}
& \lambda_{\max }(\mathbf{W}) \geq \mathbf{z}^{*}(\mathbf{W}) \mathbf{z} \\
= & \frac{a(N-1)}{\sqrt{n}}+\frac{1}{N \sqrt{n}} \sum_{i \in \mathcal{D}_{n}} x_{i i}+\mathbf{z}^{*}(\widetilde{\mathbf{W}}-\mathrm{E}(\widetilde{\mathbf{W}})) \mathbf{z} \\
\geq & \frac{a(N-1)}{\sqrt{n}}+\lambda_{\min }(\widetilde{\mathbf{W}}-\mathrm{E}(\widetilde{\mathbf{W}}))-n^{-1 / 4} \\
\geq & \frac{a N}{\sqrt{n}}+O(1) \rightarrow \infty,
\end{aligned}
$$

where $\widetilde{\mathbf{W}}$ is the matrix obtained from $\mathbf{W}$ by replacing its diagonal elements with zero. Here the last limit follows from the fact that $\lambda_{\min }(\widetilde{\mathbf{W}}-\mathrm{E}(\widetilde{\mathbf{W}})) \rightarrow$ $-2 \sigma$ almost surely, which is a consequence of the sufficiency part of the theorem, and that $N / n \rightarrow 1$ almost surely because $N$ has a binomial distribution with success probability $p=\mathrm{P}\left(\left|w_{11}\right| \leq n^{1 / 4}\right) \rightarrow 1$. Thus, we have derived a contradiction to the assumption that $\lim \sup \lambda_{\max }(\mathbf{W})=c$ almost surely. This proves that $\Re\left(\mathrm{E} x_{12}\right) \leq 0$, the second assertion of condition (ii).

To complete the proof of necessity of condition (ii), we need to show that the imaginary part of the expectation of the off-diagonal elements is zero.

Suppose that $b=\Im\left(\mathrm{E}\left(x_{12}\right)\right) \neq 0$. Define a vector $\mathbf{u}=\left(u_{1}, \cdots, u_{n}\right)^{\prime}$ by

$$
\left\{u_{j}, j \in \mathcal{D}_{n}\right\}=N^{-1 / 2}\left\{1, e^{i \pi \operatorname{sign}(b)(2 k-1) / N}, \cdots, e^{i \pi \operatorname{sign}(b)(2 k-1)(N-1) / N}\right\}
$$

and $u_{j}=0, j \notin \mathcal{D}_{n}$. By Lemma 2.7,

$$
i \mathbf{u}^{*} \Im\left(\mathrm{E}\left(\mathbf{W}_{n}\right)\right) \mathbf{u}=\frac{1}{\sqrt{n}}|b| \operatorname{ctan}(\pi(2 k-1) / 2 N)
$$

Also,

$$
\begin{aligned}
\mathbf{u}^{*} \mathbf{J} \mathbf{u} & =\frac{1}{N}\left|\sum_{j=0}^{N-1} e^{i \pi \operatorname{sign}(b) j(2 k-1) / N}\right|^{2} \\
& =\frac{1}{N}\left|\frac{1-e^{i \pi \operatorname{sign}(b)(2 k-1)}}{1-e^{i \pi \operatorname{sign}(b)(2 k-1) / N}}\right|^{2} \\
& \leq \frac{4}{N \sin ^{2}(\pi(2 k-1) / 2 N)},
\end{aligned}
$$

where $\mathbf{J}$ is the $n \times n$ matrix of 1's.
Write $a=\mathrm{E}\left(\Re\left(x_{12}\right)\right) \leq 0$. Then, by (A.2.4), we have

$$
\begin{align*}
& \lambda_{\max }(\mathbf{W}) \geq \mathbf{u}^{*} \mathbf{W}_{n} \mathbf{u} \\
\geq & -\frac{4|a|}{\sqrt{n} N \sin ^{2}(\pi(2 k-1) / 2 N)} \\
& +\frac{|b|}{\sqrt{n} \sin (\pi(2 k-1) / 2 N)}+\lambda_{\min }((\widetilde{\mathbf{W}}-\mathrm{E}(\widetilde{\mathbf{W}})))-n^{-1 / 4} \\
:= & I_{1}+I_{2}+I_{3}-n^{-1 / 4} . \tag{5.1.14}
\end{align*}
$$

Take $k=\left[n^{1 / 3}\right]$. Then, by the fact that $N / n \rightarrow 1$, a.s., we have

$$
\begin{aligned}
I_{1} & \sim-\frac{2|a| \sqrt{n}}{\pi k^{2}} \rightarrow 0 \\
I_{2} & \sim \frac{|b| \sqrt{n}}{\pi k} \rightarrow \infty \\
\left|I_{3}\right| & \rightarrow-2 \sigma
\end{aligned}
$$

Thus, the necessity of condition (ii) is proved. Conditions (iii) and (v) follow by applying the sufficiency part. The proof of the theorem is complete.

Remark 5.7. In the proof of Theorem 5.1, if the entries of $\mathbf{W}$ depend on $n$ but satisfy

$$
\begin{equation*}
\mathrm{E}\left(x_{j k}\right)=0, \mathrm{E}\left(\left|x_{j k}^{2}\right|\right) \leq \sigma^{2}, \mathrm{E}\left(\left|x_{j k}^{\ell}\right|\right) \leq b\left(\delta_{n} \sqrt{n}\right)^{\ell-3},(\ell \geq 3) \tag{5.1.15}
\end{equation*}
$$

for some $b>0$, then for fixed $\varepsilon>0$ and $x>0$,

$$
\begin{equation*}
\mathrm{P}\left(\lambda_{\max }(\mathbf{W}) \leq 2 \sigma+\varepsilon+x\right)=o\left(n^{-\ell}(2 \sigma+\varepsilon+x)^{-2}\right) \tag{5.1.16}
\end{equation*}
$$

This implies that the conclusion of $\lim \sup \lambda_{\max }(\mathbf{W}) \leq 2 \sigma$, a.s., is still true.

### 5.2 Limits of Extreme Eigenvalues of the Sample Covariance Matrix

We first introduce the following theorem.
Theorem 5.8. Suppose that $\left\{x_{j k}, j, k=1,2, \cdots\right\}$ is a double array of iid random variables with mean zero and variance $\sigma^{2}$ and finite fourth moment. Let $\mathbf{X}_{n}=\left(x_{j k}, j \leq p, k \leq n\right)$ and $\mathbf{S}_{n}=\frac{1}{n} \mathbf{X} \mathbf{X}^{*}$. Then the largest eigenvalue of $\mathbf{S}_{n}$ tends to $\sigma^{2}(1+\sqrt{y})^{2}$ almost surely.

If the fourth moment of the underlying distribution is not finite, then with probability 1, the limsup of the largest eigenvalue of $\mathbf{S}_{n}$ is infinity.

The real case of the first conclusion is due to Yin, Bai, and Krishnaiah [301], and the real case of the second conclusion is proved in Bai, Silverstein, and Yin [33]. The proof of this theorem is almost the same as that of Theorem 5.1, and the proof for the real case can be found in these papers. Thus the details are omitted and left as an exercise for the reader. Here, for our future use, we remark that the proof of the theorem above can be extended to the following.

Theorem 5.9. Suppose that the entries of the matrix $\mathbf{X}_{n}=\left(x_{j k n}, j \leq p, k \leq\right.$ $n$ ) are independent (not necessarily identically distributed) and satisfy

1. $\mathrm{E}\left(x_{j k n}\right)=0$,
2. $\left|x_{j k n}\right| \leq \sqrt{n} \delta_{n}$,
3. $\left.\max _{j, k}|\mathrm{E}| X_{j k n}\right|^{2}-\sigma^{2} \mid \rightarrow 0$ as $n \rightarrow \infty$, and
4. $\mathrm{E}\left|x_{j k n}\right|^{\ell} \leq b\left(\sqrt{n} \delta_{n}\right)^{\ell-3}$ for all $\ell \geq 3$,
where $\delta_{n} \rightarrow 0$ and $b>0$. Let $\mathbf{S}_{n}=\frac{1}{n} \mathbf{X}_{n} \mathbf{X}_{n}^{*}$. Then, for any $x>\varepsilon>0$ and integers $j, k \geq 2$, we have

$$
\mathrm{P}\left(\lambda_{\max }\left(\mathbf{S}_{n}\right) \geq \sigma^{2}(1+\sqrt{y})^{2}+x\right) \leq C n^{-k}\left(\sigma^{2}(1+\sqrt{y})^{2}+x-\varepsilon\right)^{-k}
$$

for some constant $C>0$.
In this section, we shall present a generalization to a result of Bai and Yin [36]. Assume that $\mathbf{X}_{n}$ is a $p \times n$ complex matrix and $\mathbf{S}_{n}=\frac{1}{n} \mathbf{X}_{n} \mathbf{X}_{n}^{*}$.

Theorem 5.10. Assume that the entries of $\left\{x_{i j}\right\}$ are a double array of iid complex random variables with mean zero, variance $\sigma^{2}$, and finite fourth moment. Let $\mathbf{X}_{n}=\left(x_{i j} ; i \leq p, j \leq n\right)$ be the $p \times n$ matrix of the upper-left corner of the double array. If $p / n \rightarrow y \in(0,1)$, then, with probability 1 , we have

$$
\begin{align*}
-2 \sqrt{y} \sigma^{2} & \leq \liminf _{n \rightarrow \infty} \lambda_{\min }\left(\mathbf{S}_{n}-\sigma^{2}(1+y) \mathbf{I}_{n}\right) \\
& \leq \limsup _{n \rightarrow \infty} \lambda_{\max }\left(\mathbf{S}_{n}-\sigma^{2}(1+y) \mathbf{I}_{n}\right) \leq 2 \sqrt{y} \sigma^{2} . \tag{5.2.1}
\end{align*}
$$

From Theorem 5.10, one immediately gets the following theorem.

Theorem 5.11. Under the assumptions of Theorem 5.10, we have a.s.

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \lambda_{\min }\left(\mathbf{S}_{n}\right)=\sigma^{2}(1-\sqrt{y})^{2} \tag{5.2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \lambda_{\max }\left(\mathbf{S}_{n}\right)=\sigma^{2}(1+\sqrt{y})^{2} \tag{5.2.3}
\end{equation*}
$$

Denote the eigenvalues of $\mathbf{S}_{n}$ by $\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n}$. Write $\lambda_{\max }=\lambda_{n}$ and

$$
\lambda_{\min }= \begin{cases}\lambda_{1}, & \text { if } p \leq n \\ \lambda_{p-n+1}, & \text { if } p>n\end{cases}
$$

Using the convention above, Theorem 5.11 is true for all $y \in(0, \infty)$.

### 5.2.1 Proof of Theorem 5.10

We split our tedious proof of Theorem 5.10 into several lemmas. The key idea is to estimate the spectral norm of the power matrix $\left(\mathbf{S}_{n}-\sigma^{2}(1+y) \mathbf{I}\right)^{\ell}$. In the first step, we split the power matrix into several matrices, among which the most significant matrix is the one called $\mathbf{T}_{n}(\ell)$ defined below. Lemma 5.12 is devoted to the estimate of the norm of $\mathbf{T}_{n}(\ell)$. The aim of the subsequent lemmas is to estimate of the norm of $\left(\mathbf{S}_{n}-\sigma^{2}(1+y) \mathbf{I}\right)^{\ell}$ by using the estimate on $\mathbf{T}_{n}(\ell)$.

Lemma 5.12. Under the conditions of Theorem 5.10, we have

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\|\mathbf{T}_{n}(\ell)\right\| \leq(2 \ell+1)(\ell+1) y^{(\ell-1) / 2} \sigma^{2 \ell} \quad \text { a.s. } \tag{5.2.4}
\end{equation*}
$$

where

$$
\mathbf{T}_{n}(\ell)=n^{-\ell}\left(\sum^{\prime} x_{a v_{1}} \bar{x}_{u_{1} v_{1}} x_{u_{1} v_{2}} \bar{x}_{u_{2} v_{2}} \cdots x_{u_{\ell-1} v_{\ell}} \bar{x}_{b v_{\ell}}\right)
$$

the summation $\sum^{\prime}$ runs over for $v_{1}, \cdots, v_{\ell}=1,2, \cdots, n$, and $u_{1}, \cdots, u_{\ell-1}=$ $1,2, \cdots, p$ subject to the restriction

$$
a \neq u_{1}, u_{1} \neq u_{2}, \cdots, u_{\ell-1} \neq b \quad \text { and } \quad v_{1} \neq v_{2}, \quad v_{2} \neq v_{3}, \cdots, v_{\ell-1} \neq v_{\ell}
$$

Proof. Without loss of generality, we assume $\sigma=1$. We first truncate the $x$-variables. Since $\mathrm{E}\left|x_{11}\right|^{4}<\infty$, we can select a sequence of slowly decreasing constants $\delta_{n} \rightarrow 0$ such that $n \delta_{n}$ is increasing and

$$
\begin{equation*}
\sum_{k} \delta_{2^{k}}^{-2} 2^{k} \mathrm{E}\left|x_{11}\right|^{2}\left(\left|x_{11}\right| \geq 2^{k / 2} \delta_{2^{k}}\right)<\infty \tag{5.2.5}
\end{equation*}
$$

Then, define $x_{i j n}=x_{i j} I\left(\left|x_{i j}\right| \leq \delta_{n} \sqrt{n}\right)$. Next, construct a matrix $\widehat{\mathbf{T}}_{n}(\ell)$ with the same structure of $\mathbf{T}_{n}(\ell)$ by replacing $x_{i j}$ with $x_{i j n}$. Then, we have

$$
\begin{aligned}
& \mathrm{P}\left(\widehat{\mathbf{T}}_{n}(\ell) \neq \mathbf{T}_{n}(\ell), \text { i.o. }\right) \\
\leq & \lim _{K \rightarrow \infty} \sum_{k=K}^{\infty} \mathrm{P}\left(\bigcup_{2^{k}<n \leq 2^{k+1}} \bigcup_{i \leq p, j \leq n}\left(x_{i j n} \neq x_{i j}\right)\right) \\
\leq & \lim _{K \rightarrow \infty} \sum_{k=K}^{\infty} \mathrm{P}\left(\bigcup_{2^{k}<n \leq 2^{k+1}} \bigcup_{i, j \leq 2^{k+1}}\left(\left|x_{i j}\right| \geq \delta_{2^{k}} 2^{k / 2}\right)\right) \\
= & \lim _{K \rightarrow \infty} \sum_{k=K}^{\infty} \mathrm{P}\left(\bigcup_{i, j \leq 2^{k+1}}\left(\left|x_{i j}\right| \geq \delta_{2^{k}} 2^{k / 2}\right)\right) \\
\leq & \lim _{K \rightarrow \infty} \sum_{k=K}^{\infty} 2^{2 k+2} \mathrm{P}\left(\left|x_{11}\right| \geq \delta_{2^{k}} 2^{k / 2}\right)=0 .
\end{aligned}
$$

This shows that we need only to show (5.2.4) for the matrix $\widehat{\mathbf{T}}_{n}(\ell)$.
Let $\widetilde{\mathbf{T}}_{n}(\ell)$ be the matrix constructed from the variables $x_{i j n}-\mathrm{E}\left(x_{i j n}\right)$. We shall show that, for all $\ell \geq 0$,

$$
\begin{equation*}
\left\|\widetilde{\mathbf{T}}_{n}(\ell)-\widehat{\mathbf{T}}_{n}(\ell)\right\| \rightarrow 0 \text { a.s. } \tag{5.2.6}
\end{equation*}
$$

if (5.2.4) is true for the matrix $\widetilde{\mathbf{T}}_{n}(\ell)$ and all fixed $\ell$.
Write $\widehat{\mathbf{Y}}_{n}=\frac{1}{\sqrt{n}}\left(x_{i j n}\right)$ and $\widetilde{\mathbf{Y}}_{n}=\frac{1}{\sqrt{n}}\left(x_{i j n}-\mathrm{E}\left(x_{i j n}\right)\right)=\widehat{\mathbf{Y}}_{n}-\mathrm{E}\left(\widehat{\mathbf{Y}}_{n}\right)$.
Using the notation of $\odot$ products (see Page 483 for the definition of $\odot$ ), we have

$$
\begin{equation*}
\widehat{\mathbf{T}}_{n}(\ell)=\widehat{\mathbf{Y}}_{n} \odot\left(\widehat{\mathbf{Y}}_{n}^{*}\right) \odot \cdots \odot \widehat{\mathbf{Y}}_{n} \odot\left(\widehat{\mathbf{Y}}_{n}^{*}\right) \tag{5.2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{\mathbf{T}}_{n}(\ell)=\widetilde{\mathbf{Y}}_{n} \odot\left(\widetilde{\mathbf{Y}}_{n}^{*}\right) \odot \cdots \odot \widetilde{\mathbf{Y}}_{n} \odot\left(\widetilde{\mathbf{Y}}_{n}^{*}\right) \tag{5.2.8}
\end{equation*}
$$

Suppose that (5.2.4) is true for the matrix $\widetilde{\mathbf{T}}_{n}(\ell)$. We will show that

$$
\limsup \left\|\widetilde{\mathbf{Y}}_{n}\right\|^{2} \leq 7, \text { a.s. }
$$

In fact, with probability 1 ,

$$
\begin{aligned}
\lim \sup \left\|\widetilde{\mathbf{Y}}_{n}\right\|^{2} & =\lim \sup \left\|\widetilde{\mathbf{T}}_{n}(1)+\operatorname{diag}\left(\frac{1}{n} \sum_{j=1}^{n}\left|x_{i j n}-\mathrm{E}\left(x_{i j n}\right)\right|^{2}, i \leq p\right)\right\| \\
& \leq 6+\limsup \frac{1}{n} \max _{i \leq p} \sum_{j=1}^{n}\left[\left|x_{i j}\right|^{2}+2\left|\mathrm{E} x_{11 n}\right|\left|x_{i j}\right|+\left|\mathrm{E} x_{11 n}\right|^{2}\right] \\
& \leq 7
\end{aligned}
$$

Here, the first inequality follows from (5.2.4) for $\widetilde{\mathbf{T}}(\ell)$ and the second follows from Lemma B. 25 given in Appendix B and the fact that $\mathrm{E} x_{11 n} \rightarrow 0$.

Note that $\left|\mathrm{E}\left(x_{i j n}\right)\right| \leq\left(\delta_{n} \sqrt{n}\right)^{-3} \mathrm{E}\left(\left|x_{11}^{4}\right|\right) \rightarrow 0$. We obtain $\left\|\mathrm{E}\left(\widehat{\mathbf{Y}}_{n}\right)\right\| \leq$ $\sqrt{n}\left|\mathrm{E}\left(x_{11 n}\right)\right|=o(1)$.

By (5.2.7) and (5.2.8), the difference $\widetilde{\mathbf{T}}_{n}(\ell)-\widehat{\mathbf{T}}_{n}(\ell)$ can be written as a sum of $\odot$ products of matrices $\widetilde{\mathbf{Y}}_{n}, \mathrm{E}\left(\widehat{\mathbf{Y}}_{n}\right)$ or their complex conjugate transpose. Each product has $2 \ell$ factor matrices, and at least one of them is $\mathrm{E}\left(\widehat{\mathbf{Y}}_{n}\right)$ or its complex conjugate transpose. The number of terms in the sum is $2^{\ell}-1$.

Then, assertion (5.2.6) follows by applying Theorem A.23. Therefore, the proof of the lemma reduces to proving (5.2.4) for the matrix $\widetilde{\mathbf{T}}_{n}(\ell)$. For brevity, we still use $\mathbf{T}_{n}(\ell)$ and $x_{i j}$ to denote the matrix and variables after truncation and centralization. Namely, we shall proceed with our proof under the following additional assumptions:

$$
\begin{align*}
& \text { 1. } \mathrm{E}\left(x_{i j}\right)=0, \mathrm{E}\left(\left|x_{i j}\right|^{2}\right) \leq 1 \text {, and } \mathrm{E}\left(\left|x_{i j}\right|^{2}\right) \rightarrow 1 .  \tag{5.2.9}\\
& \text { 2. } \mathrm{E}\left(\left|x_{i j}\right|^{\ell}\right) \leq\left(\delta_{n} \sqrt{n}\right)^{\ell-3} \text { for all } \ell \geq 3 \text {. }
\end{align*}
$$

Select an integer $m$ such that $m / \log n \rightarrow \infty$ and $m \delta_{n}^{1 / 3} / \log n \rightarrow 0$. Then, we have

$$
\begin{equation*}
\operatorname{tr}\left(\mathrm{E}\left(\mathbf{T}_{n}^{2 m}(\ell)\right)\right)=n^{-2 m \ell} \sum \mathrm{E}\left(x_{i_{1} j_{1}} \bar{x}_{i_{2} j_{1}} x_{i_{2} j_{2}} \bar{x}_{i_{3} j_{2}} \cdots x_{i_{2 m \ell} j_{2 m \ell}} \bar{x}_{i_{1} j_{2 m \ell}}\right) \tag{5.2.10}
\end{equation*}
$$

where the summation runs over all integers $i_{1}, \cdots, i_{2 m \ell}$ from $\{1,2, \cdots, p\}$ and $j_{1}, \cdots, j_{2 m \ell}$ from $\{1,2, \cdots, n\}$ subject to the conditions that, for any $v=0,1, \cdots, 2 m-1$,

$$
\begin{align*}
i_{v \ell+1} & \neq i_{v \ell+2}, i_{v \ell+2} \neq i_{v \ell+3}, \cdots, i_{(v+1) \ell} \neq i_{(v+1) \ell+1} \\
j_{v \ell+1} & \neq j_{v \ell+2}, j_{v \ell+2} \neq j_{v \ell+3}, \cdots, j_{(v+1) \ell-1} \neq j_{(v+1) \ell} . \tag{5.2.11}
\end{align*}
$$

Given $i_{1}, \cdots, i_{2 m \ell}$ and $j_{1}, \cdots, j_{2 m \ell}$, define functions $f$ and $g$ by $f(1)=$ $g(1)=1$ and, for $1<\ell \leq 2 m \ell$,

$$
f(\ell)= \begin{cases}f(u), & \text { if } i_{\ell}=i_{u} \text { for some } u<\ell, \\ \max \{f(1), \cdots, f(\ell-1)\}+1, & \text { otherwise },\end{cases}
$$

and

$$
g(\ell)= \begin{cases}g(u), & \text { if } j_{\ell}=j_{u} \text { for some } u<\ell, \\ \max \{g(1), \cdots, g(\ell-1)\}+1, & \text { otherwise } .\end{cases}
$$

Similar to what we did in Subsection 3.1.2, construct a $\Delta$-graph $G$ of $2 m \ell$ down edges and $2 m \ell$ up edges, by using these two functions, called a canonical graph. Then, (5.2.10) can be rewritten as

$$
\begin{equation*}
\operatorname{tr}\left(\mathrm{E}\left(\mathbf{T}_{n}^{2 m}(\ell)\right)\right)=n^{-2 m \ell} \sum_{G} \sum_{\mathbf{i}, \mathbf{j}} \mathrm{E}\left(x_{i_{1} j_{1}} \bar{x}_{i_{2} j_{1}} x_{i_{2} j_{2}} \bar{x}_{i_{3} j_{2}} \cdots x_{i_{2 m \ell} j_{2 m \ell}} \bar{x}_{i_{1} j_{2 m \ell}}\right) . \tag{5.2.12}
\end{equation*}
$$

Obviously, if $G$ has a single edge, the terms corresponding to this graph are zero. Thus, we need only to estimate the sum of all those terms whose $G$ has no single edge.

We split the graph $G$ into $2 m$ subgraphs $G_{1}, \cdots, G_{2 m}$, where the graph $G_{v}$ consists of the $\ell$ down edges $e_{d,(v-1) \ell+1} \cdots, e_{d, v \ell}$ and the $\ell$ up edges $e_{u,(v-1) \ell+1} \cdots, e_{u, v \ell}$ and their vertices.

Due to condition (5.2.9), within each subgraph, all down edges do not coincide with their adjacent (prior to or behind) up edges, but those between different subgraphs can be coincident.

Now, we begin to estimate the right-hand side of (5.2.12). Let $k$ denote the total number of innovations and $t$ denote the number of $T_{2}$ edges. Then, we have the following.

1. By noting that $G$ has no single edge, the expectation is not greater than $\left(\delta_{n} \sqrt{n}\right)^{4 m \ell-2 k-t}$.
2. Since $G$ has no single edge, $1 \leq k \leq 2 m \ell$.

3 . For the same reason, $t \leq 2 m \ell$.
4. Let $a_{i}$ denote the number of pairs of consecutive edges $\left(e, e^{\prime}\right)$ in the subgraph $G_{i}$ in which $e$ is an innovation but $e^{\prime}$ is not. Then the number of sequences of consecutive innovations in $G_{i}$ is either $a_{i}$ or $a_{i}+1$ (the latter happens when the last edge of $G_{i}$ is an innovation). Hence, the number of ways to arrange the consecutive innovation sequences is not more than

$$
\binom{2 \ell}{2 a_{i}}+\binom{2 \ell}{2 a_{i}+1}=\binom{2 \ell+1}{2 a_{i}+1} .
$$

5. Given the positions of innovations, there are at most $\binom{4 m \ell-k}{k}$ ways to arrange the $T_{3}$ edges.
6. Given the positions of innovations and $T_{3}$ edges, the $T_{4}$ edges will be at the rest $4 m \ell-2 k$ positions.
7. For canonical graphs, there is only one way to plot the innovations and irregular $T_{3}$-edges. By Lemmas 5.5 and 5.6 , there are at most $(t+1)^{2(4 m \ell-2 k)}$ ways to plot the regular $T_{3}$ edges.
8. Because there are $k+1$ vertices, there are at most $\binom{k+1}{2}\left(<(k+1)^{2}\right)$ positions to plot the $T_{2}$ edges. Hence, there are at most $\binom{(k+1)^{2}}{t}$ ways to plot the $t T_{2}$ edges. And there are at most $t^{4 m \ell-2 k}$ ways to distribute the $4 m \ell-2 k$ $T_{4}$-edges into the $t$ positions.
9. Let $r$ and $s$ denote the number of up and down innovations. Then, we have $k=r+s$ and the number of terms for each canonical graph is not more than $n^{s} p^{r+1}=n^{k+1} y_{n}^{r+1}$, where $y_{n}=p / n \rightarrow y$.

Combining the above, (5.2.12) can be estimated by

$$
\operatorname{tr}\left(\mathrm{E}\left(\mathbf{T}_{n}^{2 m}(\ell)\right)\right) \leq n \sum^{*}\left(\prod_{i=1}^{2 m}\binom{2 \ell+1}{2 a_{i}+1}\right)\binom{4 m \ell-k}{k}\binom{(k+1)^{2}}{t}
$$

$$
\begin{equation*}
\cdot(t+1)^{3(4 m \ell-2 k)} y_{n}^{r+1} \delta_{n}^{4 m \ell-2 k}\left(\sqrt{n} \delta_{n}\right)^{-t}, \tag{5.2.13}
\end{equation*}
$$

where the summation is taken subject to restrictions $1 \leq k \leq 2 m \ell, 0 \leq t \leq$ $2 m \ell$, and $0 \leq a_{i} \leq \ell$.

Suppose that in the pair ( $e, e^{\prime}$ ) of the graph $G_{i}, e$ is an innovation and $e^{\prime}$ is not. Then, $e^{\prime}$ must be a $T_{2}$ edge since it cannot coincide with $e$. Therefore,

$$
\begin{equation*}
a_{1}+\cdots+a_{2 m} \leq \text { the number of } T_{2} \text { edges } \leq t \tag{5.2.14}
\end{equation*}
$$

In each consecutive sequence of innovations, the difference in the number of up and down innovations is at most 1 . Since in $G_{i}$ there are at most $a_{i}+1$ consecutive innovation sequences, we obtain

$$
\begin{equation*}
|r-s| \leq a_{1}+\cdots+a_{2 m}+2 m \tag{5.2.15}
\end{equation*}
$$

From the estimations above and the relation $k=r+s$, we have

$$
r \geq \frac{1}{2}(k-t)-m
$$

Since $y_{n} \leq 1$, we have

$$
\begin{equation*}
y_{n}^{r+1} \leq y_{n}^{(k-t-2 m) / 2} . \tag{5.2.16}
\end{equation*}
$$

By the trivial inequality $\binom{2 \ell+1}{2 a_{i}+1} \leq(2 \ell+1)^{2 a_{i}+1}$, we have

$$
\begin{equation*}
\prod_{i=1}^{2 m}\binom{2 \ell+1}{2 a_{i}+1} \leq(2 \ell+1)^{2} \sum a_{i}+2 m \leq(2 \ell+1)^{2 t+2 m} \tag{5.2.17}
\end{equation*}
$$

Because each $a_{i}$ may take values from 0 to $\ell$, there are at most $(\ell+1)^{2 m}$ ways to arrange various $a_{1}, \cdots, a_{2 m}$. Then, applying inequality (5.1.11), we further get

$$
\begin{aligned}
\operatorname{tr}\left(\mathrm{E}\left(\mathbf{T}_{n}^{2 m}(\ell)\right)\right) \leq & n \sum_{k=1}^{2 m \ell} \sum_{t=0}^{4 m \ell-2 k}(2 \ell+1)^{2 m}(\ell+1)^{2 m}\binom{4 m \ell-k}{k} \\
& \cdot\left(\frac{(k+1)^{2}}{\sqrt{n} \delta_{n}}\right)^{t}(t+1)^{3(4 m \ell-2 k)} y_{n}^{\frac{1}{2}(k-t-2 m)} \delta_{n}^{4 m \ell-2 k} \\
\leq & n^{2}(2 \ell+1)^{2 m}(\ell+1)^{2 m} y_{n}^{-m} \sum_{k=1}^{2 m \ell}\binom{4 m \ell-k}{k} \\
& \cdot\left(\frac{3(4 m \ell-2 k) \delta_{n}^{1 / 3}}{\log \left(\sqrt{n y_{n}} \delta_{n} /(k+1)^{2}\right)}\right)^{3(4 m \ell-2 k)} y_{n}^{k / 2} \delta_{n}^{4 m \ell-2 k} \\
\leq & n^{2}(2 \ell+1)^{2 m}(\ell+1)^{2 m} y_{n}^{-m}\left[y_{n}^{1 / 4}+\left(\frac{24 m \ell \delta_{n}^{1 / 3}}{\frac{1}{2} \log n}\right)^{3}\right]^{4 m \ell}
\end{aligned}
$$

$$
\begin{equation*}
=n^{2}(2 \ell+1)^{2 m}(\ell+1)^{2 m} y_{n}^{m(\ell-1)}(1+o(1))^{4 m \ell} . \tag{5.2.18}
\end{equation*}
$$

Thus, for any $\eta>(2 \ell+1)(\ell+1) y^{(\ell-1) / 2}$, we have

$$
\begin{align*}
& \mathrm{P}\left(\left\|\mathbf{T}_{n}(\ell)\right\| \geq \eta\right) \leq \eta^{-2 m} \mathrm{E}\left(\left\|\mathbf{T}_{n}(\ell)\right\|^{2 m}\right) \\
\leq & \eta^{-2 m} \mathrm{E}\left(\operatorname{tr}\left(\mathbf{T}_{n}(\ell)\right)^{2 m}\right) \\
\leq & \left(\eta^{-1}(2 \ell+1)(\ell+1) y^{(\ell-1) / 2}\right)^{2 m} n^{2}(1+o(1))^{4 m \ell} \tag{5.2.19}
\end{align*}
$$

which is summable due to the assumption $m / \log n \rightarrow \infty$. The lemma then follows by applying the Borel-Cantelli lemma.

Define $\mathbf{Y}_{n}^{(2 f+1)}=\left(n^{-f-1 / 2}\left|x_{i j}\right|^{2 f} x_{i j}\right)$ and $\mathbf{Y}_{n}^{(2 f+2)}=\left(n^{-f-1}\left|x_{i j}\right|^{2 f+2}\right)$, $f=0,1,2, \cdots$. Then, we have the following lemma.
Lemma 5.13. Under the conditions of Theorem 5.10, we have

$$
\begin{gathered}
\lim \sup \left\|\mathbf{Y}_{n}^{(1)}\right\| \leq \sqrt{7} \sigma, \quad \text { a.s. } \\
\limsup \left\|\mathbf{Y}_{n}^{(2)}\right\| \leq \sqrt{\mathrm{E}\left|x_{11}\right|^{4}}, \text { a.s., } \\
\limsup \left\|\mathbf{Y}_{n}^{(f)}\right\|=0, \text { a.s., for all } f>2
\end{gathered}
$$

Proof. We have

$$
\left\|\mathbf{Y}_{n}^{(1)}\right\|^{2} \leq\left\|\mathbf{T}_{n}(1)\right\|+\frac{1}{n} \max _{i \leq p} \sum_{j=1}^{n}\left|x_{i j}\right|^{2} .
$$

Then, the first conclusion of the lemma follows from Lemmas 5.12 and B.25.
By $\left\|\mathbf{Y}_{n}^{(2)}\right\|^{2} \leq \operatorname{tr}\left(\mathbf{Y}_{n}^{(2)} \mathbf{Y}_{n}^{(2)}{ }^{2}\right)$, we have

$$
\left\|\mathbf{Y}_{n}^{(2)}\right\|^{2} \leq n^{-2} \sum_{i j}\left|x_{i j}\right|^{4} \rightarrow y \mathrm{E}\left(\left|x_{11}\right|^{4}\right), \text { a.s. }
$$

For $f>2$, by Lemma B.25, we have

$$
\left\|\mathbf{Y}_{n}^{(f)}\right\|^{2} \leq n^{-f} \sum_{i j}\left|x_{i j}\right|^{2 f} \rightarrow 0 \quad \text { a.s. }
$$

Lemma 5.14. Under the conditions of Theorem 5.10, we have

$$
\begin{equation*}
\mathbf{T}_{n} \mathbf{T}_{n}(k)=\mathbf{T}_{n}(k+1)+y \sigma^{2} \mathbf{T}_{n}(k)+y \sigma^{4} \mathbf{T}_{n}(k-1)+o(1) \text { a.s. } \tag{5.2.20}
\end{equation*}
$$

Proof. We can assume $\sigma=1$ without loss of generality. By relation (A.3.6) and Lemma 5.13,

$$
\mathbf{T}_{n}(k)=\mathbf{Y}_{n}(\overbrace{\mathbf{Y}_{n}^{*} \odot \mathbf{Y}_{n}^{*} \odot \cdots \odot \mathbf{Y}_{n}^{*}}^{k \mathbf{Y}_{n}^{*} ' s})
$$

$$
\begin{gather*}
\quad-\left[\operatorname{diag}\left(\mathbf{Y}_{n} \mathbf{Y}_{n}^{*}\right)\right] \mathbf{T}_{n}(k-1)+\mathbf{Y}_{n}^{(3)} \odot\left(\mathbf{Y}_{n}^{*} \odot \cdots \odot \mathbf{Y}_{n}^{*}\right) \\
=\mathbf{Y}_{n}\left(\mathbf{Y}_{n}^{*} \odot \mathbf{Y}_{n}^{*} \odot \cdots \odot \mathbf{Y}_{n}^{*}\right)-\mathbf{T}_{n}(k-1)+o(1) \text { a.s. }, \tag{5.2.21}
\end{gather*}
$$

and similarly

$$
\begin{align*}
\mathbf{T}_{n}(k+1)= & \mathbf{Y}_{n}(\overbrace{\mathbf{Y}_{n}^{*} \odot \mathbf{Y}_{n} \odot \cdots \odot \mathbf{Y}_{n}^{*}}^{k+1})-\left[\operatorname{diag}\left(\mathbf{Y}_{n}^{*} \mathbf{Y}_{n}^{*}\right)\right] \mathbf{T}_{n}(k)+o(1) \text { a.s. } \\
= & \mathbf{Y}_{n} \mathbf{Y}_{n}^{*} \mathbf{T}_{n}(k)-\mathbf{Y}_{n} \operatorname{diag}\left(\mathbf{Y}_{n}^{*} \mathbf{Y}_{n}^{*}\right)\left(\mathbf{Y}_{n}^{*} \odot \cdots \odot \mathbf{Y}_{n}^{*}\right) \\
& -\operatorname{diag}\left(\mathbf{Y}_{n} \mathbf{Y}_{n}^{*}\right) \mathbf{T}_{n}(k)+o(1) \text { a.s. } \\
= & \mathbf{T}_{n} \mathbf{T}_{n}(k)-y \mathbf{Y}_{n}\left(\mathbf{Y}_{n}^{*} \odot \cdots \odot \mathbf{Y}_{n}^{*}\right)+o(1) \text { a.s. } \\
= & \mathbf{T}_{n} \mathbf{T}_{n}(k)-y\left(\mathbf{T}_{n}(k)+\mathbf{T}_{n}(k-1)\right)+o(1) \text { a.s. } \tag{5.2.22}
\end{align*}
$$

The proof of the lemma is complete.
Lemma 5.15. Under the conditions of Theorem 5.10, we have

$$
\begin{equation*}
\left(\mathbf{T}_{n}-y \sigma^{2} \mathbf{I}_{p}\right)^{k}=\sum_{r=0}^{k}(-1)^{r+1} \sigma^{2(k-r)} \mathbf{T}(r) \sum_{i=0}^{[(k-r) / 2]} C_{i}(k, r) y^{k-r-i}+o(1) \tag{5.2.23}
\end{equation*}
$$

where the constants $\left|C_{i}(k, r)\right| \leq 2^{k}$.
Proof. When $k=1$, with the convention that $\mathbf{T}(0)=\mathbf{I}$, the lemma is trivially true with $C_{0}(1,1)=1$ and $C_{0}(1,0)=1$. The general case can easily be proved by induction and Lemma 5.14. The details are omitted.

We are now in a position to prove Theorem 5.10.
Proof of Theorem 5.10. Again, we assume that $\sigma^{2}=1$ without loss of generality. By Lemma B.25, we have

$$
\left\|\mathbf{S}_{n}-\mathbf{I}_{p}-\mathbf{T}_{n}\right\| \leq \max _{i \leq p}\left|\sum_{j=1}^{n}\left(\left|x_{i j}\right|^{2}-1\right)\right| \rightarrow 0 \quad \text { a.s. }
$$

Therefore, to prove Theorem 5.10, we need only to show that

$$
\limsup \left\|\mathbf{T}_{n}-y \mathbf{I}_{p}\right\| \leq 2 \sqrt{y} \quad \text { a.s. }
$$

By Lemmas 5.12 and 5.15 , for any fixed $k$, we have

$$
\lim \sup \left\|\mathbf{T}_{n}-y \mathbf{I}_{p}\right\|^{k} \leq C k^{4} 2^{k} y^{(k-1) / 2}
$$

Therefore,

$$
\limsup \left\|\mathbf{T}_{n}-y \mathbf{I}_{p}\right\| \leq C^{1 / k} k^{4 / k} 2 y^{(k-1) /(2 k)}
$$

Letting $k \rightarrow \infty$, we conclude the proof of Theorem 5.10.

### 5.2.2 Proof of Theorem 5.11

By Theorem 3.6, with probability 1, we have

$$
\limsup \lambda_{\min }\left(\mathbf{S}_{n}\right) \leq \sigma^{2}(1-\sqrt{y})^{2} \quad \text { and } \quad \liminf \lambda_{\max }\left(\mathbf{S}_{n}\right) \geq \sigma^{2}(1+\sqrt{y})^{2}
$$

Then, by Theorem 5.10,

$$
\begin{aligned}
\limsup \lambda_{\max }\left(\mathbf{S}_{n}\right) & =\sigma^{2}(1+y)+\limsup \lambda_{\max }\left(\mathbf{S}_{n}-\sigma^{2}(1+y) \mathbf{I}_{p}\right) \\
& \leq \sigma^{2}(1+y)+2 \sigma^{2} \sqrt{y}
\end{aligned}
$$

and

$$
\begin{aligned}
\liminf \lambda_{\min }\left(\mathbf{S}_{n}\right) & =\sigma^{2}(1+y)+\liminf \lambda_{\min }\left(\mathbf{S}_{n}-\sigma^{2}(1+y) \mathbf{I}_{p}\right) \\
& \geq \sigma^{2}(1+y)-2 \sigma^{2} \sqrt{y}
\end{aligned}
$$

This completes the proof of the theorem.

### 5.2.3 Necessity of the Conditions

By the elementary inequality $\lambda_{\max }(\mathbf{A}) \geq \max _{i \leq p} a_{i i}$, we have

$$
\lambda_{\max }\left(\mathbf{S}_{n}\right) \geq \max _{i \leq p} \frac{1}{n} \sum_{j=1}^{n}\left|x_{i j}\right|^{2}
$$

By Lemma B.25, if $\mathrm{E}\left(\left|x_{11}\right|^{4}\right)=\infty$, then

$$
\limsup _{n \rightarrow \infty} \max _{i \leq p} \frac{1}{n} \sum_{j=1}^{n}\left|x_{i j}\right|^{2} \rightarrow \infty, \text { a.s. }
$$

This shows that the finiteness of the fourth moment of the underlying distribution is necessary for the almost sure convergence of the largest eigenvalue of a sample covariance matrix.

If $\mathrm{E}\left(\left|x_{11}\right|^{4}\right)<\infty$ but $\mathrm{E}\left(x_{11}\right)=a \neq 0$, then

$$
\begin{gathered}
\left\|\frac{1}{\sqrt{n}} \mathbf{X}_{n}\right\| \geq\left\|\frac{1}{\sqrt{n}}(a \mathbf{J})\right\|-\left\|\frac{1}{\sqrt{n}}\left(\mathbf{X}_{n}-\mathrm{E}\left(\mathbf{X}_{n}\right)\right)\right\| \\
\geq|a| p / \sqrt{n}-\left\|\frac{1}{\sqrt{n}}\left(\mathbf{X}_{n}-\mathrm{E}\left(\mathbf{X}_{n}\right)\right)\right\| \rightarrow \infty, \text { a.s. }
\end{gathered}
$$

Combining the above, we have proved that the necessary and sufficient conditions for almost sure convergence of the largest eigenvalue of a large
dimensional sample covariance matrix are that the underlying distribution has a zero mean and finite fourth moment.

Remark 5.16. It seems that the finiteness of the fourth moment is also necessary for the almost sure convergence of the smallest eigenvalue of the large dimensional sample covariance matrix. However, at this point we have no idea how to prove it.

### 5.3 Miscellanies

### 5.3.1 Spectral Radius of a Nonsymmetric Matrix

Let $\mathbf{X}$ be an $n \times n$ matrix of iid complex random variables with mean zero and variance $\sigma^{2}$. In Bai and Yin [39], large systems of linear equations and linear differential equations are considered. There, the norm of the matrix $\left(\frac{1}{\sqrt{n}} \mathbf{X}\right)^{k}$ plays an important role in the stability of the solutions to those systems. The following theorem is established.

Theorem 5.17. If $\mathrm{E}\left(\left|x_{11}^{4}\right|\right)<\infty$, then

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\|\left(\frac{1}{\sqrt{n}} \mathbf{X}\right)^{k}\right\| \leq(1+k) \sigma^{k}, \text { a.s. } \tag{5.3.1}
\end{equation*}
$$

The proof of this theorem, after truncation and centralization, relies on the estimation of $\mathrm{E}\left(\left[\operatorname{tr}\left(\frac{1}{\sqrt{n}} \mathbf{X}\right)^{k}\left(\frac{1}{\sqrt{n}} \mathbf{X}^{*}\right)^{k}\right]^{\ell}\right)$. The details are omitted. Here, we introduce an important consequence on the spectral radius of $\frac{1}{\sqrt{n}} \mathbf{X}$, which plays an important role in establishing the circular law (see Chapter 11). This was also independently proved by Geman [117] under additional restrictions on the growth of moments of the underlying distribution.

Theorem 5.18. If $\mathrm{E}\left(\left|x_{11}^{4}\right|\right)<\infty$, then

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|\lambda_{\max }\left(\frac{1}{\sqrt{n}} \mathbf{X}\right)\right| \leq \sigma, \quad \text { a.s. } \tag{5.3.2}
\end{equation*}
$$

Theorem 5.18 follows from the fact that, for any $k$,

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty}\left|\lambda_{\max }\left(\frac{1}{\sqrt{n}} \mathbf{X}\right)\right|=\lim \sup _{n \rightarrow \infty}\left|\lambda_{\max }\left[\left(\frac{1}{\sqrt{n}} \mathbf{X}\right)^{k}\right]\right|^{1 / k} \\
& \leq \lim \sup _{n \rightarrow \infty}\left\|\left(\frac{1}{\sqrt{n}} \mathbf{X}\right)^{k}\right\|^{1 / k} \leq(1+k)^{1 / k} \sigma \rightarrow \sigma
\end{aligned}
$$

by making $k \rightarrow \infty$.

Remark 5.19. Checking the proof of Theorem 5.11, one finds that, after truncation and centralization, the conditions for guaranteeing (5.3.1) are $\left|x_{j k}\right| \leq \delta_{n} \sqrt{n}, \mathrm{E}\left(\left|x_{j k}^{2}\right|\right) \leq \sigma^{2}$, and $\mathrm{E}\left(\left|x_{j k}^{3}\right|\right) \leq b$, for some $b>0$. This is useful in extending the circular law to the case where the entries are not identically distributed.

### 5.3.2 TW Law for the Wigner Matrix

In multivariate analysis, certain statistics are defined in terms of the extreme eigenvalues of random matrices, which makes the limiting distribution of normalized extreme eigenvalues of special interest. In [279], Tracy and Widom derived the limiting distribution of the largest eigenvalue of a Wigner matrix when the entries are Gaussian distributed. The limiting law is named the Tracy-Widom (TW) law in RMT. We shall introduce the TW law for the Gaussian Wigner matrix. Under the normality assumption, the density function of the ensemble is given by

$$
P(\mathbf{w}) d \mathbf{w}=C_{\beta} \exp \left(-\frac{\beta}{4} \operatorname{tr} \mathbf{w}^{*} \mathbf{w}\right) d \mathbf{w}
$$

and the joint density of the eigenvalues is given by

$$
p_{n \beta}\left(\lambda_{1}, \cdots, \lambda_{n}\right)=C_{n \beta} e^{-\frac{1}{2} \beta \sum \lambda_{j}^{2}} \prod_{j<k}\left|\lambda_{j}-\lambda_{k}\right|^{\beta},-\infty<\lambda_{1}<\cdots<\lambda_{n}<\infty
$$

where

$$
\beta= \begin{cases}1 & \text { for GOE } \\ 2 & \text { for GUE } \\ 4 & \text { for GSE }\end{cases}
$$

where GOE stands for Gaussian orthogonal ensemble, for which all entries of the matrix are real normal random variables and whose distribution is invariant under real orthogonal similarity transformations; $G U E$ stands for Gaussian unitary ensemble, for which all entries of the matrix are complex normal random variables and whose distribution is invariant under complex unitary similarity transformations; while GSE stands for Gaussian symplectic ensemble, for which all entries of the matrix are normal quaternion random variables and whose distribution is invariant under symplectic transformations.

It is necessary here to provide a note on quaternions for the Wigner matrix and GSE. We define $2 \times 2$ matrices

$$
\mathbf{e}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad \mathbf{i}=\left(\begin{array}{cc}
i & 0 \\
0 & -i
\end{array}\right), \quad \mathbf{j}=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right), \quad \text { and } \mathbf{k}=\left(\begin{array}{cc}
0 & i \\
i & 0
\end{array}\right) .
$$

It is easy to verify that $\mathbf{i}^{2}=\mathbf{j}^{2}=\mathbf{k}^{2}=\mathbf{i} \mathbf{j} \mathbf{k}=-\mathbf{e}$. For any real numbers $a, b, c, d$, the $2 \times 2$ matrix of the linear combination

$$
x=a \mathbf{e}+b \mathbf{i}+c \mathbf{j}+d \mathbf{k}=\left(\begin{array}{cc}
u & v \\
-\bar{v} & \bar{u}
\end{array}\right)
$$

is called a quaternion, where $u=a+b i$ and $v=c+d i$. The quaternion conjugate of $x$ is defined by

$$
\bar{x}=a \mathbf{e}-b \mathbf{i}-c \mathbf{j}-d \mathbf{k}=\left(\begin{array}{cc}
\bar{u} & -v \\
\bar{v} & u
\end{array}\right)
$$

which is a complex conjugate transpose of the quaternion $x$. An $n \times n$ quaternion matrix consists of $n^{2}$ quaternion entries and thus is in fact a $2 n \times 2 n$ complex matrix. By the property of quaternion conjugation, the quaternion conjugate transpose of a quaternion matrix is the same as the usual complex conjugate transpose of its $2 n \times 2 n$ complex matrix version. By this property, we can similarly define a quaternion Hermitian matrix by $\mathbf{X}=\mathbf{X}^{*}$, where $\mathbf{X}^{*}$ stands for quaternion conjugate transpose of the quaternion matrix $\mathbf{X}$.

A GSE is a $2 n \times 2 n$ Hermitian matrix $\mathbf{X}=\left(x_{i j}\right)_{i, j=1}^{n}$, where $x_{i j}$ is a quaternion with four coefficients being iid $N(0,1 / 4)$ for $i>j$ and the diagonal elements of $x_{i i}=a_{i} \mathbf{e}$ with $a_{i} \stackrel{\text { iid }}{\sim} N(0,1)$ and the quaternions above or on the diagonal are independent. Such a matrix is called GSE because its distribution is invariant under symplectic transformations. We shall not introduce these transformations here. Interested readers are referred to Section 2.4 of Mehta [212].

It is well known that all eigenvalues of a GSE are real and have multiplicities 2 and thus GSEs have $n$ distinct eigenvalues.

In Tracy and Widom [279], the following theorem is proved.
Theorem 5.20. Let $\lambda_{n}$ denote the largest eigenvalue of an order $n G O E$, GUE, or GSE. Then

$$
n^{2 / 3}\left(\lambda_{n}-2\right) \xrightarrow{\mathscr{D}} T_{\beta},
$$

where $T_{\beta}$ is a random variable whose distribution function $F_{\beta}$ is given by

$$
\begin{aligned}
F_{2}(x) & =\exp \left(-\int_{x}^{\infty}(t-x) q^{2}(t) d t\right) \\
F_{1}(x) & =\exp \left(-\frac{1}{2} \int_{x}^{\infty} q(t) d t\right)\left[F_{2}(x)\right]^{1 / 2} \\
F_{4}\left(2^{-1 / 2} x\right) & =\cosh \left(-\frac{1}{2} \int_{x}^{\infty} q(t) d t\right)\left[F_{2}(x)\right]^{1 / 2},
\end{aligned}
$$

and $q(t)$ is the solution to the differential equation

$$
q^{\prime \prime}=t q+2 q^{3}
$$

(solutions to which are called Painlevé functions of type II) satisfying the marginal condition

$$
q(t) \sim A i(t), \text { as } t \rightarrow \infty
$$

and $A i$ is the Airy function.
The descriptions of the Airy and the TW distribution functions are complicated. For an intuitive understanding of the TW distributions, we present a graph of their densities (see Fig. 5.7).


Fig. 5.7 The density function of $F_{\beta}$ for $\beta=1,2,4$.

### 5.3.3 TW Law for a Sample Covariance Matrix

It is interesting that the normalized largest eigenvalue of the standard Wishart matrix tends to the same TW law under the assumption of normality. The following result was established by Johnstone [168].

We first consider the real case.
Theorem 5.21. Let $\lambda_{\max }$ denote the largest eigenvalue of the real Wishart matrix $W\left(n, I_{p}\right)$. Define

$$
\begin{aligned}
& \mu_{n, p}=(\sqrt{n-1}+\sqrt{p})^{2} \\
& \sigma_{n, p}=(\sqrt{n-1}+\sqrt{p})\left(\frac{1}{\sqrt{n-1}}+\frac{1}{\sqrt{p}}\right)^{1 / 3}
\end{aligned}
$$

Then

$$
\frac{\lambda_{\max }-\mu_{n, p}}{\sigma_{n, p}} \xrightarrow{\mathscr{D}} W_{1} \sim F_{1}
$$

where $F_{1}$ is the $T W$ distribution with $\beta=1$.
The complex Wishart case is due to Johansson [164].
Theorem 5.22. Let $\lambda_{\max }$ denote the largest eigenvalue of a complex Wishart matrix $W\left(n, I_{p}\right)$. Define

$$
\begin{aligned}
& \mu_{n, p}=(\sqrt{n}+\sqrt{p})^{2} \\
& \sigma_{n, p}=(\sqrt{n}+\sqrt{p})\left(\frac{1}{\sqrt{n}}+\frac{1}{\sqrt{p}}\right)^{1 / 3} .
\end{aligned}
$$

Then

$$
\frac{\lambda_{\max }-\mu_{n, p}}{\sigma_{n, p}} \xrightarrow{\mathscr{D}} W_{2} \sim F_{2}
$$

where $F_{2}$ is the $T W$ distribution with $\beta=2$.

## Chapter 6

## Spectrum Separation

### 6.1 What Is Spectrum Separation?

The results in this chapter are based on Bai and Silverstein [32, 31]. We consider the matrix $\mathbf{B}_{n}=\frac{1}{n} \mathbf{T}^{1 / 2} \mathbf{X}_{n} \mathbf{X}_{n}^{*} \mathbf{T}_{n}^{1 / 2}$, where $\mathbf{T}_{n}^{1 / 2}$ is a Hermitian square root of the Hermitian nonnegative definite $p \times p$ matrix $\mathbf{T}_{n}$, with $\mathbf{X}_{n}$ and $\mathbf{T}_{n}$ satisfying the (a.s.) assumptions of Theorem 4.1. We will investigate the spectral properties of $\mathbf{B}_{n}$ in relation to the eigenvalues of $\mathbf{T}_{n}$. A relationship is expected to exist since, for nonrandom $\mathbf{T}_{n}, \mathbf{B}_{n}$ can be viewed as the sample covariance matrix of $n$ samples of the random vector $\mathbf{T}_{n}^{1 / 2} \mathbf{x}_{1}$, which has $\mathbf{T}_{n}$ for its population matrix. When $n$ is significantly larger than $p$, the law of large numbers tells us that $\mathbf{B}_{n}$ will be close to $\mathbf{T}_{n}$ with high probability. Consider then an interval $J \subset \mathbb{R}^{+}$that does not contain any eigenvalues of $\mathbf{T}_{n}$ for all large $n$. For small $y$ (to which $p / n$ converges), it is reasonable to expect an interval $[a, b]$ close to $J$ which contains no eigenvalues of $\mathbf{B}_{n}$. Moreover, the number of eigenvalues of $\mathbf{B}_{n}$ on one side of $[a, b]$ should match up with those of $\mathbf{T}_{n}$ on the same side of $J$. Under the assumptions on the entries of $\mathbf{X}_{n}$ given in Theorem 5.11 with $\sigma^{2}=1$, this can be proven using the Fan Ky inequality (see Theorem A.10).

Extending the notation introduced in Theorem A. 10 to eigenvalues and, for notational convenience, defining $\lambda_{0}^{\mathbf{A}}=\infty$, suppose $\lambda_{i_{n}}^{\mathbf{T}_{n}}$ and $\lambda_{i_{n}+1}^{\mathbf{T}_{n}}$ lie, respectively, to the right and left of $J$. From Theorem A.10, we have (using the fact that the spectra of $\mathbf{B}_{n}$ and ( $\left.1 / n\right) \mathbf{X}_{n} \mathbf{X}_{n}^{*} \mathbf{T}_{n}$ are identical)

$$
\begin{equation*}
\lambda_{i_{n}+1}^{\mathbf{B}_{n}} \leq \lambda_{1}^{(1 / n) \mathbf{X}_{n} \mathbf{x}_{n}^{*}} \lambda_{i_{n}+1}^{\mathbf{T}_{n}} \quad \text { and } \quad \lambda_{i_{n}}^{\mathbf{B}_{n}} \geq \lambda_{p}^{(1 / n) \mathbf{X}_{n} \mathbf{x}_{n}^{*}} \lambda_{i_{n}}^{\mathbf{T}_{n}} . \tag{6.1.1}
\end{equation*}
$$

From Theorem 5.11, we can, with probability 1, ensure that $\lambda_{1}^{(1 / n)} \mathbf{X}_{n} \mathbf{X}_{n}^{*}$ and $\lambda_{p}^{(1 / n) \mathbf{X}_{n} \mathbf{X}_{n}^{*}}$ are as close as we please to one by making $y$ suitably small. Thus, an interval $[a, b]$ does indeed exist that separates the eigenvalues of $\mathbf{B}_{n}$ in exactly the same way the eigenvalues of $\mathbf{T}_{n}$ are split by $J$. Moreover, $a, b$ can be made arbitrarily close to the endpoints of $J$.

Even though the splitting of the support of $F$, the a.s. LSD of $F^{\mathbf{B}_{n}}$ (guaranteed by Theorem 4.1), is a function of $y$ (more details will be given later), splitting may occur regardless of whether $y$ is small or not. Our goal is to extend the result above on exact separation beginning with any interval $[a, b]$ of $\mathbb{R}^{+}$outside the support of $F$. We present an example of its importance that was the motivating force behind the pursuit of this topic. It arises from the detection problem in array signal processing. An unknown number $q$ of sources emit signals onto an array of $p$ sensors in a noise-filled environment $(q<p)$. If the population covariance matrix $\mathbf{R}$ of the vector of random values recorded from the sensors is known, then the value $q$ can be determined from it due to the fact that the multiplicity of the smallest eigenvalue of $\mathbf{R}$, attributed to the noise, is $p-q$. The matrix $\mathbf{R}$ is approximated by a sample covariance matrix $\widehat{\mathbf{R}}$, which, with a sufficiently large sample, will have with high probability $p-q$ noise eigenvalues clustering near each other and to the left of the other eigenvalues. The problem is that for $p$ and/or $q$ sizable, the number of samples needed for $\widehat{\mathbf{R}}$ to adequately approximate $\mathbf{R}$ would be prohibitively large. However, if for $p$ large the number $n$ of samples were to be merely of the same order of magnitude as $p$, then, under certain conditions on the signals and noise propagation, it is shown in Silverstein and Combettes [268] that $F^{\widehat{\mathbf{R}}}$ would, with high probability, be close to the nonrandom LSD $F$. Moreover, it can be shown that, for $y$ sufficiently small, the support of $F$ will split into two parts, with mass $(p-q) / p$ on the left and $q / p$ on the right. In Silverstein and Combettes [268], extensive computer simulations were performed to demonstrate that, at the least, the proportion of sources to sensors can be reliably estimated. It came as a surprise to find that not only were there no eigenvalues outside the support of $F$ (except those near the boundary of the support) but the exact number of eigenvalues appeared on intervals slightly larger than those within the support of $F$. Thus, the simulations demonstrate that, in order to detect the number of sources in the large dimensional case, it is not necessary for $\widehat{\mathbf{R}}$ to be close to $\mathbf{R}$; the number of samples only needs to be large enough so that the support of $F$ splits.

It is of course crucial to be able to recognize and characterize intervals outside the support of $F$ and to establish a correspondence with intervals outside the support of $H$, the LSD of $F^{\mathbf{T}_{n}}$. This is achieved through the Stieltjes transforms, $s_{F}(z)$ and $\underline{s}(z) \equiv s_{\underline{F}}(z)$, of, respectively, $F$ and $\underline{F}$, where the latter denotes the LSD of $\underline{\mathbf{B}}_{n} \equiv(1 / n) \mathbf{X}_{n}^{*} \mathbf{T}_{n} \mathbf{X}_{n}$. From Theorem 4.3, it is conceivable and will be proven that for each $z \in \mathbb{C}^{+}, s=s_{F}(z)$ is a solution to the equation

$$
\begin{equation*}
s=\int \frac{1}{t(1-y-y z s)-z} d H(t) \tag{6.1.2}
\end{equation*}
$$

which is unique in the set $\left\{s \in \mathbb{C}:-(1-y) / z+y s \in \mathbb{C}^{+}\right\}$. Since the spectra of $\mathbf{B}_{n}$ and $\underline{\mathbf{B}}_{n}$ differ by $|p-n|$ zero eigenvalues, it follows that

$$
F^{\mathbf{B}_{n}}=(1-(p / n)) I_{[0, \infty)}+(p / n) F^{\mathbf{B}_{n}}
$$

from which we get

$$
\begin{gather*}
s_{F \underline{\underline{B}}_{n}}(z)=-\frac{(1-p / n)}{z}+(p / n) s_{F} \mathbf{B}_{n}(z), \quad z \in \mathbb{C}^{+},  \tag{6.1.3}\\
\underline{F}=(1-y) I_{[0, \infty)}+y F,
\end{gather*}
$$

and

$$
s_{\underline{F}}(z)=-\frac{(1-y)}{z}+y s_{F}(z), \quad z \in \mathbb{C}^{+}
$$

It follows that

$$
\begin{equation*}
s_{F}=-z^{-1} \int \frac{1}{1+t s_{\underline{F}}} d H(t) \tag{6.1.4}
\end{equation*}
$$

for each $z \in \mathbb{C}^{+}, \underline{s}=s_{\underline{F}}(z)$, is the unique solution in $\mathbb{C}^{+}$to the equation

$$
\begin{equation*}
\underline{s}=-\left(z-y \int \frac{t d H(t)}{1+t \underline{s}}\right)^{-1} \tag{6.1.5}
\end{equation*}
$$

and $s_{\underline{F}}(z)$ has an inverse, explicitly given by

$$
\begin{equation*}
z(s)=z_{y, H}(s) \equiv-\frac{1}{s}+y \int \frac{t d H(t)}{1+t s} \tag{6.1.6}
\end{equation*}
$$

Note that this could have been derived from (4.1.2) by setting $s_{A}=-z^{-1}$. The unique solution to (6.1.2) follows from (4.5.8).

Let $F^{y, H}$ denote $\underline{F}$ in order to express the dependence of the LSD of $F \underline{\underline{B}}_{n}$ on the limiting dimension to sample size ratio $y$ and LSD $H$ of the population matrix. Then $s=s_{F^{y, H}}(z)$ has inverse $z=z_{y, H}(s)$.

From (6.1.6), much of the analytic behavior of $F$ can be derived (see Silverstein and Choi [267]). This includes the continuous dependence of $F$ on $y$ and $H$, the fact that $F$ has a continuous density on $\mathbb{R}^{+}$, and, most importantly for our present needs, a way of understanding the support of $F$. On any closed interval outside the support of $F^{y, H}, s_{F^{y, H}}$ exists and is increasing. Therefore, on the range of this interval, its inverse exists and is also increasing. In Silverstein and Choi [267], the converse is shown to be true along with some other results. We summarize the relevant facts in the following lemma.

Lemma 6.1. (Silverstein and Choi [267]). For any c.d.f. $G$, let $S_{G}$ denote its support and $S_{G}^{c}$, the complement of its support. If $u \in S_{F^{y, H}}^{c}$, then $s=$ $s_{F^{y, H}}(u)$ satisfies:
(1) $s \in \mathbb{R} \backslash\{0\}$,
(2) $-s^{-1} \in S_{H}^{c}$,
and
(3) $\frac{d}{d s} z_{y, H}(s)>0$.

Conversely, if $s$ satisfies (1)-(3), then $u=z_{y, H}(s) \in S_{F^{y, H}}^{c}$.

Thus, by plotting $z_{y, H}(s)$ for $s \in \mathbb{R}$, the range of values where it is increasing yields $S_{F}^{c}{ }_{F}^{y, H}$ (see Fig. 6.1).


Fig. 6.1 The function $z_{0.1, H}(s)$ for a three-mass point $H$ placing masses $0.2,0.4$, and 0.4 at three points $1,3,10$. The intervals of bold lines on the vertical axes are the support of $F^{0.1, H}$.

Of course, the supports of $F$ and $F^{y, H}$ are identical on $\mathbb{R}^{+}$. The density function of $F^{0.1, H}$ is given in Fig. 6.2.

As for whether $F$ places any mass at 0 , it is shown in Silverstein and Choi [267] that

$$
F^{y, H}(0)=\max (0,1-y[1-H(0)]),
$$

which implies

$$
F(0)= \begin{cases}H(0), & y[1-H(0)] \leq 1  \tag{6.1.7}\\ 1-y^{-1}, & y[1-H(0)]>1\end{cases}
$$

It is appropriate at this time to state a lemma that lists all the ways intervals in $S_{F y, H}^{c}$ can arise with respect to the graph of $z_{y, H}(s), s \in \mathbb{R}$. It also states the dependence of these intervals on $y$. The proof will be given in later sections.

Lemma 6.2. (a) If $\left(t_{1}, t_{2}\right)$ is contained in $S_{H}^{c}$ with $t_{1}, t_{2} \in \partial S_{H}$ and $t_{1}>0$, then there is a $y_{0}>0$ for which $y<y_{0} \Rightarrow$ there are two values $s_{y}^{1}<s_{y}^{2}$ in


Fig. 6.2 The density function of $F^{0.1, H}$ with $H$ defined in Fig. 6.1
$\left[-t_{1}^{-1},-t_{2}^{-1}\right]$ for which $\left(z_{y, H}\left(s_{y}^{1}\right), z_{y, H}\left(s_{y}^{2}\right)\right) \subset S_{F^{y, H}}^{c}$, with endpoints lying in $\partial S_{F^{y, H}}$ and $z_{y, H}\left(s_{y}^{1}\right)>0$. Moreover,

$$
\begin{equation*}
z_{y, H}\left(s_{y}^{i}\right) \rightarrow t_{i}, \quad \text { as } y \rightarrow 0, \tag{6.1.8}
\end{equation*}
$$

for $i=1,2$. The endpoints vary continuously with $y$, shrinking down to a point as $y \uparrow y_{0}$, while $z_{y, H}\left(s_{y}^{2}\right)-z_{y, H}\left(s_{y}^{1}\right)$ is monotone in $y$.
(In the graph of $z_{y, H}(s), s_{y}^{1}$ and $s_{y}^{2}$ are the local minimizer and maximizer in the interval $\left(-1 / t_{1},-1 / t_{2}\right)$, and $z_{y, H}\left(s_{y}^{1}\right)$, and $z_{y, H}\left(s_{y}^{2}\right)$ are the local minimum and maximum values. As an example, notice the minimizers and maximizers of the two curves in the middle of Fig. 6.1.)
(b) If $\left(t_{3}, \infty\right) \subset S_{H}^{c}$ with $0<t_{3} \in \partial S_{H}$, then there exists $s_{y}^{3} \in\left[-1 / t_{3}, 0\right)$ such that $z_{y, H}\left(s_{y}^{3}\right)$ is the largest number in $S_{F^{y, H}}$. As $y$ decreases from $\infty$ to 0 , (6.1.8) holds for $i=3$ with convergence monotone from $\infty$ to $t_{3}$.
(The value $s_{y}^{3}$ is the rightmost minimizer of the graph $z_{y, H}(s), s<0$, and $z_{y, H}\left(s_{y}^{3}\right)$ is the largest local minimum value. See the curve immediately to the left of the vertical axis in Fig. 6.1.)
(c) If $y[1-H(0)]<1$ and $\left(0, t_{4}\right) \subset S_{H}^{c}$ with $t_{4} \in \partial S_{H}$, then there exists $s_{y}^{4} \in\left(-\infty,-1 / t_{4}\right]$ such that $z_{y, H}\left(s_{y}^{4}\right)$ is the smallest positive number in $S_{F^{y}, H}$, and (6.1.8) holds with $i=4$, the convergence being monotone from 0 as $y$ decreases from $[1-H(0)]^{-1}$.
(The value $s_{y}^{4}$ is the leftmost local maximizer, and $z_{y, H}\left(s_{y}^{4}\right)$ is the smallest local maximum value; i.e., the smallest point of the support of $F^{y, H}$. See the leftmost curve in Fig. 6.1.)
(d) If $y[1-H(0)]>1$, then, regardless of the existence of $\left(0, t_{4}\right) \subset S_{H}^{c}$, there exists $s_{y}>0$ such that $z_{y, H}\left(s_{y}\right)>0$ and is the smallest number in $S_{F^{y, H}}$. It decreases from $\infty$ to 0 as $y$ decreases from $\infty$ to $[1-H(0)]^{-1}$.
(In this case, the curve in Fig. 6.1 should have a different shape. It will increase from $-\infty$ to the positive value $z_{y, H}>0$ at $s_{y}$ and then decrease to 0 as $s$ increases from 0 to $\infty$.)
(e) If $H=I_{[0, \infty)}$ (that is, $H$ places all mass at 0 ), then $F=F^{y, I_{[0, \infty)}}=$ $I_{[0, \infty)}$.

All intervals in $S_{F y, H}^{c} \cap[0, \infty)$ arise from one of the above. Moreover, disjoint intervals in $S_{H}^{c}$ yield disjoint intervals in $S_{F^{y, H}}^{c}$.

Thus, for interval $[a, b] \subset S_{F^{y, H}}^{c} \cap \mathbb{R}^{+}$, it is possible for $s_{F^{y, H}}(a)$ to be positive. This will occur only in case (d) of Lemma 6.2 when $b<z_{y, H}\left(s_{y}\right)$. For any other location of $[a, b]$ in $\mathbb{R}^{+}$, it follows from Lemma 6.1 that $s_{F^{y}, H}$ is negative and

$$
\begin{equation*}
\left[-1 / s_{F^{y, H}}(a),-1 / s_{F^{y, H}}(b)\right] \tag{6.1.9}
\end{equation*}
$$

is contained in $S_{H}^{c}$. This interval is the proper choice of $J$.
The main result can now be stated.
Theorem 6.3. Assume the following.
(a) Assumptions in Theorem 5.10 hold: $x_{i j}, i, j=1,2, \ldots$ are iid random variables in $\mathbb{C}$ with $\mathrm{E} x_{11}=0, \mathrm{E}\left|x_{11}\right|^{2}=1$, and $\mathrm{E}\left|x_{11}\right|^{4}<\infty$.
(b) $p=p(n)$ with $y_{n}=p / n \rightarrow y>0$ as $p \rightarrow \infty$.
(c) For each $n, \mathbf{T}=\mathbf{T}_{n}$ is a nonrandom $p \times p$ Hermitian nonnegative definite matrix satisfying $H_{n} \equiv F^{\mathbf{T}_{n}} \xrightarrow{\mathscr{O}} H$, a c.d.f.
(d) $\left\|\mathbf{T}_{n}\right\|$, the spectral norm of $\mathbf{T}_{n}$ is bounded in $n$.
(e) $\mathbf{B}_{n}=(1 / n) \mathbf{T}_{n}^{1 / 2} \mathbf{X}_{n} \mathbf{X}_{n}^{*} \mathbf{T}_{n}^{1 / 2}, \mathbf{T}_{n}^{1 / 2}$ is any Hermitian square root of $\mathbf{T}_{n}$, and $\underline{\mathbf{B}}_{n}=(1 / n) \mathbf{X}_{n}^{*} \mathbf{T}_{n} \mathbf{X}_{n}$, where $\mathbf{X}_{n}=\left(x_{i j}\right), i=1,2, \cdots, p, j=1,2, \cdots, n$.
( $f$ ) Interval $[a, b]$ with $a>0$ lies in an open interval outside the support of $F^{y_{n}, H_{n}}$ for all large $n$.
Then:
(1) $\mathrm{P}\left(\right.$ no eigenvalues of $\mathbf{B}_{n}$ appear in $[a, b]$ for all large $\left.n\right)=1$.
(2) If $y[1-H(0)]>1$, then $x_{0}$, the smallest value in the support of $F^{y, H}$, is positive, and with probability one $\lambda_{n}^{\mathbf{B}_{n}} \rightarrow x_{0}$ as $n \rightarrow \infty$. The number $x_{0}$ is the maximum value of the function $z_{y, H}(s)$ for $s \in \mathbb{R}^{+}$.
(3) If $y[1-H(0)] \leq 1$, or $y[1-H(0)]>1$ but $[a, b]$ is not contained in $\left(0, x_{0}\right)$, then by assumption $(f)$ and Lemma 6.1, the interval (6.1.9) is contained in $S_{H_{n}}^{c} \cap \mathbb{R}^{+}$for all large $n$. For these $n$, let $i_{n} \geq 0$ be such that

$$
\begin{equation*}
\lambda_{i_{n}}^{\mathbf{T}_{n}}>-1 / s_{F^{y, H}}(b) \quad \text { and } \quad \lambda_{i_{n}+1}^{\mathbf{T}_{n}}<-1 / s_{F^{y, H}}(a) . \tag{6.1.10}
\end{equation*}
$$

Then

$$
P\left(\lambda_{i_{n}}^{\mathbf{B}_{n}}>b \quad \text { and } \quad \lambda_{i_{n}+1}^{\mathbf{B}_{n}}<a \quad \text { for all large } n\right)=1 .
$$

Remark 6.4. Conclusion (2) occurs when $n<p$ for large $n$, in which case $\lambda_{n+1}^{\mathbf{B}_{n}}=0$. Therefore exact separation should not be expected to occur for $[a, b] \subset\left[0, x_{0}\right]$. Regardless of their values, the $p-n$ smallest eigenvalues of $\mathbf{T}_{n}$ are essentially being converted to zero by $\mathbf{B}_{n}$. It is worth noting that when $y[1-H(0)]>1$ and $F$ and (consequently) $H$ each have at least two nonconnected members in their support in $\mathbb{R}^{+}$, the number of eigenvalues of $\mathbf{B}_{n}$ and $\mathbf{T}_{n}$ will match up in each respective member except the leftmost member. Thus the conversion to zero is affecting only this member.

Remark 6.5. The assumption of nonrandomness of $\mathbf{T}_{n}$ is made only for convenience. Using Fubini's theorem, Theorem 6.3 can easily be extended to random $\mathbf{T}_{n}$ (independent of $x_{i j}$ ) as long as the limit $H$ is nonrandom and assumption (f) is true almost surely. At present, it is unknown whether the boundedness of $\left\|\mathbf{T}_{n}\right\|$ can be relaxed.

Conclusion (1) and the results on the extreme eigenvalues of $(1 / n) \mathbf{X X}^{*}$ yield properties on the extreme eigenvalues of $\mathbf{B}_{n}$. Notice that the interval $[a, b]$ can also be unbounded; that is, $\lim \sup _{n}\left\|\mathbf{B}_{n}\right\|$ stays a.s. bounded (nonrandom bound). Also, when $p<n$ and $\lambda_{p}^{\mathbf{T}_{n}}$ is bounded away from 0 for all $n$, we can use

$$
\lambda_{p}^{\mathbf{B}_{n}} \geq \lambda_{p}^{(1 / n)} \mathbf{X X}^{*} \lambda_{p}^{\mathbf{T}_{n}}
$$

to conclude that a nonrandom $b>0$ exists for which a.s. $\lambda_{p}^{\mathbf{B}_{n}}>b$. Therefore we have the following corollary.

Corollary 6.6. If $\left\|\mathbf{T}_{n}\right\|$ converges to the largest number in the support of $H$, then $\left\|\mathbf{B}_{n}\right\|$ converges a.s. to the largest number in the support of $F$. If the smallest eigenvalue of $\mathbf{T}_{n}$ converges to the smallest number in the support of $H$ and $y<1$, then the smallest eigenvalue of $\mathbf{B}_{n}$ converges to the smallest number in the support of $F$.

The proof of Theorem 6.3 will begin in Section 6.2 with the proof of (1). It is achieved by showing the convergence of Stieltjes transforms at an appropriate rate, uniform with respect to the real part of $z$ over certain intervals, while the imaginary part of $z$ converges to zero. Besides relying on standard results on matrices, the proof requires Lemmas 2.12 and 2.13 (bounds on moments of martingale difference sequences) as well as Lemma B. 26 (an extension of Lemma 2.13 to random quadratic forms). Additional results are given in the next section. Subsection 6.2.2 establishes a rate of convergence of $F \underline{B}_{n}$, needed in proving the convergence of the Stieltjes transforms. The latter will be broken down into two parts (Subsections 6.2.3 and 6.2.4), while Subsection 6.2.5 completes the proof of (1).

Conclusion (2) is proven in Section 6.3 and conclusion (3) in Section 6.4 Both rely on (1) and on the properties of the extreme eigenvalues of $(1 / n) \mathbf{X}_{n} \mathbf{X}_{n}^{*}$. The proof of (3) involves systematically increasing the number
of columns of $\mathbf{X}_{n}$, while keeping track of the movements of the eigenvalues of the new matrices, until the limiting $y$ is sufficiently small that the result obtained at the beginning of the introduction can be applied.

Along the way to proving (2) and (3), Lemma 6.2 will be proven (in Section 6.3 and Subsection 6.4.3).

### 6.1.1 Mathematical Tools

We list in this section additional results needed to prove Theorem 6.3. Throughout the rest of this chapter, constants appearing in inequalities are represented by $K$ and occasionally subscripted with variables they depend on. They are nonrandom and may take on different values from one appearance to the next.

The first lemma can be found in most probability textbooks, see, e.g., Chung [79].

Lemma 6.7. (Kolmogorov's inequality for submartingales). If $X_{1}, \ldots, X_{m}$ is a submartingale, then, for any $\alpha>0$,

$$
P\left(\max _{k \leq m} X_{k} \geq \alpha\right) \leq \frac{1}{\alpha} \mathrm{E}\left(\left|X_{m}\right|\right) .
$$

Lemma 6.8. If, for all $t>0, \mathrm{P}(|X|>t) t^{p} \leq K$ for some positive $p$, then for any positive $q<p$,

$$
\mathrm{E}|X|^{q} \leq K^{q / p}\left(\frac{p}{p-q}\right)
$$

Proof. For any $a>0$, we have

$$
\mathrm{E}|X|^{q}=\int_{0}^{\infty} \mathrm{P}\left(|X|^{q}>t\right) d t \leq a+K \int_{a}^{\infty} t^{-p / q} d t=a+K \frac{q}{p-q} a^{1-p / q}
$$

By differentiating the last expression with respect to $a$ and setting to zero, we find its minimum occurs when $a=K^{q / p}$. Plugging this value into the last expression gives us the result.

Lemma 6.9. Let $z \in \mathbb{C}^{+}$with $v=\Im z$, $\mathbf{A}$ and $\mathbf{B} n \times n$ with $\mathbf{B}$ Hermitian, and $\mathbf{r} \in \mathbb{C}^{n}$. Then
$\left|\operatorname{tr}\left((\mathbf{B}-z \mathbf{I})^{-1}-\left(\mathbf{B}+\mathbf{r r}^{*}-z \mathbf{I}\right)^{-1}\right) \mathbf{A}\right|=\left|\frac{\mathbf{r}^{*}(\mathbf{B}-z \mathbf{I})^{-1} \mathbf{A}(\mathbf{B}-z \mathbf{I})^{-1} \mathbf{r}}{1+\mathbf{r}^{*}(\mathbf{B}-z \mathbf{I})^{-1} \mathbf{r}}\right| \leq \frac{\|\mathbf{A}\|}{v}$.
Proof. Since $(\mathbf{B}-z \mathbf{I})^{-1}-\left(\mathbf{B}+\mathbf{r r}^{*}-z \mathbf{I}\right)^{-1}=(\mathbf{B}-z \mathbf{I})^{-1} \mathbf{r r}^{*}\left(\mathbf{B}+\mathbf{r r}^{*}-z \mathbf{I}\right)^{-1}$, similar to (4.5.11), we use the identity

$$
\begin{equation*}
\mathbf{r}^{*}\left(\mathbf{C}+\mathbf{r r}^{*}\right)^{-1}=\frac{1}{1+\mathbf{r}^{*} \mathbf{C}^{-1} \mathbf{r}} \mathbf{r}^{*} \mathbf{C}^{-1} \tag{6.1.11}
\end{equation*}
$$

valid for any square $\mathbf{C}$ for which $\mathbf{C}$ and $\mathbf{C}+\mathbf{r r}^{*}$ are invertible, to get

$$
\begin{aligned}
& \left|\operatorname{tr}\left((\mathbf{B}-z \mathbf{I})^{-1}-\left(\mathbf{B}+\mathbf{r r}^{*}-z \mathbf{I}\right)^{-1}\right) \mathbf{A}\right|=\left|\frac{\operatorname{tr}(\mathbf{B}-z \mathbf{I})^{-1} \mathbf{r} \mathbf{r}^{*}(\mathbf{B}-z \mathbf{I})^{-1} \mathbf{A}}{1+\mathbf{r}^{*}(\mathbf{B}-z \mathbf{I})^{-1} \mathbf{r}}\right| \\
= & \left|\frac{\mathbf{}^{*}(\mathbf{B}-z \mathbf{I})^{-1} \mathbf{A}(\mathbf{B}-z \mathbf{I})^{-1} \mathbf{r}}{1+\mathbf{r}^{*}(\mathbf{B}-z \mathbf{I})^{-1} \mathbf{r}}\right| \leq\|\mathbf{A}\| \frac{\left\|(\mathbf{B}-z \mathbf{I})^{-1} \mathbf{1}\right\|^{2}}{\left|1+\mathbf{r}^{*}(\mathbf{B}-z \mathbf{I})^{-1} \mathbf{r}\right|} .
\end{aligned}
$$

Write $\mathbf{B}=\sum \lambda_{i}^{\mathbf{B}} \mathbf{e}_{i} \mathbf{e}_{i}^{*}$, where the $\mathbf{e}_{i}$ 's are the orthonormal eigenvectors of B. Then

$$
\left\|(\mathbf{B}-z \mathbf{I})^{-1} \mathbf{q}\right\|^{2}=\sum \frac{\left|\mathbf{e}_{i}^{*} \mathbf{q}\right|^{2}}{\left|\lambda_{i}^{\mathbf{B}}-z\right|^{2}}
$$

and

$$
\left|1+\mathbf{r}^{*}(\mathbf{B}-z \mathbf{I})^{-1} \mathbf{r}\right| \geq \Im \mathbf{r}^{*}(\mathbf{B}-z \mathbf{I})^{-1} \mathbf{r}=v \sum \frac{\left|\mathbf{e}_{i}^{*} \mathbf{q}\right|^{2}}{\left|\lambda_{i}^{\mathbf{B}}-z\right|^{2}}
$$

The result follows.
Lemma 6.10. For $z=u+i v \in \mathbb{C}^{+}$, let $s_{1}(z)$, $s_{2}(z)$ be Stieltjes transforms of any two c.d.f.s, $\mathbf{A}$ and $\mathbf{B} n \times n$ with $\mathbf{A}$ Hermitian nonnegative definite, and $\mathbf{r} \in \mathbb{C}^{n}$. Then
(a) $\left\|\left(s_{1}(z) \mathbf{A}+\mathbf{I}\right)^{-1}\right\| \leq \max (4\|\mathbf{A}\| / v, 2)$
(b) $\quad \mid \operatorname{tr} \mathbf{B}\left(\left(s_{1}(z) \mathbf{A}+\mathbf{I}\right)^{-1}-\left(s_{2}(z) \mathbf{A}+\mathbf{I}\right)^{-1} \mid\right.$ $\leq\left|s_{2}(z)-s_{1}(z)\right| n\|\mathbf{B}\|\|\mathbf{A}\|(\max (4\|\mathbf{A}\| / v, 2))^{2}$
(c) $\quad\left|\mathbf{r}^{*} \mathbf{B}\left(s_{1}(z) \mathbf{A}+\mathbf{I}\right)^{-1} \mathbf{r}-\mathbf{r}^{*} \mathbf{B}\left(s_{2}(z) \mathbf{A}+\mathbf{I}\right)^{-1} \mathbf{r}\right|$

$$
\leq\left|s_{2}(z)-s_{1}(z)\right|\|\mathbf{r}\|^{2}\|\mathbf{B}\|\|\mathbf{A}\|(\max (4\|\mathbf{A}\| / v, 2))^{2}
$$

$(\|\mathbf{r}\|$ denoting the Euclidean norm on $\mathbf{r})$.
Proof. Notice (b) and (c) follow easily from (a) using basic matrix properties. Using the Cauchy-Schwarz inequality, it is easy to show $\left|\Re s_{1}(z)\right| \leq$ $\left(\Im s_{1}(z) / v\right)^{1 / 2}$. Then, for any positive $x$,

$$
\begin{aligned}
\left|s_{1}(z) x+1\right|^{2} & =\left(\Re s_{1}(z) x+1\right)^{2}+\left(\Im s_{1}(z)\right)^{2} x^{2} \\
& \geq\left(\Re s_{1}(z) x+1\right)^{2}+\left(\Re s_{1}(z)\right)^{4} v^{2} x^{2} \\
& \geq \min \left(\frac{1}{4}, \frac{v^{2}}{16 x^{2}}\right),
\end{aligned}
$$

where the last inequality follows by considering the two cases where $\left|\Re s_{1}(z) x\right|$ $<\frac{1}{2}$ and otherwise. From this inequality, conclusion (a) follows.

Lemma 6.11. Let $\left\{\mathcal{F}_{n}\right\}$ be an increasing sequence of $\sigma$-fields and $\left\{X_{n}\right\}$ a sequence of random variables. Write $\mathrm{E}_{k}=\mathrm{E}\left(\cdot \mid \mathcal{F}_{k}\right), \mathrm{E}_{\infty}=\mathrm{E}\left(\cdot \mid \mathcal{F}_{\infty}\right), \mathcal{F}_{\infty} \equiv$ $\bigvee_{j} \mathcal{F}_{j}$. If $X_{n} \rightarrow 0$ a.s. and $\sup _{n}\left|X_{n}\right|$ is integrable, then

$$
\lim _{n \rightarrow \infty} \max _{k \leq n} \mathrm{E}_{k} X_{n}=0, \quad \text { a.s. }
$$

Proof. Write, for integer $m \geq 1, Y_{m}=\sup _{p \geq m}\left|X_{p}\right|$. We have $Y_{m}$ integrable for all $m$, bounded in absolute value by $\sup _{n}\left|X_{n}\right|$. We will use the fact that for integrable $Y$

$$
\lim _{n \rightarrow \infty} \mathrm{E}_{n} Y=\mathrm{E}_{\infty} Y, \quad \text { a.s. }
$$

(Theorem 9.4.8 of Chung [79]). Then, by the dominated convergence theorem, for any $m$ and positive integer $K$

$$
\begin{gathered}
Z \equiv \limsup \max _{k \leq n} \mathrm{E}_{k}\left|X_{n}\right| \leq \underset{n}{\lim \sup }\left[\sum_{k \leq K} \mathrm{E}_{k}\left|X_{n}\right|+\max _{K \leq k \leq n} \mathrm{E}_{k}\left|X_{n}\right|\right] \\
\leq \limsup _{n} \max _{K \leq k \leq n} \mathrm{E}_{k} Y_{m}=\sup _{K \leq k<\infty} \mathrm{E}_{k} Y_{m} \quad \text { a.s. }
\end{gathered}
$$

Therefore

$$
Z \leq \underset{K}{\limsup } \mathrm{E}_{K} Y_{m}=\lim _{K \rightarrow \infty} \mathrm{E}_{K} Y_{m}=\mathrm{E}_{\infty} Y_{m} \quad \text { a.s. }
$$

Since $Y_{m} \rightarrow 0$ a.s. as $m \rightarrow \infty$, we get from the dominated convergence theorem $\mathrm{E}_{\infty} Y_{m} \rightarrow 0$ a.s. Therefore we must have $Z=0$ a.s. The result follows.

Basic properties on matrices will be used throughout this chapter, the two most common being $\operatorname{tr} \mathbf{A B} \leq\|\mathbf{A}\| \operatorname{tr} \mathbf{B}$ for Hermitian nonnegative definite $\mathbf{A}$ and $\mathbf{B}$ and (6.1.11).

### 6.2 Proof of (1)

### 6.2.1 Truncation and Some Simple Facts

We begin by simplifying our assumptions. Because of assumption (d) in the theorem we can assume $\left\|\mathbf{T}_{n}\right\| \leq 1$.

For $C>0$, let $y_{i j}=x_{i j} I_{\left[\left|x_{i j}\right| \leq C\right]}-\mathrm{E} x_{i j} I_{\left[\left|x_{i j}\right| \leq C\right]}, \quad \mathbf{Y}=\left(y_{i j}\right)$ and $\tilde{\mathbf{B}}_{n}=(1 / n) \mathbf{T}_{n}^{1 / 2} \mathbf{Y}_{n} \mathbf{Y}_{n}^{*} \mathbf{T}_{n}^{1 / 2}$. Denote the eigenvalues of $\mathbf{B}_{n}$ and $\tilde{\mathbf{B}}_{n}$ by $\lambda_{k}$ and $\tilde{\lambda}_{k}$ (in decreasing order). Since these are the squares of the $k$-th largest singular values of $(1 / \sqrt{n}) \mathbf{T}_{n} \mathbf{X}_{n}$ and $(1 / \sqrt{n}) \mathbf{T}_{n} \mathbf{Y}_{n}$ (respectively), we find using Theorem A. 46 that

$$
\max _{k \leq n}\left|\lambda_{k}^{1 / 2}-\tilde{\lambda}_{k}^{1 / 2}\right| \leq(1 / \sqrt{n})\left\|\mathbf{X}_{n}-\mathbf{Y}_{n}\right\|
$$

Since $x_{i j}-y_{i j}=x_{i j} I_{\left[\left|x_{i j}\right|>C\right]}-\mathrm{E} x_{i j} I_{\left[\left|x_{i j}\right|>C\right]}$, from Theorem 5.8 we have with probability 1 that

$$
\limsup _{n \rightarrow \infty} \max _{k \leq n}\left|\lambda_{k}^{1 / 2}-\tilde{\lambda}_{k}^{1 / 2}\right| \leq(1+\sqrt{y}) \mathrm{E}^{1 / 2}\left|x_{11}\right|^{2} I_{\left.\|\left|x_{11}\right|>C\right]} .
$$

Because of assumption (a), we can make the bound above arbitrarily small by choosing $C$ sufficiently large. Thus, in proving Theorem 6.3, it is enough to consider the case where the underlying variables are uniformly bounded.

In this case, the conditions in Theorem 5.9 are met. It follows then that $\lambda_{\text {max }}$, the largest eigenvalue of $\mathbf{B}_{n}$, satisfies

$$
\begin{equation*}
P\left(\lambda_{\max } \geq K\right)=o\left(n^{-t}\right) \tag{6.2.1}
\end{equation*}
$$

for any $K>(1+\sqrt{y})^{2}$ and any positive $t$.
Also, since, for square $\mathbf{A}, \operatorname{tr}\left(\mathbf{A} \mathbf{A}^{*}\right)^{\ell} \leq\left(\operatorname{tr} \mathbf{A} \mathbf{A}^{*}\right)^{\ell}$, we get from Lemma B. 26 for any $\ell \geq 1$ when $x_{11}$ is bounded

$$
\begin{equation*}
\mathrm{E}\left|\mathbf{x}_{1}^{*} \mathbf{A} \mathbf{x}_{1}-\operatorname{tr} \mathbf{A}\right|^{2 \ell} \leq K_{\ell}\left(\operatorname{tr} \mathbf{A} \mathbf{A}^{*}\right)^{\ell} \tag{6.2.2}
\end{equation*}
$$

( $\mathbf{x}_{j}$ denoting the $j$-th column of $\mathbf{X}$ ), where $K_{\ell}$ also depends on the bound of $x_{11}$. From (6.2.2), we easily get

$$
\begin{equation*}
\mathrm{E}\left|\mathbf{x}_{1}^{*} \mathbf{A} \mathbf{x}_{1}\right|^{2 \ell} \leq K_{\ell}\left(\left(\operatorname{tr} \mathbf{A} \mathbf{A}^{*}\right)^{\ell}+|\operatorname{tr} \mathbf{A}|^{2 \ell}\right) . \tag{6.2.3}
\end{equation*}
$$

### 6.2.2 A Preliminary Convergence Rate

After truncation, no assumptions need to be made on the relationship between the $\mathbf{X}_{n}$ 's for different $n$ (that is, the entries of $\mathbf{X}_{n}$ need not come from the same doubly infinite array). Also, variable $z=u+i v$ will be the argument of any Stieltjes transform.

Let $s_{n}=s_{n}(z)=s_{F \mathbf{B}_{n}}$ and $\underline{s}_{n}=\underline{s}_{n}(z)=s_{F \mathbb{B}_{n}}$. For $j=1,2, \cdots, n$, let $\mathbf{q}_{j}=(1 / \sqrt{p}) \mathbf{x}_{j}, \mathbf{r}_{j}=(1 / \sqrt{n}) \mathbf{T}_{n}^{1 / 2} \mathbf{x}_{j}$, and $\mathbf{B}_{(j)}=\mathbf{B}_{(j)}^{n}=\mathbf{B}_{n}-\mathbf{r}_{j} \mathbf{r}_{j}^{*}$. Let $y_{n}=p / n$.

Write

$$
\mathbf{B}_{n}-z \mathbf{I}+z \mathbf{I}=\sum_{j=1}^{n} \mathbf{r}_{j} \mathbf{r}_{j}^{*} .
$$

Taking the inverse of $\mathbf{B}_{n}-z \mathbf{I}$ on the right on both sides and using (6.1.11), we find

$$
\mathbf{I}+z\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1}=\sum_{j=1}^{n} \frac{1}{1+\mathbf{r}_{j}^{*}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} \mathbf{r}_{j}} \mathbf{r}_{j} \mathbf{r}_{j}^{*}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} .
$$

Taking the trace on both sides and dividing by $n$, we have $y_{n}+z y_{n} s_{n}=\frac{1}{n} \sum_{j=1}^{n} \frac{\mathbf{r}_{j}^{*}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} \mathbf{r}_{j}}{1+\mathbf{r}_{j}^{*}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} \mathbf{r}_{j}}=1-\frac{1}{n} \sum_{j=1}^{n} \frac{1}{1+\mathbf{r}_{j}^{*}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} \mathbf{r}_{j}}$.

From (6.1.3), we see that

$$
\begin{equation*}
\underline{s}_{n}=-\frac{1}{n} \sum_{j=1}^{n} \frac{1}{z\left(1+\mathbf{r}_{j}^{*}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} \mathbf{r}_{j}\right)} \tag{6.2.4}
\end{equation*}
$$

For each $j$, we have

$$
\begin{aligned}
\Im \mathbf{r}_{j}^{*}\left((1 / z) \mathbf{B}_{(j)}-\mathbf{I}\right)^{-1} \mathbf{r}_{j} & =\frac{1}{2 i} \mathbf{r}_{j}^{*}\left(\left((1 / z) \mathbf{B}_{(j)}-\mathbf{I}\right)^{-1}-\left((1 / \bar{z}) \mathbf{B}_{(j)}-\mathbf{I}\right)^{-1}\right) \mathbf{r}_{j} \\
& =\frac{v}{|z|^{2}} \mathbf{r}_{j}^{*}\left((1 / z) \mathbf{B}_{(j)}-\mathbf{I}\right)^{-1} \mathbf{B}_{(j)}\left((1 / \bar{z}) \mathbf{B}_{(j)}-\mathbf{I}\right)^{-1} \mathbf{r}_{j} \\
& \geq 0
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\frac{1}{\left|z\left(1+\mathbf{r}_{j}^{*}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} \mathbf{r}_{j}\right)\right|} \leq \frac{1}{v} \tag{6.2.5}
\end{equation*}
$$

Write $\mathbf{B}_{n}-z \mathbf{I}-\left(-z \underline{s}_{n} \mathbf{T}_{n}-z \mathbf{I}\right)=\sum_{j=1}^{n} \mathbf{r}_{j} \mathbf{r}_{j}^{*}-\left(-z \underline{s}_{n}\right) \mathbf{T}_{n}$. Taking inverses and using (6.1.11) and (6.2.4), we have

$$
\begin{align*}
& \left(-z \underline{s}_{n} \mathbf{T}_{n}-z \mathbf{I}\right)^{-1}-\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1} \\
= & \left(-z \underline{s}_{n} \mathbf{T}_{n}-z \mathbf{I}\right)^{-1}\left[\sum_{j=1}^{n} \mathbf{r}_{j} \mathbf{r}_{j}^{*}-\left(-z \underline{s}_{n}\right) \mathbf{T}_{n}\right]\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1} \\
= & \sum_{j=1}^{n} \frac{-1}{z\left(1+\mathbf{r}_{j}^{*}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} \mathbf{r}_{j}\right)}\left[\left(\underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{r}_{j} \mathbf{r}_{j}^{*}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1}\right. \\
& \left.-\frac{1}{n}\left(\underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n}\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1}\right] . \tag{6.2.6}
\end{align*}
$$

Taking the trace and dividing by $p$, we find

$$
\begin{align*}
w_{n}=w_{n}(z) & =\frac{1}{p} \operatorname{tr}\left(-z \underline{s}_{n} \mathbf{T}_{n}-z \mathbf{I}\right)^{-1}-s_{n} \\
& =\frac{1}{n} \sum_{j=1}^{n} \frac{-1}{z\left(1+\mathbf{r}_{j}^{*}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} \mathbf{r}_{j}\right)} d_{j} \tag{6.2.7}
\end{align*}
$$

where

$$
\begin{aligned}
d_{j}= & \mathbf{q}_{j}^{*} \mathbf{T}_{n}^{1 / 2}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1}\left(\underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n}^{1 / 2} \mathbf{q}_{j} \\
& -(1 / p) \operatorname{tr}\left(\underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n}\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1}
\end{aligned}
$$

Since it has been shown in the proof of Theorem 4.1 that the LSD of $\mathbf{B}_{n}$ depends only on $y$ and $H$,(6.1.4) and hence (6.1.5) will follow if one proves $w_{n} \rightarrow 0$. In the next step, we will do more than this. We will prove, for $v=v_{n} \geq n^{-1 / 17}$ and for any $n, z=u+i v_{n}$-values whose real parts are collected as the set $S_{n} \subset(-\infty, \infty)$,

$$
\begin{equation*}
\max _{u \in S_{n}} \frac{\left|w_{n}\right|}{v_{n}^{5}} \rightarrow 0, \text { a.s. } \tag{6.2.8}
\end{equation*}
$$

Write, for each $j \leq n, d_{j}=d_{j}^{1}+d_{j}^{2}+d_{j}^{3}+d_{j}^{4}$, where

$$
\begin{aligned}
d_{j}^{1}= & \mathbf{q}_{j}^{*} \mathbf{T}_{n}^{1 / 2}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1}\left(\underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n}^{1 / 2} \mathbf{q}_{j} \\
& -\mathbf{q}_{j}^{*} \mathbf{T}_{n}^{1 / 2}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1}\left(\underline{s}_{(j)} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n}^{1 / 2} \mathbf{q}_{j}, \\
d_{j}^{2}= & \mathbf{q}_{j}^{*} \mathbf{T}_{n}^{1 / 2}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1}\left(\underline{s}_{(j)} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n}^{1 / 2} \mathbf{q}_{j} \\
& -(1 / p) \operatorname{tr}\left(\underline{s}_{(j)} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n}\left(B_{(j)}-z \mathbf{I}\right)^{-1} \\
d_{j}^{3}= & (1 / p) \operatorname{tr}\left(\underline{s}_{(j)} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} \\
& -(1 / p) \operatorname{tr}\left(\underline{s}_{(j)} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n}\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1} \\
d_{j}^{4}= & (1 / p) \operatorname{tr}\left(\underline{s}_{(j)} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n}\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1} \\
& -(1 / p) \operatorname{tr}\left(\underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n}\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1},
\end{aligned}
$$

and let $\underline{s}_{(j)}=-\frac{\left(1-y_{n}\right)}{z}+y_{n} s_{F^{\mathbf{B}}}^{(j)},(z)$. From Lemma 6.9, we have

$$
\begin{equation*}
\max _{j \leq n}\left|\underline{s}_{n}-\underline{s}_{(j)}\right| \leq \frac{1}{n v} \tag{6.2.9}
\end{equation*}
$$

Moreover, it is easy to verify that $\underline{s}_{(j)}$ is the Stieltjes transform of a c.d.f., so that $\left|\underline{s}_{(j)}\right| \leq v_{n}^{-1}$.

In view of (6.2.5), to prove (6.2.8), it is sufficient to show the a.s. convergence of

$$
\begin{equation*}
\max _{j \leq n, u \in S_{n}} \frac{\left|d_{j}^{i}\right|}{v_{n}^{6}} \tag{6.2.10}
\end{equation*}
$$

to zero for $i=1,2,3,4$.
Using $\left\|(\mathbf{A}-z \mathbf{I})^{-1}\right\| \leq 1 / v_{n}$ for any Hermitian matrix $\mathbf{A}$, we get from Lemma 6.10 (c) and (6.2.9)

$$
\left|d_{j}^{1}\right| \leq 16 \frac{\left\|\mathbf{x}_{j}\right\|^{2}}{p} \frac{1}{n v_{n}^{4}}
$$

Using (6.2.2), it follows that, for any $t \geq 1$, we have for all $n$ sufficiently large

$$
\begin{aligned}
\mathrm{P}\left(\max _{j \leq n, u \in S_{n}} \frac{\left|d_{j}^{1}\right|}{v_{n}^{6}}>v_{n}\right) & \leq p \mathrm{P}\left(\max _{j \leq n} \frac{1}{p}\left\|\mathbf{x}_{j}\right\|^{2}>\frac{1}{16} n v_{n}^{11}\right) \\
& \leq K_{t} \frac{p n}{\left(n v_{n}^{11}\right)^{t}}
\end{aligned}
$$

The last bound is summable when $t>17 / 2$, so we have $(6.2 .10) \xrightarrow{\text { a.s. }} 0$ when $i=1$.

Using Lemmas 6.9 and 6.10 (a), we find

$$
v_{n}^{-6}\left|d_{j}^{3}\right| \leq \frac{4}{p v_{n}^{8}}
$$

so that $(6.2 .10) \rightarrow 0$ for $i=3$.
We get from Lemma 6.10 (b) and (6.2.9)

$$
v_{n}^{-6}\left|d_{j}^{4}\right| \leq 16 \frac{1}{n v_{n}^{10}}
$$

so that $(6.2 .10) \rightarrow 0$ for $i=4$.
Using (6.2.2), we find, for any $t \geq 1$,

$$
\begin{aligned}
\mathrm{E}\left|v_{n}^{-6} d_{j}^{2}\right|^{2 t} \leq & \frac{K_{t}}{v_{n}^{12 t} p^{2 t}}\left(\operatorname{tr} \mathbf{T}_{n}^{1 / 2}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1}\left(\underline{s}_{(j)} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n}\right. \\
& \left.\left(\underline{s}_{(j)} \mathbf{T}_{n}+\mathbf{I}\right)^{-1}\left(\mathbf{B}_{(j)}-\bar{z} \mathbf{I}\right)^{-1} \mathbf{T}_{n}^{1 / 2}\right)^{t} \\
= & \frac{K_{t}}{v_{n}^{12 t} p^{2 t}}\left(\operatorname{tr}\left(\underline{s}_{(j)} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n}\left(\underline{s}_{(j)} \mathbf{T}_{n}+\mathbf{I}\right)^{-1}\right. \\
& \left.\left(\mathbf{B}_{(j)}-\bar{z} \mathbf{I}\right)^{-1} \mathbf{T}_{n}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1}\right)^{t} \\
& (\text { using Lemma } 6.10 \mathrm{a})) \\
\leq & \frac{K_{t}}{v_{n}^{12 t} p^{2 t}} \frac{1}{v_{n}^{2 t}}\left(\operatorname{tr}\left(\mathbf{B}_{(j)}-\bar{z} \mathbf{I}\right)^{-1} \mathbf{T}_{n}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1}\right)^{t} \\
= & \frac{K_{t}}{\left(p v_{n}^{7}\right)^{2 t}}\left(\operatorname{tr} \mathbf{T}_{n}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1}\left(\mathbf{B}_{(j)}-\bar{z} \mathbf{I}\right)^{-1}\right)^{t} \\
\leq & \frac{K_{t}}{\left(p v_{n}^{7}\right)^{2 t}}\left(p / v_{n}^{2}\right)^{t} \\
= & \frac{K_{t}}{\left(p v_{n}^{16}\right)^{t}} .
\end{aligned}
$$

We have then, for any $\varepsilon>0$ and $t \geq 1$,

$$
\mathrm{P}\left(\max _{j \leq n, u \in S_{n}}\left|v_{n}^{-6} d_{j}^{2}\right|>\varepsilon\right) \leq K_{t} \frac{1}{\varepsilon^{2 t}} \frac{p n}{\left(p v_{n}^{16}\right)^{t}},
$$

which implies that (6.2.10) $\xrightarrow{\text { a.s. }} 0$ for $i=2$ by taking $t>51$. Obviously, the estimation above remains if $d_{j}^{2}$ is replaced by $d_{j}^{i}$ for all $i=1,3,4$.

Thus we have shown, when $v_{n} \geq n^{-1 / 17}$, for any positive $t$ and all $\varepsilon>0$,

$$
\begin{equation*}
\mathrm{P}\left(\max _{u \in S_{n}}\left|w_{n}(z)\right| v_{n}^{-5}>\varepsilon\right) \leq K_{t} \varepsilon^{-2 t} n^{2-t / 17} \tag{6.2.11}
\end{equation*}
$$

Therefore, $\max _{u \in S_{n}}\left|w_{n}(z)\right| v_{n}^{-5} \xrightarrow{\text { a.s. }} 0$ by choosing $t>51$.
Moreover, for any $\varepsilon>0$, replacing $\varepsilon$ in (6.2.11) by $\varepsilon / \mu_{n}$, we obtain

$$
\begin{equation*}
\mathrm{P}\left(\mu_{n} \max _{u \in S_{n}}\left|w_{n}(z)\right| v_{n}^{-5}>\varepsilon\right) \leq K_{t} \varepsilon^{-2 t} n^{2-t / 34} \tag{6.2.12}
\end{equation*}
$$

where $\mu_{n}=n^{1 / 68}$ and $v=v_{n}=n^{-\delta}$ with $\delta \leq 1 / 17$.
We now rewrite $w_{n}$ totally in terms of $\underline{s}_{n}$. Using identity (6.1.3), we have

$$
\begin{aligned}
w_{n} & =\frac{1}{y_{n}}\left(-\frac{y_{n}}{z} \int \frac{d H_{n}(t)}{1+t \underline{s}_{n}}-\underline{s}_{n}-\frac{\left(1-y_{n}\right)}{z}\right) \\
& =\frac{\underline{s}_{n}}{y_{n} z}\left(-\frac{y_{n}}{\underline{s}_{n}} \int \frac{d H_{n}(t)}{1+t \underline{s}_{n}}-z-\frac{\left(1-y_{n}\right)}{\underline{s}_{n}}\right) \\
& =\frac{\underline{s}_{n}}{y_{n} z}\left(-z-\frac{1}{\underline{s}_{n}}+y_{n} \int \frac{t d H_{n}(t)}{1+t \underline{s}_{n}}\right)
\end{aligned}
$$

Let

$$
\begin{equation*}
R_{n}=-z-\frac{1}{\underline{s}_{n}}+y_{n} \int \frac{t d H_{n}(t)}{1+t \underline{s}_{n}} \tag{6.2.13}
\end{equation*}
$$

Then $R_{n}=w_{n} z y_{n} / \underline{s}_{n}$.
Returning now to $F^{y_{n}, H_{n}}$ and $F^{y, H}$, let $\underline{s}_{n}^{0}=s_{F^{y_{n}, H_{n}}}$ and $\underline{s}^{0}=s_{F^{y, H}}$. Then $\underline{s}^{0}$ solves (6.1.5), its inverse is given by (6.1.6),

$$
\begin{equation*}
\underline{s}_{n}^{0}=\frac{1}{-z+y_{n} \int \frac{t d H_{n}(t)}{1+t \underline{s}_{n}^{0}}} \tag{6.2.14}
\end{equation*}
$$

and the inverse of $\underline{s}_{n}^{0}$, denoted $z_{n}^{0}$, is given by

$$
\begin{equation*}
z_{n}^{0}\left(\underline{s}_{n}\right)=-\frac{1}{\underline{s}_{n}}+y_{n} \int \frac{t d H_{n}(t)}{1+t \underline{s}_{n}} \tag{6.2.15}
\end{equation*}
$$

From (6.2.15) and the inversion formula for Stieltjes transforms, it is obvious that $F^{y_{n}, H_{n}} \xrightarrow{\mathscr{O}} F^{y, H}$ as $n \rightarrow \infty$. Therefore, from assumption (f), an $\underline{\varepsilon}>$ 0 exists for which $[a-2 \underline{\varepsilon}, b+2 \underline{\varepsilon}]$ also satisfies (f). This interval will stay uniformly bounded away from the boundary of the support of $F^{y_{n}, H_{n}}$ for all large $n$, so that for these $n$ both $\sup _{u \in[a-2 \varepsilon, b+2 \varepsilon]} \frac{d}{d u} s_{n}^{0}(u)$ is bounded and $-1 / \underline{s}_{n}^{0}(u)$ for $u \in[a-2 \underline{\varepsilon}, b+2 \underline{\varepsilon}]$ stays uniformly away from the support of $H_{n}$. Therefore, for all $n$ sufficiently large,

$$
\begin{equation*}
\sup _{u \in[a-2 \varepsilon, b+2 \underline{\varepsilon}]}\left(\frac{d}{d u} \underline{s}_{n}^{0}(u)\right) \int \frac{t^{2} d H_{n}(t)}{\left(1+t \underline{s}_{n}^{0}(u)\right)^{2}} \leq K \tag{6.2.16}
\end{equation*}
$$

Let $a^{\prime}=a-\underline{\varepsilon}, b^{\prime}=b+\underline{\varepsilon}$. On either $\left(-\infty, a^{\prime}\right]$ or $\left[b^{\prime}, \infty\right)$, each collection of functions in $\lambda,\left\{(\lambda-u)^{-1}: u \in[a, b]\right\},\left\{(\lambda-u)^{-2}: u \in[a, b]\right\}$, forms a uniformly bounded, equicontinuous family. It is straightforward then to show

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{u \in[a, b]}\left|\underline{n}_{n}^{0}(u)-\underline{s}^{0}(u)\right|=0 \tag{6.2.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{u \in[a, b]}\left|\frac{d}{d u} \underline{s}_{n}^{0}(u)-\frac{d}{d u} \underline{s}^{0}(u)\right|=0 \tag{6.2.18}
\end{equation*}
$$

(see, e.g., Billingsley [57], problem 8, p. 17). Since, for all $u \in[a, b], \lambda \in$ $\left[a^{\prime}, b^{\prime}\right]^{c}$, and positive $v$,

$$
\left|\frac{1}{\lambda-(u+i v)}-\frac{1}{\lambda-u}\right|<\frac{v}{\underline{\varepsilon}^{2}},
$$

we have, for any sequence of positive $v_{n}$ converging to 0 ,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{u \in[a, b]}\left|\underline{s}_{n}^{0}\left(u+i v_{n}\right)-\underline{s}_{n}^{0}(u)\right|=0 \tag{6.2.19}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{u \in[a, b]}\left|\frac{\Im \underline{s}_{n}^{0}\left(u+i v_{n}\right)}{v_{n}}-\frac{d}{d u} \underline{s}_{n}^{0}(u)\right|=0 \tag{6.2.20}
\end{equation*}
$$

Expressions (6.2.16), (6.2.17), (6.2.19), and (6.2.20) will be needed in the latter part of Subsection 6.2.4.

Let $\underline{s}_{2}^{0}=\Im \underline{s}_{n}^{0}$. From (6.2.14), we have

$$
\begin{equation*}
\underline{s}_{2}^{0}=\frac{v_{n}+\underline{s}_{2}^{0} y_{n} \int \frac{t^{2} d H_{n}(t)}{11+\left.t s_{n}^{0}\right|^{2}}}{\left|-z+y_{n} \int \frac{t d H_{n}(t)}{1+t \underline{s}_{n}^{0}}\right|^{2}} . \tag{6.2.21}
\end{equation*}
$$

For any real $u$, by Lemma 6.10 a),

$$
\begin{aligned}
& s_{2}^{0} y_{n} \int \frac{t^{2} d H_{n}(t)}{\mid 1+t \underline{s}_{n}^{0} \|^{2}}=y_{n} \Im\left(\int \frac{t d H_{n}(t)}{1+t \underline{t}_{n}^{0}}\right) \\
\leq & y_{n}\left\|\mathbf{T}_{n}\left(\mathbf{I}+\mathbf{T}_{n} \underline{s}_{n}^{0}\right)^{-1}\right\| \leq 4 y_{n} / v_{n}
\end{aligned}
$$

Applying $\sqrt{1-a} \leq 1-\frac{1}{2} a$ for $a \leq 1$, it follows that

$$
\begin{equation*}
\left(\frac{\underline{s}_{2}^{0} y_{n} \int \frac{t^{2} d H_{n}(t)}{\left|1+\underline{s}_{n}^{0}\right|^{2}}}{v_{n}+\underline{s}_{2}^{0} y_{n} \int \frac{t^{2} d H_{n}(t)}{\left|1+t \underline{L}_{n}^{0}\right|^{2}}}\right)^{1 / 2}<1-K v_{n}^{2} \tag{6.2.22}
\end{equation*}
$$

for some positive constant $K$.
Let $\underline{s}_{n}=\underline{s}_{n 1}+i \underline{s}_{n 2}$, where $\underline{s}_{n 1}=\Re \underline{s}_{n}, \underline{s}_{n 2}=\Im \underline{s}_{n}$. We have $\underline{s}_{n}$ satisfying

$$
\begin{equation*}
\underline{s}_{n}=\frac{1}{-z+y_{n} \int \frac{t d H_{n}(t)}{1+t \underline{t}_{n}}-R_{n}} \tag{6.2.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\underline{s}_{n 2}=\frac{v_{n}+\underline{s}_{n 2} y_{n} \int \frac{t^{2} d H_{n}(t)}{1+\left.t \underline{s}_{n}\right|^{2}}+\Im R_{n}}{\left|-z+y_{n} \int \frac{t d H_{n}(t)}{1+t \underline{s}_{n}}-R_{n}\right|^{2}} . \tag{6.2.24}
\end{equation*}
$$

From (6.2.14) and (6.2.23), we get

$$
\begin{equation*}
\underline{s}_{n}-\underline{s}_{n}^{0}=\frac{\left(\underline{s}_{n}-\underline{s}_{n}^{0}\right) y_{n} \int \frac{t^{2} d H_{n}(t)}{\left(1+t \underline{t}_{n}\right)\left(1+t \underline{s}_{n}^{0}\right)}}{\left(-z+y_{n} \int \frac{t d H_{n}(t)}{1+\underline{t}_{n}}-R_{n}\right)\left(-z+y_{n} \int \frac{t d H_{n}(t)}{1+t \underline{s}_{n}^{n}}\right)}+\underline{s}_{n} \underline{s}_{n}^{0} R_{n} \tag{6.2.25}
\end{equation*}
$$

When $\left|\Im R_{n}\right|<v_{n}$, by the Cauchy-Schwarz inequality, (6.2.21), (6.2.22), and (6.2.24), we get

$$
\begin{align*}
& \left|\frac{y_{n} \int \frac{t^{2} d H_{n}(t)}{\left(1+t s_{n}\right)\left(1+t \underline{S}_{n}^{0}\right)}}{\left(-z+y_{n} \int \frac{t d H_{n}(t)}{1+t \underline{S}_{n}}-R_{n}\right)\left(-z+y_{n} \int \frac{t d H_{n}(t)}{1+t \underline{S}_{n}^{n}}\right)}\right| \\
& \leq\left(\frac{y_{n} \int \frac{t^{2} d H_{n}(t)}{\left|1+t s_{n}\right|^{2}}}{\left|-z+y_{n} \int \frac{t d H_{n}(t)}{1+t s_{n}}-R_{n}\right|^{2}}\right)^{1 / 2}\left(\frac{y_{n} \int \frac{t^{2} d H_{n}(t)}{1+\left.t_{n}^{n}\right|^{2}}}{\left|-z+y_{n} \int \frac{t d H_{n}(t)}{1+t s_{n}^{n}}\right|^{2}}\right)^{1 / 2} \\
& =\left(\frac{\underline{s}_{2} y_{n} \int \frac{t^{2} d H_{n}(t)}{1+\left.t_{n}\right|^{2}}}{v_{n}+\underline{s}_{2} y_{n} \int \frac{t^{2} d H_{n}(t)}{11+\left.t \underline{s}_{n}\right|^{2}}+\Im R_{n}}\right)^{1 / 2}\left(\frac{\underline{s}_{2}^{0} y_{n} \int \frac{t^{2} d H_{n}(t)}{11+t s_{S_{n}} n^{2}}}{v_{n}+\underline{s}_{2}^{0} y_{n} \int \frac{t^{2} d H_{n}(t)}{11+\left.\underline{s}_{n}^{n}\right|^{2}}}\right)^{1 / 2} \\
& \leq\left(\frac{\underline{s}_{2}^{0} y_{n} \int \frac{t^{2} d H_{n}(t)}{11+t s_{n}^{n} n^{2}}}{v_{n}+\underline{s}_{2}^{0} y_{n} \int \frac{t^{2} d H_{n}(t)}{11+s_{n}^{0} 2^{2}}}\right)^{1 / 2} \\
& \leq 1-K v_{n}^{2} \text {. } \tag{6.2.26}
\end{align*}
$$

We claim that on the set $\left\{\lambda_{\max } \leq K_{1}\right\}$, where $K_{1}>(1+\sqrt{y})^{2}$, for all $n$ sufficiently large, $\left|\underline{s}_{n}\right| \geq \frac{1}{2} \mu_{n}^{-1} v_{n}$ whenever $|u| \leq \mu_{n} v_{n}^{-1}$. Indeed, when $u \leq-v_{n}$ or $u \geq \lambda_{\max }+v_{n}$,

$$
\left|\underline{s}_{n}\right| \geq\left|\Re \underline{s}_{n}\right| \geq \frac{K_{1}+\mu_{n} v_{n}^{-1}}{\left(K_{1}+\mu_{n} v_{n}^{-1}\right)^{2}+v_{n}^{2}} \geq \frac{1}{2 \mu_{n} v_{n}^{-1}}
$$

for large $n$. When $-v_{n}<u<\lambda_{\max }+v_{n}$,

$$
\left|\underline{s}_{n}\right| \geq\left|\Im \underline{s}_{n}\right| \geq \frac{v_{n}}{\left(K_{1}+v_{n}\right)^{2}+v_{n}^{2}} \geq \mu_{n}^{-1} v_{n}
$$

for large $n$. Thus the claim is proven.
Therefore, when $|u| \leq \mu_{n} v_{n}^{-1},\left|w_{n}\right| \leq \mu_{n}^{-1} v_{n}^{5}$, and $\lambda_{\max } \leq K_{1}$, we have, for large $n,|z| \leq 2 \mu_{n} v_{n}^{-1}$ and

$$
\left|R_{n}\right|=\left|y_{n} z w_{n} / \underline{s}_{n}\right| \leq K \mu_{n}^{2} v_{n}^{-2}\left|w_{n}\right|<v_{n}
$$

Consequently, by (6.2.25), (6.2.26), and the fact that $\left|z \underline{s}_{n}^{0}\right| \leq 1+K / v_{n}$, for all large $n$, we have

$$
\begin{aligned}
& \left|\underline{s}_{n}-\underline{s}_{n}^{0}\right| \leq K v_{n}^{-2}\left|\underline{s}_{n} \underline{s}_{n}^{0} R_{n}\right| \\
= & K v_{n}^{-2}\left|y_{n} z \underline{s}_{n}^{0} w_{n}\right| \leq K^{\prime} v_{n}^{-3}\left|w_{n}\right| \leq 3 \mu_{n}^{-1} v_{n}
\end{aligned}
$$

Furthermore, when $z=u+i v_{n}$ with $|u| \geq \mu_{n} v_{n}^{-1}$ and $\lambda_{\max } \leq K_{1}$, it is easy to verify that, for all large $n$, we still have

$$
\left|\underline{s}_{n}-\underline{s}_{n}^{0}\right| \leq 3 \mu_{n}^{-1} v_{n}
$$

Therefore, for large $n$, we have

$$
\max _{u \in S_{n}} v_{n}^{-1}\left|\underline{s}_{n}-\underline{s}_{n}^{0}\right| \leq 3 \mu_{n}^{-1}+2 v_{n}^{-2} \max _{u \in S_{n}}\left(I\left(\left|w_{n}\right|>\mu_{n}^{-1} v_{n}^{5}\right)+I\left(\lambda_{\max }>K_{1}\right)\right)
$$

Thus, for these $n$ and for any positive $\varepsilon$ and $t$, from (6.2.1) and (6.2.12) we obtain

$$
\begin{align*}
& \mathrm{P}\left(v_{n}^{-1} \max _{u \in S_{n}}\left|\underline{s}_{n}-\underline{s}_{n}^{0}\right|>\varepsilon\right) \\
\leq & K_{t} \varepsilon^{-t}\left(\mu_{n}^{-t}+v_{n}^{-2 t}\left[\sum_{u \in S_{n}} \mathrm{P}\left(\mu_{n} v_{n}^{-5}\left|w_{n}\right|>1\right)+\mathrm{P}\left(\lambda_{\max }>K_{1}\right)\right]\right) \\
\leq & K_{t} \varepsilon^{-t} n^{-t / 68} \tag{6.2.27}
\end{align*}
$$

where the last step follows by replacing $t$ with $5 t+102$ in (6.2.12) and $t$ with $t / 68$ in (6.2.1).

We now assume the $n$ elements of $S_{n}$ to be equally spaced between $-\sqrt{n}$ and $\sqrt{n}$. Since, for $\left|u_{1}-u_{2}\right| \leq 2 n^{-1 / 2}$,

$$
\begin{aligned}
& \left|\underline{s}_{n}\left(u_{1}+i v_{n}\right)-\underline{s}_{n}\left(u_{2}+i v_{n}\right)\right| \leq 2 n^{-1 / 2} v_{n}^{-2} \\
& \left|\underline{g}_{n}^{0}\left(u_{1}+i v_{n}\right)-\underline{s}_{n}^{0}\left(u_{2}+i v_{n}\right)\right| \leq 2 n^{-1 / 2} v_{n}^{-2}
\end{aligned}
$$

and when $|u| \geq \sqrt{n}$, for large $n$,

$$
\begin{gathered}
\left|\underline{s}_{n}\left(u+i v_{n}\right)\right| \leq 2 n^{-1 / 2}+v_{n}^{-1} I\left(\lambda_{\max }>K_{1}\right) \\
\left|\underline{s}_{n}^{0}\left(u+i v_{n}\right)\right| \leq 2 n^{-1 / 2}
\end{gathered}
$$

we conclude from (6.2.27) and (6.2.1) that for these $n$ and any positive $\varepsilon$ and $t$,

$$
\begin{equation*}
\mathrm{P}\left(v_{n}^{-1} \sup _{u \in \mathbb{R}}\left|\underline{s}_{n}\left(u+i v_{n}\right)-\underline{s}_{n}^{0}\left(u+i v_{n}\right)\right|>\varepsilon\right) \leq K_{t} \varepsilon^{-t} n^{-t / 68} \tag{6.2.28}
\end{equation*}
$$

Let $\mathrm{E}_{0}(\cdot)$ denote expectation and $\mathrm{E}_{k}(\cdot)$ denote conditional expectation with respect to the $\sigma$-field generated by $\mathbf{r}_{1}, \cdots, \mathbf{r}_{k}$. Since, for any $r>0$,

$$
\mathrm{E}_{k}\left(v_{n}^{-r} \sup _{u \in \mathbb{R}}\left|\underline{s}_{n}\left(u+i v_{n}\right)-\underline{s}_{n}^{0}\left(u+i v_{n}\right)\right|^{r}\right)
$$

for $k=0, \ldots, n$ forms a martingale, it follows (from Jensen's inequality) that, for any $t \geq 1,\left(\mathrm{E}_{k}\left(v_{n}^{-r} \sup _{u \in \mathbb{R}}\left|\underline{s}_{n}\left(u+i v_{n}\right)-\underline{s}_{n}^{0}\left(u+i v_{n}\right)\right|^{r}\right)\right)^{t}, k=0, \ldots, n$, forms a submartingale. Therefore, for any $\varepsilon>0, t \geq 1$, and $r>0$, from Lemmas 6.7 and 6.8 and (6.2.28) with $t$ replaced by $2 r t$, we have

$$
\begin{align*}
& \mathrm{P}\left(\max _{k \leq n} \mathrm{E}_{k}\left(v_{n}^{-r} \sup _{u \in \mathbb{R}}\left|\underline{s}_{n}\left(u+i v_{n}\right)-\underline{s}_{n}^{0}\left(u+i v_{n}\right)\right|^{r}\right)>\varepsilon\right) \\
\leq & \varepsilon^{-t} \mathrm{E}\left(v_{n}^{-r t} \sup _{u \in \mathbb{R}}\left|\underline{s}_{n}\left(u+i v_{n}\right)-\underline{s}_{n}^{0}\left(u+i v_{n}\right)\right|^{r t}\right) \\
\leq & 2 \varepsilon^{-t} K_{r t}^{1 / 2} n^{-r t / 68} \tag{6.2.29}
\end{align*}
$$

whenever $\delta \leq 1 / 17$. From this, it follows that with probability 1 ,

$$
\begin{equation*}
\max _{k \leq n} \mathrm{E}_{k}\left(v_{n}^{-r} \sup _{u \in \mathbb{R}}\left|\underline{s}_{n}\left(u+i v_{n}\right)-\underline{s}_{n}^{0}\left(u+i v_{n}\right)\right|^{r}\right) \rightarrow 0 \tag{6.2.30}
\end{equation*}
$$

Let $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n}$ be the eigenvalues of $\underline{\mathbf{B}}_{n}$, and write

$$
\underline{s}_{n j}=\underline{s}_{n j}^{\text {out }}+\underline{s}_{n j}^{i n}, \quad j=1,2
$$

where

$$
\underline{s}_{n 2}^{\text {out }}\left(u+i v_{n}\right)=\frac{1}{n} \sum_{\lambda_{j} \in\left[a^{\prime}, b^{\prime}\right]} \frac{v_{n}}{\left(u-\lambda_{j}\right)^{2}+v_{n}^{2}} .
$$

Similarly, define

$$
\underline{s}_{02}^{\text {out }}\left(u+i v_{n}\right)=\int_{x \in\left[a^{\prime}, b^{\prime}\right]} \frac{v_{n}}{(u-x)^{2}+v_{n}^{2}} d \underline{F}^{y_{n}, H_{n}}(x)=0 .
$$

By (6.2.30),

$$
\begin{equation*}
\max _{k \leq n} \mathrm{E}_{k}\left(v_{n}^{-r} \sup _{u \in \mathbb{R}}\left|\underline{s}_{n 2}\left(u+i v_{n}\right)-\underline{s}_{2}^{0}\left(u+i v_{n}\right)\right|^{r}\right) \rightarrow 0 \text { a.s. } \tag{6.2.31}
\end{equation*}
$$

Noting that on either $\left(\infty, a^{\prime}\right]$ or $\left[b^{\prime}, \infty\right)$ the collection of functions in $\lambda\{((\lambda-$ $\left.\left.u)^{2}+v_{n}^{2}\right)^{-1}: u \in[a, b]\right\}$ forms a uniformly bounded, equicontinuous family, we get as in (6.2.18)

$$
\begin{gathered}
\sup _{u \in[a, b]} v_{n}^{-r}\left|\underline{s}_{n 2}^{i n}\left(u+i v_{n}\right)-\underline{s}_{02}^{i n}\left(u+i v_{n}\right)\right| \\
=\sup _{u \in[a, b]}\left|\int_{x \in\left[a^{\prime}, b^{\prime}\right] c} \frac{1}{(x-u)^{2}+v_{n}^{2}} d\left(F^{\mathbf{B}_{n}}(x)-\underline{F}^{y_{n}, H_{n}}(x)\right)\right| \rightarrow 0 \quad \text { a.s. }
\end{gathered}
$$

Therefore, from Lemma 6.11,

$$
\max _{k \leq n} \mathrm{E}_{k} v_{n}^{-r} \sup _{u \in[a, b]}\left|\underline{s}_{n 2}^{i n}\left(u+i v_{n}\right)-\underline{s}_{02}^{i n}\left(u+i v_{n}\right)\right|^{r} \rightarrow 0 \quad \text { a.s. }
$$

This, together with (6.2.31), implies that

$$
\begin{equation*}
\max _{k \leq n} v_{n}^{-r} \sup _{u \in[a, b]} \mathrm{E}_{k}\left(\underline{s}_{n 2}^{\text {out }}\left(u+i v_{n}\right)\right)^{r} \rightarrow 0 \quad \text { a.s. } \tag{6.2.32}
\end{equation*}
$$

For any $u \in[a, b]$, we have

$$
\begin{aligned}
& v_{n}^{-1} \underline{s}_{n 2}^{\text {out }}\left(u+i v_{n}\right) \\
\geq & \int_{[a, b]} \frac{1}{(x-u)^{2}+v_{n}^{2}} d F \underline{\mathbf{B}}_{n}(x) \\
\geq & \int_{[a, b] \cap\left[u-v_{n}, u+v_{n}\right]} \frac{1}{(x-u)^{2}+v_{n}^{2}} d F^{\mathbf{B}_{n}}(x) \\
\geq & \frac{1}{2 v_{n}^{2}} F \underline{\underline{B}}_{n}\left([a, b] \cap\left[u-v_{n}, u+v_{n}\right]\right)
\end{aligned}
$$

Therefore, by selecting $u_{j} \in[a, b]$ such that $v_{n}<u_{j}-u_{j-1}$ and $\cup\left[u_{j}-v_{n}, u_{j}+\right.$ $\left.v_{n}\right] \supset[a, b]$, it follows that

$$
\begin{aligned}
& v_{n}^{-r} \mathrm{E}_{k}\left(F \underline{\mathrm{~B}}_{n}([a, b])\right)^{r} \\
\leq & v_{n}^{-r} \mathrm{E}_{k}\left(\sum_{j} F{\left.\underline{\mathbf{B}_{n}}\left([a, b] \cap\left[u_{j}-v_{n}, u_{j}+v_{n}\right]\right)\right)^{r}}_{\leq} v_{n}^{-r} \mathrm{E}_{k}\left(2 \sum_{j}\left(u_{j}-u_{j-1}\right) \sup _{u \in[a, b]}\left(\underline{s}_{n 2}^{o u t}\left(u+i v_{n}\right)\right)\right)^{r}\right.
\end{aligned}
$$

$$
\leq 2^{r}(b-a)^{r} v_{n}^{-r} \max _{k \leq n} \mathrm{E}_{k} \sup _{u \in[a, b]}\left(\underline{s}_{n 2}^{o u t}\left(u+i v_{n}\right)\right)^{r} \rightarrow 0, \text { a.s. }
$$

This shows that

$$
\max _{k \leq n} \mathrm{E}_{k}\left(F^{\mathbf{B}_{n}}\{[a, b]\}\right)^{r}=o_{\text {a.s. }}\left(v_{n}^{r}\right)=o_{\text {a.s. }}\left(n^{-r / 17}\right)
$$

By replacing $[a, b]$ with the interval $\left[a^{\prime}, b^{\prime}\right]$, we get

$$
\begin{equation*}
\max _{k \leq n} \mathrm{E}_{k}\left(F^{\mathbf{B}_{n}}\left\{\left[a^{\prime}, b^{\prime}\right]\right\}\right)^{r}=o_{\text {a.s. }}\left(v_{n}^{r}\right)=o_{\text {a.s. }}\left(n^{-r / 17}\right) \tag{6.2.33}
\end{equation*}
$$

### 6.2.3 Convergence of $s_{n}-\mathrm{E} s_{n}$

We now restrict $\delta=1 / 68$, that is, $v=v_{n}=n^{-1 / 68}$. The reader should note that the $v_{n}$ defined in this subsection is different from what was defined in the last subsection, where $v_{n} \geq n^{-1 / 17}$.

Our goal is to show that

$$
\begin{equation*}
\sup _{u \in[a, b]} n v_{n}\left|s_{n}-\mathrm{E} s_{n}\right| \rightarrow 0 \quad \text { a.s. } \quad n \rightarrow \infty \tag{6.2.34}
\end{equation*}
$$

Write $\mathbf{D}=\mathbf{B}_{n}-z \mathbf{I}, \mathbf{D}_{j}=\mathbf{D}-\mathbf{r}_{j} \mathbf{r}_{j}^{*}$, and $\mathbf{D}_{j \underline{j}}=\mathbf{D}-\left(\mathbf{r}_{j} \mathbf{r}_{j}^{*}+\mathbf{r}_{\underline{j}} \mathbf{r}_{\underline{j}}^{*}\right), j \neq \underline{j}$. Then $s_{n}=\frac{1}{p} \operatorname{tr}\left(\mathbf{D}^{-1}\right)$. Let us also denote

$$
\begin{gathered}
\alpha_{j}=\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-2} \mathbf{r}_{j}-n^{-1} \operatorname{tr}\left(\mathbf{D}_{j}^{-2} \mathbf{T}_{n}\right), \quad a_{j}=n^{-1} \operatorname{tr}\left(\mathbf{D}_{j}^{-2} \mathbf{T}_{n}\right) \\
\beta_{j}=\frac{1}{1+\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1} \mathbf{r}_{j}}, \quad \bar{\beta}_{k}=\frac{1}{1+n^{-1} \operatorname{tr}\left(\mathbf{T}_{n} \mathbf{D}_{k}^{-1}\right)}, \quad b_{n}=\frac{1}{1+n^{-1} \operatorname{Etr}\left(\mathbf{T}_{n} \mathbf{D}_{1}^{-1}\right)}, \\
\gamma_{j}=\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1} \mathbf{r}_{j}-n^{-1} \mathrm{E}\left(\operatorname{tr}\left(\mathbf{D}_{j}^{-1} \mathbf{T}_{n}\right)\right), \quad \hat{\gamma}_{j}=\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1} \mathbf{r}_{j}-n^{-1} \operatorname{tr}\left(\mathbf{D}_{j}^{-1} \mathbf{T}_{n}\right)
\end{gathered}
$$

We first derive bounds on moments of $\gamma_{j}$ and $\hat{\gamma}_{j}$. Using (6.2.2), we find for all $\ell \geq 1$,

$$
\begin{equation*}
\mathrm{E}\left|\hat{\gamma}_{j}\right|^{2 \ell} \leq K_{\ell} n^{-2 \ell} \mathrm{E}\left(\operatorname{tr} \mathbf{T}_{n}^{1 / 2} \mathbf{D}_{j}^{-1} \mathbf{T}_{n} \overline{\mathbf{D}}_{j}^{-1} \mathbf{T}_{n}^{1 / 2}\right)^{\ell} \leq K_{\ell} n^{-\ell} v_{n}^{-2 \ell} \tag{6.2.35}
\end{equation*}
$$

Using Lemma 2.12 and Lemma 6.9, we have, for $\ell \geq 1$,

$$
\begin{aligned}
\mathrm{E}\left|\gamma_{j}-\hat{\gamma}_{j}\right|^{2 \ell} & =\mathrm{E}\left|\gamma_{1}-\hat{\gamma}_{1}\right|^{2 \ell}=\mathrm{E}\left|\frac{1}{n} \sum_{j=2}^{n} \mathrm{E}_{j} \operatorname{tr} \mathbf{T}_{n} \mathbf{D}_{1}^{-1}-\mathrm{E}_{j-1} \operatorname{tr} \mathbf{T}_{n} \mathbf{D}_{1}^{-1}\right|^{2 \ell} \\
& =\mathrm{E}\left|\frac{1}{n} \sum_{j=2}^{n} \mathrm{E}_{j} \operatorname{tr} \mathbf{T}_{n}\left(\mathbf{D}_{1}^{-1}-\mathbf{D}_{1 j}^{-1}\right)-\mathrm{E}_{j-1} \operatorname{tr} \mathbf{T}_{n}\left(\mathbf{D}_{1}^{-1}-\mathbf{D}_{1 j}^{-1}\right)\right|^{2 \ell}
\end{aligned}
$$

$$
\begin{aligned}
& =\mathrm{E}\left|\frac{1}{n} \sum_{j=2}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \frac{\mathbf{r}_{j}^{*} \mathbf{D}_{1 j}^{-1} \mathbf{T}_{n} \mathbf{D}_{1 j}^{-1} \mathbf{r}_{j}}{1+\mathbf{r}_{j}^{*} \mathbf{D}_{1 j}^{-1} \mathbf{r}_{j}}\right|^{2 \ell} \\
& \leq K_{\ell} \frac{1}{n^{2 \ell}} \mathrm{E}\left(\sum_{j=2}^{n}\left|\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \frac{\mathbf{r}_{j}^{*} \mathbf{D}_{1 j}^{-1} \mathbf{T}_{n} \mathbf{D}_{1 j}^{-1} \mathbf{r}_{j}}{1+\mathbf{r}_{j}^{*} \mathbf{D}_{1 j}^{-1} \mathbf{r}_{j}}\right|^{2}\right)^{\ell} \\
& \leq K_{\ell} n^{-\ell} v_{n}^{-2 \ell}
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\mathrm{E}\left|\gamma_{j}\right|^{2 \ell} \leq K_{\ell} n^{-\ell} v_{n}^{-2 \ell} \tag{6.2.36}
\end{equation*}
$$

We next prove that $b_{n}$ is bounded for all $n$. We have $b_{n}, \beta_{k}$, and $\bar{\beta}_{k}$ all bounded in absolute value by $|z| / v_{n}$ (see (6.2.5)). From (6.2.4), we see that $\mathrm{E} \beta_{1}=-z \mathrm{E} \underline{s}_{n}$. Using (6.2.30), we get

$$
\sup _{u \in[a, b]}\left|\mathrm{E}\left(\underline{s}_{n}(z)\right)-\underline{s}_{n}^{0}(z)\right|=o\left(v_{n}\right)
$$

Since $\underline{s}_{n}^{0}$ is bounded for all $n, u \in[a, b]$ and $v$, we have $\sup _{u \in[a, b]}\left|\mathrm{E} \beta_{1}\right| \leq K$.
Since $b_{n}=\beta_{1}+\beta_{1} b_{n} \gamma_{1}$, we get

$$
\sup _{u \in[a, b]}\left|b_{n}\right|=\sup _{u \in[a, b]}\left|\mathrm{E} \beta_{1}+\mathrm{E} \beta_{1} b_{n} \gamma_{1}\right| \leq K+K_{2}^{1 / 2} v_{n}^{-3} n^{-1 / 2} \leq K
$$

Since $\left|s_{n}\left(u_{1}+i v_{n}\right)-s_{n}\left(u_{2}+i v_{n}\right)\right| \leq\left|u_{1}-u_{2}\right| v_{n}^{-2}$, we see that (6.2.34) will follow from

$$
\max _{u \in S_{n}} n v_{n}\left|s_{n}-\mathrm{E} s_{n}\right| \rightarrow 0 \quad \text { a.s. }
$$

where $S_{n}$ now contains $n^{2}$ elements, equally spaced in $[a, b]$.
We write

$$
\begin{aligned}
\mathrm{E} s_{n}-s_{n}= & -\frac{1}{p} \sum_{k=1}^{n}\left(\mathrm{E}_{k} \operatorname{tr} \mathbf{D}^{-1}-\mathrm{E}_{k-1} \operatorname{tr} \mathbf{D}^{-1}\right) \\
= & \frac{1}{p} \sum_{k=1}^{n}\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right)\left(\frac{\mathbf{r}_{k}^{*} \mathbf{D}_{k}^{-2} \mathbf{r}_{k}}{1+\mathbf{r}_{k}^{*} \mathbf{D}_{k}^{-1} \mathbf{r}_{k}}\right) \\
= & \frac{1}{p} \sum_{k=1}^{n}\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right) \frac{\mathbf{r}_{k}^{*} \mathbf{D}_{k}^{-2} \mathbf{r}_{k}-n^{-1} \operatorname{tr}\left(\mathbf{D}_{k}^{-2} \mathbf{T}_{n}\right)}{1+\mathbf{r}_{k}^{*} \mathbf{D}_{k}^{-1} \mathbf{r}_{k}} \\
& +\frac{1}{p} \sum_{k=1}^{n}\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right) \frac{n^{-1} \operatorname{tr}\left(\mathbf{D}_{k}^{-2} \mathbf{T}_{n}\right)\left(n^{-1} \operatorname{tr} \mathbf{T}_{n} \mathbf{D}_{k}^{-1}-\mathbf{r}_{k}^{*} \mathbf{D}_{k}^{-1} \mathbf{r}_{k}\right)}{\left(1+n^{-1} \operatorname{tr} \mathbf{T}_{n} \mathbf{D}_{k}^{-1}\right)\left(1+\mathbf{r}_{k}^{*} \mathbf{D}_{k}^{-1} \mathbf{r}_{k}\right)} \\
= & \frac{1}{p} \sum_{k=1}^{n}\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right) \alpha_{k} \beta_{k}-\frac{1}{p} \sum_{k=1}^{n}\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right) a_{k} \hat{\gamma}_{k} \bar{\beta}_{k} \beta_{k} \\
\equiv & W_{1}-W_{2} .
\end{aligned}
$$

Let $F_{n j}$ be the ESD of the matrix $\sum_{k \neq j} \mathbf{r}_{k} \mathbf{r}_{k}^{*}$. From Lemma A. 43 and (6.2.33), for any $r$, we have

$$
\begin{equation*}
\max _{k} \mathrm{E}_{k}\left(F_{n k}\left(\left[a^{\prime}, b^{\prime}\right]\right)\right)^{r}=o\left(n^{-r / 17}\right)=o\left(v_{n}^{4 r}\right) \quad \text { a.s. } \tag{6.2.37}
\end{equation*}
$$

Define

$$
\begin{aligned}
B_{k} & =I\left(\mathrm{E}_{k-1} F_{n k}\left(\left[a^{\prime}, b^{\prime}\right]\right) \leq v_{n}^{4}\right) \cap\left(\mathrm{E}_{k-1}\left(F_{n k}\left(\left[a^{\prime}, b^{\prime}\right]\right)\right)^{2} \leq v_{n}^{8}\right) \\
& =I\left(\mathrm{E}_{k} F_{n k}\left(\left[a^{\prime}, b^{\prime}\right]\right) \leq v_{n}^{4}\right) \cap\left(\mathrm{E}_{k}\left(F_{n k}\left(\left[a^{\prime}, b^{\prime}\right]\right)\right)^{2} \leq v_{n}^{8}\right)
\end{aligned}
$$

By (6.2.37), we have

$$
\mathrm{P}\left(\bigcup_{k=1}^{n}\left[B_{k}=0\right], \text { i.o. }\right)=0
$$

Therefore, we have, for any $\varepsilon>0$,

$$
\begin{aligned}
& P\left(\max _{u \in S_{n}}\left|n v_{n} W_{1}\right|>\varepsilon \text {, i.o. }\right) \\
\leq & \mathrm{P}\left(\left(\left[\max _{u \in S_{n}}\left|v_{n} \sum_{k=1}^{n}\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right)\left(\alpha_{k} \beta_{k}\right)\right|>\tilde{\varepsilon}\right] \bigcap_{k=1}^{n}\left[B_{k}=1\right]\right), \text { i.o. }\right) \\
= & \mathrm{P}\left(\left(\left[\max _{u \in S_{n}}\left|v_{n} \sum_{k=1}^{n}\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right)\left(\alpha_{k} \beta_{k}\right) B_{k}\right|>\tilde{\varepsilon}\right] \bigcap_{k=1}^{n}\left[B_{k}=1\right]\right) \text {,i.o. }\right) \\
\leq & \mathrm{P}\left(\max _{u \in S_{n}}\left|v_{n} \sum_{k=1}^{n}\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right)\left(\alpha_{k} \beta_{k}\right) B_{k}\right|>\tilde{\varepsilon}, \text { i.o. }\right),
\end{aligned}
$$

where $\tilde{\varepsilon}=\inf _{n} p \varepsilon / n>0$. Note that, for each $u \in \mathbb{R},\left\{\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right)\left(\alpha_{k} \beta_{k}\right) B_{k}\right\}$ forms a martingale difference sequence.

By Lemma 2.13, we have for each $u \in[a, b]$ and $\ell \geq 1$,

$$
\begin{align*}
& \mathrm{E}\left|v_{n} \sum_{k=1}^{n}\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right)\left(\alpha_{k} \beta_{k}\right) B_{k}\right|^{2 \ell} \\
\leq & K_{\ell}\left(\mathrm{E}\left(\sum_{k=1}^{n} \mathrm{E}_{k-1}\left|v_{n}\left(\alpha_{k} \beta_{k}\right) B_{k}\right|^{2}\right)^{\ell}+\sum_{k=1}^{n} \mathrm{E}\left|v_{n}\left(\alpha_{k} \beta_{k}\right) B_{k}\right|^{2 \ell}\right) \\
\leq & K_{\ell}\left(\mathrm{E}\left(\sum_{k=1}^{n} \mathrm{E}_{k-1}\left|v_{n}\left(\alpha_{k} \beta_{k}\right) B_{k}\right|^{2}\right)^{\ell}+\sum_{k=1}^{n} \mathrm{E}|z|^{2 \ell}\left|\alpha_{k}\right|^{2 \ell} B_{k}\right) \\
\leq & K_{\ell}\left(\mathrm{E}\left(\sum_{k=1}^{n} \mathrm{E}_{k-1}\left|v_{n}\left(\alpha_{k} \beta_{k}\right) B_{k}\right|^{2}\right)^{\ell}+n^{1-\ell} v_{n}^{-4 \ell}\right) . \tag{6.2.38}
\end{align*}
$$

Note that when $\left|b_{n}\right| \leq K_{0}$, by $\left|\alpha_{k} \beta_{k}\right| \leq v_{n}^{-1}+(p / n)|z| v_{n}^{-3}$,

$$
\begin{aligned}
& \left|\alpha_{k} \beta_{k}\right|^{2} \leq 4 K_{0}^{2}\left|\alpha_{k}\right|^{2}+K v_{n}^{-6} I\left(\left|\beta_{k}\right| \geq 2 K_{0}\right) \\
\leq & 4 K_{0}^{2}\left|\alpha_{k}\right|^{2}+K v_{n}^{-6} I\left(\left|\gamma_{k}\right| \geq 1 /\left(2 K_{0}\right)\right) .
\end{aligned}
$$

On the other hand, by (6.2.2),

$$
\begin{aligned}
& \mathrm{E}_{k-1}\left|\alpha_{k} B_{k}\right|^{2} \\
\leq & K \mathrm{E}_{k-1} n^{-2} B_{k} \operatorname{tr}\left(\mathbf{D}_{k}^{-2} \mathbf{T}_{n} \overline{\mathbf{D}}_{k}^{-2} \mathbf{T}_{n}\right) \\
\leq & K n^{-2} B_{k} \mathrm{E}_{k-1} \operatorname{tr}\left(\mathbf{D}_{k}^{-2} \overline{\mathbf{D}}_{k}^{-2}\right)
\end{aligned}
$$

Let $\lambda_{k j}$ denote the $j$-th largest eigenvalue of $\sum_{j \neq k} \mathbf{r}_{j} \mathbf{r}_{j}^{*}$. By (6.2.37), we have

$$
\begin{aligned}
& \sum_{k=1}^{n} B_{k} \mathrm{E}_{k-1} \operatorname{tr}_{k}^{-2} \overline{\mathbf{D}}_{k}^{-2} \\
= & \sum_{k=1}^{n} B_{k} \mathrm{E}_{k-1}\left[\sum_{\lambda_{k j} \notin\left[a^{\prime} b^{\prime}\right]} \frac{1}{\left(\left(\lambda_{k j}-u\right)^{2}+v_{n}^{2}\right)^{2}}+\sum_{\lambda_{k j} \in\left[a^{\prime} b^{\prime}\right]} \frac{1}{\left(\left(\lambda_{k j}-u\right)^{2}+v_{n}^{2}\right)^{2}}\right] \\
\leq & \sum_{k=1}^{n}\left(p \underline{\varepsilon}^{-4}+B_{k} v_{n}^{-4} \mathrm{E}_{k-1} p F_{n k}\left(\left[a^{\prime}, b^{\prime}\right]\right)\right) \leq K n^{2} .
\end{aligned}
$$

Substituting the two estimates above into (6.2.38) and applying (6.2.36), for any $\ell>2$ and $t>2 \ell$, we have

$$
\begin{aligned}
& \mathrm{P}\left(\max _{u \in S_{n}}\left|v_{n} \sum_{k=1}^{n}\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right)\left(\alpha_{k} \beta_{k}\right) B_{k}\right|>\tilde{\varepsilon}\right) \\
\leq & K n^{2}\left[\mathrm{E}\left(v_{n}^{2}+v_{n}^{-4} \sum_{k=1}^{n} \mathrm{E}_{k-1} I\left(\left|\gamma_{k}\right| \geq 1 /\left(2 K_{0}\right)\right)\right)^{\ell}+n^{1-\ell} v_{n}^{1-4 \ell}\right] \\
\leq & K n^{2}\left[v_{n}^{2 \ell}+v_{n}^{-4 \ell} n^{\ell-1} \sum_{k=1}^{n} \mathrm{P}\left(\left|\gamma_{k}\right| \geq 1 /\left(2 K_{0}\right)\right)\right] \\
\leq & K n^{2}\left[v_{n}^{2 \ell}+v_{n}^{-4 \ell} n^{\ell-1} \sum_{k=1}^{n} \mathrm{E}\left|\gamma_{k}\right|^{2 t}\right] \\
\leq & K_{\ell, \tilde{\varepsilon}} n^{2-\ell / 34}
\end{aligned}
$$

which is summable when $\ell>102$. Therefore,

$$
\begin{equation*}
\max _{u \in S_{n}}\left|W_{1}\right|=o\left(1 /\left(n v_{n}\right)\right) \quad \text { a.s. } \tag{6.2.39}
\end{equation*}
$$

We can proceed the same way for the proof of

$$
\begin{equation*}
\max _{u \in S_{n}}\left|W_{2}\right|=o\left(1 /\left(n v_{n}\right)\right) \quad \text { a.s. } \tag{6.2.40}
\end{equation*}
$$

It is straightforward to show that $\left|a_{k} \bar{\beta}_{k}\right| \leq v_{n}^{-1}$. Again, with $K_{0}$ a bound on $b_{n}$, we have

$$
\begin{aligned}
\left|a_{k} \hat{\gamma}_{k} \bar{\beta}_{k} \beta_{k}\right|^{2} & \leq\left(2 K_{0}\right)^{4}\left|a_{k} \hat{\gamma}_{k}\right|^{2}+K v_{n}^{-4}\left|\hat{\gamma}_{k}\right|^{2} I\left(\left|\bar{\beta}_{k} \beta_{k}\right| \geq\left(2 K_{0}\right)^{2}\right) \\
& \leq\left(2 K_{0}\right)^{4}\left|a_{k} \hat{\gamma}_{k}\right|^{2}+K v_{n}^{-4}\left|\hat{\gamma}_{k}\right|^{2} I\left(\left|\gamma_{k}\right| \text { or }\left|\hat{\gamma}_{k}\right| \geq 1 /\left(4 K_{0}\right)\right) .
\end{aligned}
$$

We have, by (6.2.2),

$$
\begin{aligned}
& \sum_{k=1}^{n} \mathrm{E}_{k-1} v_{n}^{2}\left|a_{k} \hat{\gamma}_{k}\right|^{2} B_{k} \\
\leq & K v_{n}^{2} n^{-2} \sum_{k=1}^{n} \mathrm{E}_{k-1} B_{k}\left|a_{k}\right|^{2} \operatorname{tr} \mathbf{D}_{k}^{-1} \overline{\mathbf{D}}_{k}^{-1} \\
\leq & K v_{n}^{2} n^{-4} \sum_{k=1}^{n} \mathrm{E}_{k-1} B_{k} p \sum_{j} \frac{1}{\left(\left(\lambda_{k j}-u\right)^{2}+v_{n}^{2}\right)^{2}} \sum_{k} \frac{1}{\left(\lambda_{k j}-u\right)^{2}+v_{n}^{2}} \\
\leq & K n^{-3} v_{n}^{2} \sum_{k=1}^{n} \mathrm{E}_{k-1} B_{k}\left(p \underline{\varepsilon}^{-4}+v_{n}^{-4} p F_{n k}\left(\left[a^{\prime}, b^{\prime}\right]\right)\right)\left(p \underline{\varepsilon}^{-2}+v_{n}^{-2} p F_{n k}\left(\left[a^{\prime}, b^{\prime}\right]\right)\right) \\
\leq & K v_{n}^{2}
\end{aligned}
$$

By noting $\left|a_{k}\right| \leq(p / n) v_{n}^{-2}$ and using (6.2.36), we have, for $\ell \geq 2$,

$$
\sum_{k=1}^{n} \mathrm{E}\left|v_{n}\left(a_{k} \gamma_{k} \bar{\beta}_{k} \beta_{k}\right) B_{k}\right|^{2 \ell} \leq K v_{n}^{-6 \ell} \sum_{k=1}^{n} \mathrm{E}\left|\gamma_{k}\right|^{2 \ell} \leq K v_{n}^{-8 \ell} n^{1-\ell} \leq K v_{n}^{2 \ell}
$$

Therefore, by Lemma $2.13,(6.2 .35)$, and (6.2.36), we have, for all $\ell \geq 2$,

$$
\begin{aligned}
& n^{2} \mathrm{E}\left|v_{n} \sum_{k=1}^{n}\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right)\left(a_{k} \hat{\gamma}_{k} \bar{\beta}_{k} \beta_{k}\right) B_{k}\right|^{2 \ell} \\
\leq & K n^{2}\left(\mathrm{E}\left(\sum_{k=1}^{n} \mathrm{E}_{k-1}\left|v_{n}\left(a_{k} \hat{\gamma}_{k} \bar{\beta}_{k} \beta_{k}\right) B_{k}\right|^{2}\right)^{\ell}+\sum_{k=1}^{n} \mathrm{E}\left|v_{n}\left(a_{k} \hat{\gamma}_{k} \bar{\beta}_{k} \beta_{k}\right) B_{k}\right|^{2 \ell}\right) \\
\leq & K n^{2}\left(\mathrm{E}\left(v_{n}^{2}+v_{n}^{-4} \sum_{k=1}^{n} \mathrm{E}_{k-1}\left|\hat{\gamma}_{k}\right|^{2} I\left(\left|\gamma_{k}\right| \text { or }\left|\bar{\gamma}_{k}\right| \geq 1 /\left(4 K_{0}\right)\right)\right)^{\ell}+v_{n}^{2 \ell}\right) \\
\leq & K n^{2}\left(v_{n}^{2 \ell}+v_{n}^{-4 \ell} n^{\ell-1} \sum_{k=1}^{n} \mathrm{E}\left|\hat{\gamma}_{k}\right|^{2 \ell} I\left(\left|\gamma_{k}\right| \text { or }\left|\hat{\gamma}_{k}\right| \geq 1 /\left(4 K_{0}\right)\right)\right) \\
\leq & K n^{2}\left(v_{n}^{2 \ell}+v_{n}^{-4 \ell} n^{\ell-1} \sum_{k=1}^{n} \mathrm{E}\left|\hat{\gamma}_{k}\right|^{2 \ell}\left[\left|\gamma_{k}\right|^{2 \ell}+\left|\hat{\gamma}_{k}\right|^{2 \ell}\right]\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq K n^{2}\left(v_{n}^{2 \ell}+v_{n}^{-4 \ell} n^{\ell-1} \sum_{k=1}^{n}\left(\mathrm{E}\left|\hat{\gamma}_{k}\right|^{2 \ell}\left|\gamma_{k}\right|^{2 \ell}+\mathrm{E}\left|\hat{\gamma}_{k}\right|^{4 \ell}\right)\right) \\
& \leq K n^{2}\left(v_{n}^{2 \ell}+v_{n}^{-8 \ell} n^{-\ell}\right) \\
& \leq K n^{2} v_{n}^{2 \ell}=K n^{2-\ell / 34} .
\end{aligned}
$$

Then, (6.2.40) follows if we choose $\ell>102$.
Combining (6.2.39) and (6.2.40), then (6.2.34) follows.

### 6.2.4 Convergence of the Expected Value

Our next goal is to show that, for $v=n^{-1 / 68}$,

$$
\begin{equation*}
\sup _{u \in[a, b]}\left|E \underline{s}_{n}-\underline{s}_{n}^{0}\right|=O(1 / n) \tag{6.2.41}
\end{equation*}
$$

We begin by deriving an identity similar to (6.2.7). Write

$$
\mathbf{D}-\left(-z \mathrm{E} \underline{s}_{n}(z) \mathbf{T}_{n}-z \mathbf{I}\right)=\sum_{j=1}^{n} \mathbf{r}_{j} \mathbf{r}_{j}^{*}-\left(-z \mathrm{E} \underline{s}_{n}(z)\right) \mathbf{T}_{n}
$$

Taking first inverses and then the expected value, we get

$$
\begin{aligned}
& \left(-z \mathrm{E} \underline{s}_{n} \mathbf{T}_{n}-z \mathbf{I}\right)^{-1}-\mathrm{E} \mathbf{D}^{-1} \\
= & \left(-z \mathrm{E} \underline{s}_{n} \mathbf{T}_{n}-z \mathbf{I}\right)^{-1} \mathrm{E}\left[\left(\sum_{j=1}^{n} \mathbf{r}_{j} \mathbf{r}_{j}^{*}-\left(-z \mathrm{E} \underline{s}_{n}\right) \mathbf{T}_{n}\right) \mathbf{D}^{-1}\right] \\
= & -z^{-1} \sum_{j=1}^{n} \mathrm{E} \beta_{j}\left[\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{r}_{j} \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}-\frac{1}{n}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n} \mathrm{E} \mathbf{D}^{-1}\right] \\
= & -z^{-1} n \mathrm{E} \beta_{1}\left[\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{r}_{1} \mathbf{r}_{1}^{*} \mathbf{D}_{1}^{-1}-\frac{1}{n}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n} \mathrm{E} \mathbf{D}^{-1}\right]
\end{aligned}
$$

Taking the trace on both sides and dividing by $-n / z$, we get

$$
\begin{align*}
& y_{n} \int \frac{d H_{n}(t)}{1+t \mathrm{E} \underline{s}_{n}}+z y_{n} \mathrm{E}\left(s_{n}(z)\right) \\
= & \mathrm{E} \beta_{1}\left[\mathbf{r}_{1}^{*} \mathbf{D}_{1}^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{r}_{1}-\frac{1}{n} \mathrm{Etr}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n} \mathbf{D}^{-1}\right] . \tag{6.2.42}
\end{align*}
$$

We first show

$$
\begin{equation*}
\sup _{u \in[a, b]}\left|\operatorname{Etr}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n} \mathbf{D}^{-1}-\operatorname{Etr}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n} \mathbf{D}_{1}^{-1}\right| \leq K \tag{6.2.43}
\end{equation*}
$$

From (6.2.37), we get

$$
\begin{equation*}
\sup _{u \in[a, b]} \mathrm{E}\left(\operatorname{tr} \mathbf{D}_{1}^{-1} \overline{\mathbf{D}}_{1}^{-1}\right)^{2} \leq \mathrm{E}\left(p \underline{\varepsilon}^{-2}+v_{n}^{-2} p F_{n 1}\left(\left[a^{\prime}, b^{\prime}\right]\right)\right)^{2} \leq K n^{2} \tag{6.2.44}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{u \in[a, b]} \operatorname{Etr}_{1}^{-2} \overline{\mathbf{D}}_{1}^{-2} \leq \mathrm{E}\left(p \underline{\varepsilon}^{-4}+v_{n}^{-4} p F_{n 1}\left(\left[a^{\prime}, b^{\prime}\right]\right)\right) \leq K n \tag{6.2.45}
\end{equation*}
$$

Also, because of (6.2.29) and the fact that $-1 / \underline{s}_{n}^{0}(z)$ stays uniformly away from the eigenvalues of $\mathbf{T}_{n}$ for all $u \in[a, b]$, we must have

$$
\begin{equation*}
\sup _{u \in[a, b]}\left\|\left(\mathrm{E}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1}\right\| \leq K \tag{6.2.46}
\end{equation*}
$$

Therefore, from (6.2.3), (6.2.36), (6.2.44)-(6.2.46), and the fact that $\sup _{u \in[a, b]}\left|b_{n}\right|$ is bounded, we get

$$
\begin{aligned}
& \text { left-hand side of }(6.2 .43)=\sup _{u \in[a, b]}\left|\mathrm{E} \beta_{1} \mathbf{r}_{1}^{*} \mathbf{D}_{1}^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n} \mathbf{D}_{1}^{-1} \mathbf{r}_{1}\right| \\
\leq & \sup _{u \in[a, b]}\left(\left|b_{n}\right| \cdot\left|\mathrm{Er}_{1}^{*} \mathbf{D}_{1}^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n} \mathbf{D}_{1}^{-1} \mathbf{r}_{1}\right|\right. \\
& \left.\quad+\mathrm{E}\left|\beta_{1} b_{n} \gamma_{1} \mathbf{r}_{1}^{*} \mathbf{D}_{1}^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n} \mathbf{D}_{1}^{-1} \mathbf{r}_{1}\right|\right) \\
\leq & K \sup _{u \in[a, b]}\left(n^{-1}\left|\operatorname{Etr} \mathbf{T}_{n}^{1 / 2} \mathbf{D}_{1}^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n} \mathbf{D}_{1}^{-1} \mathbf{T}_{n}^{1 / 2}\right|\right. \\
& \left.\quad+v_{n}^{-1}\left(\mathrm{E}\left|\gamma_{1}\right|^{2}\right)^{1 / 2}\left(E\left|\mathbf{r}_{1}^{*} \mathbf{D}_{1}^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n} \mathbf{D}_{1}^{-1} \mathbf{r}_{1}\right|^{2}\right)^{1 / 2}\right) \\
\leq & K \sup _{u \in[a, b]}\left(n^{-1} \operatorname{Etr}^{-1} \mathbf{D}_{1}^{-1} \overline{\mathbf{D}}_{1}^{-1}+v_{n}^{-2} n^{-3 / 2}\left(\mathrm{Etr} \mathbf{D}_{1}^{-2} \overline{\mathbf{D}}_{1}^{-2}+\mathrm{E}\left(\operatorname{tr} \mathbf{D}_{1}^{-1} \overline{\mathbf{D}}_{1}^{-1}\right)^{2}\right)^{1 / 2}\right) \\
\leq & K
\end{aligned}
$$

Thus (6.2.43) holds.
From (6.2.2), (6.2.44), and (6.2.46), we get

$$
\begin{align*}
& \sup _{u \in[a, b]} \mathrm{E}\left|\mathbf{r}_{1}^{*} \mathbf{D}_{1}^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{r}_{1}-n^{-1} \operatorname{tr} \mathbf{D}_{1}^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n}\right|^{2} \\
\leq & K n^{-2} \sup _{u \in[a, b]} \mathrm{Etr} \mathbf{D}_{1}^{-1} \overline{\mathbf{D}}_{1}^{-1} \leq K n^{-1} \tag{6.2.47}
\end{align*}
$$

Next, we show

$$
\begin{equation*}
\sup _{u \in[a, b]} \mathrm{E}\left|\operatorname{tr}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n} \mathbf{D}_{1}^{-1}-\operatorname{Etr}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n} \mathbf{D}_{1}^{-1}\right|^{2} \leq K n \tag{6.2.48}
\end{equation*}
$$

Let

$$
\begin{aligned}
\beta_{1 j} & =\frac{1}{1+\mathbf{r}_{j}^{*} \mathbf{D}_{1 j}^{-1} \mathbf{r}_{j}} \\
b_{1 n} & =\frac{1}{1+n^{-1} \operatorname{Etr}\left(\mathbf{T}_{n} \mathbf{D}_{12}^{-1}\right)}, \\
\gamma_{1 j} & =\mathbf{r}_{j}^{*} \mathbf{D}_{1 j}^{-1} \mathbf{r}_{j}-n^{-1} \mathrm{E}\left(\operatorname{tr}\left(\mathbf{D}_{1 j}^{-1} \mathbf{T}_{n}\right)\right)
\end{aligned}
$$

It is easy to see that these three quantities are the same as their counterparts in the previous section with $n$ replaced by $n-1$ and $z$ replaced by $(n /(n-1)) z$. Thus, by deriving the bounds on the quantities in the previous section with an interval slightly larger than $[a, b]$ (still satisfying assumption (f)), we see that $\gamma_{1 j}$ satisfies the same bound as in (6.2.36) and that $\sup _{u \in[a, b]}\left|\mathrm{E} \beta_{1 j}\right|$ and $\sup _{u \in[a, b]}\left|b_{1 n}\right|$ are both bounded.

It is also clear that the bounds in (6.2.37), (6.2.44), and (6.2.45) hold when two columns of $\mathbf{X}$ are removed. Moreover, with $F_{n 12}$ denoting the ESD of $\sum_{j \neq 1,2} \mathbf{r}_{j} \mathbf{r}_{j}^{*}$, we get

$$
\begin{aligned}
\sup _{u \in[a, b]} \mathrm{E}\left(\operatorname{tr} \mathbf{D}_{12}^{-1} \overline{\mathbf{D}}_{12}^{-1}\right)^{4} & \leq \mathrm{E}\left(p \underline{\varepsilon}^{-2}+v_{n}^{-2} p F_{n 12}\left(\left[a^{\prime}, b^{\prime}\right]\right)\right)^{4} \\
& \leq K n^{4}\left(\underline{\varepsilon}^{-8}+v_{n}^{-8} \mathrm{E}\left(F_{n 12}\left(\left[a^{\prime}, b^{\prime}\right]\right)\right)^{2}\right) \leq K n^{4}
\end{aligned}
$$

and

$$
\sup _{u \in[a, b]} \mathrm{E}\left(\operatorname{tr} \mathbf{D}_{12}^{-2} \overline{\mathbf{D}}_{12}^{-2}\right)^{2} \leq \mathrm{E}\left(p \underline{\varepsilon}^{-4}+v_{n}^{-4} p F_{n 12}\left(\left[a^{\prime}, b^{\prime}\right]\right)\right)^{2} \leq K n^{2}
$$

With these facts and (6.2.3), for any nonrandom $p \times p$ matrix $\mathbf{A}$ with bounded norm, we have

$$
\begin{aligned}
& \sup _{u \in[a, b]} \mathrm{E}\left|\operatorname{tr} \mathbf{A} \mathbf{D}_{1}^{-1}-\mathrm{Etr} \mathbf{A} \mathbf{D}_{1}^{-1}\right|^{2}=\sup _{u \in[a, b]} \sum_{j=2}^{n} \mathrm{E}\left|\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \operatorname{tr} \mathbf{A} \mathbf{D}_{1}^{-1}\right|^{2} \\
\leq & 2 \sup _{u \in[a, b]} \sum_{j=2}^{n} \mathrm{E}\left|\beta_{1 j} \mathbf{r}_{j}^{*} \mathbf{D}_{1 j}^{-1} \mathbf{A} \mathbf{D}_{1 j}^{-1} \mathbf{r}_{j}\right|^{2} \\
= & 2(n-1) \sup _{u \in[a, b]} \mathrm{E}\left|\left(b_{1 n}-\beta_{12} b_{1 n} \gamma_{12}\right) \mathbf{r}_{2}^{*} \mathbf{D}_{12}^{-1} \mathbf{A} \mathbf{D}_{12}^{-1} \mathbf{r}_{2}\right|^{2} \\
\leq & K n \sup _{u \in[a, b]}\left(\mathrm{E}\left|\mathbf{r}_{2}^{*} \mathbf{D}_{12}^{-1} \mathbf{A} \mathbf{D}_{12}^{-1} \mathbf{r}_{2}\right|^{2}+v_{n}^{-2}\left(\mathrm{E}\left|\gamma_{12}\right|^{4} \mathrm{E}\left|\mathbf{r}_{2}^{*} \mathbf{D}_{12}^{-1} \mathbf{A} \mathbf{D}_{12}^{-1} \mathbf{r}_{2}\right|^{4}\right)^{1 / 2}\right) \\
\leq & K n^{-1} \sup _{u \in[a, b]}\left[\mathrm{E}\left(\operatorname{tr} \mathbf{D}_{12}^{-2} \overline{\mathbf{D}}_{12}^{-2}\right)+\mathrm{E}\left(\operatorname{tr} \mathbf{D}_{12}^{-1} \overline{\mathbf{D}}_{12}^{-1}\right)^{2}\right. \\
& \left.+n^{-1} v_{n}^{-4}\left(\mathrm{Etr}\left(\mathbf{D}_{12}^{-2} \overline{\mathbf{D}}_{12}^{-2}\right)^{2}+\mathrm{E}\left(\operatorname{tr} \mathbf{D}_{12}^{-1} \overline{\mathbf{D}}_{12}^{-1}\right)^{4}\right)^{1 / 2}\right] \\
\leq & K n^{-1}\left(n^{2}+n v_{n}^{-4}\right) \leq K n .
\end{aligned}
$$

Thus, using (6.2.46), when $\mathbf{A}=\left(\mathrm{E} \underline{\mathrm{s}}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n}$, we get (6.2.48). Moreover, when $\mathbf{A}=\mathbf{I}$, we have just shown

$$
\sup _{u \in[a, b]} \mathrm{E}\left|\gamma_{1}-\hat{\gamma}_{1}\right|^{2} \leq K n^{-1}
$$

Also, from (6.2.2) and (6.2.44), when $\ell=1$,

$$
\sup _{u \in[a, b]} \mathrm{E}\left|\hat{\gamma}_{1}\right|^{2} \leq \sup _{u \in[a, b]} K n^{-2} \mathrm{EtrD}_{1}^{-1} \overline{\mathbf{D}}_{1}^{-1} \leq K n^{-1} .
$$

Therefore

$$
\begin{equation*}
\sup _{u \in[a, b]} \mathrm{E}\left|\gamma_{1}\right|^{2} \leq K n^{-1} \tag{6.2.49}
\end{equation*}
$$

From (6.2.36), (6.2.42), (6.2.43), and (6.2.47)-(6.2.49), we get

$$
\begin{aligned}
& \sup _{u \in[a, b]}\left|y_{n} \int \frac{d H_{n}(t)}{1+t \mathrm{E} \underline{s}_{n}}+z y_{n} \mathrm{E}\left(s_{n}\right)\right| \\
\leq & K n^{-1}+\sup _{u \in[a, b]} \mid \mathrm{E} \beta_{1}\left[\mathbf{r}_{1}^{*} \mathbf{D}_{1}^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{r}_{1}\right. \\
& \left.-(1 / n) \operatorname{Etr}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n} \mathbf{D}_{1}^{-1}\right] \mid \\
= & K n^{-1}+\sup _{u \in[a, b]}\left|b_{n}\right|^{2} \mid \mathrm{E}\left(\gamma_{1}-\beta_{1} \gamma_{1}^{2}\right)\left[\mathbf{r}_{1}^{*} \mathbf{D}_{1}^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{r}_{1}\right. \\
& \left.-(1 / n) \operatorname{Etr}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}_{n}+\mathbf{I}\right)^{-1} \mathbf{T}_{n} \mathbf{D}_{1}^{-1}\right] \mid \\
\leq & K\left(n^{-1}+\sup _{u \in[a, b]}\left(\mathrm{E}\left|\gamma_{1}\right|^{2}+v_{n}^{-2} \mathrm{E}\left|\gamma_{1}\right|^{4}\right)^{1 / 2} n^{-1 / 2}\right) \\
\leq & K\left(n^{-1}+\left(n^{-1}+v_{n}^{-2} n^{-2} v_{n}^{-4}\right)^{1 / 2} n^{-1 / 2}\right) \leq K n^{-1} .
\end{aligned}
$$

As in Subsection 6.2.2, we let

$$
w_{n}=-\frac{1}{z} \int \frac{d H_{n}(t)}{1+t \mathrm{E} \underline{s}_{n}(z)}-\mathrm{E}\left(s_{n}(z)\right)
$$

and

$$
R_{n}=-z-\frac{1}{\mathrm{E} \underline{s}_{n}}+y_{n} \int \frac{t d H_{n}(t)}{1+t \mathrm{E} \underline{s}_{n}}
$$

Then

$$
\sup _{u \in[a, b]}\left|w_{n}\right| \leq K n^{-1}
$$

$R_{n}=w_{n} z y_{n} / E \underline{s}_{n}$, and equation (6.2.25) together with the steps leading to (6.2.26) hold with $\underline{s}_{n}$ replaced with its expected value. From (6.2.15) it is
clear that $\underline{s}_{n}^{0}$ must be uniformly bounded away from 0 for all $u \in[a, b]$ and all $n$. From (6.2.30), we see that $\mathrm{E} \underline{s}_{n}$ must also satisfy this same property. Therefore

$$
\sup _{u \in[a, b]}\left|R_{n}\right| \leq K n^{-1}
$$

Using (6.2.16), (6.2.17), (6.2.19), and (6.2.20), it follows that $\sup _{u \in[a, b]}\left|v_{n}^{-1} \underline{s}_{n 2}^{0}\right|$ is bounded in $n$ and hence

$$
\sup _{u \in[a, b]} \frac{\underline{s}_{n 2}^{0} y_{n} \int \frac{t^{2} d H_{n}(t)}{11+\left.t \underline{s}_{n}^{0}\right|^{2}}}{v_{n}+\underline{s}_{n 2}^{0} y_{n} \int \frac{t^{2} d H_{n}(t)}{1+\left.t \underline{s}_{n}^{0}\right|^{2}}}
$$

is bounded away from 1 for all $n$. Therefore, we get for all $n$ sufficiently large,

$$
\sup _{u \in[a, b]}\left|\mathrm{E} \underline{s}_{n}-\underline{s}_{n}^{0}\right| \leq K y_{n}\left|z \underline{s}_{n}^{0} w_{n}\right| \leq K n^{-1}
$$

which is (6.2.41).

### 6.2.5 Completing the Proof

From the last two sections, we get

$$
\begin{equation*}
\sup _{u \in[a, b]}\left|\underline{s}_{n}(z)-\underline{s}_{n}^{0}(z)\right|=o\left(1 /\left(n v_{n}\right)\right) \quad \text { a.s. } \tag{6.2.50}
\end{equation*}
$$

when $v_{n}=n^{-1 / 68}$. It is clear from the arguments used in Subsections 6.2.26.2.4 that (6.2.50) is true when the imaginary part of $z$ is replaced by a constant multiple of $v_{n}$. In fact, we have

$$
\max _{k \in\{1,2, \cdots, 34\}} \sup _{u \in[a, b]}\left|\underline{s}_{n}\left(u+i \sqrt{k} v_{n}\right)-\underline{s}_{n}^{0}\left(u+i \sqrt{k} v_{n}\right)\right|=o\left(1 /\left(n v_{n}\right)\right)=o\left(v_{n}^{67}\right) \text { a.s. }
$$

We take the imaginary part and get

$$
\max _{k \in\{1,2, \cdots, 34\}} \sup _{u \in[a, b]}\left|\int \frac{d\left(F \underline{\underline{B}}_{n}(\lambda)-F^{y_{n}, H_{n}}(\lambda)\right)}{(u-\lambda)^{2}+k v_{n}^{2}}\right|=o\left(v_{n}^{66}\right) \text { a.s. }
$$

Upon taking differences, we find

$$
\max _{k_{1} \neq k_{2}} \sup _{u \in[a, b]}\left|\int \frac{v_{n}^{2} d\left(F \underline{\underline{B}}_{n}(\lambda)-F^{y_{n}, H_{n}}(\lambda)\right)}{\left((u-\lambda)^{2}+k_{1} v_{n}^{2}\right)\left((u-\lambda)^{2}+k_{2} v_{n}^{2}\right)}\right|=o\left(v_{n}^{66}\right) \quad \text { a.s. }
$$

$\sup _{u \in[a, b]}\left|\int \frac{\left(v_{n}^{2}\right)^{33} d\left(F \text { ⿹ㅡ}_{n}(\lambda)-F^{y_{n}, H_{n}}(\lambda)\right)}{\left((u-\lambda)^{2}+v_{n}^{2}\right)\left((u-\lambda)^{2}+2 v_{n}^{2}\right) \cdots\left((u-\lambda)^{2}+34 v_{n}^{2}\right)}\right|=o\left(v_{n}^{66}\right)$, a.s.
Thus

$$
\sup _{u \in[a, b]}\left|\int \frac{d\left(F \underline{\underline{B}}_{n}(\lambda)-F^{y_{n}, H_{n}}(\lambda)\right)}{\left((u-\lambda)^{2}+v_{n}^{2}\right)\left((u-\lambda)^{2}+2 v_{n}^{2}\right) \cdots\left((u-\lambda)^{2}+34 v_{n}^{2}\right)}\right|=o(1) \quad \text { a.s. }
$$

We split up the integral and get

$$
\begin{align*}
& \sup _{u \in[a, b]} \left\lvert\, \int \frac{I_{\left[a^{\prime}, b^{\prime}\right]} d\left(F \overline{\underline{B}}_{n}(\lambda)-F^{y_{n}, H_{n}}(\lambda)\right)}{\left((u-\lambda)^{2}+v_{n}^{2}\right)\left((u-\lambda)^{2}+2 v_{n}^{2}\right) \cdots\left((u-\lambda)^{2}+34 v_{n}^{2}\right)}\right.  \tag{6.2.51}\\
+ & \left.\sum_{\lambda_{j} \in\left[a^{\prime}, b^{\prime}\right]} \frac{v_{n}^{68}}{\left(\left(u-\lambda_{j}\right)^{2}+v_{n}^{2}\right)\left(\left(u-\lambda_{j}\right)^{2}+2 v_{n}^{2}\right) \cdots\left(\left(u-\lambda_{j}\right)^{2}+34 v_{n}^{2}\right)} \right\rvert\,=o(1), \text { a.s. }
\end{align*}
$$

Now if, for each term in a subsequence satisfying (6.2.51), there is at least one eigenvalue contained in $[a, b]$, then the sum in (6.2.51), with $u$ evaluated at these eigenvalues, will be uniformly bounded away from 0 . Thus, at these same $u$ values, the integral in (6.2.51) must also stay uniformly bounded away from 0 . But the integral converges to zero a.s. since the integrand is bounded and, with probability 1 , both $F \underline{\mathbf{B}}_{n}$ and $F^{y_{n}, H_{n}}$ converge weakly to the same limit having no mass on $\left\{a^{\prime}, b^{\prime}\right\}$. Thus, with probability 1 , no eigenvalues of $\mathbf{B}_{n}$ will appear in $[a, b]$ for all $n$ sufficiently large. This completes the proof of (1).

### 6.3 Proof of (2)

Throughout the remainder of this chapter, there will be frequent referrals to Theorem 5.11 whenever the limiting properties of the extreme eigenvalues of $(1 / n) \mathbf{X}_{n} \mathbf{X}_{n}^{*}$ are needed, even though the assumptions of the theorem are not necessarily met. However, it can be seen from the proof of Theorem 5.10 that the results are true for our $\mathbf{X}_{n}$, namely, the $\mathbf{X}_{n}$ 's need not come from one doubly infinite array of random variables.

We now begin the proof of (2). We see first off that $x_{0}$ must coincide with the boundary point in (d) of Lemma 6.2. Most of (d) will be proven in the following lemma.

Lemma 6.12. If $y[1-H(0)]>1$, then the smallest value in the support of $F^{y_{n}, H_{n}}$ is positive for all large $n$, and it converges to the smallest value, also positive, in the support of $F^{y, H}$ as $n \rightarrow \infty$.
Proof. Assume $y[1-H(0)]>1$. Write

$$
z_{y, H}(s)=\frac{1}{s}\left(-1+y \int \frac{t s}{1+t s} d H(t)\right)
$$

$$
z_{y, H}^{\prime}(s)=\frac{1}{s^{2}}\left(1-y \int\left(\frac{t s}{1+t s}\right)^{2} d H(t)\right)
$$

As $s$ increases in $\mathbb{R}^{+}$, the two integrals increase from 0 to $1-H(0)$, which implies $z_{y, H}(s)$ increases from $-\infty$ to a maximum value and decreases to zero. Let $\hat{s}$ denote the number where the maximum occurs. Then, by Lemma 6.1, $x_{0} \equiv z_{y, H}(\hat{s})$ is the smallest value in the support of $F^{y, H}$. We see that $\hat{s}$ is $s_{y}$ in (d) of Lemma 6.2.

We have

$$
y \int\left(\frac{t \hat{s}}{1+t \hat{s}}\right)^{2} d H(t)=1
$$

From this it is easy to verify

$$
z_{y, H}(\hat{s})=y \int \frac{t}{(1+t \hat{s})^{2}} d H(t)
$$

Therefore $z_{y, H}(\hat{s})>0$.
Since $\lim \sup _{n} H_{n}(0) \leq H(0)$, we have $y_{n}\left(1-H_{n}(0)\right)>1$ for all large $n$. We consider now only these $n$ and we let $\hat{s}_{n}$ denote the value where the maximum of $z_{y_{n}, H_{n}}(s)$ occurs in $\mathbb{R}^{+}$. We see that $z_{y_{n}, H_{n}}\left(\hat{s}_{n}\right)$ is the smallest positive value in the support of $F^{y_{n}, H_{n}}$. It is clear that, for all positive $s$, $z_{y_{n}, H_{n}}(s) \rightarrow z_{y, H}(s)$ and $z_{y_{n}, H_{n}}^{\prime}(s) \rightarrow z_{y, H}^{\prime}(s)$ as $n \rightarrow \infty$ uniformly on any closed subset of $\mathbb{R}^{+}$. Thus, for any positive $s_{1}, s_{2}$ such that $s_{1}<\hat{s}<s_{2}$, we have, for all large $n$,

$$
z_{y_{n}, H_{n}}^{\prime}\left(s_{1}\right)>0>z_{y_{n}, H_{n}}^{\prime}\left(s_{2}\right),
$$

which implies $s_{1}<\hat{s}_{n}<s_{2}$. Therefore, $\hat{s}_{n} \rightarrow \hat{s}$ and, in turn, $z_{y_{n}, H_{n}}\left(\hat{s}_{n}\right) \rightarrow x_{0}$ as $n \rightarrow \infty$. This completes the proof of the lemma.

We now prove that when $y[1-H(0)]>1$,

$$
\begin{equation*}
\lambda_{n}^{\mathbf{B}_{n}} \xrightarrow{\text { a.s. }} x_{0} \quad \text { as } n \rightarrow \infty . \tag{6.3.1}
\end{equation*}
$$

Assume first that $\mathbf{T}_{n}$ is nonsingular with $\lambda_{n}^{\mathbf{T}_{n}}$ uniformly bounded away from 0. Using Theorem A.10, we find

$$
\lambda_{n}^{(1 / n) \mathbf{X}_{n} \mathbf{X}_{n}^{*}} \leq \lambda_{n}^{\mathbf{B}_{n}} \lambda_{1}^{\mathbf{T}_{n}^{-1}}=\lambda_{n}^{\mathbf{B}_{n}}\left(\lambda_{n}^{\mathbf{T}_{n}}\right)^{-1}
$$

Since by Theorem $5.11 \lambda_{n}^{(1 / n)} \mathbf{X}_{n} \mathbf{X}_{n}^{*} \xrightarrow{\text { a.s. }}(1-\sqrt{y})^{2}$ as $n \rightarrow \infty$, we conclude that $\lim \inf _{n} \lambda_{n}^{\mathbf{B}_{n}}>0$ a.s. Since, by Lemma 6.12, the interval $[a, b]$ in (1) can be made arbitrarily close to $\left(0, x_{0}\right)$, we get

$$
\liminf _{n} \lambda_{n}^{\mathbf{B}_{n}} \geq x_{0} \quad \text { a.s. }
$$

But since $F^{\mathbf{B}_{n}} \xrightarrow{\mathscr{D}} F$ a.s., we must have

$$
\limsup _{n} \lambda_{n}^{\mathbf{B}_{n}} \leq x_{0} \quad \text { a.s. }
$$

Thus we get (6.3.1).
For general $\mathbf{T}_{n}$, let, for $\varepsilon>0$ suitably small, $\mathbf{T}_{n}^{\varepsilon}$ denote the matrix by replacing all eigenvalues of $\mathbf{T}_{n}$ less than $\varepsilon$ with $\varepsilon$. Let $H_{n}^{\varepsilon}=F^{\mathbf{T}_{n}^{\varepsilon}}=I_{[\varepsilon, \infty)} H_{n}$. Then $H_{n}^{\varepsilon} \xrightarrow{\mathscr{O}} H^{\varepsilon} \equiv I_{[\varepsilon, \infty)} H$. Let $\mathbf{B}_{n}^{\varepsilon}$ denote the sample covariance matrix corresponding to $\mathbf{T}_{n}^{\varepsilon}$.

Let $\hat{s}^{\varepsilon}$ denote the value where the maximum of $z_{y, H^{\varepsilon}}(s)$ occurs on $\mathbb{R}^{+}$. Then

$$
\begin{equation*}
\lambda_{n}^{\mathbf{B}_{n}^{\varepsilon}} \xrightarrow{\text { a.s. }} z_{y, H^{\varepsilon}}\left(\hat{s}^{\varepsilon}\right) \quad \text { as } n \rightarrow \infty . \tag{6.3.2}
\end{equation*}
$$

Using Theorem A.46, we have

$$
\begin{align*}
\left|\lambda_{n}^{\mathbf{B}_{n}^{\varepsilon}}-\lambda_{n}^{\mathbf{B}_{n}}\right| & =\mid \lambda_{n}^{(1 / n) \mathbf{X}_{n}^{*} \mathbf{T}_{n}^{\varepsilon} \mathbf{X}_{n}-\lambda_{n}^{(1 / n)} \mathbf{X}_{n}^{*} \mathbf{T}_{n} \mathbf{X}_{n} \mid} \\
& \leq\left\|(1 / n) \mathbf{X}_{n}^{*}\left(\mathbf{T}_{n}^{\varepsilon}-\mathbf{T}_{n}\right) \mathbf{X}_{n}\right\| \leq\left\|(1 / n) \mathbf{X}_{n} \mathbf{X}_{n}^{*}\right\| \varepsilon . \tag{6.3.3}
\end{align*}
$$

Since $H^{\varepsilon} \xrightarrow{\mathscr{O}} H$ as $\varepsilon \rightarrow 0$, we get from Lemma 6.12

$$
\begin{equation*}
z_{y, H^{\varepsilon}}\left(\hat{s}^{\varepsilon}\right) \rightarrow z_{y, H}(\hat{s})=x_{0} \quad \text { as } \varepsilon \rightarrow 0 . \tag{6.3.4}
\end{equation*}
$$

Therefore, for $\varepsilon$ sufficiently small, we see from (6.3.2)-(6.3.4) and the a.s. convergence of $\lambda_{1}^{(1 / n)} \mathbf{X}_{n} \mathbf{X}_{n}^{*}$ (Theorem 5.11) that $\lim \inf _{n} \lambda_{n}^{\mathbf{B}_{n}}>0$ a.s., which, as above, implies (6.3.1).

### 6.4 Proof of (3)

### 6.4.1 Convergence of a Random Quadratic Form

The goal of this section is to prove a limiting result on a random quadratic form involving the resolvent of $\mathbf{B}_{n}$.

Lemma 6.13. Let $u$ be any point in $[a, b]$ and $s=s_{F^{y, H}}(u)$. Let $\widetilde{\mathbf{x}} \in \mathbb{C}^{p}$ be distributed the same as $\mathbf{x}_{1}$ and independent of $\mathbf{X}_{n}$. Set $\mathbf{r}=(1 / \sqrt{n}) \mathbf{T}_{n}^{1 / 2} \widetilde{\mathbf{x}}$. Then

$$
\begin{equation*}
\mathbf{r}^{*}\left(u \mathbf{I}-\mathbf{B}_{n}\right)^{-1} \mathbf{r} \xrightarrow{\text { a.s. }} 1+1 /(u s) \quad \text { as } n \rightarrow \infty . \tag{6.4.1}
\end{equation*}
$$

Proof. Let $\mathbf{B}_{n}^{n+1}$ denote $(1 / n) \mathbf{T}_{n}^{1 / 2} \mathbf{X}_{n}^{n+1} \mathbf{X}_{n}^{n+1^{*}} \mathbf{T}_{n}^{1 / 2}$, where $\mathbf{X}_{n}^{n+1} \equiv\left[\mathbf{X}_{n}, \widetilde{\mathbf{x}}\right]$, and $\underline{B}_{n}^{n+1}=(1 / n) \mathbf{X}_{n}^{n+1^{*}} \mathbf{T}_{n} \mathbf{X}_{n}^{n+1}$. Let $z=u+i v_{n}, v_{n}>0$. For Hermitian $\mathbf{A}$, let $s_{\mathbf{A}}$ denote the Stieltjes transform of the ESD of $\mathbf{A}$. Using Lemma 6.9, we have

$$
\left|s_{\mathbf{B}_{n}}(z)-s_{\mathbf{B}_{n}^{n+1}}(z)\right| \leq \frac{1}{n v_{n}} .
$$

From (6.1.3) and its equivalent

$$
s_{\mathbf{B}_{n}^{n+1}}(z)=-\frac{1-p /(n+1)}{z}+(p /(n+1)) s_{\mathbf{B}_{n}^{n+1}}(z)
$$

for $\mathbf{B}_{n}^{n+1}$ and $\underline{\mathbf{B}}_{n}^{n+1}$, we conclude that

$$
\begin{equation*}
\left|s_{\underline{\mathbf{B}}_{n}}(z)-s_{\underline{\mathbf{B}}_{n}^{n+1}}(z)\right| \leq \frac{\left(2 y_{n}+1\right)}{v(n+1)} . \tag{6.4.2}
\end{equation*}
$$

For $j=1,2, \cdots, n+1$, let $\mathbf{r}_{j}=(1 / \sqrt{n}) \mathbf{T}_{n}^{1 / 2} \mathbf{x}_{j}\left(\mathbf{x}_{j}\right.$ denoting the $j$-th column of $\mathbf{X}_{n}^{n+1}$ ) and $\mathbf{B}_{(j)}=\mathbf{B}_{n}^{n+1}-\mathbf{r}_{j} \mathbf{r}_{j}^{*}$. Notice $\mathbf{B}_{(n+1)}=\mathbf{B}_{n}$.

For $\underline{\mathbf{B}}_{n}^{n+1}$, (6.2.4) becomes

$$
\begin{equation*}
s_{\mathbf{B}_{n}^{n+1}}(z)=-\frac{1}{n+1} \sum_{j=1}^{n+1} \frac{1}{z\left(1+\mathbf{r}_{j}^{*}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} \mathbf{r}_{j}\right)} \tag{6.4.3}
\end{equation*}
$$

Let

$$
\mu_{n}(z)=-\frac{1}{z\left(1+\mathbf{r}^{*}\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1} \mathbf{r}\right)}
$$

where $\mathbf{r}=\mathbf{r}_{n+1}=(1 / \sqrt{n}) \mathbf{T}_{n}^{1 / 2} \widetilde{\mathbf{x}}$.
Our present goal is to show that for any $i \leq n+1, \varepsilon>0, z=z_{n}=u+i v_{n}$ with $v_{n}=n^{-\delta}, \delta \in[0,1 / 3)$, and $\ell>1$, we have for all $n$ sufficiently large

$$
\begin{equation*}
\mathrm{P}\left(\left|s_{\underline{\mathbf{B}}_{n}(z)}-\mu_{n}(z)\right|>\varepsilon\right) \leq K|z|^{2 \ell} \varepsilon^{-2 \ell} v_{n}^{-6 \ell} n^{-\ell+1} \tag{6.4.4}
\end{equation*}
$$

We have from (6.4.3)

$$
\begin{aligned}
& s_{\mathbf{B}_{n}^{n+1}}(z)-\mu_{n}(z) \\
= & -\frac{1}{(n+1) z} \sum_{j=1}^{n}\left(\frac{1}{1+\mathbf{r}_{j}^{*}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} \mathbf{r}_{j}}-\frac{1}{1+\mathbf{r}^{*}\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1} \mathbf{r}}\right) \\
= & -\frac{1}{(n+1) z} \sum_{j=1}^{n} \frac{\mathbf{r}^{*}\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1} \mathbf{r}-\mathbf{r}_{j}^{*}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} \mathbf{r}_{j}}{\left(1+\mathbf{r}^{*}\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1} \mathbf{r}\right)\left(1+\mathbf{r}_{j}^{*}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} \mathbf{r}_{j}\right)}
\end{aligned}
$$

Using (6.2.5), we find

$$
\begin{equation*}
\left|s_{\mathbf{B}_{n}^{n+1}}(z)-\mu_{n}(z)\right| \leq \frac{|z|}{v_{n}^{2}} \max _{j \leq n}\left|\mathbf{r}^{*}\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1} \mathbf{r}-\mathbf{r}_{j}^{*}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} \mathbf{r}_{j}\right| \tag{6.4.5}
\end{equation*}
$$

Write

$$
\mathbf{r}^{*}\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1} \mathbf{r}-\mathbf{r}_{j}^{*}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} \mathbf{r}_{j}
$$

$$
\begin{aligned}
= & \mathbf{r}^{*}\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1} \mathbf{r}-(1 / n) \operatorname{tr}\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1} \mathbf{T}_{n} \\
& -\left(\mathbf{r}_{j}^{*}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} \mathbf{r}_{j}-(1 / n) \operatorname{tr}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} \mathbf{T}_{n}\right) \\
& +(1 / n) \operatorname{tr}\left(\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1}-\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1}\right) \mathbf{T}_{n} .
\end{aligned}
$$

Using Lemma 6.9, we find

$$
\begin{equation*}
(1 / n)\left|\operatorname{tr}\left(\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1}-\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1}\right) \mathbf{T}_{n}\right| \leq 2 /\left(n v_{n}\right) . \tag{6.4.6}
\end{equation*}
$$

Using (6.2.2), we have, for any $j \leq n+1$ and $\ell \geq 1$,

$$
\begin{align*}
& \mathrm{E}\left|\mathbf{r}_{j}^{*}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} \mathbf{r}_{j}-(1 / n) \operatorname{tr} \mathbf{T}_{n}^{1 / 2}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} \mathbf{T}_{n}^{1 / 2}\right|^{2 \ell} \\
\leq & K n^{-\ell} v_{n}^{-2 \ell} \tag{6.4.7}
\end{align*}
$$

Therefore, from (6.4.2) and (6.4.5)-(6.4.7), we get (6.4.4).
Setting $v_{n}=n^{-1 / 17}$, from (6.2.30) we have

$$
s_{\underline{\mathbf{B}}_{n}}\left(u+i v_{n}\right)-s_{F^{y_{n}, H_{n}}}\left(u+i v_{n}\right) \xrightarrow{\text { a.s. }} 0 \quad \text { as } n \rightarrow \infty .
$$

Since $s_{F^{y_{n}, H_{n}}}\left(u+i v_{n}\right) \rightarrow s$ as $n \rightarrow \infty$, we have

$$
s_{\underline{\mathbf{B}}_{n}}\left(u+i v_{n}\right) \xrightarrow{\text { a.s. }} s \quad \text { as } n \rightarrow \infty .
$$

When $\ell>34 / 11$, the bound in (6.4.4) is summable and we conclude that

$$
\left|\mu_{n}\left(z_{n}\right)-s\right| \xrightarrow{\text { a.s. }} 0 \quad \text { as } n \rightarrow \infty .
$$

Therefore

$$
\begin{equation*}
\left|\mathbf{r}^{*}\left(z \mathbf{I}-\mathbf{B}_{n}\right)^{-1} \mathbf{r}-(1+(1 / u s))\right| \xrightarrow{\text { a.s. }} 0 \quad \text { as } n \rightarrow \infty . \tag{6.4.8}
\end{equation*}
$$

Let $d_{n}$ denote the distance between $u$ and the nearest eigenvalue of $\mathbf{B}_{n}$. Then, because of (1), there exists a nonrandom $d>0$ such that, almost surely, $\liminf _{n} d_{n} \geq d$.

When $d_{n}>0$,

$$
\begin{equation*}
\left|\mathbf{r}^{*}\left(z \mathbf{I}-\mathbf{B}_{n}\right)^{-1} \mathbf{r}-\mathbf{r}^{*}\left(u \mathbf{I}-\mathbf{B}_{n}\right)^{-1} \mathbf{r}\right| \leq \frac{v_{n}}{d_{n}^{2}} \frac{\widetilde{\mathbf{x}}^{*} \widetilde{\mathbf{x}}}{n} . \tag{6.4.9}
\end{equation*}
$$

Using (6.2.2), we have for any $\varepsilon>0$ and $\ell=3$,

$$
\mathrm{P}\left(\left|(1 / p) \widetilde{\mathbf{x}}^{*} \widetilde{\mathbf{x}}-1\right|>\varepsilon\right) \leq K \frac{1}{\varepsilon^{3}} p^{-3 / 2}
$$

which gives us

$$
\begin{equation*}
\left|(1 / p) \widetilde{\mathbf{x}}^{*} \widetilde{\mathbf{x}}-1\right| \xrightarrow{\text { a.s. }} 0 \quad \text { as } n \rightarrow \infty . \tag{6.4.10}
\end{equation*}
$$

Therefore, from (6.4.8)-(6.4.10), we get (6.4.1).

### 6.4.2 spread of eigenvaluesSpread of Eigenvalues

In this subsection, we assume the sequence $\left\{\mathbf{S}_{n}\right\}$ of Hermitian matrices is arbitrary except that their eigenvalues lie in the fixed interval $[d, e]$. To simplify the notation, we arrange the eigenvalues of $\mathbf{S}_{n}$ in nondecreasing order, denoting them as $s_{1} \leq \cdots \leq s_{p}$. Our goal is to prove the following lemma.

Lemma 6.14. For any $\varepsilon>0$, we have for all $M$ sufficiently large
where $\mathbf{Y}_{n}$ is $p \times[n / M]$ containing iid elements distributed the same as $x_{11}$ ([•] denotes the greatest integer function). Moreover, the size of $M$ depends only on $\varepsilon$ and the endpoints $d, e$.

Proof. We first verify a basic inequality.
Lemma 6.15. Suppose $\mathbf{A}$ and $\mathbf{B}$ are $p \times p$ Hermitian matrices. Then

$$
\lambda_{1}^{\mathbf{A}+\mathbf{B}}-\lambda_{p}^{\mathbf{A}+\mathbf{B}} \leq \lambda_{1}^{\mathbf{A}}-\lambda_{p}^{\mathbf{A}}+\lambda_{1}^{\mathbf{B}}-\lambda_{p}^{\mathbf{B}}
$$

Proof. Let unit vectors $\mathbf{x}, \mathbf{y} \in \mathbb{C}^{p}$ be such that $\mathbf{x}^{*}(\mathbf{A}+\mathbf{B}) \mathbf{x}=\lambda_{1}^{\mathbf{A}+\mathbf{B}}$ and $\mathbf{y}^{*}(\mathbf{A}+\mathbf{B}) \mathbf{y}=\lambda_{p}^{\mathbf{A}+\mathbf{B}}$. Then

$$
\lambda_{1}^{\mathbf{A}+\mathbf{B}}-\lambda_{p}^{\mathbf{A}+\mathbf{B}}=\mathbf{x}^{*} \mathbf{A} \mathbf{x}+\mathbf{x}^{*} \mathbf{B} x-\left(\mathbf{y}^{*} \mathbf{A} \mathbf{y}+\mathbf{y}^{*} \mathbf{B} \mathbf{y}\right) \leq \lambda_{1}^{\mathbf{A}}+\lambda_{1}^{\mathbf{B}}-\lambda_{p}^{\mathbf{A}}-\lambda_{p}^{\mathbf{B}}
$$

We continue now with the proof of Lemma 6.14. Since each $\mathbf{S}_{n}$ can be written as the difference between two nonnegative Hermitian matrices, because of Lemma 6.15 we may as well assume $d \geq 0$. Choose any positive $\alpha$ so that

$$
\begin{equation*}
\frac{e(e-d)}{\alpha}<\frac{\varepsilon}{24 y} \tag{6.4.12}
\end{equation*}
$$

Choose any positive integer $L_{1}$ satisfying

$$
\begin{equation*}
\frac{\alpha}{L_{1}}(1+\sqrt{y})^{2}<\frac{\varepsilon}{3} . \tag{6.4.13}
\end{equation*}
$$

Choose any $M>1$ so that

$$
\begin{equation*}
\frac{M y}{L_{1}}>1 \quad \text { and } \quad 4 \sqrt{\frac{y L_{1}}{M}} e<\frac{\varepsilon}{3} \tag{6.4.14}
\end{equation*}
$$

Let

$$
\begin{equation*}
L_{2}=\left[\frac{M y}{L_{1}}\right]+1 \tag{6.4.15}
\end{equation*}
$$

Assume $p \geq L_{1} L_{2}$. For $k=1,2, \cdots, L_{1}$, let

$$
\begin{aligned}
\ell_{k} & =\left\{s_{\left[(k-1) p / L_{1}\right]+1}, \cdots, s_{\left[k p / L_{1}\right]}\right\} \\
\mathcal{L}_{1} & =\left\{\ell_{k}: s_{\left[k p / L_{1}\right]}-s_{\left[(k-1) p / L_{1}\right]+1} \leq \alpha / L_{1}\right\}
\end{aligned}
$$

For any $\ell_{k} \notin \mathcal{L}_{1}$, define for $j=1,2, \cdots, L_{2}$,

$$
\ell_{k j}=\left\{s_{\left[(k-1) p / L_{1}+(j-1) p /\left(L_{1} L_{2}\right)\right]+1}, \cdots, s_{\left[(k-1) p / L_{1}+j p /\left(L_{1} L_{2}\right)\right]}\right\},
$$

and let $\mathcal{L}_{2}$ be the collection of all the latter sets. Notice that the number of elements in $\mathcal{L}_{2}$ is bounded by $L_{1} L_{2}(e-d) / \alpha$.

For $\ell \in \mathcal{L}_{1} \cup \mathcal{L}_{2}$, write

$$
\begin{gathered}
\mathbf{S}_{n, \ell}=\sum_{s_{i} \in \ell} s_{i} e_{i} e_{i}^{*} \quad\left(e_{i} \text { the unit eigenvector of } \mathbf{S}_{n} \text { corresponding to } s_{i}\right), \\
\mathbf{A}_{n, \ell}=\sum_{s_{i} \in \ell} e_{i} e_{i}^{*}, \quad \bar{s}_{\ell}=\max _{i}\left\{s_{i} \in \ell\right\}, \quad \text { and } \quad s_{\ell}=\min _{i}\left\{s_{i} \in \ell\right\} .
\end{gathered}
$$

We have

$$
\begin{equation*}
\underline{s}_{\ell} \mathbf{Y}^{*} \mathbf{A}_{n, \ell} \mathbf{Y} \leq \mathbf{Y}^{*} \mathbf{S}_{n, \ell} \mathbf{Y} \leq \bar{s}_{\ell} \mathbf{Y}^{*} \mathbf{A}_{n, \ell} \mathbf{Y} \tag{6.4.16}
\end{equation*}
$$

where " $\leq$ " denotes partial ordering on Hermitian matrices (that is, $\mathbf{A} \leq \mathbf{B}$ $\Longleftrightarrow \mathbf{B}-\mathbf{A}$ is nonnegative definite).

Using Lemma 6.15 and (6.4.16), we have

$$
\begin{aligned}
& \lambda_{1}^{(1 / n)} \mathbf{Y}_{n}^{*} \mathbf{S}_{n} \mathbf{Y}_{n}-\lambda_{[n / M]}^{(1 / n)} \mathbf{Y}_{n}^{*} \mathbf{S}_{n} \mathbf{Y}_{n} \\
\leq & \sum_{\ell}\left[\lambda_{1}^{(1 / n)} \mathbf{Y}_{n}^{*} \mathbf{S}_{n, \ell} \mathbf{Y}_{n}-\lambda_{[n / M]}^{\left.(1 / n) \mathbf{Y}_{n}^{*} \mathbf{S}_{n, \ell} \mathbf{Y}_{n}\right]}\right] \\
\leq & \sum_{\ell}\left[\bar{s}_{\ell} \lambda_{1}^{(1 / n) \mathbf{Y}_{n}^{*} \mathbf{A}_{n, \ell} \mathbf{Y}_{n}}-\underline{s}_{\ell} \lambda_{[n / M]}^{\left.(1 / n) \mathbf{Y}_{n}^{*} \mathbf{A}_{n, \ell} \mathbf{Y}_{n}\right]}\right. \\
= & \sum_{\ell} \bar{s}_{\ell}\left(\lambda_{1}^{(1 / n) \mathbf{Y}_{n}^{*} \mathbf{A}_{n, \ell} \mathbf{Y}_{n}}-\lambda_{[n / M]}^{(1 / n) \mathbf{Y}_{n}^{*} \mathbf{A}_{n, \ell} \mathbf{Y}_{n}}\right)+\sum_{\ell}\left(\bar{s}_{\ell}-\underline{s}_{\ell}\right) \lambda_{[n / M]}^{(1 / n) \mathbf{Y}_{n}^{*} \mathbf{A}_{n, \ell} \mathbf{Y}_{n}} .
\end{aligned}
$$

From (6.4.15), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\left[\frac{p}{L_{1} L_{2}}\right]}{\left[\frac{n}{M}\right]}=\frac{M y}{L_{1} L_{2}}<1 . \tag{6.4.17}
\end{equation*}
$$

Therefore, for $\ell \in \mathcal{L}_{2}$, we have for all $n$ sufficiently large

$$
\operatorname{rank} \mathbf{A}_{n, \ell} \leq\left[\frac{p}{L_{1} L_{2}}\right]+1<\left[\frac{n}{M}\right]
$$

where we have used the fact that, for $a, r>0,[a+r]-[a]=[r]$ or $[r]+1$. This implies $\lambda_{[n / M]}^{(1 / n) \mathbf{Y}_{n}^{*} \mathbf{A}_{n, \ell} \mathbf{Y}_{n}}=0$ for all large $n$. Thus, for these $n$,

$$
\begin{aligned}
& +\frac{e(e-d) L_{1} L_{2}}{\alpha} \max _{\ell \in \mathcal{L}_{2}} \lambda_{1}^{(1 / n) \mathbf{Y}_{n}^{*} \mathbf{A}_{n, \ell} \mathbf{Y}_{n}}+\frac{\alpha}{L_{1}} \lambda_{[n / M]}^{(1 / n) \mathbf{Y}_{n}^{*} \mathbf{Y}_{n}},
\end{aligned}
$$

where for the last term we use the fact that, for Hermitian $\mathbf{C}_{i}, \sum \lambda_{\text {min }}^{\mathbf{C}_{i}} \leq$ $\lambda_{\text {min }} \mathbf{C}_{i}$.

We have with probability 1

$$
\lambda_{[n / M]}^{(1 /[n / M]) \mathbf{Y}_{n}^{*} \mathbf{Y}_{n} \longrightarrow(1-\sqrt{M y})^{2} . . . . ~ . ~}
$$

Therefore, from (6.4.13) we have almost surely

$$
\lim _{n \rightarrow \infty} \frac{\alpha}{L_{1}} \lambda_{[n / M]}^{(1 / n) \mathbf{Y}_{n}^{*} \mathbf{Y}_{n}}<\frac{\varepsilon}{3} .
$$

We have

$$
F^{\mathbf{A}_{n, \ell}}=\left(1-\frac{|\ell|}{p}\right) I_{[0, \infty)}+\frac{|\ell|}{p} I_{[1, \infty)},
$$

where $|\ell|$ is the size of $\ell$, and from the expression for the inverse of the Stieltjes transform of the limiting distribution it is a simple matter to show

$$
F^{p /[n / M], F^{\mathbf{A}_{n, \ell}}}=F^{|\ell| /[n / M], I_{[1, \infty)}} .
$$

For $\ell \in \mathcal{L}_{1}$, we have

$$
F^{\mathbf{A}_{n, \ell}} \xrightarrow{\mathscr{O}}\left(1-\frac{1}{L_{1}}\right) I_{[0, \infty)}+\frac{1}{L_{1}} I_{[1, \infty)} \equiv G .
$$

From Corollary 6.6, the first inequality in (6.4.14), and conclusion (2), we have the extreme eigenvalues of $(1 /[n / M]) \mathbf{Y}_{n}^{*} \mathbf{A}_{n, \ell} \mathbf{Y}_{n}$ converging a.s. to the extreme values in the support of $F^{M y, G}=F^{(M y) / L_{1}, I_{[1, \infty)}}$. Therefore, from Theorem 5.11 we have with probability 1

$$
\lambda_{1}^{(1 /[n / M]) \mathbf{Y}_{n}^{*} \mathbf{A}_{n, \ell} \mathbf{Y}_{n}-\lambda_{[n / M]}^{(1 /[n / M]) \mathbf{Y}_{n}^{*} \mathbf{A}_{n, \ell} \mathbf{Y}_{n}} \longrightarrow 4 \sqrt{\frac{M y}{L_{1}}}, ., ~}
$$

and from the second inequality in (6.4.14) we have almost surely

$$
\lim _{n \rightarrow \infty} e L_{1} \max _{\ell \in \mathcal{L}_{1}}\left(\lambda_{1}^{(1 / n) \mathbf{Y}_{n}^{*} \mathbf{A}_{n, \ell} \mathbf{Y}_{n}}-\lambda_{[n / M]}^{(1 / n) \mathbf{Y}_{n}^{*} \mathbf{A}_{n, \ell} \mathbf{Y}_{n}}\right)<\frac{\varepsilon}{3} .
$$

Finally, from (6.4.17) we see that, for $\ell \in \mathcal{L}_{2}, \lim _{n \rightarrow \infty}|\ell| /[n / M]<1$, so that from (6.4.12), the first inequality in (6.4.14), and Corollary 6.6 we have with probability 1

$$
\lim _{n \rightarrow \infty} \frac{e(e-d) L_{1} L_{2}}{\alpha} \max _{\ell \in \mathcal{L}_{2}} \lambda_{1}^{(1 / n) Y_{n}^{*} \mathbf{A}_{n, \ell} Y_{n}}<\frac{e(e-d)}{\alpha} L_{1} L_{2} \frac{4}{M}<\frac{\varepsilon}{3}
$$

This completes the proof of Lemma 6.14.

### 6.4.3 Dependence on $y$

We now finish the proof of Lemma 6.2. The following relies on Lemma 6.1 and (6.1.6), the explicit form of $z_{y, H}$.

For (a), we have $\left(t_{1}, t_{2}\right) \subset S_{H}^{\prime}$ with $t_{1}, t_{2} \in \partial S_{H}$ and $t_{1}>0$. On $\left(-t_{1}^{-1},-t_{2}^{-1}\right), z_{y, H}(s)$ is well defined, and its derivative is positive if and only if

$$
g(s) \equiv \int\left(\frac{t s}{1+t s}\right)^{2} d H(t)<\frac{1}{y}
$$

It is easy to verify that $g^{\prime \prime}(s)>0$ for all $s \in\left(-t_{1}^{-1},-t_{2}^{-1}\right)$. Let $\hat{s}$ be the value in $\left[-t_{1}^{-1},-t_{2}^{-1}\right]$ where the minimum of $g(s)$ occurs, the two endpoints being included in case $g(s)$ has a finite limit at either value. Write $y_{0}=1 / g(\hat{s})$. Then, for any $y<y_{0}$, the equation $y g(s)=1$ has two solutions in the interval $\left[-t_{1}^{-1},-t_{2}^{-1}\right]$, denoted by $s_{y}^{1}<s_{y}^{2}$. Then, $s \in\left(s_{y}^{1}, s_{y}^{2}\right) \Leftrightarrow$ $y g(s)<1 \Leftrightarrow z_{y, H}^{\prime}(s)>0$. By Lemma 6.1, this is further equivalent to $\left(z_{y, H}\left(s_{y}^{1}\right), z_{y, H}\left(s_{y}^{2}\right)\right) \subset S_{F^{y, H}}^{\prime}$, with endpoints lying in the boundary of $S_{F^{y, H}}$. From the identity (6.1.6), we see that, for $i=1,2$,

$$
\begin{align*}
z_{y, H}\left(s_{y}^{i}\right) & =\frac{1}{s}\left(y g\left(s_{y}^{i}\right)-1\right)+y \int \frac{t}{\left(1+t s_{y}^{i}\right)^{2}} d H(t) \\
& =y \int \frac{t}{\left(1+t s_{y}^{i}\right)^{2}} d H(t)>0 \tag{6.4.18}
\end{align*}
$$

As $y$ decreases to zero, we have $s_{y}^{1} \downarrow-t_{1}^{-1}, s_{y}^{2} \uparrow-t_{2}^{-1}$, which also includes the possibility that either endpoint will reach its limit for positive $y$ (when $g(s)$ has a limit at an endpoint). We now show (6.1.8) for $i=1,2$. If eventually $s_{y}^{i}=-t_{i}^{-1}$, then clearly (6.1.8) holds. Otherwise we must have $y g\left(s_{y}^{i}\right)=1$, and so by the Cauchy-Schwarz inequality,

$$
y\left|\int\left(\frac{t s_{y}^{i}}{1+t s_{y}^{i}}\right) d H(t)\right| \leq y\left(\int\left(\frac{t s_{y}^{i}}{1+t s_{y}^{i}}\right)^{2} d H(t)\right)^{1 / 2}=y^{1 / 2}
$$

and so again (6.1.8) holds.
It is straightforward to show

$$
\begin{equation*}
\frac{d z_{y, H}\left(s_{y}^{i}\right)}{d y}=\int \frac{t}{1+t s_{y}^{i}} d H(t) \tag{6.4.19}
\end{equation*}
$$

Since $(1+t s)\left(1+t s^{\prime}\right)>0$ for $t \in S_{H}$ and $s, s^{\prime} \in\left(-t_{1}^{-1},-t_{2}^{-1}\right)$, we get from (6.4.19)

$$
\frac{d\left(z_{y, H}\left(s_{y}^{2}\right)-z_{y, H}\left(s_{y}^{1}\right)\right)}{d y}=\left(s_{y}^{1}-s_{y}^{2}\right) \int \frac{t^{2}}{\left(1+t s_{y}^{2}\right)\left(1+t s_{y}^{1}\right)} d H(t)<0
$$

Therefore

$$
z_{y, H}\left(s_{y}^{2}\right)-z_{y, H}\left(s_{y}^{1}\right) \uparrow t_{2}-t_{1} \quad \text { as } y \downarrow 0
$$

As $y \downarrow y_{0}=g(\hat{s})$, the minimum of $g(s)$, we see that $s_{y}^{1}$ and $s_{y}^{2}$ approach $\hat{s}$ and so the interval $\left(z_{y, H}\left(s_{y}^{1}\right), z_{y, H}\left(s_{y}^{2}\right)\right)$ shrinks to a point. This establishes (a).

We have a similar argument for (b), where now $s_{y}^{3} \in\left[-1 / t_{3}, 0\right)$ such that $z_{y, H}^{\prime}(s)>0$ for $s \in\left(-1 / t_{3}, 0\right) \Longleftrightarrow s \in\left(s_{y}^{3}, 0\right)$. Since $z_{y, H}(s) \rightarrow \infty$ as $s \uparrow 0$, we have $\left(z_{y, H}\left(s_{y}^{3}\right), \infty\right) \subset S_{F^{y}, H}^{\prime}$ with $z_{y, H}\left(s_{y}^{3}\right) \in \partial S_{F^{y, H}}$. Equation (6.4.19) holds also in this case, and from it and the fact that $(1+t s)>0$ for $t \in S_{H}$, $s \in\left(-1 / t_{3}, 0\right)$, we see that boundary point $z_{y, H}\left(s_{y}^{3}\right) \downarrow t_{3}$ as $y \rightarrow 0$. On the other hand, $s_{y}^{3} \uparrow 0$ and, consequently, $z_{y, H}\left(s_{y}^{3}\right) \uparrow \infty$ as $y \uparrow \infty$. Thus we get (b).

When $y[1-H(0)]<1$, as $s$ increases from $-\infty$ to $-1 / t_{4}, y g(s)$ increases from $y[1-H(0)]<1$ to $\infty$. Thus, we can find a unique $s_{y}^{4} \in\left(-\infty,-1 / t_{4}\right]$ such that $y g\left(s_{y}^{4}\right)=1$. So, on the interval $\left(-\infty, s_{y}^{4}\right), z_{y, H}^{\prime}(s)>0$. Since $z_{y, H}(s) \downarrow 0$ as $s \downarrow-\infty$, we have $\left(0, z_{y, H}\left(s_{y}^{4}\right)\right) \in S_{F^{y, H}}^{c}$ with $z_{y, H}\left(s_{y}^{4}\right) \in \partial S_{F^{y, H}}$. From (6.4.19), we have $z_{y, H}\left(s_{y}^{4}\right) \uparrow t_{4}$ as $y \downarrow 0$. Since $g(s)$ is increasing on $\left(-\infty,-1 / t_{4}\right)$, we have $s_{y}^{4} \downarrow-\infty$, and consequently $z_{y, H}\left(s_{y}^{4}\right) \downarrow 0$ as $y \uparrow[1-H(0)]^{-1}$. Therefore we get (c).

When $y[1-H(0)]>1, g(s)$ increases from 0 to $y[1-H(0)]$ as $s$ increases from 0 to $\infty$. Thus, there is a unique $s_{y}$ such that $y g\left(s_{y}\right)=1$. When $s \in$ $\left(0, s_{y}\right), g(s)<1$, and hence $z_{y, H}(s)$ is strictly increasing from $-\infty$ to $x_{0}:=$ $z_{y, H}\left(s_{y}\right)$. And then $z_{y, H}(s)$ strictly decreases from $x_{0}$ to 0 as $s$ increases from $s_{y}$ to $\infty$. Thus, $x_{0}>0$, which is the smallest value of the support of $F^{y, H}$. It can be verified that (6.4.19) is also true for $s_{y}$. Since its right-hand side is always positive, $x_{0}$ is strictly increasing as $y$ increases. Subsequently, from (6.4.18), $x_{0}=z_{y, H}\left(s_{y}\right)$ ranges from 0 to $\infty$ as $y$ increases from 0 to $\infty$, which completes (d).
(e) is obvious since $z_{y, I_{[0, \infty)}}=-1 / s$ for all $s \neq 0$ and so $s_{F^{y, I_{[0, \infty)}}}(z)=$ $-1 / z$, the Stieltjes transform of $I_{[0, \infty)}$.

From Lemma 6.1, we can only get intervals in $S_{F^{y, H}}^{c}$ from intervals arising from (a)-(e). By (6.1.6), for any two solutions $s_{y}>s_{y}^{\prime}$ (note that they may not be in the same interval of $\left.S_{H}^{c}\right)$ of the equation $y g(s)=1$,

$$
\begin{equation*}
z_{y, H}\left(s_{y}\right)-z_{y, H}\left(s_{y}^{\prime}\right)=\frac{s_{y}-s_{y}^{\prime}}{s_{y} s_{y}^{\prime}}\left[1-y \int \frac{t^{2} s_{y} s_{y}^{\prime}}{\left(1+t s_{y}\right)\left(1+t s_{y}^{\prime}\right)} d H(t)\right] \geq 0 \tag{6.4.20}
\end{equation*}
$$

where the last step follows by the Cauchy-Schwarz inequality and the fact that both $s_{y}$ and $s_{y}^{\prime}$ are solutions of the equation $y g(s)=1$. If the above is not strict, then for all $t \in S_{H}$,

$$
\frac{t s_{y}}{1+t s_{y}}=a \frac{t s_{y}^{\prime}}{1+t s_{y}^{\prime}}
$$

for some constant $a$. If $S_{H}$ contains at least two points, then the identity above implies that

$$
a=1 \text { and } s_{y}=s_{y}^{\prime},
$$

which contradicts the assumption $s_{y}>s_{y}^{\prime}$. If $S_{H}$ contains only one point, say $t_{0}$, then the same identity as well as the definition of $s_{y}$ imply that

$$
1=\frac{t_{0}^{2} s_{y} s_{y}^{\prime}}{\left(1+t_{0} s_{y}\right)\left(1+t_{0} s_{y}^{\prime}\right)}=\frac{t_{0}^{2} s_{y}^{2}}{\left(1+t_{0} s_{y}\right)^{2}} .
$$

This also implies the contradiction $s_{y}=s_{y}^{\prime}$. Thus, inequality (6.4.20) is strict and hence the last statement in Lemma 6.2 follows. The proof of Lemma 6.2 is complete.

We finish this section with a lemma important to the final steps in the proof of (3).

Lemma 6.16. If the interval $[a, b]$ satisfies condition (f) of Theorem 6.3 for $y_{n} \rightarrow y$, then for any $\hat{y}<y$ and sequence $\left\{\hat{y}_{n}\right\}$ converging to $\hat{y}$, the interval $\left[z_{\hat{y}, H}\left(s_{F^{y, H}}(a)\right), z_{\hat{y}, H}\left(s_{F^{y, H}}(b)\right)\right]$ satisfies assumption $(f)$ of Theorem 6.3 for $\hat{y}_{n} \rightarrow \hat{y}$. Moreover, its length increases from $b-a$ as $\hat{y}$ decreases from $y$.

Proof. According to (f), there exists an $\varepsilon>0$ such that $[a-\varepsilon, b+\varepsilon] \subset S_{F^{y_{n}, H_{n}}}^{c}$ for all large $n$. From Lemma 6.1, we have for these $n$

$$
\begin{aligned}
& {\left[s_{F^{y, H}}(a-\varepsilon), s_{F^{y, H}}(b+\varepsilon)\right] \subset \mathbf{A}_{y_{n}, H_{n}} } \\
\equiv & \left\{s \in \mathbb{R}: s \neq 0,-s^{-1} \in S_{H_{n}}^{c}, z_{y_{n}, H_{n}}^{\prime}(s)>0\right\} .
\end{aligned}
$$

Since $z_{y, H}^{\prime}(s)$ increases as $y$ decreases, $\left[s_{F^{y, H}}(a-\varepsilon), s_{F^{y, H}}(b+\varepsilon)\right]$ is also contained in $\mathbf{A}_{\hat{y}_{n}, H_{n}}$. Therefore, by Lemma 6.1,

$$
\left(z_{\hat{y}, H}\left(s_{F^{y, H}}(a-\varepsilon)\right), z_{\hat{y}, H}\left(s_{F^{y, H}}(b+\varepsilon)\right)\right) \subset S_{F^{\hat{y}_{n}, H_{n}}}^{c} .
$$

Since $z_{\hat{y}, H}$ and $s_{F^{y, H}}$ are monotonic on, respectively, $\left(s_{F^{y, H}}(a-\varepsilon), s_{F^{y, H}}(b+\right.$ $\varepsilon)$ ) and ( $a-\varepsilon, b+\varepsilon$ ), we have

$$
\left[z_{\hat{y}, H}\left(s_{F^{y, H}}(a)\right), z_{\hat{y}, H}\left(s_{F^{y, H}}(b)\right)\right] \subset\left(z_{\hat{y}, H}\left(s_{F^{y, H}}(a-\varepsilon)\right), z_{\hat{y}, H}\left(s_{F^{y, H}}(b+\varepsilon)\right)\right),
$$

so assumption (f) is satisfied.
Since $z_{\hat{y}^{\prime}, H}^{\prime}(s)>z_{\hat{y}, H}^{\prime}(s)>z_{y, H}^{\prime}(s)$ for $\hat{y}^{\prime}<\hat{y}$, we have $z_{\hat{y}^{\prime}, H}\left(s_{F^{y}, H}(b)\right)-z_{\hat{y}^{\prime}, H}\left(s_{F^{y, H}}(a)\right)>z_{\hat{y}, H}\left(s_{F^{y, H}}(b)\right)-z_{\hat{y}, H}\left(s_{F^{y, H}}(a)\right)$

$$
>z_{y, H}\left(s_{F^{y, H}}(b)\right)-z_{y, H}\left(s_{F^{y, H}}(a)\right)=b-a .
$$

### 6.4.4 Completing the Proof of (3)

We begin with some basic lemmas. For the following, $\mathbf{A}$ is assumed to be a $p \times p$ Hermitian matrix, $\lambda \in \mathbb{R}$ is not an eigenvalue of $\mathbf{A}$, and $\mathbf{Y}$ is any matrix with $p$ rows.

Lemma 6.17. $\lambda$ is an eigenvalue of $\mathbf{A}+\mathbf{Y} \mathbf{Y}^{*} \Longleftrightarrow \mathbf{Y}^{*}(\lambda \mathbf{I}-\mathbf{A})^{-1} \mathbf{Y}$ has eigenvalue 1.

Proof. Suppose $\mathbf{x} \in \mathbb{C}^{p} \backslash\{0\}$ is such that $\left(\mathbf{A}+\mathbf{Y} \mathbf{Y}^{*}\right) \mathbf{x}=\lambda \mathbf{x}$. It follows that $\mathbf{Y}^{*} \mathbf{x} \neq 0$ and

$$
\mathbf{Y}^{*}(\lambda I-\mathbf{A})^{-1} \mathbf{Y} \mathbf{Y}^{*} \mathbf{x}=\mathbf{Y}^{*} \mathbf{x}
$$

so that $\mathbf{Y}^{*}(\lambda \mathbf{I}-\mathbf{A})^{-1} \mathbf{Y}$ has eigenvalue 1 (with eigenvector $\mathbf{Y}^{*} \mathbf{x}$ ).
Suppose $\mathbf{Y}^{*}(\lambda \mathbf{I}-\mathbf{A})^{-1} \mathbf{Y}$ has eigenvalue 1 with eigenvector $\mathbf{z}$. Then $(\lambda \mathbf{I}-$ $\mathbf{A})^{-1} \mathbf{Y} \mathbf{z} \neq 0$ and
$\left(\mathbf{A}+\mathbf{Y} \mathbf{Y}^{*}\right)(\lambda \mathbf{I}-\mathbf{A})^{-1} \mathbf{Y} \mathbf{z}=-\mathbf{Y} z+\lambda(\lambda \mathbf{I}-\mathbf{A})^{-1} \mathbf{Y} \mathbf{z}+\mathbf{Y} \mathbf{z}=\lambda(\lambda \mathbf{I}-\mathbf{A})^{-1} \mathbf{Y} \mathbf{z}$.
Thus $\mathbf{A}+\mathbf{Y} \mathbf{Y}^{*}$ has eigenvalue $\lambda$ (with eigenvector $\left.(\lambda \mathbf{I}-\mathbf{A})^{-1} \mathbf{Y} \mathbf{z}\right)$.
Lemma 6.18. Suppose $\lambda_{j}^{\mathbf{A}}<\lambda$. If $\lambda_{1}^{\mathbf{Y}^{*}(\lambda \mathbf{I}-\mathbf{A})^{-1} \mathbf{Y}}<1$, then $\lambda_{j}^{\mathbf{A}+\mathbf{Y} \mathbf{Y}^{*}}<\lambda$.
Proof. Suppose $\lambda_{j}^{\mathbf{A}+\mathbf{Y} \mathbf{Y}^{*}} \geq \lambda$. Then, since $\lambda_{j}^{\mathbf{A}+\alpha} \mathbf{Y Y}^{*}$ is continuously increasing in $\alpha \in \mathbb{R}^{+}$(Corollary 4.3.3 of Horn and Johnson [154]), there is an $\alpha \in(0,1]$ such that $\lambda_{j}^{\mathbf{A}+\alpha \mathbf{Y} \mathbf{Y}^{*}}=\lambda$. Therefore, from Lemma 6.17, $\alpha \mathbf{Y}^{*}(\lambda \mathbf{I}-\mathbf{A})^{-1} \mathbf{Y}$ has eigenvalue 1 , which means $\mathbf{Y}^{*}(\lambda \mathbf{I}-\mathbf{A})^{-1} \mathbf{Y}$ has an eigenvalue $\geq 1$.

Lemma 6.19. For any $i \in\{1,2, \cdots, p\}, \lambda_{1}^{\mathbf{A}} \leq \lambda_{1}^{\mathbf{A}}-\lambda_{p}^{\mathbf{A}}+\mathbf{A}_{i i}$.
Proof. Simply use the fact that $\mathbf{A}_{i i} \geq \lambda_{p}^{\mathbf{A}}$.
We now complete the proof of (3). Because of the conditions of (3) and Lemma 6.2, we may assume $s_{F^{y, H}}(b)<0$. For $M>0$ (its size to be determined later), let $y^{j}=y /(1+j / M)$ for $j=0,1,2, \cdots$, and define the intervals

$$
\left[a^{j}, b^{j}\right]=\left[z_{y^{j}, H}\left(s_{F^{y, H}}(a)\right), z_{y^{j}, H}\left(s_{F^{y, H}}(b)\right)\right] .
$$

By Lemma 6.16, these intervals increase in length as $j$ increases, and, for each $j$, the interval together with $y^{j}$ satisfies assumption (f) for any sequence $y_{n}^{j}$ converging to $y^{j}$. Here we take

$$
y_{n}^{j}=\frac{p}{n+j[n / M]}
$$

Let $s_{a}=s_{F^{y, H}}(a)$. We have

$$
a^{j}-a=z_{y^{j}, H}\left(s_{a}\right)-z_{y, H}\left(s_{a}\right)=\left(y^{j}-y\right) \int \frac{t}{1+t s_{a}} d H(t)
$$

Therefore, for each $j$,

$$
a^{j} \leq \hat{a} \equiv a+y\left|\int \frac{t}{1+t s_{a}} d H(t)\right| .
$$

We also have

$$
a^{j+1}-a^{j}=z_{y^{j+1}, H}\left(s_{a}\right)-z_{y^{j}, H}\left(s_{a}\right)=\left(y^{j+1}-y^{j}\right) \int \frac{t}{1+t s_{a}} d H(t) .
$$

Thus, we can find an $M_{1}>0$ so that, for any $M \geq M_{1}$ and any $j$,

$$
\begin{equation*}
\left|a^{j+1}-a^{j}\right|<\frac{b-a}{4} . \tag{6.4.21}
\end{equation*}
$$

Let $M_{2} \geq M_{1}$ be such that, for all $M \geq M_{2}$,

$$
\frac{1}{1+1 / M}>\frac{3}{4}+\frac{1}{4} \frac{\hat{a}}{b-a+\hat{a}} .
$$

This will ensure that, for all $n, j \geq 0$ and $M \geq M_{2}$,

$$
\begin{equation*}
\frac{n+j[n / M]}{n+(j+1)[n / M]} b^{j}>b^{j}-\frac{\left(b^{j}-a^{j}\right)}{4} \tag{6.4.22}
\end{equation*}
$$

From Lemma 6.14, we can find an $M_{3} \geq M_{2}$ such that, for all $M \geq M_{3}$, (6.4.11) is true for any sequence of $\mathbf{S}_{n}$ with

$$
d=-\frac{4}{3(b-a)}, \quad e=\frac{4}{b-a}, \quad \text { and } \varepsilon=\frac{1}{\hat{a}\left|s_{a}\right|}
$$

We now fix $M \geq M_{3}$.
For each $j$, let

$$
\mathbf{B}_{n}^{j}=\frac{1}{n+j[n / M]} \mathbf{T}_{n}^{1 / 2} \mathbf{X}_{n}^{n+j[n / M]} \mathbf{X}_{n}^{n+j[n / M]^{*}} \mathbf{T}_{n}^{1 / 2}
$$

where $\mathbf{X}_{n}^{n+j[n / M]} \equiv\left(x_{i k}^{n, j}\right), i=1,2, \cdots, p, k=1,2, \ldots, n+j[n / M]$, are defined on a common probability space, entries iid distributed as $x_{11}$ (no relation assumed for different $n, j$ ).

Since $a^{j}$ and $b^{j}$ can be made arbitrarily close to $-1 / s_{F^{y, H}(a)}$ and $-1 / s_{F^{y, H}(b)}$, respectively, by making $j$ sufficiently large, we can find a $K_{1}$ such that, for all $K \geq K_{1}$,

$$
\lambda_{i_{n}+1}^{\mathbf{T}_{n}}<a^{K} \quad \text { and } \quad b^{K}<\lambda_{i_{n}}^{\mathbf{T}_{n}} \quad \text { for all large } n
$$

Therefore, using (6.1.1) and Theorem 5.11, we can find a $K \geq K_{1}$ such that with probability 1

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \lambda_{i_{n}+1}^{\mathbf{B}_{n}^{K}}<a^{K} \quad \text { and } \quad b^{K}<\liminf _{n \rightarrow \infty} \lambda_{i_{n}}^{\mathbf{B}_{n}^{K}} \tag{6.4.23}
\end{equation*}
$$

We fix this $K$.
Let

$$
E_{j}=\left\{\text { no eigenvalue of } \mathbf{B}_{n}^{j} \text { appears in }\left[a^{j}, b^{j}\right] \text { for all large } n\right\} .
$$

Let

$$
\ell_{n}^{j}= \begin{cases}k, & \text { if } \lambda_{k}^{\mathbf{B}_{n}^{j}}>b^{j}, \lambda_{k+1}^{\mathbf{B}_{n}^{j}}<a^{j}, \\ -1, & \text { if there is an eigenvalue of } \mathbf{B}_{n}^{j} \text { in }\left[a^{j}, b^{j}\right] .\end{cases}
$$

For notational convenience, let $\lambda_{-1}^{\mathbf{A}}=\infty$ for Hermitian $\mathbf{A}$.
Define

$$
\begin{aligned}
& \hat{a}^{j}=a^{j}+\frac{1}{4}\left(b^{j}-a^{j}\right), \\
& \hat{b}^{j}=b^{j}-\frac{1}{4}\left(b^{j}-a^{j}\right) .
\end{aligned}
$$

Fix $j \in\{0,1, \cdots, K-1\}$. On the same probability space, we define for each $n \geq M, \mathbf{Y}_{n}=\left(Y_{i k}\right), i=1,2, \cdots, p, k=1, \cdots,[n / M]$, entries iid distributed the same as $x_{11}$, with $\left\{\mathbf{B}_{n}^{j}\right\}_{n}$ and $\left\{\mathbf{Y}_{n}\right\}_{n}$ independent (no restriction on $\mathbf{Y}_{n}$ for different $n$ ). Let $\mathbf{R}_{n}=\mathbf{T}_{n}^{1 / 2} \mathbf{Y}_{n}$.

Whenever $\hat{a}^{j}$ is not an eigenvalue of $\mathbf{B}_{n}^{j}$, we have by Lemma 6.19

$$
\begin{align*}
& \lambda_{1}^{\frac{1}{n+j[n / M]}} \mathbf{R}_{n}^{*}\left(\hat{a}^{j} \mathbf{I}-\mathbf{B}_{n}^{j}\right)^{-1} \mathbf{R}_{n} \\
\leq & \lambda_{1}^{\frac{1}{n+j[n / M]}} \mathbf{R}_{n}^{*}\left(\hat{a}^{j} \mathbf{I}-\mathbf{B}_{n}^{j}\right)^{-1} \mathbf{R}_{n} \\
& -\lambda_{[n / M]}^{\frac{1}{n+j[n / M]}} \mathbf{R}_{n}^{*}\left(\hat{a}^{j} \mathbf{I}-B_{n}^{j}\right)^{-1} \mathbf{R}_{n}  \tag{6.4.24}\\
& +\left(\frac{1}{n+j[n / M]} \mathbf{R}_{n}^{*}\left(\hat{a}^{j} I-\mathbf{B}_{n}^{j}\right)^{-1} \mathbf{R}_{n}\right)_{11} .
\end{align*}
$$

If $\hat{a}^{j}$ is not an eigenvalue of $\mathbf{B}_{n}^{j}$ for all large $n$, we get from Lemma 6.13

$$
\begin{gather*}
\left(\frac{1}{n+j[n / M]} \mathbf{R}_{n}^{*}\left(\hat{a}^{j} \mathbf{I}-\mathbf{B}_{n}^{j}\right)^{-1} \mathbf{R}_{n}\right)_{11} \\
\xrightarrow{\text { a.s. }}  \tag{6.4.25}\\
1+\frac{1}{\hat{a}^{j} s_{F^{y^{j}, H}}\left(\hat{a}^{j}\right)}<1+\frac{1}{\hat{a} s_{a}} \quad \text { as } n \rightarrow \infty,
\end{gather*}
$$

and from Lemma 6.14
$\limsup _{n \rightarrow \infty}\left(\lambda_{1}^{\frac{1}{n+j[n / M]}} \mathbf{R}_{n}^{*}\left(\hat{a}^{j} \mathbf{I}-\mathbf{B}_{n}^{j}\right)^{-1} \mathbf{R}_{n}-\lambda_{[n / M]}^{\frac{1}{n+j n / M]}} \mathbf{R}_{n}^{*}\left(\hat{a}^{j} \mathbf{I}-\mathbf{B}_{n}^{j}\right)^{-1} \mathbf{R}_{n}\right)<\frac{1}{\hat{a}\left|s_{a}\right|} \quad$ a.s.
Now, (6.4.24)-(6.4.26) hold for a fixed realization in $E_{j}$ with respect to the probability measure on $\left\{\mathbf{Y}_{n}\right\}_{n}$. By Fubini's Theorem and the fact that $\mathrm{P}\left(E_{j}\right)=1$ (from (1)), we subsequently have (6.4.24)-(6.4.26) holding on the probability space generating $\left\{\mathbf{B}_{n}^{j}\right\}_{n}$ and $\left\{\mathbf{Y}_{n}\right\}_{n}$. Therefore we find

$$
\mathrm{P}\left(\lambda_{1}^{\frac{1}{n+j[n / M]}} \mathbf{R}_{n}^{*}\left(\hat{a}^{j} \mathbf{I}-\mathbf{B}_{n}^{j}\right)^{-1} \mathbf{R}_{n}<1 \quad \text { for all large } n\right)=1,
$$

and since $\mathbf{B}_{n}^{j}+\frac{1}{n+j[n / M]} \mathbf{R}_{n} \mathbf{R}_{n}^{*} \sim \frac{n+(j+1)[n / M]}{n+j[n / M]} \mathbf{B}_{n}^{j+1}$, we get from Lemma 6.18 , with probability 1 ,

$$
\lambda_{\ell_{n}^{j}+1}^{\mathbf{B}_{n}^{j+1}}<\hat{a}^{j} \quad \text { for all large } n .
$$

Since $\lambda_{\ell_{n}^{j}}^{\mathbf{B}_{n}^{j}} \leq \lambda_{\ell_{n}^{j}}^{\mathbf{B}_{n}^{j}+\frac{1}{n+j[n / M]}} \mathbf{R}_{n} \mathbf{R}_{n}^{*}$, we use (6.4.22) to get

$$
\mathrm{P}\left(\lambda_{\ell_{n}^{j}}^{\mathbf{B}_{n}^{j+1}}>\hat{b}^{j} \quad \text { and } \quad \lambda_{\ell_{n}^{j}+1}^{\mathbf{B}_{n}^{j+1}}<\hat{a}^{j} \quad \text { for all large } n\right)=1
$$

From (6.4.21) we see that $\left[\hat{a}^{j}, \hat{b}^{j}\right] \subset\left[a^{j+1}, b^{j+1}\right]$. Therefore, combining the event above with $E_{j+1}$, we conclude that

$$
\mathrm{P}\left(\lambda_{\ell_{n}^{j}}^{\mathbf{B}_{n}^{j+1}}>b^{j+1} \quad \text { and } \quad \lambda_{\ell_{n}^{j}+1}^{\mathbf{B}_{n}^{j+1}}<a^{j+1} \quad \text { for all large } n\right)=1 .
$$

Therefore, with probability 1 , for all large $n[a, b]$ and $\left[a^{K}, b^{K}\right]$ split the eigenvalues of, respectively, $\mathbf{B}_{n}$ and $\mathbf{B}_{n}^{K}$, having equal amounts on the lefthand sides of the intervals. Finally, from (6.4.23), we get (3).

## Chapter 7 <br> Semicircular Law for Hadamard Products

### 7.1 Sparse Matrix and Hadamard Product

In nuclear physics, since the particles move with very high velocity in a small range, many excited states are seldom observed in very short time instances, and over long time periods there are no excitations. More generally, if a real physical system is not of full connectivity, the random matrix describing the interactions between the particles in the system will have a large proportion of zero elements. In this case, a sparse random matrix provides a more natural and relevant description of the system. Indeed, in neural network theory, the neurons in a person's brain are large in number and are not of full connectivity with each other. Actually, the dendrites connected with one individual neuron are of much smaller number, probably several orders of magnitude, than the total number of neurons. Sparse random matrices are adopted in modeling these partially connected systems in neural network theory.

A sparse or dilute matrix is a random matrix in which some entries will be replaced by 0 if not observed. Sometimes a large portion of entries of the interesting random matrix can be 0's. Due to their special application background, sparse matrices have received special attention in quantum mechanics, atomic physics, neural networks, and many other areas. Some recent works on large sparse matrices and their applications to various areas include, among others, [45, 61, 285] (linear algebra), [48] (neural networks), [62, 89, 143, 197, 218, 292] (algorithms and computing), [207] (financial modeling), [211] (electrical engineering), [216] (biointeractions), and [176, 271] (theoretical physics).

A sparse matrix can be expressed by the Hadamard product (see Section A.3). Let $\mathbf{B}_{m}=\left(b_{i j}\right)$ and $\mathbf{D}_{m}=\left(d_{i j}\right)$ be two $m \times m$ matrices. Then the Hadamard product $\mathbf{A}_{m}=\left(a_{i j}\right)$ with $a_{i j}=b_{i j} d_{i j}$ is denoted by

$$
\mathbf{A}_{p}=\mathbf{B}_{m} \circ \mathbf{D}_{m} .
$$

A matrix $\mathbf{A}_{m}$ is sparse if the elements $d_{i j}$ of $\mathbf{D}_{m}$ take values 0 and 1 with $\sum_{i=1}^{m} P\left(d_{i j}=1\right)=p=o(m)$. The index $p$ usually stands for the level of sparseness; i.e., after performing the Hadamard product, the resulting matrix will have $p$ nonzero elements per row on average.

Several of the papers mentioned above consider a sparse matrix resulting from the removal of entries of a sample covariance matrix. Removing the assumption that the elements of $\mathbf{D}_{m}$ are Bernoulli trials, this chapter will consider the LSD of general Hadamard products of a normalized sample covariance matrix with a diluted matrix. We shall show that its ESD converges to the semicircular law under certain conditions.

To this end, we make the following assumptions. We remind the reader that the entries of $\mathbf{D}_{m}$ and $\mathbf{X}_{n}$ are allowed to depend on $n$. For brevity, the dependence on $n$ is suppressed.

Assumptions on $\mathbf{D}_{m}$ :
(D1) $\mathbf{D}_{m}$ is Hermitian.
(D2) $\sum_{i=1}^{m} p_{i j}=p+o(p)$ uniformly in $j$, where $p_{i j}=E\left|d_{i j}^{2}\right|$.
(D3) For some $M_{2}>M_{1}>0$, $\max _{j} \sum_{i}\left(\mathrm{E}\left|d_{i j}\right|^{2} I\left[\left|d_{i j}\right|>M_{2}\right]+P\left(0<\left|d_{i j}\right|<M_{1}\right)\right)=o(1)$
as $m \rightarrow \infty$.
Assumptions on $\mathbf{X}_{n}$ :
(X1) $\mathrm{E} x_{i j}=0, \mathrm{E}\left|x_{i j}\right|^{2}=\sigma^{2}$.
$(\mathrm{X} 2,0) \frac{1}{m n} \sum_{i j} \mathrm{E}\left|x_{i j}^{2}\right| I\left[\left|x_{i j}\right|>\eta \sqrt[4]{n p}\right] \rightarrow 0$ for any fixed $\eta>0$.
(X2, 1) $\sum_{u=1}^{\infty} \frac{1}{m n} \sum_{i j} \mathrm{E}\left|x_{i j}^{2}\right| I\left[\left|x_{i j}\right|>\eta \sqrt[4]{n p}\right]<\infty$ for any fixed $\eta>0$, where $u$ may take $[p], m$, or $n$.
(X3) For any $\eta>0, \frac{1}{m} \sum_{i=1}^{m} P\left[\left|\sum_{k=1}^{n}\left(\left|x_{i k}\right|^{2}-\sigma^{2}\right) d_{i i}\right|>\eta \sqrt{n p}\right] \rightarrow 0$.
We shall prove the following theorem.
Theorem 7.1. Assume that conditions (7.1.1) and (7.1.2) hold and that the entries of the matrix $\mathbf{D}_{m}$ are independent of those of the matrix $\mathbf{X}_{n}(m \times n)$. Also, we assume that $p / n \rightarrow 0$ and $p \rightarrow \infty$.

Then, the ESD $F^{\mathbf{A}_{p}}$ tends to the semicircular law as $[p] \rightarrow \infty$, where $\mathbf{A}_{p}=\frac{1}{\sqrt{n p}}\left(\mathbf{X}_{n} \mathbf{X}_{n}^{*}-\sigma^{2} n \mathbf{I}_{m}\right) \circ \mathbf{D}_{m}$. The convergence is in probability if the condition ( $\mathrm{X} 2,0$ ) is assumed and the convergence is in the sense of almost
surely for $[p] \rightarrow \infty$ or $m \rightarrow \infty$ if condition (X2,1) is assumed for $u=[p]$ or $u=m$, respectively.

Remark 7.2. Note that $p$ may not be an integer and it may increase very slowly as $n$ increases. Thus, the limit for $p \rightarrow \infty$ may not be true for a.s. convergence. So, we consider the limit when the integer part of $p$ tends to infinity. If we consider convergence in probability, Theorem 7.1 is true for $p \rightarrow \infty$.

Remark 7.3. Conditions (D2) and (D3) imply that $p \leq K m$; that is, the order of $p$ cannot be larger than $m$. In the theorem, it is assumed that $p / n \rightarrow 0$. That is, $p$ has to have a lower order than $n$. This is essential. However, the relation between $m$ and $n$ can be arbitrary.

Remark 7.4. From the proofs given in Sections 7.2 and 7.3, one can see that a.s. convergence is true for $m \rightarrow \infty$ in all places except the part involving truncation on the entries of $\mathbf{X}_{n}$, which was guaranteed by condition (X2,1). Thus, if condition (X2,1) is true for $u=m$, then a.s. convergence is in the sense of $m \rightarrow \infty$. Sometimes, it may be of interest to consider a.s. convergence in the sense of $n \rightarrow \infty$. Examining the proofs given in Sections 7.2 and 7.3, one finds that to guarantee a.s. convergence for $n \rightarrow \infty$, truncation on the entries of $\mathbf{D}_{m}$ and the removal of diagonal elements require $m / \log n \rightarrow \infty$; truncation on the entries of $\mathbf{X}_{n}$ requires condition (X2,1) be true for $u=n$. As for Theorem 7.1, as remarked in Section 7.3, one may modify the conclusion of (II) to

$$
\mathrm{E}\left|\beta_{n k}-\mathrm{E} \beta_{n k}\right|^{2 \mu}=O\left(m^{-\mu}\right)
$$

for any fixed integer $\mu$, where $\beta_{n k}$ is defined in Section 7.3. Thus, if $m \geq n^{\delta}$ for some positive constant $\delta$, then a.s. convergence for the ESD after truncation and centralization is true for $n \rightarrow \infty$. Therefore, the conclusion of Theorem 7.1 can be strengthened to a.s. convergence as $n \rightarrow \infty$ under the additional assumptions that $m \geq n^{\delta}$ and condition (X2,1) is for $u=n$.

Remark 7.5. In Theorem 7.1, if $p=m$ and $d_{i j} \equiv 1$ for all $i$ and $j$ and the entries of $\mathbf{X}_{n}$ are iid, then the model considered in Theorem 7.1 reduces to that of Bai and Yin [37], where the entries $\mathbf{X}_{n}$ are assumed to be iid with finite fourth moments. It can be easily verified that the conditions of Theorem 7.1 are satisfied under Bai and Yin's assumption. Thus, Theorem 7.1 contains Bai and Yin's result as a special case.

A slightly different generalization of Bai and Yin's result is the following.
Theorem 7.6. Suppose that, for each $n$, the entries of the matrix $\mathbf{X}_{n}$ are independent complex random variables with a common mean value and variance $\sigma^{2}$. Assume that, for any constant $\delta>0$,

$$
\begin{equation*}
\frac{1}{p \sqrt{n p}} \sum_{j k} \mathrm{E}\left|x_{j k}^{2}\right| I\left[\left|x_{j k}\right| \geq \delta \sqrt[4]{n p}\right]=o(1) \tag{7.1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{n p} \max _{j \leq p} \sum_{k=1}^{n} \mathrm{E}\left|x_{j k}^{4}\right| I\left[\left|x_{j k}\right| \leq \delta \sqrt[4]{n p}\right]=o(1) \tag{7.1.4}
\end{equation*}
$$

When $p \rightarrow \infty$ with $n=n(p)$ and $p / n \rightarrow 0$, with probability 1 the ESD of $\mathbf{W}$ tends to the semicircular law with the scale index $\sigma^{2}$.

This theorem is not a corollary of Theorem 7.1 because neither of the conditions (X2,0) and (7.1.3) implies the other. But their proofs are very similar and thus we shall omit the details of the proof of Theorem 7.6.

Remark 7.7. If we assume that there is a positive and increasing function $\varphi(x)$ defined on $\mathbb{R}^{+}$such that

$$
\begin{equation*}
\frac{1}{m n} \sum_{i j} \mathrm{E}\left|x_{i j}^{2}\right| \varphi\left(\left|x_{i j}\right|\right) I\left[\left|x_{i j}\right|>\eta \sqrt[4]{n p}\right] \rightarrow 0 \tag{7.1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{u=1}^{\infty} 1 / \varphi(\eta \sqrt[4]{n p})<\infty \tag{7.1.6}
\end{equation*}
$$

then condition (X2,1) holds. If we take $\varphi(x)=x^{4(2 \nu-1)}$ for some constant $\frac{1}{2}<$ $\nu<1$, then (7.1.6) is automatically true and (7.1.5) reduces to a condition weaker than the assumption made in Kohrunzhy and Rodgers [177] if we change their notation to $p_{i j}=P\left(d_{i j}=1\right)=p / m$ with $p=n^{2 \nu-1}$ and $m / n \rightarrow c$. Therefore, Theorem 7.1 covers Kohrunzhy and Rodgers [177] as a special case (condition (X3) is automatically true since $P\left(d_{i i} \neq 0\right)=0$ ).

Remark 7.8. The most important contribution of Theorem 7.1 to random matrix theory is to allow the nonhomogeneous and nonzero-one sparseness, and the order of $m$ can be arbitrary between $p$ and $n$. The conditions on the entries of $\mathbf{X}_{n}$ are to require some homogeneity on the $\mathbf{X}_{n}$ matrix. We conjecture that the homogeneity on the $\mathbf{X}_{n}$ matrix can be relaxed if we require the entries of the $\mathbf{D}_{m}$ matrix to have certain homogeneity. This problem is under investigation.

### 7.2 Truncation and Normalization

The strategy of the proof follows along the same lines as in Chapter 2, Section 2.2.

### 7.2.1 Truncation and Centralization

## Truncation on entries of $\mathbf{D}_{m}$

Define

$$
\hat{d}_{i j}= \begin{cases}d_{i j}, & \text { if } M_{1} \leq\left|d_{i j}\right| \leq M_{2} \\ 0, & \text { otherwise }\end{cases}
$$

$\widehat{\mathbf{D}}_{m}=\left(\hat{d}_{i j}\right)$, and $\widehat{\mathbf{A}}_{p}=\frac{1}{\sigma^{2} \sqrt{n p}}\left(\mathbf{X}_{n} \mathbf{X}_{n}^{*}-\sigma^{2} n \mathbf{I}_{m}\right) \circ \widehat{\mathbf{D}}_{m}$.
Lemma 7.9. Under the assumptions of Theorem 7.1,

$$
\left\|F^{\widehat{\mathbf{A}}_{p}}-F^{\mathbf{A}_{p}}\right\| \rightarrow 0 \text { a.s. as } m \rightarrow \infty
$$

Proof. By the rank inequality (Theorem A.43),

$$
\begin{aligned}
\left\|F^{\widehat{\mathbf{A}}_{p}}-F^{\mathbf{A}_{p}}\right\| & \leq \frac{1}{m} \operatorname{rank}\left(\mathbf{S}_{m}-\sigma^{2} \mathbf{I}_{m}\right) \circ\left(\mathbf{D}_{m}-\widehat{\mathbf{D}}_{m}\right) \\
& \leq \frac{1}{m} \sum_{i j} I\left(\left\{\left|d_{i j}\right|>M_{2}\right\} \cup\left\{0<\left|d_{i j}\right|<M_{1}\right\}\right) .
\end{aligned}
$$

By condition (D3) in (7.1.1),

$$
\begin{aligned}
& \frac{1}{m} \sum_{i j} I\left(\left\{\left|d_{i j}\right|>M_{2}\right\} \cup\left\{0<\left|d_{i j}\right|<M_{1}\right\}\right) \\
\leq & \frac{1}{m} \sum_{i j} M_{2}^{-1} \mathrm{E}\left|d_{i j}\right|^{2} I\left(\left|d_{i j}\right|>M_{2}\right)+\mathrm{P}\left(0<\left|d_{i j}\right|<M_{1}\right)=o(1) .
\end{aligned}
$$

Applying Bernstein's inequality, we obtain

$$
\begin{aligned}
& \mathrm{P}\left(\left\|F^{\widehat{\mathbf{A}}_{p}}-F^{\mathbf{A}_{p}}\right\| \geq \varepsilon\right) \\
\leq & \mathrm{P}\left(\sum_{i j} I\left[\left\{\left|d_{i j}\right|>M_{2}\right\} \cup\left\{0<\left|d_{i j}\right|<M_{1}\right\}\right] \geq \varepsilon m\right) \\
\leq & 2 e^{-b m}
\end{aligned}
$$

for any $\varepsilon>0$, all large $n$, and some constant $b>0$. By the Borel-Cantelli lemma, we conclude that

$$
\left\|F^{\widehat{\mathbf{A}}_{p}}-F^{\mathbf{A}_{p}}\right\| \rightarrow 0 \text { a.s. as } m \rightarrow \infty .
$$

Therefore, in the proof of Theorem 7.1, we may assume that the entries of $\mathbf{D}_{m}$ are either 0 or bounded by $M_{1}$ from 0 and by $M_{2}$ from above. We shall still use $\mathbf{D}_{m}=\left(d_{i j}\right)$ in the subsequent proofs for brevity.

Removal of the diagonal elements of $A_{p}$

For any $\varepsilon>0$, denote by $\widehat{\mathbf{A}}_{p}$ the matrix obtained from $\mathbf{A}_{p}$ by replacing with 0 the diagonal elements whose absolute values are greater than $\varepsilon$ and denote by $\widetilde{\mathbf{A}}_{p}$ the matrix obtained from $\mathbf{A}_{p}$ by replacing with 0 all diagonal elements.

Lemma 7.10. Under the assumptions of Theorem 7.1,

$$
\left\|F^{\widehat{\mathbf{A}}_{p}}-F^{\mathbf{A}_{p}}\right\| \rightarrow 0 \text { a.s. as } m \rightarrow \infty
$$

and

$$
L\left(F^{\widehat{\mathbf{A}}_{p}}, F^{\widetilde{A}_{p}}\right) \leq \varepsilon
$$

Proof. The second conclusion of the lemma is a trivial consequence of Theorem A.45. As for the first conclusion, by the rank inequality (Theorem A.43),

$$
\left\|F^{\widehat{\mathbf{A}}_{p}}-F^{\mathbf{A}_{p}}\right\| \leq \frac{1}{m} \sum_{i=1}^{m} I\left[\left|\frac{1}{\sqrt{n p}} \sum_{k=1}^{n}\left(\left|x_{i k}\right|^{2}-\sigma^{2}\right) d_{i i}\right|>\varepsilon\right] .
$$

By condition (X3) in (7.1.2), we have

$$
\sum_{i=1}^{m} P\left[\left|\frac{1}{\sqrt{n p}} \sum_{k=1}^{n}\left(\left|x_{i k}\right|^{2}-\sigma^{2}\right) d_{i i}\right|>\varepsilon\right]=o(m)
$$

Here, the reader should note that condition (X3) remains true after the truncation on the d's. By Bernstein's inequality, it follows that, for any constant $\eta>0$,

$$
\begin{aligned}
& P\left(\left\|F^{\widehat{\mathbf{A}}_{p}}-F^{\mathbf{A}_{p}}\right\| \geq \eta\right) \\
\leq & P\left(\sum_{i=1}^{m} I\left[\left|\frac{1}{\sqrt{n p}} \sum_{k=1}^{n}\left(\left|x_{i k}\right|^{2}-\sigma^{2}\right) d_{i i}\right|>\varepsilon\right] \geq \eta m\right) \\
\leq & 2 e^{-b m}
\end{aligned}
$$

for some constant $b>0$. By the Borel-Cantelli lemma, we conclude that

$$
\left\|F^{\widehat{\mathbf{A}}_{p}}-F^{\mathbf{A}_{p}}\right\| \rightarrow 0 \text { a.s. as } m \rightarrow \infty
$$

Combining the two conclusions in Lemma 7.10, we have shown that

$$
L\left(F^{\mathbf{A}_{p}}, F^{\widetilde{\mathbf{A}}_{p}}\right) \rightarrow 0 \text { a.s. as } m \rightarrow \infty
$$

Hence, in what follows, we can assume that the diagonal elements are 0; i.e., assume $d_{i i}=0$ for all $i=1, \cdots, m$.

Truncation and centralization of the entries of $\mathbf{X}_{n}$
Note that condition (X2,0) in (7.1.2) guarantees the existence of $\eta_{n} \downarrow 0$ such that

$$
\frac{1}{m n \eta_{n}^{2}} \sum_{i j} \mathrm{E}\left|x_{i j}\right|^{2} I\left(\left|x_{i j}\right| \geq \eta_{n} \sqrt[4]{n p}\right) \rightarrow 0
$$

Similarly, if condition (X2,1) holds, there exists $\eta_{n} \downarrow 0$ such that

$$
\sum_{u} \frac{1}{m n \eta_{n}^{2}} \sum_{i j} \mathrm{E}\left|x_{i j}\right|^{2} I\left(\left|x_{i j}\right| \geq \eta_{n} \sqrt[4]{n p}\right)<\infty
$$

In the subsequent truncation procedure, we shall not distinguish under which condition the sequence $\left\{\eta_{n}\right\}$ is defined. The reader should remember that, whatever condition is used, the $\left\{\eta_{n}\right\}$ is defined by that condition.

Define $\tilde{x}_{i j}=x_{i j} I\left(\left|x_{i j}\right| \leq \eta_{n} \sqrt[4]{n p}\right)-\mathrm{E} x_{i j} I\left(\left|x_{i j}\right| \leq \eta_{n} \sqrt[4]{n p}\right)$ and $\hat{x}_{i j}=x_{i j}-$ $\tilde{x}_{i j}$. Also, define $\widetilde{B}_{m}$ with $\widetilde{B}_{i j}=\frac{1}{\sqrt{n p}} \sum_{k=1}^{n} \tilde{x}_{i k} \overline{\tilde{x}}_{j k}$, and denote its Hadamard product with $D_{m}$ by $\widetilde{\mathbf{A}}_{p}$. It is easy to verify that

$$
\begin{equation*}
\mathrm{E}\left|\hat{x}_{i j}\right|^{2} \leq \mathrm{E}\left|x_{i j}\right|^{2} I\left(\left|x_{i j}\right| \geq \eta_{n} \sqrt[4]{n p}\right) \tag{7.2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{E}\left|\tilde{x}_{i j}\right|^{2} \leq \sigma^{2} \tag{7.2.2}
\end{equation*}
$$

Then, we have the following lemma.
Lemma 7.11. Under condition (X2,0) in (7.1.2) and other assumptions of Theorem 7.1,

$$
L\left(F^{\widetilde{\mathbf{A}}_{p}}, F^{\mathbf{A}_{p}}\right) \rightarrow 0 \text { in probability as } m \rightarrow \infty
$$

If condition (X2,0) is strengthened to (X2,1), then

$$
L\left(F^{\widetilde{\mathbf{A}}_{p}}, F^{\mathbf{A}_{p}}\right) \rightarrow 0 \text { a.s. as } u \rightarrow \infty
$$

where $u=[p]$, $m$, or $n$ in accordance with condition (X2,1).
Proof. By Theorem A.45,

$$
\begin{aligned}
L^{3}\left(F^{\widetilde{\mathbf{A}}_{p}}, F^{\mathbf{A}_{p}}\right) & \leq \frac{1}{m} \operatorname{tr}\left[\left(B_{m}-\widetilde{B}_{m}\right) \circ D_{m}\right]^{2} \\
& =\frac{1}{m n p} \sum_{i \neq j}\left|\sum_{k=1}^{n}\left(x_{i k} \bar{x}_{j k}-\tilde{x}_{i k} \overline{\tilde{x}}_{j k}\right) d_{i j}\right|^{2} .
\end{aligned}
$$

By (7.2.1) and (7.2.2), we have

$$
\mathrm{E}\left(\frac{1}{m n p} \sum_{i \neq j}\left|\sum_{k=1}^{n}\left(x_{i k} \bar{x}_{j k}-\tilde{x}_{i k} \overline{\tilde{x}}_{j k}\right) d_{i j}\right|^{2}\right)
$$

$$
\begin{aligned}
& \leq \frac{1}{m n p} \sum_{i \neq j} \sum_{k=1}^{n} \mathrm{E}\left|x_{i k} \bar{x}_{j k}-\tilde{x}_{i k} \overline{\tilde{x}}_{j k}\right|^{2} \mathrm{E}\left|d_{i j}^{2}\right| \\
& \leq \frac{9 \sigma^{2}}{m n p} \sum_{j=1}^{m} \sum_{k=1}^{n} \mathrm{E}\left|\hat{x}_{j k}\right|^{2} \sum_{i=1}^{m} p_{i j} \\
& \leq \frac{20 \sigma^{2}}{m n} \sum_{j=1}^{m} \sum_{k=1}^{n} \mathrm{E}\left|x_{j k}\right|^{2} I\left[\left|x_{j k}\right|>\eta_{n} \sqrt[4]{n p}\right] .
\end{aligned}
$$

If condition $(\mathrm{X} 2,0)$ in (7.1.2) holds, then the right-hand side of the inequality above converges to 0 and hence the first conclusion follows.

If condition $(\mathrm{X} 2,1)$ holds, then the right-hand side of

$$
\frac{20}{m n} \sum_{j=1}^{m} \sum_{k=1}^{n} \mathrm{E}\left|x_{j k}\right|^{2} I\left[\left|x_{j k}\right|>\eta_{n} \sqrt[4]{n p}\right]
$$

is summable. Then, it follows that

$$
L^{3}\left(F^{\widetilde{\mathbf{A}}_{p}}, F^{\mathbf{A}_{p}}\right) \rightarrow 0 \text { a.s. }
$$

as $u \rightarrow \infty$, where $u$ takes $[p], m$, or $n$ in accordance with the choice of $u$ in (X2,1). The proof of this lemma is complete.

From Lemmas 7.9-7.11, to prove Theorem 7.1 we are allowed to make the following additional assumptions:

$$
\begin{align*}
& \text { (i) } d_{i i}=0, \quad M_{1} I\left(d_{i j} \neq 0\right) \leq\left|d_{i j}\right| \leq M_{2} \\
& \text { (ii) } \mathrm{E} x_{i j}=0, \quad\left|x_{i j}\right| \leq \eta_{n} \sqrt[4]{n p} \tag{7.2.3}
\end{align*}
$$

Note that we shall no longer have $\mathrm{E}\left|x_{i j}\right|^{2}=\sigma^{2}$ after the truncation and centralization on the $X$ variables. Write $\mathrm{E}\left|x_{i j}\right|^{2}=\sigma_{i j}^{2}$. One can easily verify that:

> (a) For any $i \neq j, \mathrm{E}\left|d_{i j}\right|^{2} \leq p_{i j}$ and $\sum_{\ell} \mathrm{E}\left|d_{i \ell}\right|^{2}=p+o(p)$.
> (b) For any $i \neq j, \sigma_{i j}^{2} \leq \sigma^{2}$ and $\frac{1}{m n} \sum_{i k} \sigma_{i k}^{2} \rightarrow \sigma^{2}$.

### 7.3 Proof of Theorem 7.1 by the Moment Approach

In the last section, we showed that to prove Theorem 7.1 it suffices to prove it under the additional conditions (i) and (ii) in (7.2.3) and (a) and (b) in (7.2.4).

To prove the theorem, we again employ the moment convergence approach. Let $\beta_{n k}$ and $\beta_{k}$ denote the $k$-th moment of $F^{\hat{\mathbf{A}}_{p}}$ and the semicircular law $F_{\sigma^{2}}(x)$ with the scale parameter $\sigma^{2}$.

It was shown in Chapter 2 that

$$
\beta_{k}= \begin{cases}\frac{\sigma^{4 s}(2 s)!}{s!(s+1)!}, & \text { if } k=2 s \\ 0, & \text { if } k=2 s+1,\end{cases}
$$

and that $\left\{\beta_{k}\right\}$ satisfies the Carleman condition; i.e.,

$$
\sum_{k=1}^{\infty} \beta_{2 k}^{-1 / 2 k}=\infty
$$

Thus, to complete the proof of the theorem, we need only prove $\beta_{n k} \rightarrow \beta_{k}$ almost surely. By using the Borel-Cantelli lemma, we only need to prove
(I) $\mathrm{E}\left(\beta_{n k}\right)=\beta_{k}+o(1)$,
(II) $\mathrm{E}\left|\beta_{n k}-\mathrm{E} \beta_{n k}\right|^{4}=O\left(\frac{1}{m^{2}}\right)$.

Now, we begin to proceed to the proof of (I) and (II). Write $\mathbf{i}=\left(i_{1}, \cdots, i_{k}\right)$, $\mathbf{j}=\left(j_{1}, \cdots, j_{k}\right)$, and

$$
\mathcal{I}=\left\{(\mathbf{i}, \mathbf{j}): 1 \leq i_{v} \leq m, 1 \leq j_{v} \leq n, 1 \leq v \leq k\right\} .
$$

Then, by definition, we have

$$
\beta_{n k}=\frac{1}{m n^{k / 2} p^{k / 2}} \sum_{(\mathbf{i}, \mathbf{j}) \in \mathcal{I}} d_{(\mathbf{i})} X_{(\mathbf{i}, \mathbf{j})},
$$

where

$$
\begin{gathered}
d_{(\mathbf{i})}=d_{i_{1} i_{2}} \cdots d_{i_{k} i_{1}} \\
X_{(\mathbf{i} \mathbf{j})}=x_{i_{1} j_{1}} \bar{x}_{i_{2} j_{1}} x_{i_{2} j_{2}} \bar{x}_{i_{3} j_{2}} \cdots \bar{x}_{i_{k} j_{k-1}} x_{i_{k} j_{k}} \bar{x}_{i_{1} j_{k}} .
\end{gathered}
$$

For each pair $(\mathbf{i}, \mathbf{j})=\left(\left(i_{1}, \cdots, i_{k}\right),\left(j_{1}, \cdots, j_{k}\right)\right) \in \mathcal{I}$, construct a graph $G(\mathbf{i}, \mathbf{j})$ by plotting the $i_{v}$ 's and $j_{v}$ 's on two parallel straight lines and then drawing $k$ (down) edges $\left(i_{v}, j_{v}\right)$ from $i_{v}$ to $j_{v}, k$ (up) edges ( $j_{v}, i_{v+1}$ ) from $j_{v}$ to $i_{v+1}$, and another $k$ horizontal edges $\left(i_{v}, i_{v+1}\right)$ from $i_{v}$ to $i_{v+1}$. A down edge $\left(i_{v}, j_{v}\right)$ corresponds to the variable $x_{i_{v} j_{v}}$, an up edge $\left(j_{v}, i_{v+1}\right)$ corresponds to the variable $\bar{x}_{j_{v} i_{v+1}}$, and a horizontal edge ( $i_{v}, i_{v+1}$ ) corresponds to the variable $d_{i_{v}, i_{v+1}}$. A graph corresponds to the product of the variables corresponding to the edges making up this graph. An example of such graphs is shown in Fig. 7.1. We shall call the subgraph of horizontal edges and their
vertices of $G(\mathbf{i}, \mathbf{j})$ the roof of $G(\mathbf{i}, \mathbf{j})$ and denote it as $\bar{G}(\mathbf{i}, \mathbf{j})$ and call the subgraph of vertical edges and their vertices of $G(\mathbf{i}, \mathbf{j})$ the base of $G(\mathbf{i}, \mathbf{j})$ and


Fig. 7.1 A graph with six $I$ - and six $J$-vertices
denote it as $\underline{G}(\mathbf{i}, \mathbf{j})$. The roof of Fig. 7.1 is shown in Fig. 7.2. By noting that the roof of $G(\mathbf{i}, \mathbf{j})$ depends on $\mathbf{i}$ only, we may simplify the notation of roofs as $\bar{G}(\mathbf{i})$.


Fig. 7.2 The roof of Fig. 7.1

Two graphs $G\left(\mathbf{i}_{1}, \mathbf{j}_{1}\right)$ and $G\left(\mathbf{i}_{2}, \mathbf{j}_{2}\right)$ are said to be isomorphic if one can be converted to the other by a permutation on $(1, \cdots, m)$ and a permutation on $(1, \cdots, n)$. All graphs are classified into isomorphic classes. An isomorphic class is denoted by $\mathcal{G}$. Similarly, two roofs $\bar{G}\left(\mathbf{i}_{1}\right)$ and $\bar{G}\left(\mathbf{i}_{2}\right)$ are said to be isomorphic if one can be converted to the other by a permutation on $(1, \cdots, m)$. An isomorphic roof class is denoted by $\overline{\mathcal{G}}$. For a given $\mathbf{i}$, two graphs $G\left(\mathbf{i}, \mathbf{j}_{1}\right)$ and $G\left(\mathbf{i}, \mathbf{j}_{2}\right)$ are said to be isomorphic given $\mathbf{i}$ if one can be converted to the other by a permutation on $(1, \cdots, n)$. An isomorphic class given $\mathbf{i}$ is denoted by $\underline{\mathcal{G}}(\mathbf{i})$.

Let $r, s$, and $l$ denote the number of noncoincident $i$-vertices, noncoincident $j$-vertices, and noncoincident vertical edges. Let $\mathcal{G}(r, s, l)$ denote the collection of all isomorphic classes with the numbers $r, s, l$.

Then, we may rewrite

$$
\begin{align*}
\beta_{n k} & =\frac{1}{m n^{k / 2} p^{k / 2}} \sum_{\mathbf{i}, \mathbf{j}} d_{\bar{G}(\mathbf{i})} X_{\underline{G}(\mathbf{i}, \mathbf{j})} \\
& =\frac{1}{m n^{k / 2} p^{k / 2}} \sum_{r, s, l} \sum_{\mathcal{G} \in \mathcal{G}(r, s, l)} \sum_{G(\mathbf{i}, \mathbf{j}) \in \mathcal{G}} d_{\bar{G}(\mathbf{i})} X_{\underline{G}(\mathbf{i}, \mathbf{j})} . \tag{7.3.1}
\end{align*}
$$

Proof of (I). By the notation introduced above,

$$
\mathrm{E}\left(\beta_{n k}\right)=\frac{1}{m n^{k / 2} p^{k / 2}} \sum_{r, s, l} \sum_{\mathcal{G} \in \mathcal{G}(r, s, l)} \sum_{G(\mathbf{i}, \mathbf{j}) \in \mathcal{G}} \mathrm{E} d_{\bar{G}(\mathbf{i})} \mathrm{E} X_{\underline{G}(\mathbf{i}, \mathbf{j})} .
$$

When $G(\mathbf{i}, \mathbf{j})$ contains a single vertical edge, $\mathrm{E} X_{\underline{G}(\mathbf{i}, \mathbf{j})}=0$. When $G(\mathbf{i}, \mathbf{j})$ contains a loop (that is, for some $v \leq k, i_{v}=i_{v+1}\left(i_{k+1}\right.$ is understood as $\left.i_{1}\right)$ ), $d_{\bar{G}(\mathbf{i})}=0$ since $d_{i i}=0$ for all $i \leq m$.

So, we need only consider the graphs that have no single vertical edges and no loops of horizontal edges. Now, we write

$$
\mathrm{E}\left(\beta_{n k}\right)=S_{1}+S_{2}+S_{3},
$$

where $S_{1}$ contains all terms subject to $l<k$ or $r+s \leq k, S_{2}$ contains all terms with $l=k=r+s-1$ but $s<\frac{1}{2} k$, and $S_{3}$ contains all terms with $l=k=r+s-1$ and $s=\frac{1}{2} k$.

Before evaluating the sums above, we first prove the following lemma.
Lemma 7.12. For a given $r$ and a given $i$-index, say $i_{1}$, there is a constant $K$ such that, for all $\overline{\mathcal{G}} \in \overline{\mathcal{G}}(r)$,

$$
\begin{equation*}
\left|\sum_{\substack{\bar{G}(\mathbf{i}) \in \mathcal{G} \\ \text { fixed } i_{1}}} \mathrm{E} d_{\bar{G}(\mathbf{i})}\right| \leq K p^{r-1} \tag{7.3.2}
\end{equation*}
$$

Consequently, we have

$$
\left|\sum_{\bar{G}(\mathbf{i}) \in \mathcal{G}} \mathrm{E} d_{\bar{G}(\mathbf{i})}\right| \leq K m p^{r-1} .
$$

Proof. If $r=1, \overline{\mathcal{G}}(r)=\emptyset$ since $G(\mathbf{i}, \mathbf{j})$ has no loops, and hence (7.3.2) follows trivially. Thus, we only consider the case where $r \geq 2$.

First, let us consider $\operatorname{Ed} d_{\bar{G}(\mathbf{i})}$. If $\bar{G}(\mathbf{i})$ contains $\mu_{1}$ horizontal edges with vertices $(u, v)$ and $\mu_{2}$ horizontal edges with vertices $(v, u)$, then $\mathrm{E} d_{\bar{G}(\mathbf{i})}$ contains
a factor $\mathrm{E} d_{u, v}^{\mu_{1}} \bar{d}_{u, v}^{\mu_{2}}$ whose absolute value is not larger than $M_{2}^{\mu_{1}+\mu_{2}-2} p_{u v}$ if $\mu_{1}+\mu_{2} \geq 2$ and not larger than $M_{1}^{-1} p_{u v}$ if $\mu_{1}+\mu_{2}=1$. Also, we have $\left|\mathrm{E} d_{u, v}^{\mu_{1}} \bar{d}_{u, v}^{\mu_{2}}\right| \leq M_{2}^{\mu_{1}+\mu_{2}}$ for all cases. That is, each noncoincident horizontal edge of $\bar{G}(\mathbf{i})$ in $\overline{\mathcal{G}}$ corresponds to a factor that is dominated by a constant $C$ and $C p_{u v}$ for some constant $C$.

Note that $\bar{G}(\mathbf{i})$ is connected. Thus, for each isomorphic roof class with index $r$, we may select a tree $T(\mathbf{i})$ from the noncoincident edges of $\bar{G}(\mathbf{i})$ such that any two trees $T\left(\mathbf{i}_{1}\right)$ and $T\left(\mathbf{i}_{2}\right)$ are isomorphic for any two roofs $\bar{G}\left(\mathbf{i}_{1}\right)$ and $\bar{G}\left(\mathbf{i}_{2}\right)$ in the same class. Denote the $r-1$ edges of $T(\mathbf{i})$ by $\left(u_{1}, v_{1}\right), \cdots,\left(u_{r-1}, v_{r-1}\right)$. Then,

$$
\left|\mathrm{E} d_{\bar{G}(\mathbf{i})}\right| \leq C p_{u_{1}, v_{1}} \cdots p_{u_{r-1}, v_{r-1}}
$$

The inequality above follows by bounding the factors corresponding to edges in the tree by $C p_{u, v}$ and other factors by $C$. If $r=2$, then the lemma follows from condition (a) in (7.2.4).

If $r>2$, we use induction. Assume (7.3.2) is true for $r-1$. Since $T(\mathbf{i})$ is a tree, without loss of generality we assume that $v_{r-1}$ is a root other than $i_{1}$ of the tree; that is, $v_{r-1} \notin\left\{u_{1}, v_{1}, \cdots, u_{r-2}, v_{r-2}\right\}$, and $i_{1}, u_{r-1} \in$ $\left\{u_{1}, v_{1}, \cdots, u_{r-2}, v_{r-2}\right\}$. Then, using assumption (D2),

$$
\begin{aligned}
& \sum_{u_{1}, v_{1}, \cdots, u_{r-1}, v_{r-1}} p_{u_{1}, v_{1}} \cdots p_{u_{r-1}, v_{r-1}} \\
= & \sum_{u_{1}, v_{1}, \cdots, u_{r-2}, v_{r-2}} p_{u_{1}, v_{1}} \cdots p_{u_{r-2}, v_{r-2}} \sum_{v_{r-1}} p_{u_{r-1}, v_{r-1}} \\
\leq & (p+o(p)) \sum_{u_{1}, v_{1}, \cdots, u_{r-2}, v_{r-2}} p_{u_{1}, v_{1}} \cdots p_{u_{r-2}, v_{r-2}} \\
\leq & (p+o(p))^{r-1},
\end{aligned}
$$

the last inequality following from the inductive hypothesis. The lemma follows.

Continuing the proof of (I). When $\mathcal{G}$ belongs to $\mathcal{G}(r, s, l)$ with $l<k$ or $r+s \leq$ $k$, for any given $\mathbf{i}$, we have

$$
\begin{equation*}
\sum_{G(\mathbf{i}, \mathbf{j}) \in \underline{\mathcal{G}}(\mathbf{i})}\left|\mathrm{E} X_{\underline{G}(\mathbf{i}, \mathbf{j})}\right| \leq n^{s} \sigma^{2 l}\left(\eta_{n} \sqrt[4]{n p}\right)^{2 k-2 l} \tag{7.3.3}
\end{equation*}
$$

Let $\overline{\mathcal{G}}(r)$ denote the set of all isomorphic roof classes with $r$ noncoincident $i$-vertices.

By (7.3.3) and Lemma 7.12, we have

$$
\left|S_{1}\right| \leq \frac{1}{m(n p)^{\frac{1}{2} k}} \sum_{\substack{r, s, l<k \\ \text { or } r+s \leq k}} \sum_{\mathcal{G} \in \mathcal{G}(r, s, l)} O\left(m p^{r-1}\right)\left(n^{s} \sigma^{2 l}\left(\eta_{n} \sqrt[4]{n p}\right)^{2 k-2 l}\right)
$$

$$
= \begin{cases}o\left(n^{-\frac{1}{2} l+s} p^{-\frac{1}{2} l+r-1}\right), & \text { if } l<k,  \tag{7.3.4}\\ o\left(n^{-\frac{1}{2} k+s} p^{-\frac{1}{2} k+r}\right), & \text { if } r+s \leq l=k\end{cases}
$$

Noting that each $j_{v}$ vertex connects with at least two noncoincident vertical edges since $G(\mathbf{i}, \mathbf{j})$ does not have loops, we conclude that $l \geq 2 s$. Since the vertical edges form a connected graph, we conclude that $r+s \leq l+1$ for graphs in $S_{1}$. Therefore, we have

$$
\left|S_{1}\right| \leq\left\{\begin{array}{ll}
o\left((p / n)^{\frac{1}{2} l-s}\right), & \text { if } l<k \\
o\left((p / n)^{\frac{1}{2} k-s}\right), & \text { if } r+s \leq l=k
\end{array}\right\}=o(1)
$$

By the same argument as for estimating $S_{1}$, we also have

$$
\left|S_{2}\right| \leq O\left((p / n)^{\frac{1}{2} k-s}\right)=o(1)
$$

where the second inequality follows from the fact that $s<\frac{1}{2} k$.
Note that if $k$ is odd and $G(\mathbf{i}, \mathbf{j})$ does not have single vertical edges, it is impossible to have $l=k$ and $s=\frac{1}{2} k$ since $2 s \leq l \leq k$. That is, all terms of $\mathrm{E} \beta_{n k}$ are either in $S_{1}$ or $S_{2}$. We have now proved that

$$
\mathrm{E} \beta_{n k} \rightarrow 0
$$

Therefore, in what follows, we only need to consider $S_{3}$ in the case where $k$ is even.

Now let us evaluate $S_{3}$ for the case $l=k=2 s=2 r-2$. In this case, each noncoincident $j$-vertex connects exactly with two noncoincident edges and the noncoincident vertical edges from a tree. As discussed in Chapter 3, each down edge must be coincident with an up edge.

Denote the noncoincident vertical edges by $\left\{\left(u_{1}, v_{1}\right), \cdots,\left(u_{k}, v_{k}\right)\right\}$. Then

$$
\mathrm{E} X_{\underline{G}(\mathbf{i}, \mathbf{j})}=\prod_{j=1}^{k} \sigma_{u_{j}, v_{j}}^{2}
$$

and hence, for each isomorphic class $\mathcal{G}$, we have

$$
\sum_{G(\mathbf{i}, \mathbf{j}) \in \mathcal{G}} \mathrm{E} d_{\bar{G}(\mathbf{i})} \prod_{j=1}^{k} \sigma_{u_{j}, v_{j}}^{2} .
$$

We first show that

$$
\begin{equation*}
\frac{1}{m(n p)^{s}} \sum_{G(\mathbf{i}, \mathbf{j}) \in \mathcal{G}} \mathrm{E} d_{\bar{G}(\mathbf{i})} \prod_{j=1}^{k} \sigma_{u_{j}, v_{j}}^{2}=\frac{1}{m(n p)^{s}} \sum_{G(\mathbf{i}, \mathbf{j}) \in \mathcal{G}} \mathrm{E} d_{\bar{G}(\mathbf{i})} \sigma^{2 k}+o(1) \tag{7.3.5}
\end{equation*}
$$

By condition (b) in (7.2.4) and Lemma 7.12, we have

$$
\begin{aligned}
0 & \leq \frac{1}{m(n p)^{s}} \sum_{G(\mathbf{i}, \mathbf{j}) \in \mathcal{G}}\left|\mathrm{E} d_{\bar{G}(\mathbf{i})}\right|\left[\sigma^{2 k}-\prod_{j=1}^{k} \sigma_{u_{j}, v_{j}}^{2}\right] \\
& \leq \frac{1}{m(n p)^{s}} \sum_{G(\mathbf{i}, \mathbf{j}) \in \mathcal{G}}\left|\mathrm{E} d_{\bar{G}(\mathbf{i})}\right| \sum_{\ell=1}^{k}\left[\sigma^{2(s-\ell)}\left(\sigma^{2}-\sigma_{u_{\ell}, v_{\ell}}^{2}\right) \prod_{j=1}^{\ell-1} \sigma_{u_{j}, v_{j}}^{2}\right] \\
& \leq \frac{1}{m(n p)^{s}} \sum_{G(\mathbf{i}, \mathbf{j}) \in \mathcal{G}}\left|\mathrm{E} d_{\bar{G}(\mathbf{i})}\right| \sum_{\ell=1}^{k}\left[\sigma^{2(s-1)}\left(\sigma^{2}-\sigma_{u_{\ell}, v_{\ell}}^{2}\right)\right] \\
& \leq \frac{\sigma^{2(k-1)}}{m n p^{s}} \sum_{\bar{G}(\mathbf{i}) \in \overline{\mathcal{G}}}\left|\mathrm{E} d_{\bar{G}(\mathbf{i})}\right| \sum_{\ell=1}^{k} \sum_{u_{\ell}}\left(\sigma^{2}-\sigma_{u_{\ell}, v_{\ell}}^{2}\right) \\
& \leq \sum_{\ell=1}^{k} \frac{K \sigma^{2(k-1)}}{m n} \sum_{v_{\ell}} \sum_{u_{\ell}}\left(\sigma^{2}-\sigma_{u_{\ell}, v_{\ell}}^{2}\right) \rightarrow 0
\end{aligned}
$$

from which (7.3.5) follows.
For a graph corresponding to a term in $S_{3}$, we claim that each horizontal edge ( $v_{1}, v_{2}$ ) must coincide with a horizontal edge $\left(v_{2}, v_{1}\right)$. In fact, if $\left(i_{\ell}, i_{\ell+1}\right)$ is the first appearance of $\left(v_{1}, v_{2}\right)$ (i.e., $i_{\ell}=v_{1}, i_{\ell+1}=v_{2}$, and $v_{2}$ is not in $\left.\left\{i_{1}, \cdots, i_{\ell}\right\}\right)$, there is a vertex $j_{\ell}$ such that $\left(i_{\ell}, j_{\ell}\right)$ and $\left(j_{\ell}, i_{\ell+1}\right)$ are single up to the vertex $i_{\ell+1}$. In the future development of the graph, there must be a down edge $\left(i_{\nu}, j_{\nu}\right)$ coincident with the up edge $\left(j_{\ell}, i_{\ell+1}\right)$; that is, $i_{\nu}=i_{\ell+1}=v_{2}$. Then the next up edge $\left(j_{\nu}, i_{\nu+1}\right)$ must coincide with $\left(i_{\ell}, j_{\ell}\right)$ since otherwise the vertex $j_{\nu}=j_{\ell}$ will connect to at least three noncoincident vertical edges, which violates the assumption that $s=k / 2$. That is, we have proved that $i_{\nu+1}=i_{\ell}=v_{1}$ and hence the horizontal edge $\left(i_{\ell}, i_{\ell+1}\right)=\left(v_{1}, v_{2}\right)$ coincides with the horizontal edge $\left(i_{\nu}, i_{\nu+1}\right)=\left(v_{2}, v_{1}\right)$ (see Fig. 7.3). Since the number of noncoincident $i$ vertices is $r=s+1=\frac{1}{2} k+1$, the noncoincident edges of $\bar{G}(\mathbf{i})$ form a tree of $s=\frac{1}{2} k$ edges.

Therefore,

$$
\mathrm{E} d_{\bar{G}(\mathbf{i})}=\prod_{\ell=1}^{s} p_{e_{\ell}}
$$

where $e_{\ell}, \ell=1, \cdots, s$, are the edges of the tree of noncoincident horizontal edges.

By (7.12) and (7.3.5), we have

$$
\begin{aligned}
& \frac{1}{m(n p)^{s}} \sum_{G(\mathbf{i}, \mathbf{j}) \in \mathcal{G}} \mathrm{E} d_{\bar{G}(\mathbf{i})} \mathrm{E} X_{G(\mathbf{i}, \mathbf{j})} \\
= & \frac{\sigma^{2 k}}{m p^{s}} \sum_{\mathcal{G}(\mathbf{i}) \in \overline{\mathcal{G}}} \mathrm{E} d_{\bar{G}(\mathbf{i})}+o(1) \\
= & \sigma^{2 k}+o(1)
\end{aligned}
$$



Fig. $7.3\left(v_{1}, v_{2}\right)$ coincides with $\left(v_{2}, v_{1}\right)$.

Recall that the number of isomorphic classes with indices $k=2 s$ has been computed in Chapter 2; that is,

$$
\frac{(2 s)!}{s!(s+1)!}
$$

Conclusion (I) follows.
Proof of (II). Write

$$
\begin{align*}
& \mathrm{E}\left|\beta_{n k}-\mathrm{E} \beta_{n k}\right|^{4}  \tag{7.3.6}\\
= & \frac{1}{m^{4} n^{2 k} p^{2 k}} \sum_{\substack{\mathbf{i}_{\ell}, \mathbf{j}_{\ell} \\
\ell=1,2,3,4}} \mathrm{E} \prod_{\ell=1}^{4}\left[d_{\bar{G}\left(\mathbf{i}_{\ell}\right)} X_{G\left(\mathbf{i}_{\ell}, \mathbf{j}_{\ell}\right)}-\mathrm{E} d_{\bar{G}\left(\mathbf{i}_{\ell}\right)} \mathrm{E} X_{G\left(\mathbf{i}_{\ell}, \mathbf{j}_{\ell}\right)}\right],
\end{align*}
$$

where $G\left(\mathbf{i}_{\ell}, \mathbf{j}_{\ell}\right)$ is the graph defined by $\left(\mathbf{i}_{\ell}, \mathbf{j}_{\ell}\right)$ in the way given in the proof of (I).

If $G\left(\mathbf{i}_{\ell}, \mathbf{j}_{\ell}\right)$ has no edges coincident with edges of the other three, then the corresponding term is 0 by independence. Furthermore, the term is also 0 if $\bigcup_{\ell=1}^{4} G\left(\mathbf{i}_{\ell}, \mathbf{j}_{\ell}\right)$ contains a single vertical edge or a loop. We need to consider the following two cases:
(1) The four graphs are connected together through a coincident edge.
(2) $\bigcup_{\ell=1}^{4} G\left(\mathbf{i}_{\ell}, \mathbf{j}_{\ell}\right)$ has two separated pieces; that is, two graphs are connected and the other two are connected.

Split $\mathrm{E}\left|\beta_{n k}-\mathrm{E} \beta_{n k}\right|^{4}=S_{I}+S_{I I}$ according to the two cases.
For these two cases, suppose $\bigcup_{\ell=1}^{4} G\left(\mathbf{i}_{\ell}, \mathbf{j}_{\ell}\right)$ contains $r$ noncoincident $i$ vertices, $s$ noncoincident $j$-vertices, and $l$ noncoincident vertical edges. Sim-
ilar to the proof of (I), we have

$$
\begin{aligned}
S_{I} & \leq \sum_{r, s, l} \frac{1}{m^{4} n^{2 k} p^{2 k}} K m p^{r-1}\left(\eta_{n} \sqrt[4]{n p}\right)^{8 k-2 l} n^{s} \\
& =K \sum_{r, s, l} m^{-3} p^{-1} n^{-\frac{1}{2} l+s} p^{-\frac{1}{2} l+r} .
\end{aligned}
$$

For graphs corresponding to terms in $S_{I}$, we have $2 s \leq l$ and $r+s \leq l+1$. We obtain

$$
\left|S_{I}\right| \leq K m^{-3}(p / n)^{\frac{1}{2} l-s}=O\left(m^{-3}\right)
$$

Similarly, we have

$$
\begin{aligned}
S_{I I} & \leq \sum_{r, s, l} \frac{1}{m^{4} n^{2 k} p^{2 k}} K m^{2} p^{r-2}\left(\eta_{n} \sqrt[4]{n p}\right)^{8 k-2 l} n^{s} \\
& =K \sum_{r, s, l} m^{-2} p^{-1} n^{-\frac{1}{2} l+s} p^{-\frac{1}{2} l+r}
\end{aligned}
$$

For graphs corresponding to terms in $S_{I I}$, we have $2 s \leq l$ and $r+s \leq l+2$. We obtain

$$
\left|S_{I I}\right| \leq K m^{-2}(p / n)^{\frac{1}{2}-s}=O\left(m^{-2}\right)
$$

Combining the above, (II) is proved.
Remark 7.13. Using the same approach in proving (II), one can easily show that

$$
\mathrm{E}\left|\beta_{n k}-\mathrm{E} \beta_{n k}\right|^{2 \mu}=O\left(m^{-\mu}\right)
$$

for any fixed integer $\mu$. This is useful when considering the a.s. convergence when $n \rightarrow \infty$.

These estimates may be used to strengthen the almost sure convergence for $m \rightarrow \infty$ to $n \rightarrow \infty$ when $m$ is at least as large as a power of $n$.

## Chapter 8 <br> Convergence Rates of ESD

In applications of asymptotic theorems of spectral analysis of large dimensional random matrices, one of the important problems is the convergence rate of the ESD. It had been puzzling probabilists for a long time until the papers of Bai $[16,17]$ were published. The moment approach to establishing limiting theorems for spectral analysis of large dimensional random matrices is to show that each moment of the ESD tends to a nonrandom limit. This proves the existence of the LSD by applying the Carleman criterion. This method successfully established the existence of the LSD of large dimensional Wigner matrices, sample covariance matrices, and multivariate $F$-matrices. However, this method cannot give any convergence rate. In Bai [16], three inequalities were established in terms of the difference of Stieltjes transforms (see Chapter B). In this chapter, we shall apply these inequalities to establish the convergence rates for the ESD of large Wigner and sample covariance matrices.

### 8.1 Convergence Rates of the Expected ESD of Wigner Matrices

In this section, we consider the convergence rate of ESD of the complex Wigner matrix $\mathbf{W}_{n}=\left(x_{i j}, i, j=1, \cdots, n\right)$, whose entries may depend on $n$, but the index $n$ is suppressed for brevity. Also, we assume the following conditions hold:
(i) $\mathrm{E} x_{i j}=0, \quad x_{j i}=\bar{x}_{i j}$, for all $1 \leq i \leq j \leq n$.
(ii) $\mathrm{E}\left|x_{i j}^{2}\right|=1$, for all $1 \leq i<j \leq n$;
$\mathrm{E}\left|x_{i i}^{2}\right|=\sigma^{2}$, for all $1 \leq i \leq n$.
(iii) $\sup _{n} \sup _{1 \leq i<j \leq n} \mathrm{E}\left|x_{i j}^{6}\right|, \mathrm{E}\left|x_{i i}^{3}\right| \leq M<\infty$.

For convenience, we assume that $\sigma^{2} \leq M$ in what follows.

Remark 8.1. The moment requirements (iii) are needed for maintaining the convergence rate after the truncation step.

Here and in what follows, $F_{n}$ denotes the ESD of $\frac{1}{\sqrt{n}} \mathbf{W}_{n}$. Under the conditions in (8.1.1), it follows from Theorem 2.9 that $F_{n} \xrightarrow{w} F$ almost surely, where $F$ is the well-known semicircular law,

$$
\begin{equation*}
F(x)=\frac{1}{2 \pi} \int_{-\infty}^{x} \sqrt{4-y^{2}} I_{[-2,2]}(y) \mathrm{d} y \tag{8.1.2}
\end{equation*}
$$

In this section, we shall establish the following theorem.
Theorem 8.2. Under assumptions (8.1.1), we have

$$
\begin{equation*}
\left\|\mathrm{E} F_{n}-F\right\|=O\left(n^{-1 / 2}\right) \tag{8.1.3}
\end{equation*}
$$

The proof of the theorem, which relies strongly on those inequalities on Stieltjes transforms found in Appendix B, is similar to what was done in Chapter 2 but requires more accurate estimates on the remainder term of the Stieltjes transform of the ESD. To this end, the error quantity $\delta$ (see (8.1.20)) should be expanded into additional terms. Also, the truncation position on the $x$-variables needs to be lowered to $n^{1 / 4}$ while allowing the renormalization to maintain the same convergence rate.

### 8.1.1 Lemmas on Truncation, Centralization, and Rescaling

Lemma 8.3. Let $\widetilde{\mathbf{W}}_{n}$ denote the matrix whose entries are $\frac{1}{\sqrt{n}} x_{i j} I\left(\left|x_{i j}\right| \leq\right.$ $\left.n^{1 / 4}\right)$ for all $i, j$. Then, we have

$$
\begin{equation*}
\sqrt{n} \mathrm{E}\left\|F_{n}-\widetilde{F}_{n}\right\| \leq M \tag{8.1.4}
\end{equation*}
$$

where $F_{n}$ and $\widetilde{F}_{n}$ are the ESDs of $\mathbf{W}_{n}$ and $\widetilde{\mathbf{W}}_{n}$, respectively.
Also, for any $\eta>0$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} n^{\frac{1}{2}-\eta}\left\|F_{n}-\widetilde{F}_{n}\right\|=0, \text { a.s. } \tag{8.1.5}
\end{equation*}
$$

If $\left\{\left|x_{i i}\right|^{2}\right\}$ and $\left\{\left|x_{i j}\right|^{6}, i<j \leq n\right\}$ are uniformly integrable, then the righthand side of (8.1.4) can be improved to zero.

Proof. By Theorem A.43, we have

$$
\left\|F_{n}-\widetilde{F}_{n}\right\| \leq \frac{1}{n} \operatorname{rank}\left(\mathbf{W}_{n}-\widetilde{\mathbf{W}}_{n}\right)
$$

$$
\leq \frac{1}{n} \sum_{i \neq j} I\left(\left|x_{i j}\right|>n^{1 / 4}\right)+\frac{1}{n} \sum_{i=1}^{n} I\left(\left|x_{i i}\right|>n^{1 / 4}\right)
$$

Therefore,

$$
\begin{aligned}
\mathrm{E}\left\|F_{n}-\widetilde{F}_{n}\right\| & \leq \frac{1}{n} \sum_{i \neq j} \mathrm{P}\left(\left|x_{i j}\right|>n^{1 / 4}\right)+\frac{1}{n} \sum_{i=1}^{n} \mathrm{P}\left(\left|x_{i i}\right|>n^{1 / 4}\right) \\
& \leq n^{-5 / 2} \sum_{i \neq j} \mathrm{E}\left|x_{i j}\right|^{6}+n^{-3 / 2} \sum_{i=1}^{n} \mathrm{E}\left|x_{i i}\right|^{2} \\
& \leq M n^{-1 / 2} .
\end{aligned}
$$

From the estimate above and Bernstein's inequality, the second conclusion follows. The proof of Lemma 8.3 is complete.

Lemma 8.4. Let $\widehat{\mathbf{W}}_{n}$ denote the matrix whose entries are $\frac{1}{\sqrt{n}}\left[x_{i j} I\left(\left|x_{i j}\right| \leq\right.\right.$ $\left.\left.n^{1 / 4}\right)-\mathrm{E} x_{i j} I\left(\left|x_{i j}\right| \leq n^{1 / 4}\right)\right]$ for all $i, j$. Then, we have

$$
\begin{equation*}
L\left(\widehat{F}_{n}, \widetilde{F}_{n}\right) \leq M^{2 / 3} n^{-1 / 2} \tag{8.1.6}
\end{equation*}
$$

where $L(\cdot, \cdot)$ denotes the Levy distance between distribution functions and $\widehat{F}_{n}$ is the ESD of $\widehat{\mathbf{W}}_{n}$.

Proof. By Corollary A.41, we have

$$
\begin{aligned}
& L^{3}\left(\widehat{F}_{n}, \widetilde{F}_{n}\right) \leq \frac{1}{n} \operatorname{tr}\left(\widehat{\mathbf{W}}_{n}-\widetilde{\mathbf{W}}_{n}\right)^{2} \\
= & \frac{1}{n^{2}} \sum_{i \neq j}\left|\mathrm{E} x_{i j} I\left(\left|x_{i j}\right| \leq n^{1 / 4}\right)\right|^{2}+\frac{1}{n^{2}} \sum_{i=1}^{n}\left|\mathrm{E} x_{i i} I\left(\left|x_{i i}\right| \leq n^{1 / 4}\right)\right|^{2} \\
\leq & \frac{1}{n^{7 / 2}} \sum_{i \neq j} \mathrm{E}^{2}\left|x_{i j}\right|^{6}+\frac{1}{n^{5 / 2}} \sum_{i=1}^{n} \mathrm{E}^{2}\left|x_{i i}\right|^{2} \\
\leq & M^{2} n^{-3 / 2}
\end{aligned}
$$

The proof is done.
Lemma 8.5. Let $\widetilde{\widehat{\mathbf{W}}}$ denote the matrix whose entries are $\frac{1}{\sqrt{n}} \sigma_{i j}^{-1}\left[x_{i j} I\left(\left|x_{i j}\right| \leq\right.\right.$ $\left.\left.n^{1 / 4}\right)-\operatorname{Ex} x_{i j} I\left(\left|x_{i j}\right| \leq n^{1 / 4}\right)\right]$ for $i \neq j$ and $\frac{1}{\sqrt{n}} \sigma \sigma_{i i}^{-1}\left[x_{i i} I\left(\mid x_{i i} \leq n^{1 / 4}\right)-\right.$ $\left.\mathrm{E} x_{i i} I\left(\mid x_{i i} \leq n^{1 / 4}\right)\right]$, where $\sigma_{i j}^{2}$ are the variances of the truncated variables. Then, we have

$$
\begin{align*}
\mathrm{E} L\left(\widehat{F}_{n}, \widetilde{\widehat{F}}_{n}\right) & \leq 2^{1 / 3} M^{2 / 3} n^{-1 / 2}  \tag{8.1.7}\\
\limsup _{n \rightarrow \infty} \sqrt{n} L\left(\widehat{F}_{n}, \widetilde{\widehat{F}}_{n}\right) & \leq 2^{1 / 3} M^{2 / 3} \quad \text { a.s. } \tag{8.1.8}
\end{align*}
$$

where $\widetilde{\widehat{F}}_{n}$ is the ESD of $\widetilde{\widehat{\mathbf{W}}}_{n}$.
Proof. By Corollary A.41, we have

$$
\begin{aligned}
& L^{3}\left(\widehat{F}_{n}, \widetilde{\widehat{F}}_{n}\right) \leq \frac{1}{n} \operatorname{tr}\left(\widehat{\mathbf{W}}_{n}-\widetilde{\widehat{\mathbf{W}}}_{n}\right)^{2} \\
= & \frac{1}{n^{2}} \sum_{i \neq j}\left(1-\sigma_{i j}^{-1}\right)^{2}\left|x_{i j} I\left(\left|x_{i j}\right| \leq n^{1 / 4}\right)-\mathrm{E} x_{i j} I\left(\left|x_{i j}\right| \leq n^{1 / 4}\right)\right|^{2} \\
& +\frac{1}{n^{2}} \sum_{i=1}^{n}\left(1-\sigma \sigma_{i i}^{-1}\right)^{2}\left|x_{i i} I\left(\left|x_{i i}\right| \leq n^{1 / 4}\right)-\mathrm{E} x_{i i} I\left(\left|x_{i i}\right| \leq n^{1 / 4}\right)\right|^{2} .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\mathrm{E} L^{3}\left(\widehat{F}_{n}, \widetilde{\widehat{F}}_{n}\right) & \leq \frac{1}{n^{2}} \sum_{i \neq j}\left(1-\sigma_{i j}\right)^{2}+\frac{1}{n^{2}} \sum_{i=1}^{n}\left(\sigma-\sigma_{i i}\right)^{2} \\
& \leq \frac{1}{n^{2}} \sum_{i \neq j}\left(1-\sigma_{i j}^{2}\right)^{2}+\frac{1}{n^{2}} \sum_{i=1}^{n}\left(\sigma^{2}-\sigma_{i i}^{2}\right)^{2} \\
& \leq 2 M^{2} n^{-3 / 2},
\end{aligned}
$$

where we have used the fact that, for all large $n, \sigma_{i j}\left(1+\sigma_{i j}\right) \geq 1$ and hence

$$
\begin{aligned}
\left(1-\sigma_{i j}^{2}\right)^{2} & \leq\left(\mathrm{E}\left|x_{i j}^{2}\right| I\left(\left|x_{i j}\right|>n^{1 / 4}\right)+\mathrm{E}^{2}\left|x_{i j}\right| I\left(\left|x_{i j}\right|>n^{1 / 4}\right)\right)^{2} \\
& \leq 2 M^{2} n^{-2}
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\sigma^{2}-\sigma_{i i}^{2}\right)^{2} & \leq\left(\mathrm{E}\left|x_{i i}^{2}\right| I\left(\left|x_{i i}\right|>n^{1 / 4}\right)+\mathrm{E}^{2}\left|x_{i i}\right| I\left(\left|x_{i i}\right|>n^{1 / 4}\right)\right)^{2} \\
& \leq 2 M^{2} n^{-1}
\end{aligned}
$$

The proof of (8.1.7) is done. Conclusion (8.1.8) follows from the fact that

$$
\begin{aligned}
& \operatorname{Var}\left(\frac{1}{\sqrt{n}} \sum_{i \neq j}\left(1-\sigma_{i j}^{-1}\right)^{2}\left|x_{i j} I\left(\left|x_{i j}\right| \leq n^{1 / 4}\right)-\mathrm{E} x_{i j} I\left(\left|x_{i j}\right| \leq n^{1 / 4}\right)\right|^{2}\right. \\
& \left.+\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(1-\sigma \sigma_{i j}^{-1}\right)^{2}\left|x_{i i} I\left(\left|x_{i i}\right| \leq n^{1 / 4}\right)-\mathrm{E} x_{i i} I\left(\left|x_{i i}\right| \leq n^{1 / 4}\right)\right|^{2}\right) \\
\leq & \frac{16 M^{2}}{n}\left(\sum_{i \neq j}\left(1-\sigma_{i j}^{-1}\right)^{4}+\sum_{i=1}^{n}\left(1-\sigma \sigma_{i i}^{-1}\right)^{4}\right) \\
\leq & 64 M^{4} n^{-2}
\end{aligned}
$$

### 8.1.2 Proof of Theorem 8.2

By Lemma B. 18 with $D=1 / \pi$ and $\alpha=1$, we know that $L\left(F_{n}, F\right)$ and $\| F_{n}-$ $F \|$ have the same order if $F$ is the distribution function of the semicircular law. Now, applying Lemmas 8.3, 8.4, and 8.5, to prove Theorem 8.2 for the general case, it suffices to prove it for the truncated, centralized, and rescaled version. Therefore, we shall assume that the entries of the Wigner matrix are truncated at the positions given in Lemma 8.3 and then centralized and rescaled.

Define

$$
\begin{equation*}
\Delta=\left\|\mathrm{E} F_{n}-F\right\|, \tag{8.1.9}
\end{equation*}
$$

where $F_{n}$ is the ESD of $\frac{1}{\sqrt{n}} \mathbf{W}_{n}$ and $F$ is the distribution function of the semicircular law.

Recall that we found in Chapter 2 the Stieltjes transform of the semicircular law, which is given by

$$
\begin{equation*}
s(z)=-\frac{1}{2}\left(z-\sqrt{z^{2}-4}\right) . \tag{8.1.10}
\end{equation*}
$$

Here, the reader is reminded that the square root of a complex number is defined to be the one with a positive imaginary part.

Then, it is easy to verify that $s(z)\left(-\frac{1}{2}\left(z+\sqrt{z^{2}-4}\right)\right)=1$ and $|s(z)|<$ $\left|\left(-\frac{1}{2}\left(z+\sqrt{z^{2}-4}\right)\right)\right|$ since both the real and imaginary parts of $z$ and $\sqrt{z^{2}-4}$ have the same signs. Hence, for any $z \in \mathbb{C}^{+}$,

$$
\begin{equation*}
|s(z)|<1 \tag{8.1.11}
\end{equation*}
$$

Now, we begin to prove the theorem by using the inequality of Theorem B. 14 .

Let $u$ and $v>0$ be real numbers and let $z=u+i v$. Set

$$
\begin{equation*}
s_{n}(z)=\int_{-\infty}^{\infty} \frac{1}{x-z} F_{n}(x)=\frac{1}{n} \operatorname{tr}\left(\mathbf{W}_{n}-z \mathbf{I}_{n}\right)^{-1} . \tag{8.1.12}
\end{equation*}
$$

By (8.1.12) and the inverse matrix formula (see (A.1.8)),

$$
\begin{align*}
\mathrm{E} s_{n}(z) & =\frac{1}{n} \sum_{k=1}^{n} \mathrm{E} \frac{1}{\frac{1}{\sqrt{n}} x_{k k}-z-\frac{1}{n} \alpha_{k}^{\prime}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1} \alpha_{k}} \\
& =\frac{1}{n} \sum_{k=1}^{n} \mathrm{E} \frac{1}{\varepsilon_{k}-z-\mathrm{E} s_{n}(z)} \\
& =-\frac{1}{z+\mathrm{E} s_{n}(z)}+\delta, \tag{8.1.13}
\end{align*}
$$

where $\alpha_{k}^{\prime}=\left(x_{1 k}, \cdots, x_{k-1, k}, x_{k+1, k}, \cdots, x_{n k}\right), \mathbf{W}_{n}(k)$ is the matrix obtained from $\mathbf{W}_{n}$ by deleting the $k$-th row and $k$-th column,

$$
\begin{equation*}
\varepsilon_{k}=\frac{1}{\sqrt{n}} x_{k k}-\frac{1}{n} \alpha_{k}^{\prime}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1} \alpha_{k}+\mathrm{E} s_{n}(z) \tag{8.1.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta=\delta_{n}=-\frac{1}{n} \sum_{k=1}^{n} \mathrm{E} \frac{\varepsilon_{k}}{\left(z+\mathrm{E} s_{n}(z)\right)\left(z+\mathrm{E} s_{n}(z)-\varepsilon_{k}\right)} \tag{8.1.15}
\end{equation*}
$$

Solving the quadratic equation (8.1.13), we obtain

$$
\begin{equation*}
s_{(1)}(z), s_{(2)}(z)=-\frac{1}{2}\left(z-\delta \pm \sqrt{(z+\delta)^{2}-4}\right) \tag{8.1.16}
\end{equation*}
$$

As analyzed in Chapter 2, we should have

$$
\begin{equation*}
\mathrm{E} s_{n}(z)=s_{(2)}(z)=-\frac{1}{2}\left(z-\delta-\sqrt{(z+\delta)^{2}-4}\right) \tag{8.1.17}
\end{equation*}
$$

If $\Im(z+\delta)>0$, we can also write

$$
\begin{equation*}
\mathrm{E} s_{n}(z)=\delta+s(z+\delta) \tag{8.1.18}
\end{equation*}
$$

We shall show that (8.1.18) is true for all $z \in \mathbb{C}^{+}$. We shall prove this by showing that $\mathbb{D}=\mathbb{C}^{+}$, where

$$
\mathbb{D}=\left\{z \in \mathbb{C}^{+}, \Im(z+\delta(z))>0\right\}
$$

At first, we see that $\delta \rightarrow 0$ as $\Im z \rightarrow \infty$. That is, $z \in \mathbb{D}$ if $\Im(z)$ is large.
If $\mathbb{D} \neq \mathbb{C}^{+}$, then there is a point in $\mathbb{C}^{+} \mathbb{D}^{c}$, say $z_{1}$. Let $z_{0} \in \mathbb{D}$. Let $z_{2}$ be a point in the intersection of $\partial \mathbb{D}$ and the segment connecting $z_{0}$ and $z_{1}$. By the continuity of $\delta(z)$ in $z$, we have $\Im\left(z_{2}+\delta\left(z_{2}\right)\right)=0$. By (8.1.13), we obtain

$$
z_{2}+\mathrm{E} s_{n}\left(z_{2}\right)+\frac{1}{z_{2}+\mathrm{E} s_{n}\left(z_{2}\right)}=z_{2}+\delta\left(z_{2}\right)
$$

in which the right-hand side is a real number. We conclude that

$$
\left|z_{2}+\mathrm{E} s_{n}\left(z_{2}\right)\right|=1
$$

Since $z_{2} \in \partial \mathbb{D}$, there are $z_{m} \in \mathbb{D}$ such that $z_{m} \rightarrow z_{2}$. Then, by (8.1.17), we have

$$
\begin{aligned}
& z_{2}+\operatorname{E} s_{n}\left(z_{2}\right) \\
= & \lim _{m}\left(z_{m}+\operatorname{Es} s_{n}\left(z_{m}\right)\right)=\lim _{m}\left(z_{m}+\delta\left(z_{m}\right)+s\left(z_{m}+\delta\left(z_{m}\right)\right)\right. \\
= & -\lim _{m} s_{(1)}\left(z_{m}+\delta\left(z_{m}\right)\right)=-s_{(1)}\left(z_{2}+\delta\left(z_{2}\right)\right) .
\end{aligned}
$$

The two identities above imply that $\left|s_{(1)}\left(z_{2}+\delta\left(z_{2}\right)\right)\right|=1$, which implies that $z_{2}+\delta\left(z_{2}\right)= \pm 2$ and that $s_{(1)}\left(z_{2}+\delta\left(z_{2}\right)\right)= \pm 1$. Again, using the identity above, $z_{2}+\mathrm{E} s_{n}\left(z_{2}\right)= \pm 1$, a real number, which violates the assumption that $z_{2} \in \mathbb{C}^{+}$since $\Im\left(z_{2}+\mathrm{E} s_{n}\left(z_{2}\right)>0\right.$.

We shall proceed with our proofs using the following steps. Prove that $|\delta|$ is "small" both in its absolute value and in the integral of its absolute value with respect to $u$. Then, find a bound of $s_{n}(z)-s(z)$ in terms of $\delta$. First, let us begin to estimate $|\delta|$.

For brevity, define

$$
\begin{aligned}
& b_{n}=b_{n}(z)=:\left(z+\mathrm{E} s_{n}(z)\right)^{-1}=-\mathrm{E} s_{n}(z)+\delta, \\
& \beta_{k}=\beta_{k}(z)=:\left(z+\mathrm{E} s_{n}(z)-\varepsilon_{k}\right)^{-1}
\end{aligned}
$$

By (8.1.18), we have $b_{n}(z)=-s(z+\delta)$, and hence, by (8.1.11),

$$
\begin{equation*}
\left|b_{n}(z)\right|<1 \text { for all } z \in \mathbb{C}^{+} \tag{8.1.19}
\end{equation*}
$$

By (8.1.15), we have

$$
\begin{align*}
|\delta| & =\left|\frac{1}{n} \sum_{k=1}^{n} \mathrm{E}\left(\beta_{k} \varepsilon_{k}\right)\right| \\
& =\left|\frac{1}{n} \sum_{k=1}^{n}\left(b_{n}^{2} \mathrm{E} \varepsilon_{k}+b_{n}^{3} \mathrm{E} \varepsilon_{k}^{2}+b_{n}^{4} \mathrm{E} \varepsilon_{k}^{3}+b_{n}^{4} \mathrm{E} \varepsilon_{k}^{4} \beta_{k}\right)\right| \\
& \leq \frac{1}{n} \sum_{k=1}^{n}\left|\mathrm{E} \varepsilon_{k}\right|+\mathrm{E}\left|\varepsilon_{k}^{2}\right|+\mathrm{E}\left|\varepsilon_{k}^{3}\right|+v^{-1} \mathrm{E}\left|\varepsilon_{k}^{4}\right| \\
& =: J_{1}+J_{2}+J_{3}+J_{4} . \tag{8.1.20}
\end{align*}
$$

By Lemma 8.6,

$$
\begin{equation*}
J_{1} \leq \frac{1}{n v} \tag{8.1.21}
\end{equation*}
$$

Applying Lemmas 8.6 and 8.7 to be given in Subsection 8.1.3, we obtain, for all large $n$ and some constant $C$,

$$
\begin{equation*}
\left|J_{2}\right| \leq \frac{1}{n} \sum_{k=1}^{n} \mathrm{E}\left|\varepsilon_{k}\right|^{2} \leq \frac{C(v+\Delta)}{n v^{2}} \tag{8.1.22}
\end{equation*}
$$

Similar to (8.1.27), we have, for some constant $C$,

$$
\begin{aligned}
& \mathrm{E}\left|\varepsilon_{k}^{4}\right|=C\left[\mathrm{E}\left|\varepsilon_{k}-\mathrm{E} \varepsilon_{k}\right|^{4}+\left|\mathrm{E}^{4}\left(\varepsilon_{k}\right)\right|\right] \\
= & \left.\frac{C}{n^{2}} \mathrm{E}\left|x_{k k}\right|^{4}+\frac{C}{n^{4}} \mathrm{E} \right\rvert\, \alpha_{k}^{\prime}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1} \alpha_{k} \\
& \left.-\left.\operatorname{tr}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1}\right|^{4}+\frac{C}{n^{4}} \mathrm{E} \right\rvert\, \operatorname{tr}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1}
\end{aligned}
$$

$$
\begin{equation*}
-\left.\operatorname{Etr}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1}\right|^{4}+C\left|\mathrm{E}^{4}\left(\varepsilon_{k}\right)\right| \tag{8.1.23}
\end{equation*}
$$

We shall use the following estimates:
(i) $\quad n^{-2} \mathrm{E}\left|x_{k k}\right|^{4} \leq n^{-3 / 2} \sigma^{2}$ (by truncation).
(ii) $\quad n^{-4} \mathrm{E}\left|\alpha_{k}^{\prime}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1} \alpha_{k}-\operatorname{tr}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1}\right|^{4}$
$\leq C n^{-4}\left[\operatorname{E} \nu_{8} \operatorname{tr}\left(\left(\mathbf{W}_{n}(k)-u \mathbf{I}_{n-1}\right)^{2}+v^{2} \mathbf{I}_{n-1}\right)^{-2}\right.$

$$
\left.+\left(\nu_{4} \operatorname{tr}\left(\left(\mathbf{W}_{n}(k)-u \mathbf{I}_{n-1}\right)^{2}+v^{2} \mathbf{I}_{n-1}\right)^{-1}\right)^{2}\right](\text { Lemma B.26) }
$$

$$
\leq C n^{-4} \mathrm{E}\left(n^{1 / 2} v^{-3} \Im \operatorname{tr}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1}\right.
$$

$$
\left.+v^{-2} \operatorname{tr}\left(\Im \operatorname{tr}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1}\right)^{2}\right) \quad\left(\text { by } \nu_{8} \leq n^{1 / 2}\right)
$$

$$
\leq C n^{-4} \mathrm{E}\left(n^{1 / 2} v^{-3}\left[n \Im s_{n}(z)+v^{-1}\right]+v^{-2} n^{2}\left(\Im s_{n}(z)\right)^{2}+v^{-4}\right)
$$

$$
\leq C n^{-4}\left(n^{1 / 2} v^{-3}\left[n\left(\left|\mathrm{E} s_{n}(z)-s(z)\right|+|s(z)|\right)+v^{-1}\right]\right.
$$

$$
+v^{-2} n^{2}\left(\mathrm{E}\left|s_{n}(z)-\mathrm{E} s_{n}(z)\right|^{2}+\left|\mathrm{E} s_{n}(z)-s(z)\right|^{2}+|s(z)|^{2}\right)
$$

$$
\left.+v^{-4}\right)
$$

$$
\leq C n^{-1} v^{-2}\left(n^{-1 / 2}(v+\Delta)+(v+\Delta)^{2}\right) \quad(\text { by Lemma } 8.7)
$$

(iii) $\quad n^{-4} \mathrm{E}\left|\operatorname{tr}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1}-\operatorname{Etr}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1}\right|^{4}$

$$
\begin{aligned}
& \leq C n^{-4}\left[n^{4} \mathrm{E}\left|s_{n}(z)-\mathrm{E} s_{n}(z)\right|^{4}+v^{-4}\right] \\
& \leq C n^{-1} v^{-2}\left[n^{-1 / 2}(v+\Delta)+(v+\Delta)^{2}+n^{-2}\right](\text { Lemma 8.7 })
\end{aligned}
$$

Substituting these into (8.1.23), we obtain

$$
\mathrm{E}\left|\varepsilon_{k}^{4}\right| \leq C\left(n^{-3 / 2}+n^{-1} v^{-2}(v+\Delta)^{2}\right)
$$

which implies that

$$
\begin{equation*}
\left|J_{4}\right| \leq C v^{-1}\left(n^{-3 / 2}+n^{-1} v^{-2}(v+\Delta)^{2}\right) \tag{8.1.24}
\end{equation*}
$$

By the elementary inequality $|a|^{3} \leq \frac{1}{2}\left(|a|^{2}+|a|^{4}\right)$, we notice that

$$
\mathrm{E}\left|\varepsilon_{k}\right|^{3} \leq \frac{1}{2}\left(\mathrm{E}\left|\varepsilon_{k}\right|^{2}+\mathrm{E}\left|\varepsilon_{k}\right|^{4}\right)
$$

$$
\begin{aligned}
\left|J_{3}\right| & \leq \frac{1}{n} \sum_{k=1}^{n}\left(\mathrm{E}\left|\varepsilon_{k}\right|^{2}+\mathrm{E}\left|\varepsilon_{k}\right|^{4}\right) \\
& \leq C(v+\Delta) n^{-1} v^{-2}
\end{aligned}
$$

Therefore, we obtain

$$
\begin{equation*}
|\delta| \leq C_{0}\left(\frac{1}{n v}+\frac{v+\Delta}{n v^{2}}+\frac{n^{-1 / 2}(v+\Delta)+(v+\Delta)^{2}}{n v^{3}}\right) . \tag{8.1.25}
\end{equation*}
$$

By Lemma 8.8, if $|\delta|<v$, then $\Delta<C_{1} v$. Choose $M>C_{0}\left(2+C_{1}\right)^{2}$ and consider the set

$$
\mathcal{E}_{v}=\left\{v \in\left[\sqrt{M / n}, \frac{1}{3}\right],|\delta|<v\right\} .
$$

First, choose $v_{0}=\left(9 C_{0} / n\right)^{1 / 3}$ (which is less than $\frac{1}{3}$ for all large $n$ ). Since $\Delta \leq 1$, we have

$$
|\delta| \leq C_{0}\left(\frac{1}{n v^{3}}+\frac{2}{n v^{3}}+\frac{6}{n v^{3}}\right)<v_{0} .
$$

Thus, $v_{0} \in \mathcal{E}_{v}$. Now, let $v_{1}=\inf \mathcal{E}_{v}$. We show that $v_{1}=\sqrt{M / n}$.
If that is not the case, assume that $n v_{1}^{2}>M+\omega_{0}$. Choose $\omega_{1}=$ $\min \left\{\omega_{0} /\left(4 \sqrt{n} v_{1}\right), \omega_{0} /\left(24 C_{0} C_{1}\right)\right\}$ and define $v_{2}=v_{1}-\omega_{1} / \sqrt{n}$. Then, by Lemma 8.8,

$$
\Delta<C_{1}\left(v_{2}+\frac{2 \omega_{1}}{\sqrt{n}}\right)
$$

Consequently, letting $z=u+i v_{2}$, we then have

$$
\begin{aligned}
|\delta| \leq & C_{0}\left(\frac{1}{n v_{2}}+\frac{2\left(v_{2}+C_{1}\left(v_{2}+2 \omega_{1} / \sqrt{n}\right)\right)}{n v_{2}^{2}}\right. \\
& \left.+\frac{\left(v_{2}+C_{1}\left(v_{2}+2 \omega_{1} / \sqrt{n}\right)\right)^{2}}{n v_{2}^{3}}\right) \\
\leq & C_{0}\left(\frac{\left(2+C_{1}\right)^{2}+12 C_{1} \omega_{1}}{n v_{2}}\right) \\
\leq & \frac{M+\omega_{0} / 2}{n v_{2}} \leq \frac{n v_{1}^{2}-\omega_{0} / 2}{n v_{2}^{2}} v_{2}<v_{2} .
\end{aligned}
$$

This shows that $v_{2} \in \mathcal{E}_{v}$, which contradicts the definition of $v_{1}$.
Finally, applying Lemma 8.8, Theorem 8.2 is proved.

### 8.1.3 Some Lemmas on Preliminary Calculation

Lemma 8.6. Under the conditions of Theorem 8.2, we have
(i) $\left|\mathrm{E} \varepsilon_{k}\right| \leq 1 / n v$,
(ii) $\mathrm{E}\left|\varepsilon_{k}\right|^{2} \leq C n^{-1} \mathrm{E}\left|s_{n}(z)-\mathrm{E} s_{n}(z)\right|^{2}+C(v+\Delta) n^{-1} v^{-2}$.

Proof. Recalling the definition of $\varepsilon_{k}$ in (8.1.14) and applying (A.1.12), we obtain

$$
\begin{align*}
\left|\mathrm{E} \varepsilon_{k}\right| & =\frac{1}{n}\left|\mathrm{E}\left[\operatorname{tr}\left(\mathbf{W}_{n}-z \mathbf{I}_{n}\right)^{-1}-\operatorname{tr}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1}\right]\right| \\
& \leq \frac{1}{n v} \tag{8.1.26}
\end{align*}
$$

Next, we estimate $\mathrm{E}\left|\varepsilon_{k}^{2}\right|$. Recalling definition (8.1.14), we have

$$
\begin{align*}
& \mathrm{E}\left|\varepsilon_{k}^{2}\right|=\mathrm{E}\left|\varepsilon_{k}-\mathrm{E} \varepsilon_{k}\right|^{2}+\left|\mathrm{E}^{2}\left(\varepsilon_{k}\right)\right| \\
= & \left.\frac{1}{n} \mathrm{E}\left|x_{k k}\right|^{2}+\frac{1}{n^{2}} \mathrm{E} \right\rvert\, \alpha_{k}^{\prime}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1} \alpha_{k} \\
& \left.-\left.\operatorname{tr}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1}\right|^{2}+\frac{1}{n^{2}} \mathrm{E} \right\rvert\, \operatorname{tr}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1} \\
& -\left.\operatorname{Etr}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1}\right|^{2}+\left|\mathrm{E}^{2}\left(\varepsilon_{k}\right)\right| . \tag{8.1.27}
\end{align*}
$$

Then, by Lemma B.26, we have

$$
\begin{align*}
& \frac{1}{n^{2}} \mathrm{E}\left|\alpha_{k}^{\prime}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1} \alpha_{k}-\operatorname{tr}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1}\right|^{2} \\
\leq & \frac{C}{n^{2}} \operatorname{Etr}\left(\left(\mathbf{W}_{n}(k)-u \mathbf{I}_{n-1}\right)^{2}+v^{2} \mathbf{I}_{n-1}\right)^{-1} \\
= & \frac{C}{n^{2} v} \Im\left(\operatorname{Etr}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1}\right) \\
\leq & \frac{C}{n^{2} v}\left|\operatorname{Etr}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1}-\operatorname{tr}\left(\mathbf{W}_{n}-z \mathbf{I}_{n}\right)^{-1}\right| \\
& +\frac{C}{n v}\left[\left|\mathrm{E} s_{n}(z)-s(z)\right|+|s(z)|\right] \\
\leq & \frac{C(v+\Delta)}{n v^{2}} . \tag{8.1.28}
\end{align*}
$$

Here the estimate of the first term follows from (A.1.12) and that of the second term follows from Lemma B. 22 .

Again, by (A.1.12), we have

$$
\begin{align*}
& \frac{1}{n^{2}} \mathrm{E}\left|\operatorname{tr}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1}-\operatorname{Etr}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1}\right|^{2} \\
\leq & \frac{2}{n^{2}} \mathrm{E}\left|\operatorname{tr}\left(\mathbf{W}_{n}-z \mathbf{I}_{n}\right)^{-1}-\operatorname{Etr}\left(\mathbf{W}_{n}-z \mathbf{I}_{n}\right)^{-1}\right|^{2}+\frac{8}{n^{2} v^{2}} \\
= & \frac{2}{n}\left|s_{n}(z)-\mathrm{E} s_{n}(z)\right|^{2}+\frac{8}{n^{2} v^{2}} . \tag{8.1.29}
\end{align*}
$$

Finally, by (8.1.26)-(8.1.29), the second conclusion of the lemma follows.
Lemma 8.7. Assume that $v>n^{-1 / 2}$. Under the conditions of Theorem 8.2, for all $\ell \geq 1$,

$$
\mathrm{E}\left|s_{n}(z)-\mathrm{E} s_{n}(z)\right|^{2 \ell} \leq C n^{-2 \ell} v^{-4 \ell}(\Delta+v)^{\ell} .
$$

Proof. Let

$$
\begin{aligned}
\gamma_{k} & =\mathrm{E}_{k-1} \operatorname{tr}\left(\mathbf{W}_{n}-z \mathbf{I}_{n}\right)^{-1}-\mathrm{E}_{k} \operatorname{tr}\left(\mathbf{W}_{n}-z \mathbf{I}_{n}\right)^{-1} \\
& =\mathrm{E}_{k-1} \sigma_{k}-\mathrm{E}_{k} \sigma_{k},
\end{aligned}
$$

where $\mathrm{E}_{k}$ denotes the conditional expectation given $\left\{x_{i j}, k+1 \leq i<j \leq n\right\}$ and

$$
\begin{align*}
\sigma_{k} & =\left[\operatorname{tr}\left(\mathbf{W}_{n}-z \mathbf{I}_{n}\right)^{-1}-\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1}\right] \\
& =\beta_{k}\left(1+\frac{1}{n} \boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-2} \boldsymbol{\alpha}_{k}\right) . \tag{8.1.30}
\end{align*}
$$

Note that $\left\{\gamma_{k}\right\}$ forms a martingale difference sequence and

$$
s_{n}(z)-\mathrm{E} s_{n}(z)=\frac{1}{n} \sum_{k=1}^{n} \gamma_{k} .
$$

Since $2 \ell>1$, by Lemma 2.13, we have

$$
\begin{align*}
& \mathrm{E}\left|s_{n}(z)-\mathrm{E} s_{n}(z)\right|^{2 \ell} \\
\leq & \frac{C}{n^{2 \ell}}\left[\mathrm{E}\left(\sum_{k=1}^{n} \mathrm{E}_{k}\left|\gamma_{k}\right|^{2}\right)^{\ell}+\sum_{k=1}^{n} \mathrm{E}\left|\gamma_{k}\right|^{2 \ell}\right] . \tag{8.1.31}
\end{align*}
$$

By (A.1.12), we have

$$
\begin{equation*}
\left|\sigma_{k}\right| \leq v^{-1} \tag{8.1.32}
\end{equation*}
$$

Write

$$
\begin{aligned}
\mathbf{A}_{k} & =\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-2} \\
\tilde{\varepsilon}_{k} & =n^{-1 / 2} x_{k k}-n^{-1} \alpha_{k}^{*}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1} \alpha_{k}+s_{n}(z), \\
\tilde{b}_{n} & =\frac{1}{z+s_{n}(z)}
\end{aligned}
$$

Recall that $\beta_{k}=-\tilde{b}_{n}-\tilde{b}_{n} \beta_{k} \tilde{\varepsilon}_{k}$. Similar to (8.1.19), one may prove that

$$
\left|\tilde{b}_{n}\right|<1
$$

Substituting these into (8.1.30) and noting that

$$
\begin{aligned}
& \mathrm{E}_{k-1}\left[1+\frac{1}{n} \boldsymbol{\alpha}_{k}^{*} \mathbf{A}_{k} \boldsymbol{\alpha}_{k}\right]-\mathrm{E}_{k}\left[1+\frac{1}{n} \boldsymbol{\alpha}_{k}^{*} \mathbf{A}_{k} \boldsymbol{\alpha}_{k}\right] \\
= & \frac{1}{n} \mathrm{E}_{k-1}\left[\boldsymbol{\alpha}_{k}^{*} \mathbf{A}_{k} \boldsymbol{\alpha}_{k}-\operatorname{tr}\left(\mathbf{A}_{k}\right)\right],
\end{aligned}
$$

we may rewrite

$$
\begin{equation*}
\gamma_{k}=-\frac{1}{n} \mathrm{E}_{k-1} \tilde{b}_{n}\left(\boldsymbol{\alpha}_{k}^{*} \mathbf{A}_{k} \boldsymbol{\alpha}_{k}-\operatorname{tr}\left(\mathbf{A}_{k}\right)\right)+\left[\mathrm{E}_{k-1} \tilde{b}_{n}\left(\sigma_{k} \tilde{\varepsilon}_{k}\right)-\mathrm{E}_{k} \tilde{b}_{n}\left(\sigma_{k} \tilde{\varepsilon}_{k}\right)\right] \tag{8.1.33}
\end{equation*}
$$

Employing Lemma B.26, we have

$$
\begin{align*}
\mathrm{E}_{k}\left|\gamma_{k}\right|^{2} \leq & \frac{2}{n^{2}} \mathrm{E}_{k}\left|\tilde{b}_{n}\left(\boldsymbol{\alpha}_{k}^{*} \mathbf{A}_{k} \boldsymbol{\alpha}_{k}-\operatorname{tr}\left(\mathbf{A}_{k}\right)\right)\right|^{2}+\frac{2}{v^{2}} \mathrm{E}_{k}\left|\tilde{b}_{n} \tilde{\varepsilon}_{k}\right|^{2} \\
\leq & \frac{2}{n^{2}} \mathrm{E}_{k}\left|\boldsymbol{\alpha}_{k}^{*} \mathbf{A}_{k} \boldsymbol{\alpha}_{k}-\operatorname{tr}\left(\mathbf{A}_{k}\right)\right|^{2}+\frac{2}{v^{2}} \mathrm{E}_{k}\left|\tilde{\varepsilon}_{k}\right|^{2} \\
\leq & \frac{C}{n^{2}} \mathrm{E}_{k}\left(\operatorname{tr}\left(\mathbf{A}_{k} \mathbf{A}_{k}^{*}\right)\right)+v^{-2}\left[n^{-1} \mathrm{E}\left|x_{k k}\right|^{2}\right. \\
& +\mathrm{E}_{k} \mid \boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k} \\
& -\left.\frac{1}{n} \operatorname{tr}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1}\right|^{2} \\
& \left.+\mathrm{E}_{k}\left|\frac{1}{n} \operatorname{tr}\left(\mathbf{W}_{n}-z \mathbf{I}_{n-1}\right)^{-1}-s_{n}(z)\right|^{2}\right] \\
\leq & \frac{C}{n v^{3}}\left[\mathrm{E}_{k}\left(\Im s_{n}(z)\right)+v+n^{-1} v^{-1}\right] . \tag{8.1.34}
\end{align*}
$$

Thus, we have, by noting $v^{2}>n^{-1}$,
The first term on the right-hand side of (8.1.31)

$$
\begin{equation*}
\leq \frac{C}{n^{2 \ell} v^{4 \ell}}\left[v^{\ell} \mathrm{E}\left(\Im s_{n}(z)\right)^{\ell}+v^{\ell}\right] \tag{8.1.35}
\end{equation*}
$$

Furthermore, by Lemma B. 26 and the fact that $\nu_{4 \ell} \leq C n^{\ell-1}$,

$$
\begin{align*}
& \mathrm{E} \left\lvert\, \frac{1}{n}\left[\left.\left(\boldsymbol{\alpha}_{k}^{*} \mathbf{A}_{k} \boldsymbol{\alpha}_{k}-\operatorname{tr}\left(\mathbf{A}_{k}\right)\right]\right|^{2 \ell}\right.\right. \\
\leq & C_{\ell} n^{-2 \ell}\left[\nu_{4 \ell} \operatorname{Etr}\left[\left(\mathbf{A}_{k} \mathbf{A}_{k}^{*}\right)^{\ell}\right]+\nu_{4}^{\ell} \mathrm{E}\left[\operatorname{tr}\left(\mathbf{A}_{k} \mathbf{A}_{k}^{*}\right)\right]^{\ell}\right] \\
\leq & C_{\ell}\left[v^{-4 \ell+1} n^{-\ell} \mathrm{E}\left(\Im s_{n}(z)\right)+n^{-\ell} v^{-3 \ell} \mathrm{E}\left(\Im s_{n}(z)\right)^{\ell}\right] . \tag{8.1.36}
\end{align*}
$$

Similarly, by noting $\mathrm{E}\left|x_{k k}\right|^{2 \ell} \leq \sigma^{2} n^{(\ell-1) / 2}$, we have

$$
\begin{aligned}
& \mathrm{E}\left|\tilde{\varepsilon}_{k}\right|^{2 \ell} \leq C\left[\mathrm{E}\left|n^{-1 / 2} x_{k k}\right|^{2 \ell}\right. \\
& +\mathrm{E}\left|n^{-1}\left[\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k}-\operatorname{tr}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1}\right]\right|^{2 \ell}
\end{aligned}
$$

$$
\begin{align*}
& \left.+n^{-2 \ell} \mathrm{E}\left|\operatorname{tr}\left(\mathbf{W}_{n}(k)-z \mathbf{I}_{n-1}\right)^{-1}-\operatorname{tr}\left(\mathbf{W}_{n}-z \mathbf{I}_{n}\right)^{-1}\right|^{2 \ell}\right] \\
\leq & C\left[n^{-(\ell+1) / 2}+n^{-\ell} v^{-2 \ell+1} \mathrm{E}\left(\Im s_{n}(z)\right)\right. \\
& \left.+n^{-\ell} v^{-\ell} \mathrm{E}\left[\Im\left(s_{n}(z)\right)\right]^{\ell}+n^{-2 \ell} v^{-2 \ell}\right] . \tag{8.1.37}
\end{align*}
$$

Thus, by the two estimates above and recalling (8.1.33), we have
The second term on the right-hand side of (8.1.31)

$$
\begin{align*}
\leq & \frac{C}{n^{2 \ell} v^{4 \ell}}\left[n^{-\ell+1} v \mathrm{E}\left(\Im s_{n}(z)\right)+v^{\ell} n^{-\ell+1} \mathrm{E}\left(\Im s_{n}(z)\right)^{\ell}\right. \\
& \left.+v^{2 \ell} n^{-(\ell-1) / 2}\right] . \tag{8.1.38}
\end{align*}
$$

Substituting (8.1.35) and (8.1.38) into (8.1.31), we obtain

$$
\begin{align*}
& \mathrm{E}\left|s_{n}(z)-\mathrm{E} s_{n}(z)\right|^{2 \ell} \\
\leq & \frac{C}{n^{2 \ell} v^{4 \ell}}\left[n^{-\ell+1} v \mathrm{E}\left(\Im s_{n}(z)\right)+v^{\ell} \mathrm{E}\left(\Im s_{n}(z)\right)^{\ell}+v^{\ell}\right] . \tag{8.1.39}
\end{align*}
$$

First, we note that

$$
0<\mathrm{E} \Im s_{n}(z) \leq\left|\mathrm{E} s_{n}(z)-s(z)\right|+|s(z)| \leq \Delta / v+1
$$

The lemma then follows if $\ell=1$.
To treat the term $\mathrm{E}\left(\Im s_{n}(z)\right)^{\ell}$ when $\ell>1$, we need to employ induction.
Now, we extend the conclusion to the case where $\frac{1}{2}<\ell<1$. Applying Lemma 2.12, we obtain

$$
\begin{aligned}
\mathrm{E}\left|s_{n}(z)-\mathrm{E} s_{n}(z)\right|^{2 \ell} & \leq C n^{-2 \ell} \mathrm{E}\left(\sum_{k=1}^{n}\left|\gamma_{k}\right|^{2}\right)^{\ell} \\
& \leq C n^{-2 \ell}\left(\sum_{k=1}^{n} \mathrm{E}\left|\gamma_{k}\right|^{2}\right)^{\ell} \\
& \leq C n^{-2 \ell}\left(\sum_{k=1}^{n} n^{-1} v^{-3} \mathrm{E} \Im s_{n}(z)+v\right)^{\ell} \\
& \leq C n^{-2 \ell}\left(v^{-4 \ell}(v+\Delta)+n^{\ell} v^{\ell}\right)<C
\end{aligned}
$$

This shows that when $1<\ell<2$,

$$
\begin{aligned}
\mathrm{E}\left(\Im s_{n}(z)\right)^{\ell} & \leq 2 \mathrm{E}\left|s_{n}(z)-\mathrm{E} s_{n}(z)\right|^{\ell}+2\left(\mathrm{E} \Im s_{n}(z)\right)^{\ell} \\
& \leq C\left(1+(1+\Delta / v)^{\ell}\right)
\end{aligned}
$$

This, together with (8.1.39), implies that the lemma holds for $1 \leq \ell<2$.

Then, the lemma follows by induction and (8.1.39). The proof of the lemma is complete.

Lemma 8.8. If $|\delta|<v<\frac{1}{3}$ for all $z=u+i v$, then $\Delta \leq C v$.
Proof. From (8.1.10) and (8.1.17), we have

$$
\mathrm{E} s_{n}(z)-s(z)=\frac{1}{2} \delta\left[1+\frac{2 z+\delta}{\sqrt{z^{2}-4}+\sqrt{(z+\delta)^{2}-4}}\right]
$$

By the convention for the square root of complex numbers, we know that the real parts of $\sqrt{z^{2}-4}$ and $\sqrt{(z+\delta)^{2}-4}$ are $\operatorname{sgn}(u v)=\operatorname{sgn}(u)$ and $\operatorname{sgn}(u+$ $\Re \delta)(v+\Im \delta)=\operatorname{sgn}(u+\Re \delta)$. Therefore, if $|u|>v>|\delta|$, then both the real and imaginary parts of $\sqrt{z^{2}-4}$ and $\sqrt{(z+\delta)^{2}-4}$ have the same signs. Therefore, for $v<|u|<16$, we have

$$
\left|E s_{n}(z)-s(z)\right| \leq \frac{1}{2}|\delta|\left[1+\frac{32}{\sqrt{\left|u^{2}-4\right|}}\right]
$$

When $|u|<v<\frac{1}{3}$, then

$$
\left|\mathrm{E} s_{n}(z)-s(z)\right| \leq \frac{1}{2}|\delta|\left[1+\frac{32}{\Im\left(\sqrt{z^{2}-4}\right)}\right] \leq \frac{1}{2}|\delta|\left[1+\frac{32}{2-2 v}\right]
$$

This simply implies that

$$
\int_{16}^{-16}\left|\mathrm{E} s_{n}(z)-s(z)\right| d u \leq \eta v
$$

where $\eta=\frac{1}{2} \int_{-16}^{16}\left[1+\frac{32}{\sqrt{\left|u^{2}-4\right|}}\right] d u+1$. Then, the lemma follows from Corollary B.15.

### 8.2 Further Extensions

In this section, we shall consider the convergence rate in probability and almost surely.
Theorem 8.9. Under conditions (i)-(iii) in (8.1.1), we have

$$
\begin{align*}
& \left\|F^{(1 / \sqrt{n} \mathbf{W})}-F\right\|=O_{p}\left(n^{-2 / 5}\right)  \tag{8.2.1}\\
& \left\|F^{(1 / \sqrt{n} \mathbf{W})}-F\right\|=O_{\text {a.s. }}\left(n^{-2 / 5+\eta}\right), \quad \text { for any } \eta>0 . \tag{8.2.2}
\end{align*}
$$

In the proof of Theorem 8.2, we have already proved that we may assume that the elements of the matrix $\mathbf{W}$ are truncated at $n^{1 / 4}$ and then recentral-
ized and rescaled. Then, by Corollary A.41, to prove (8.2.1), we only need to show that, for $z=u+i v, v=n^{-2 / 5}$,

$$
\mathrm{E} \int_{-16}^{16}\left|s_{n}(z)-s(z)\right| d u=O(v)
$$

In the proof of Theorem 8.2, we have proved that

$$
\int_{-16}^{16}\left|\mathrm{E} s_{n}(z)-s(z)\right| d u=O(v)
$$

Thus, to prove Theorem 8.9, one only needs to show that

$$
\int_{-16}^{16}\left|s_{n}(z)-\operatorname{Es} s_{n}(z)\right| d u=O(v)
$$

This follows from Lemma 8.7 and the following argument: for $v=n^{-2 / 5}$,

$$
\int_{-16}^{16}\left|s_{n}(z)-\mathrm{E} s_{n}(z)\right|^{2} d u \leq C n^{-2} v^{-3}=O\left(v^{2}\right)
$$

Conclusion (8.2.2) follows from the argument that, for $v=n^{-2 / 5+\eta}$,

$$
\int_{-16}^{16}\left|s_{n}(z)-\mathrm{E} s_{n}(z)\right|^{2 \ell} d u \leq C n^{-2 \ell} v^{-3 \ell}=O\left(v^{2 \ell} n^{-5 \ell \eta}\right)
$$

Here, we choose $\ell$ such that $5 \ell \eta>1$. Thus, Theorem 8.9 is proved.

### 8.3 Convergence Rates of the Expected ESD of Sample Covariance Matrices

In this section, we shall establish some convergence rates for the expected ESD of the sample covariance matrices.

### 8.3.1 Assumptions and Results

Let $\mathbf{S}_{n}=n^{-1} \mathbf{X}_{n} \mathbf{X}_{n}^{*}: p \times p$, where $\mathbf{X}_{n}=\left(x_{i j}(n), i=1, \cdots, p, j=1, \cdots, n\right)$. Assume that the following conditions hold:
(i) For each $n, x_{i j}(n)$ are independent.
(ii) $\mathrm{E} x_{i j}(n)=0$ and $\mathrm{E}\left|x_{i j}^{2}(n)\right|=1$ for all $i, j$.
(iii) $\sup _{n} \sup _{i, j} \mathrm{E}\left|x_{i j}^{6}(n)\right|<\infty$.

Throughout this section, for brevity, we shall drop the index $n$ from the entries of $\mathbf{X}_{n}$ and $\mathbf{S}_{n}$.

Denote by $F_{p}$ the ESD of the matrix $\mathbf{S}_{n}$. Under the conditions in (8.3.1), it is well known (see Theorem 3.10) that $F_{p} \xrightarrow{w} F_{y}$ a.s., where $y=\lim _{n \rightarrow \infty}(p / n) \in(0, \infty)$ and $F_{y}$ is the limiting spectral distribution of $F_{p}$, known as the Marčenko-Pastur [201] distribution, which has a mass of $1-y^{-1}$ at the origin when $y>1$ and has density

$$
\begin{equation*}
F_{y}^{\prime}(x)=\frac{1}{2 x y \pi} \sqrt{4 y-(x-y-1)^{2}} I_{[a, b]}(x) \tag{8.3.2}
\end{equation*}
$$

with $a=a(y)=(1-\sqrt{y})^{2}$ and $b=b(y)=(1+\sqrt{y})^{2}$. In this section, we shall establish the following theorem.

Theorem 8.10. Under the assumptions in (8.3.1), we have

$$
\left\|\mathrm{E} F_{p}-F_{y_{p}}\right\|= \begin{cases}O\left(n^{-1 / 2} a^{-1}\right), & \text { if } a>n^{-1 / 3}  \tag{8.3.3}\\ O\left(n^{-1 / 6}\right), & \text { otherwise }\end{cases}
$$

where $y_{p}=p / n \leq 1$.
Remark 8.11. Because the convergence rate of $\left|y_{p}-y\right|$ may be arbitrarily slow, it is impossible to establish any rate for the convergence of $\left\|\mathrm{E} F_{p}-F_{y}\right\|$ if we know nothing about the convergence rate of $\left|y_{p}-y\right|$. Conversely, if we know the convergence rate of $\left|y_{p}-y\right|$, then from (8.3.3) we can easily derive a convergence rate for $\left\|\mathrm{E} F_{p}-F_{y}\right\|$. This is the reason why $F_{y_{p}}$, instead of the limit distribution $F_{y}$, is used in Theorem 8.10.

Remark 8.12. If $y_{p}>1$, consider the sample covariance matrix $\frac{1}{p} \mathbf{X}^{*} \mathbf{X}$ whose ESD is denoted by $G_{n}(x)$. Noting that the matrices $\mathbf{X X} \mathbf{X}^{*}$ and $\mathbf{X}^{*} \mathbf{X}$ have the same set of nonzero eigenvalues, we have the relation

$$
F_{p}(x)=y_{p}^{-1} G_{n}\left(y_{p}^{-1} x\right)+\left(1-y_{p}^{-1}\right) \delta(x) .
$$

Therefore, we have

$$
\left\|F_{p}-F_{y_{p}}\right\|=y_{p}^{-1}\left\|G_{n}-F_{1 / y_{p}}\right\| .
$$

Therefore, the convergence rate for the case $y_{p}>1$ can be derived from Theorem 8.10 with $y_{p}<1$. This is the reason we only consider the case where $y_{p} \leq 1$ in Theorem 8.10.

To better understand the notation of the convergence rates, let us see the following special cases.
Corollary 8.13. Assume the conditions of Theorem 8.10 hold.
If $y_{p}=(1-\delta)^{2}$ for some constant $\delta>0$, then $\left\|\mathrm{E} F_{p}-F_{y_{p}}\right\|=O\left(n^{-1 / 2}\right)$.
If $y_{p} \geq\left(1-n^{-1 / 6}\right)^{2}$, then $\left\|\mathrm{E} F_{p}-F_{y_{p}}\right\|=O\left(n^{-1 / 6}\right)$.
If $y_{p}=\left(1-n^{-\eta}\right)^{2}$ for some $0<\eta<\frac{1}{6}$, then $\left\|\mathrm{E} F_{p}-F_{y_{p}}\right\|=O\left(n^{-(1-4 \eta) / 2}\right)$.

For brevity of notation, we shall drop the index $p$ from $y_{p}$ in the remainder of this section.

The steps in the proof follow along the same lines as in Theorem 8.2.

### 8.3.2 Truncation and Centralization

We first truncate the variables $x_{i j}$ at $n^{1 / 4}$ and then centralize and rescale the variables. Let $\widetilde{\mathbf{X}}_{n}$ and $\mathbf{D}_{n}$ denote the $p \times n$ matrix of the truncated variables $\tilde{x}_{i j}=x_{i j} I\left(\left|x_{i j}\right|<n^{1 / 4}\right)$ and that of the rescalers, i.e., $\mathbf{D}_{n}=\left(\sigma_{j k}^{-1}\right)_{p \times n}$ with $\sigma_{j k}^{2}=\operatorname{var}\left(\tilde{x}_{i j}\right)$. Write $\widehat{\mathbf{X}}_{n}=\widetilde{\mathbf{X}}_{n}-\mathbf{E} \widetilde{\mathbf{X}}_{n}$ and $\mathbf{Y}_{n}=\widehat{\mathbf{X}}_{n} \circ \mathbf{D}_{n}$, where $\circ$ denotes the Hadamard product of matrices. Further, denote by $F_{p}^{(t)}, F_{p}^{(t c)}$, and $F_{p}^{(s)}$ the ESDs of the sample covariance matrices $\frac{1}{n} \widetilde{\mathbf{X}}_{n} \widetilde{\mathbf{X}}_{n}^{*}, \frac{1}{n} \widehat{\mathbf{X}}_{n} \widehat{\mathbf{X}}_{n}^{*}$, and $\frac{1}{n} \mathbf{Y}_{n} \mathbf{Y}_{n}^{*}$, respectively. Then, by the rank inequality (see Theorem A.44) and the norm inequality (see Theorem A.47), we have

$$
\begin{gathered}
\left\|F_{p}-F_{p}^{(t)}\right\| \leq \frac{1}{p} \sum_{j k} I_{\left\{\left|x_{j k}\right| \geq n^{1 / 4}\right\}}, \\
L\left(F_{p}^{(t)}, F_{p}^{(t c)}\right) \leq 2\left\|\frac{1}{\sqrt{n}} \widetilde{\mathbf{X}}_{n}\right\|\left\|\frac{1}{\sqrt{n}} \mathrm{E}\left(\widetilde{\mathbf{X}}_{n}\right)\right\|+\left\|\frac{1}{\sqrt{n}} \mathrm{E}\left(\widetilde{\mathbf{X}}_{n}\right)\right\|^{2},
\end{gathered}
$$

and

$$
\begin{aligned}
& L\left(F_{p}^{(t c)}, F_{p}^{(s)}\right) \\
\leq & 2\left\|\frac{1}{\sqrt{n}} \widetilde{\mathbf{X}}_{n}\right\|^{2}\left[\left\|\frac{1}{\sqrt{n}} \widetilde{\mathbf{X}}_{n} \circ\left(\mathbf{D}_{n}-\mathbf{J}\right)\right\|+\left\|\frac{1}{\sqrt{n}} \widetilde{\mathbf{X}}_{n} \circ\left(\mathbf{D}_{n}-\mathbf{J}\right)\right\|^{2}\right]
\end{aligned}
$$

where $\mathbf{J}$ is the $p \times n$ matrix of all entries 1 .
Similar to the proof of Lemma 8.3, under condition (8.3.1), applying Bernstein's inequality, one can show that, for any $\eta>0$,

$$
\begin{aligned}
\mathrm{E}\left\|F_{p}-F_{p}^{(t)}\right\| & \leq p^{-1} \sum_{i j} P\left(\left|x_{i j}\right|>n^{1 / 4}\right)=O\left(n^{-1 / 2}\right), \\
\left\|F_{p}-F_{p}^{(t)}\right\| & \leq \frac{1}{p} \sum_{j k} I_{\left\{\left|x_{j k}\right| \geq n^{1 / 4}\right\}}=o_{\text {a.s. }}\left(n^{-1 / 2+\eta}\right), \text { a.s. }
\end{aligned}
$$

By Theorem 5.9,

$$
\lim \sup \left\|\frac{1}{\sqrt{n}} \widetilde{\mathbf{X}}_{n}\right\| \leq(1+\sqrt{y}), \text { a.s. }
$$

and by elementary calculus, one gets

$$
\left\|\frac{1}{\sqrt{n}} \mathrm{E}\left(\widetilde{\mathbf{X}}_{n}\right)\right\| \leq \sqrt{n} \max _{j k} \mathrm{E}\left|x_{j k}\right| I_{\left\{\left|x_{j k}\right| \geq n^{1 / 4}\right\}}=O\left(n^{-3 / 4}\right)
$$

and, by the fact that $\max \left|1-\sigma_{j k}\right|=O\left(n^{-1}\right)$,

$$
\begin{aligned}
& \left\|\frac{1}{\sqrt{n}} \widehat{\mathbf{X}}_{n} \circ\left(\mathbf{D}_{n}-\mathbf{J}\right)\right\|^{2} \\
\leq & \frac{1}{n} \sum_{j k}\left|\widehat{x}_{j k}\right|^{2}\left(\sigma_{j k}^{-1}-1\right)^{2} \\
\leq & \frac{1}{n} \sum_{j k}\left|\widehat{x}_{j k}\right|^{2} \max _{j k}\left|\sigma_{j k}^{-1}-1\right|^{2} \\
= & O_{\text {a.s. }}\left(n^{-1}\right) .
\end{aligned}
$$

These show that

$$
\begin{aligned}
& L\left(F_{p}^{(t)}, F_{p}^{(t c)}\right)=O_{\text {a.s. }}\left(n^{-3 / 4}\right), \\
& L\left(F_{p}^{(t c)}, F_{p}^{(s)}\right)=O_{\text {a.s. }}\left(n^{-1 / 2}\right)
\end{aligned}
$$

Applying Lemmas B. 19 and 8.14, given in Section 8.4, we have

$$
\left\|F_{p}-F_{y}\right\| \leq C \max \left\{\left\|F^{(s)}-F_{y}\right\|, \frac{1}{\sqrt{n a}+\sqrt[4]{n}}\right\}
$$

Thus, to prove Theorem 8.10 and Corollary 8.13, one can assume that the entries of $\mathbf{X}_{n}$ are truncated at $n^{-1 / 4}$, recentralized, and then rescaled.

### 8.3.3 Proof of Theorem 8.10

In Chapter 3, we derived that the Stieltjes transform of the M-P law with index $y$ is given by

$$
\begin{equation*}
s_{y}(z)=-\frac{y+z-1-\sqrt{(1+y-z)^{2}-4 y}}{2 y z} . \tag{8.3.4}
\end{equation*}
$$

Because M-P distributions are weakly continuous in $y$, letting $y \uparrow 1$, we obtain

$$
\begin{equation*}
s_{1}(z)=-\frac{z-\sqrt{z^{2}-4 z}}{2 z} \tag{8.3.5}
\end{equation*}
$$

We point out that (8.3.4) is still true when $y>1$, which can be easily derived through the dual case where $y<1$.

Set

$$
\begin{equation*}
s_{p}(z)=\frac{1}{p} \operatorname{tr}\left(\mathbf{S}_{n}-z \mathbf{I}_{p}\right)^{-1} \tag{8.3.6}
\end{equation*}
$$

where $z=u+i v$ with $v>1 / \sqrt{n}$. Similar to the proof of (3.3.2) in Chapter 3 , one may show that

$$
\begin{align*}
\mathrm{E} s_{p}(z) & =\frac{1}{p} \sum_{k=1}^{p} \mathrm{E} \frac{1}{s_{k k}-z-n^{-2} \boldsymbol{\alpha}_{k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k}} \\
& =\frac{1}{p} \sum_{k=1}^{p} \mathrm{E} \frac{1}{\varepsilon_{k}+1-y-z-y z \mathrm{E} s_{p}(z)} \\
& =-\frac{1}{z+y-1+y z \mathrm{E} s_{p}(z)}+\delta, \tag{8.3.7}
\end{align*}
$$

where

$$
\begin{align*}
s_{k k} & =\frac{1}{n} \sum_{j=1}^{n}\left|x_{k j}^{2}\right|, \\
\mathbf{S}_{n k} & =\frac{1}{n} \mathbf{X}_{n k} \mathbf{X}_{n k}^{*}, \\
\boldsymbol{\alpha}_{k} & =\mathbf{X}_{n k} \overline{\mathbf{x}}_{k}, \\
\varepsilon_{k} & =\left(s_{k k}-1\right)+y+y z \mathrm{E} s_{p}(z)-\frac{1}{n^{2}} \boldsymbol{\alpha}_{k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1} \boldsymbol{\alpha}_{k}, \\
\delta & =\delta_{p}=-\frac{1}{p} \sum_{k=1}^{p} b_{n} \mathrm{E} \beta_{k} \varepsilon_{k}, \\
b_{n} & =b_{n}(z)=\frac{1}{z+y-1+y z \mathrm{E} s_{p}(z)}, \\
\beta_{k} & =\beta_{k}(z)=\frac{1}{z+y-1+y z \mathrm{E} s_{p}(z)-\varepsilon_{k}}, \tag{8.3.8}
\end{align*}
$$

and $\mathbf{X}_{n k}$ is the $(p-1) \times n$ matrix obtained from $\mathbf{X}_{n}$ with its $k$-th row removed and $\mathbf{x}_{k}^{\prime}$ is the $k$-th row of $\mathbf{X}_{n}$.

In Chapter 3, it was proved that one of the roots of equation (8.3.7) is

$$
\begin{equation*}
\mathrm{E} s_{p}(z)=-\frac{1}{2 y z}\left(z+y-1-y z \delta-\sqrt{(z+y-1+y z \delta)^{2}-4 y z}\right) \tag{8.3.9}
\end{equation*}
$$

By Lemma 8.16, we need only estimate $s_{p}(z)-s_{y}(z)$ for $z=u+i v, v>$ $0,|u|<A$, where $A$ is a constant chosen according to (B.2.10).

As done in the proof of Theorem 8.2, we mainly concentrate on finding a bound for $|\delta|$ and postpone the technical proofs to the next subsection.

We now proceed to estimate $\left|\delta_{n}\right|$. First, we note that

$$
\begin{equation*}
\left|\beta_{k}\right|=\frac{1}{\left|z+y-1+y z \mathrm{E} s_{p}(z)-\varepsilon_{k}\right|} \leq v^{-1} \tag{8.3.10}
\end{equation*}
$$

by the fact that

$$
\begin{aligned}
& \Im\left(z+y-1+y z s_{p}(z)-\varepsilon_{k}\right) \\
= & \Im\left(s_{k k}-z-\frac{1}{n^{2}} \boldsymbol{\alpha}_{k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k}\right)<-v .
\end{aligned}
$$

Then, by (8.3.8) and (8.3.10), we have

$$
\begin{equation*}
|\delta| \leq \frac{1}{p} \sum_{k=1}^{p}\left(\left.\left|b_{n}^{2} \|\left|\mathrm{E} \varepsilon_{k}\right|+\left|b_{n}^{3}\right| \mathrm{E}\right| \varepsilon_{k}\right|^{2}+\left|b_{n}^{4}\right| \mathrm{E}\left|\varepsilon_{k}\right|^{3}+\left|b_{n}\right|^{4} v^{-1} \mathrm{E}\left|\varepsilon_{k}^{4}\right|\right) . \tag{8.3.11}
\end{equation*}
$$

In (3.3.15), it was proved that

$$
\begin{equation*}
\left|\mathrm{E} \varepsilon_{k}\right| \leq \frac{C}{n v}, \tag{8.3.12}
\end{equation*}
$$

where the constant $C$ may take the value $y A+1$.
Next, the estimation of $\mathrm{E}\left|\varepsilon_{k}\right|^{2}$ needs to be more precise than in Chapter 3. By writing $\Delta=\left\|\mathrm{E} F_{p}-F_{y}\right\|$, we have

$$
\begin{equation*}
\mathrm{E}\left|\varepsilon_{k}^{2}\right| \leq \frac{C}{n}+R_{1}+R_{2}+\left|\mathrm{E}\left(\varepsilon_{k}\right)\right|^{2}, \tag{8.3.13}
\end{equation*}
$$

where the first term is a bound for $\mathrm{E}\left|s_{k k}-1\right|^{2}$,

$$
\begin{aligned}
R_{1}= & n^{-4} \mathrm{E} \mid \boldsymbol{\alpha}_{k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1} \boldsymbol{\alpha}_{k} \\
& -\mathrm{E}\left[\left.\left(\boldsymbol{\alpha}_{k}^{\prime}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1} \boldsymbol{\alpha}_{k} \mid \mathbf{X}_{n k}\right)\right|^{2}\right. \\
= & n^{-4} \mathrm{E} \mid \mathbf{x}_{k}^{\prime} \mathbf{X}_{n k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1} \mathbf{X}_{n k} \overline{\mathbf{x}}_{k} \\
& -\left.\operatorname{tr}\left(\mathbf{X}_{n k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1} \mathbf{X}_{n k}\right)\right|^{2} \\
\leq & C n^{-4} \operatorname{tr}\left(\mathbf{X}_{n k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1} \mathbf{X}_{n k} \mathbf{X}_{n k}^{*}\left(\mathbf{S}_{n k}-\bar{z} \mathbf{I}_{p-1}\right)^{-1} \mathbf{X}_{n k}\right)
\end{aligned}
$$

(by Lemma B.26)

$$
=C\left(\frac{1}{n}+\frac{|u|^{2}}{n^{2}} \operatorname{Etr}\left(\left(\mathbf{S}_{n k}-u \mathbf{I}_{p-1}\right)^{2}+v^{2} \mathbf{I}_{p-1}\right)^{-1}\right)
$$

$$
=C\left(\frac{1}{n}+\frac{|u|^{2}}{n^{2} v} \mathrm{E} s \operatorname{tr}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1}\right)
$$

$$
\leq C\left(\frac{1}{n}+\frac{|u|^{2}}{n^{2} v} \operatorname{E} S \operatorname{tr}\left(\mathbf{S}_{n}-z \mathbf{I}_{p}\right)^{-1}+\frac{2}{n^{2} v^{2}}\right)
$$

$$
\leq C\left(\frac{1}{n}+\frac{|u|^{2}}{n v}\left[\left|\mathrm{E} s_{p}(z)-s_{y}(z)\right|+\left|s_{y}(z)\right|\right]\right)
$$

$$
\begin{equation*}
\leq C\left(\frac{1}{n}+\frac{|u|^{2}}{n v^{2}}\left(\Delta+v / \sqrt{y} v_{y}\right)\right) \quad(\text { by Lemma B.22), } \tag{8.3.14}
\end{equation*}
$$

where $v_{y}=\sqrt{a}+\sqrt{v}=1-\sqrt{y}+\sqrt{v}$, and

$$
\begin{align*}
R_{2} & =\frac{|z|^{2}}{n^{2}} \mathrm{E}\left|\operatorname{tr}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1}-\mathrm{E} \operatorname{tr}\left(\mathbf{S}_{n}-z \mathbf{I}_{p}\right)^{-1}\right|^{2} \\
& \leq \frac{2|z|^{2}}{n^{2}}\left[\mathrm{E}\left|\operatorname{tr}\left(\mathbf{S}_{n}-z \mathbf{I}_{p-1}\right)^{-1}-\operatorname{Etr}\left(\mathbf{S}_{n}-z \mathbf{I}_{p}\right)^{-1}\right|^{2}+\frac{1}{v^{2}}\right] \\
& =2|z|^{2}\left[\mathrm{E}\left|s_{p}(z)-\mathrm{E} s_{p}(z)\right|^{2}+\frac{1}{n^{2} v^{2}}\right] \\
& \leq C|z|^{2}\left[n^{-2} v^{-4}\left(\Delta+v / v_{y}\right)+\frac{1}{n^{2} v^{2}}\right] \quad(\text { by Lemma } 8.20) \\
& \leq \frac{C|z|^{2}}{n^{2} v^{4}}\left(\Delta+v / v_{y}\right) . \tag{8.3.15}
\end{align*}
$$

Substituting (8.3.12) and the estimates for $R_{1}$ and $R_{2}$ into (8.3.13), we obtain

$$
\mathrm{E}\left|\varepsilon_{k}\right|^{2} \leq C\left(\frac{1}{n}+\frac{|z|^{2}}{n v^{2}}\left(\Delta+v / v_{y}\right)\right)
$$

We now estimate $\mathrm{E}\left|\varepsilon_{k}\right|^{4}$. At first, by noting $\nu_{8} \leq C n^{1 / 2}$, we have

$$
\mathrm{E}\left|s_{k k}-1\right|^{4} \leq C n^{-4}\left[\nu_{8} n+\nu_{4}^{2} n^{2}\right] \leq C / n^{2}
$$

Employing Lemma B.26, we obtain

$$
\begin{aligned}
& n^{-8} \mathrm{E}\left|\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1} \boldsymbol{\alpha}_{k}-\operatorname{tr}\left(\mathbf{X}_{n k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1} \mathbf{X}_{n k}\right)\right|^{4} \\
& \leq C n^{-4} \mathrm{E}\left[\nu_{8} \operatorname{tr}\left(\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-2} \mathbf{S}_{n k}^{4}\left(\mathbf{S}_{n k}-\bar{z} \mathbf{I}_{p-1}\right)^{-2}\right)\right. \\
&\left.+\nu_{4} \operatorname{tr}\left(\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1} \mathbf{S}_{n k}^{2}\left(\mathbf{S}_{n k}-\bar{z} \mathbf{I}_{p-1}\right)^{-1}\right)^{2}\right] \\
& \leq C n^{-4} \mathrm{E}\left[\nu_{8} \operatorname{tr}\left(\mathbf{I}+|z|^{4}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-2}\left(\mathbf{S}_{n k}-\bar{z} \mathbf{I}_{p-1}\right)^{-2}\right)\right. \\
&\left.+\nu_{4} \operatorname{tr}\left(\mathbf{I}+|z|^{2}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1}\left(\mathbf{S}_{n k}-\bar{z} \mathbf{I}_{p-1}\right)^{-1}\right)^{2}\right] \\
& \leq C n^{-2} \mathrm{E}\left[1+n^{-1 / 2}|z|^{4} v^{-3} \leftrightarrows\left(s_{p}(z)\right)+|z|^{4} v^{-2}\left(\Im\left(s_{p}(z)\right)\right)^{2}\right] \\
& \leq C n^{-2}\left[1+|z|^{4} v^{-2}\left|\mathrm{E} s_{p}(z)\right|\right. \\
&\left.\quad+|z|^{4} v^{-2}\left(\mathrm{E}\left|s_{p}(z)-\mathrm{E} s_{p}(z)\right|^{2}+\left|\mathrm{E} s_{p}(z)\right|^{2}\right)\right] \\
& \leq C n^{-2}\left[1+|z|^{4} v^{-3}\left(\Delta+v / v_{y}\right)+|z|^{4} v^{-6} n^{-2}\left(\Delta+v / v_{y}\right)\right. \\
&\left.+|z|^{4} v^{-4}\left(\Delta+v / v_{y}\right)^{2}\right] \\
& \leq C n^{-2}\left[1+|z|^{4} v^{-4}\left(\Delta+v / v_{y}\right)^{2}\right] .
\end{aligned}
$$

Applying Lemma 8.20, it follows that

$$
\begin{aligned}
& =\frac{|z|^{4}}{n^{4}} \mathrm{E}\left|\operatorname{tr}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1}-\operatorname{Etr}\left(\mathbf{S}_{n}-z \mathbf{I}_{p}\right)^{-1}\right|^{4} \\
& \leq \frac{C|z|^{4}}{n^{4}}\left[\mathrm{E}\left|\operatorname{tr}\left(\mathbf{S}_{n}-z \mathbf{I}_{p-1}\right)^{-1}-\operatorname{Etr}\left(\mathbf{S}_{n}-z \mathbf{I}_{p}\right)^{-1}\right|^{4}+\frac{1}{v^{4}}\right]
\end{aligned}
$$

$$
\begin{aligned}
& =C|z|^{4}\left[\mathrm{E}\left|s_{p}(z)-\mathrm{E} s_{p}(z)\right|^{4}+\frac{1}{n^{4} v^{4}}\right] \\
& \leq C|z|^{4}\left[n^{-4} v^{-8}\left(\Delta+v / v_{y}\right)^{2}+\frac{1}{n^{4} v^{4}}\right] \quad(\text { by Lemma } 8.20) \\
& \leq \frac{C|z|^{4}}{n^{4} v^{8}}\left(\Delta+v / v_{y}\right)^{2} \leq \frac{C|z|^{4}}{n^{2} v^{4}}\left(\Delta+v / v_{y}\right)^{2}
\end{aligned}
$$

Therefore, the three estimates above yield

$$
\mathrm{E}\left|\varepsilon_{k}\right|^{4} \leq \frac{C}{n^{2}}\left[1+|z|^{4} v^{-4}\left(\Delta+v / v_{y}\right)^{2}\right] .
$$

By Cauchy's inequality, we have

$$
\begin{aligned}
\mathrm{E}\left|\varepsilon_{k}\right|^{3} & \leq\left(\mathrm{E}\left|\varepsilon_{k}\right|^{2} \mathrm{E}\left|\varepsilon_{k}\right|^{4}\right)^{1 / 2} \\
& \leq C n^{-3 / 2}\left(1+|z|^{3} v^{-3}\left(\Delta+v / v_{y}\right)^{3 / 2}\right)
\end{aligned}
$$

Substituting the estimates of the moments of $\varepsilon_{k}$ above into (8.3.11) and noting that $\left|b_{n}\right| \leq 1 / \sqrt{y|z|}$ by Lemma 8.18 , we obtain

$$
|\delta| \leq C\left[\left|b_{n}\right|^{2} n^{-1} v^{-1}+n^{-1} v^{-2}\left(\Delta+v / v_{y}\right)+n^{-2} v^{-5}\left(\Delta+v / v_{y}\right)^{2}\right] .
$$

Define

$$
\begin{equation*}
\mathcal{I}=\left\{M_{0} v>n^{-1 / 2},|\delta|<v /\left[10(A+1)^{2}\right]\right\} . \tag{8.3.16}
\end{equation*}
$$

From (8.3.7), it follows that

$$
\begin{aligned}
\left|b_{n}\right|^{2} & \leq 2\left|\mathrm{E} s_{p}(z)\right|^{2}+2|\delta|^{2} \\
& \leq 2 v^{-2}\left(\Delta+v / v_{y}\right)^{2}+2|\delta|^{2} .
\end{aligned}
$$

Choose $M_{0}$ large. Then $C y^{-1} n^{-1} v^{-2}<\frac{1}{2}$. Consequently, $2 C n^{-1} v^{-1}\left|\delta_{n}\right|<\frac{1}{2}$, from which it follows that

$$
\begin{aligned}
|\delta| & \leq C\left[n^{-1} v^{-3}\left(\Delta+v / v_{y}\right)^{2}+n^{-1} v^{-2}\left(\Delta+v / v_{y}\right)\right]+\frac{1}{2}|\delta| \\
& \leq C_{0} n^{-1} v^{-3}\left(\Delta+v / v_{y}\right)^{2} .
\end{aligned}
$$

By Lemma 8.21, if $v \in \mathcal{I}$, we have

$$
\Delta \leq C_{1} v / v_{y}
$$

Hence,

$$
\left|\delta_{n}\right| \leq C_{0}\left(C_{1}+1\right)^{2} n^{-1} v_{y}^{-2} .
$$

At first, it is easy to verify that, for all large $n, v_{0}=n^{-1 / 5} \in \mathcal{I}$.
We first consider the case where $a<n^{-1 / 3}$. If $v_{1}=M_{1} n^{-1 / 3+\eta} \in \mathcal{I}$, where $\eta>0$ and $M_{1}>\sqrt{10 C_{0}}(A+1)\left(C_{1}+1\right)$, we have $\Delta \leq C_{1} \sqrt{v_{1}}$. Choosing $v_{2}=M_{1} n^{-1 / 3+\eta / 4}$, we then have

$$
\begin{aligned}
\left|\delta_{n}\right| & \leq C_{0} n^{-1} v_{2}^{-3}\left(\Delta+\frac{v_{2}}{\sqrt{a}+\sqrt{v_{2}}}\right)^{2} \\
& \leq C_{0}\left(C_{1}+1\right)^{2} n^{-1} v_{2}^{-3}\left(\frac{v_{1}}{\sqrt{a}+\sqrt{v_{1}}}\right)^{2} \\
& \leq C_{0}\left(C_{1}+1\right)^{2} n^{-1} v_{2}^{-3} v_{1} \\
& \leq C_{0}\left(C_{1}+1\right)^{2} M_{1}^{-2} v_{2}<v_{2} /\left[10(A+1)^{2}\right] .
\end{aligned}
$$

This proves that $v_{2} \in \mathcal{I}$. Starting from $\eta=\frac{1}{3}-\frac{1}{5}=2 / 15$, recursively using the result above, we know that, for any $m$,

$$
M_{1} n^{-1 / 3+2 /\left[15 \times 4^{m}\right]} \in \mathcal{I} .
$$

Making $m \rightarrow \infty$, we have shown that $M_{1} n^{-1 / 3} \in \mathcal{I}$. Consequently,

$$
\Delta \leq O\left(n^{-1 / 6}\right)
$$

Now, let us consider the case $a>n^{-1 / 3}$. If $v_{3}=M_{2} n^{-1 / 2+\eta} a^{-1 / 2} \in \mathcal{I}$, where $\eta>0$ and $M_{2}>\sqrt{10 C_{0}}(A+1)\left(C_{1}+1\right)$, then we have $\Delta \leq C_{1} v_{3} / \sqrt{a}$. Choosing $v_{4}=M_{2} n^{-1 / 2+\eta / 2} a^{-1 / 2}$, we then have

$$
\begin{aligned}
\left|\delta_{n}\right| & \leq C_{0} n^{-1} v_{4}^{-3}\left(\Delta+\frac{v_{4}}{\sqrt{a}+\sqrt{v_{4}}}\right)^{2} \\
& \leq C_{0}\left(C_{1}+1\right)^{2} n^{-1} v_{4}^{-3} v_{3}^{2} / a \\
& \leq C_{0}\left(C_{1}+1\right)^{2} M_{2}^{-2} v_{4}<v_{4} /\left[10(A+1)^{2}\right] .
\end{aligned}
$$

This proves that $v_{4} \in \mathcal{I}$. Starting from $\eta=\frac{1}{2}-\frac{1}{5}=3 / 10$, recursively using the result above, we obtain, for any $m$,

$$
M_{2} n^{-1 / 2+3 /\left[10 \times 2^{m}\right]} a^{-1 / 2} \in \mathcal{I}
$$

Making $m \rightarrow \infty$, we have shown that $M_{1} n^{-1 / 2} a^{-1 / 2} \in \mathcal{I}$. Consequently,

$$
\Delta \leq O\left(n^{-1 / 2} a^{-1}\right)
$$

The proof of the theorem is complete.

### 8.4 Some Elementary Calculus

### 8.4.1 Increment of M-P Density

To apply Lemma B. 19 to the truncation and centralization of the entries of $\mathbf{X}_{n}$, we need to estimate the incremental function $g$ given in Lemma B.19. We have the following lemma.

Lemma 8.14. For the $M-P$ law with index $y \leq 1$, the function $g$ in Lemma $B .19$ can be taken as $g(v)=2 v /(y(\sqrt{a}+\sqrt{v}))$.

Proof. Let $v>0$ be a small number and

$$
\Phi(x)=\int_{x}^{x+v} \frac{1}{2 \pi t y} \sqrt{(b-t)(t-a)} I_{[a, b]}(t) d t
$$

To find the maximum value of $\Phi(x)$ for fixed $v$, we may assume that $a \leq x \leq$ $b-v$ because $\Phi(x)$ is increasing for $x<a$ and decreasing for $x>b-v$. In this case,

$$
\begin{aligned}
\Phi(x) & \leq \int_{x}^{x+v} \frac{1}{\pi y \sqrt{t}} d t \\
& =\frac{2}{\pi y}(\sqrt{x+v}-\sqrt{x}) \\
& =\frac{2 v}{\pi y(\sqrt{x+v}+\sqrt{x})} \\
& \leq \frac{2 v}{\pi y(\sqrt{a}+\sqrt{v})} .
\end{aligned}
$$

To apply Corollary B.15, we need the following estimate.
Lemma 8.15. For $v>n^{-1 / 2}$, we have

$$
\sup _{x} \int_{|u|<v}\left|F_{y}(x+u)-F_{y}(x)\right| d u<\frac{11 \sqrt{2(1+y)}}{3 \pi y} v^{2} / v_{y}
$$

where $F_{y}$ is the M-P law with index $y \leq 1$.
Proof. Set

$$
\Phi(\lambda)=\int_{0}^{v}\left|F_{y}(x+u)-F_{y}(x)\right| d u
$$

where $\lambda=x-a$. It is obvious that

$$
\sup _{x} \int_{|u|<v}\left|F_{y}(x+u)-F_{y}(x)\right| d u \leq 2 \sup _{\lambda} \Phi(\lambda)
$$

We now begin to estimate the maximum of $\Phi(\lambda)$. To this end, we need only consider the case $\lambda \geq 0$. Then,

$$
\begin{aligned}
\Phi(\lambda) & =\int_{0}^{v} \int_{x}^{x+u} \frac{1}{2 \pi x y} \sqrt{(b-t)(t-a)} I_{[a, b]}(t) d t d u \\
& =\int_{a+\lambda}^{a+\lambda+v} \frac{a+\lambda+v-t}{2 \pi x y} \sqrt{(b-t)(t-a)} I_{[a, b]}(t) d t \\
& =\int_{\lambda}^{\lambda+v} \frac{\lambda+v-t}{2 \pi y(t+a)} \sqrt{t(4 \sqrt{y}-t)} I_{[0,4 \sqrt{y}]}(t) d t
\end{aligned}
$$

Write $\phi(t)=(a+t)^{-1} \sqrt{t(4 \sqrt{y}-t)}$. Then

$$
2 \frac{d}{d t} \log \phi(t)=\frac{1}{t}-\frac{1}{4 \sqrt{y}-t}-\frac{1}{t+a}=\frac{2(2 \sqrt{y} a-(1+y) t)}{t(4 \sqrt{y}-t)(t+a)}
$$

This shows that $\phi(t)$ is increasing in the interval $(0, \rho)$ and decreasing in $(\rho, 4 \sqrt{y})$, where $\rho=2 a \sqrt{y} /(1+y)$. Since

$$
\frac{d}{d \lambda} \Phi(\lambda)=\frac{1}{2 \pi y} \int_{\lambda}^{\lambda+v}[\phi(t)-\phi(\lambda)] d t
$$

it follows that $\Phi(\lambda)$ is decreasing when $\lambda>\rho$ and increasing when $\lambda<\rho-v$. Therefore, the maximum of $\Phi(\lambda)$ can only be reached when $\lambda \in[0 \vee(\rho-v), \rho]$. Suppose $\lambda$ is in this interval. Then

$$
\begin{aligned}
\Phi(\lambda) \leq & \frac{2 y^{1 / 4}}{2 \pi y} \int_{\lambda}^{\lambda+v} \frac{\lambda+v-u}{u+a} \sqrt{u} d u \\
= & 2\left(\pi y^{3 / 4}\right)^{-1}\{(\lambda+v+a)[(\sqrt{\lambda+v}-\sqrt{\lambda}) \\
& \left.-\sqrt{a}\left(\arctan \sqrt{\frac{\lambda+v}{a}}-\arctan \sqrt{\frac{\lambda}{a}}\right)\right] \\
& \left.-\frac{1}{3}\left[(\lambda+v)^{3 / 2}-\lambda^{3 / 2}\right]\right\}
\end{aligned}
$$

Since

$$
\sqrt{a}\left(\arctan \sqrt{\frac{\lambda+v}{a}}-\arctan \sqrt{\frac{\lambda}{a}}\right) \geq \frac{a}{\lambda+v+a}(\sqrt{\lambda+v}-\sqrt{\lambda})
$$

we get, by setting $\lambda^{*}=\sqrt{\lambda+v}-\sqrt{\lambda}$,

$$
\begin{aligned}
& \Phi(\lambda) \\
\leq & \frac{2}{\pi y^{3 / 4}}\left\{(a+\lambda+v)\left(\lambda^{*}-\frac{a}{a+\lambda+v} \lambda^{*}\right)-\lambda^{*}\left(\lambda+\sqrt{\lambda} \lambda^{*}+\frac{1}{3} \lambda^{* 2}\right)\right\} \\
= & \frac{2}{\pi y^{3 / 4}}\left[\sqrt{\lambda} \lambda^{* 2}+\frac{2}{3} \lambda^{* 3}\right]
\end{aligned}
$$

Let $c^{2}=\frac{1+y}{2 \sqrt{y}}$. Since $\lambda+v \geq c^{-2} a$ and

$$
(\sqrt{\lambda+v}+\sqrt{\lambda})^{2} \geq \lambda+v+2 \sqrt{\lambda(\lambda+v)} \geq 2 \sqrt{\lambda v}+2 \sqrt{\lambda c^{-2} a}
$$

we have

$$
\begin{aligned}
& \frac{\sqrt{\lambda}}{(\sqrt{\lambda+v}+\sqrt{\lambda})^{2}} \leq \frac{c}{2 \sqrt{a}+2 c \sqrt{v}} \leq \frac{c}{2 \sqrt{a}+2 \sqrt{v}} \\
& \frac{1}{(\sqrt{\lambda+v}+\sqrt{\lambda})^{3}} \leq \frac{2 c}{(\sqrt{a}+\sqrt{v}) v}
\end{aligned}
$$

where the last inequality follows from

$$
\begin{aligned}
(\sqrt{\lambda+v}+\sqrt{\lambda})^{3} & \geq \sqrt{\lambda+v} v \\
& \geq \frac{1}{2}\left[\sqrt{c^{-2} a}+\sqrt{v} v\right] \\
& \geq \frac{1}{2 c}[\sqrt{v}+\sqrt{a}] v
\end{aligned}
$$

Hence

$$
\Phi(\lambda) \leq \frac{2}{\pi y^{3 / 4}} \cdot \frac{11 c}{6(\sqrt{a}+\sqrt{v})} v^{2}=\frac{11 \sqrt{2(1+y)}}{6 \pi y} \frac{1}{\sqrt{v}+(1-\sqrt{y})} v^{2}
$$

This completes the proof of the lemma.

### 8.4.2 Integral of Tail Probability

This lemma estimates the integral of the tail probability, which is needed when applying Theorem B.14.

Lemma 8.16. Under condition (8.3.1) and the additional assumption

$$
\begin{equation*}
\left|x_{i j}\right|<n^{1 / 4} \tag{8.4.1}
\end{equation*}
$$

we have

$$
\begin{equation*}
\int_{B}^{\infty}\left|\mathrm{E} F_{p}(x)-F_{y}(x)\right| \mathrm{d} x=o\left(n^{-t}\right) \tag{8.4.2}
\end{equation*}
$$

where $B=b+1, b=b(y)$ is defined below (8.3.2) and the constant $t>0$ is fixed but can be arbitrarily large.

Proof. By Theorem 5.9, we have

$$
\begin{equation*}
\mathrm{P}\left(\lambda_{\max }\left(\mathbf{S}_{n}\right) \geq B+x\right) \leq C n^{-t-1}(B+x-\varepsilon)^{-2} \tag{8.4.3}
\end{equation*}
$$

Note that

$$
\begin{equation*}
1-F_{p}(x) \leq I_{\left[\lambda_{\max }\left(\mathbf{S}_{n}\right) \geq x\right]} \text { for } x \geq 0 \tag{8.4.4}
\end{equation*}
$$

We have

$$
\begin{align*}
& \int_{B}^{\infty}\left|\mathrm{E} F_{p}(x)-F(x)\right| \mathrm{d} x \leq \int_{B}^{\infty} P\left(\lambda_{p} \geq x\right) d x \\
\leq & \int_{B}^{\infty} C n^{-t-1}(B+x-\varepsilon)^{-2} d x \\
= & o\left(n^{-t}\right) . \tag{8.4.5}
\end{align*}
$$

The proof is complete.

### 8.4.3 Bounds of Stieltjes Transforms of the M-P Law

We frequently need the bounds of the Stieltjes transform of the M-P law in the proof of Theorem 8.10.
Lemma 8.17. For the Stieltjes transform of the M-P law, we have

$$
\left|s_{y}(z)\right| \leq \frac{\sqrt{2}}{\sqrt{y} v_{y}}
$$

where $v_{y}=\sqrt{a}+\sqrt{v}=1-\sqrt{y}+\sqrt{v}$.
Proof. Recall that

$$
s_{y}(z)=-\frac{y+z-1-\sqrt{(1+y-z)^{2}-4 y}}{2 y z}
$$

which is a root of the quadratic equation

$$
y z s^{2}+(y+z-1) s+1=0
$$

Write the other root of the equation as

$$
s_{y}^{*}(z)=-\frac{y+z-1+\sqrt{(1+y-z)^{2}-4 y}}{2 y z} .
$$

We claim that, for any $z \in \mathbb{C}^{+}$,

$$
\begin{equation*}
\left|s_{y}(z)\right|<\left|s_{y}^{*}(z)\right| . \tag{8.4.6}
\end{equation*}
$$

Set

$$
\alpha+i \beta=\sqrt{(1+y-z)^{2}-4 y}, \quad \beta \geq 0
$$

Then,

$$
\begin{align*}
\alpha \beta & =v(u-y-1)  \tag{8.4.7}\\
\beta^{2}-\alpha^{2} & =(b-u)(u-a)+v^{2} . \tag{8.4.8}
\end{align*}
$$

If $\beta=0$, then $u=1+y$, which violates equation (8.4.8). Thus, $\beta>0$ for all cases. Now,

$$
\begin{aligned}
\left|s_{y}(z)\right|<\left|s_{y}^{*}(z)\right| & \Leftrightarrow|y+z-1-\alpha-i \beta|^{2}<|y+z-1+\alpha+i \beta|^{2} \\
& \Leftrightarrow \alpha(y-1+u)+\beta v>0 .
\end{aligned}
$$

This is trivially true if

$$
\alpha(y-1+u) \geq 0 \Leftrightarrow(y-1+u)(u-y-1) \geq 0 \Leftrightarrow|1-u|>y
$$

If (8.4.6) is not always true, then there is a $z \in \mathbb{C}^{+}$such that

$$
\left|s_{y}(z)\right|=\left|s_{y}^{*}(z)\right| \Rightarrow \alpha(y-1+u)+\beta v=0
$$

which together with (8.4.7) implies that

$$
\begin{aligned}
\beta^{2} & =v^{-1} \beta \alpha(1-y-u)=(1-y-u)(u-y-1) \\
& =y^{2}-(1-u)^{2} \leq(b-u)(u-a)
\end{aligned}
$$

The above leads to a contradiction to (8.4.8). Assertion (8.4.6) is proved.
With the observation that $s_{y}(z) s_{y}^{*}(z)=1 / y z$, we obtain

$$
\begin{equation*}
\left|s_{y}(z)\right|<1 / \sqrt{y|z|} \tag{8.4.9}
\end{equation*}
$$

Next, we shall get a better estimate for $\left|s_{y}(z)\right|$ when $|z|$ is small. When $u<a-v$, both the real and imaginary parts are positive and increasing. Thus, the maximum of $\left|s_{y}(z)\right|$ can only be reached when $u>a-v$. If $a<2 v$, then

$$
\left|s_{y}(z)\right| \leq 1 / \sqrt{y v} \leq \frac{\sqrt{2}}{\sqrt{y}(\sqrt{a}+\sqrt{v})}
$$

If $a>2 v$, then

$$
\sqrt{|z|} \geq \sqrt[4]{a^{2} / 4+v^{2}} \geq \frac{1}{\sqrt{2}}(\sqrt{a}+\sqrt{v})
$$

We also have the same estimate. Thus, the proof of the lemma is complete.

### 8.4.4 Bounds for $\tilde{b}_{n}$

Similar to (8.3.7), we may expand $s_{p}(z)$ as

$$
\begin{align*}
s_{p}(z) & =\frac{1}{p} \sum_{k=1}^{p} \frac{1}{s_{k k}-z-n^{-2} \boldsymbol{\alpha}_{k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1} \boldsymbol{\alpha}_{k}} \\
& =-\tilde{b}_{n}+\tilde{\delta} \tag{8.4.10}
\end{align*}
$$

where

$$
\begin{align*}
\tilde{\varepsilon}_{k} & =\left(s_{k k}-1\right)+y+y z s_{p}(z)-\frac{1}{n^{2}} \boldsymbol{\alpha}_{k}^{*}\left(\mathbf{S}_{n k}-z I_{p-1}\right)^{-1} \boldsymbol{\alpha}_{k}, \\
\tilde{\delta} & =\delta_{p}=-\frac{1}{p} \sum_{k=1}^{p} \tilde{b}_{n} \beta_{k} \varepsilon_{k}, \\
\tilde{b}_{n} & =\tilde{b}_{n}(z)=\frac{1}{z+y-1+y z s_{p}(z)}, \\
\beta_{k} & =\beta_{k}(z)=\frac{1}{z+y-1+y z s_{p}(z)-\hat{\varepsilon}_{k}} . \tag{8.4.11}
\end{align*}
$$

Also, similar to the proof of (8.3.9), one may prove that, for all $z \in \mathbb{C}^{+}$,

$$
\begin{equation*}
s_{p}(z)=-\frac{z+y-1-y z \tilde{\delta}-\sqrt{(z+y-1+y s \tilde{\delta})^{2}-4 y z}}{2 y z} \tag{8.4.12}
\end{equation*}
$$

We will prove the following lemma.
Lemma 8.18. For all $z \in \mathbb{C}^{+}$,

$$
\left|\tilde{b}_{n}\right|<\frac{1}{\sqrt{y|z|}}
$$

Similarly, we have

$$
\left|b_{n}\right|<\frac{1}{\sqrt{y|z|}}
$$

Proof. By (8.4.10) and (8.4.12),

$$
-\tilde{b}_{n}=s_{p}(z)-\tilde{\delta}=-\frac{z+y-1+y z \tilde{\delta}-\sqrt{(z+y-1+y z \tilde{\delta})^{2}-4 y z}}{2 y z}
$$

By the convention made to square roots of complex numbers (see (2.3.2)), we have

$$
\sqrt{a}= \begin{cases}\sqrt{a / b} \sqrt{b}, & \text { if } \arg (a)>\arg (b) \\ -\sqrt{a / b} \sqrt{b}, & \text { if } \arg (a)<\arg (b)\end{cases}
$$

where the angle $\arg (z)$ of the complex number $z$ is defined to be the one in the range $[0,2 \pi)$. Therefore, we have

$$
-\sqrt{y z} \tilde{b}_{n}= \begin{cases}s_{\text {semi }}((z+y-1+y z \tilde{\delta}) / \sqrt{y z}), & \text { if } z \in D_{1} \\ -s_{\text {semi }}(-(z+y-1+y z \tilde{\delta}) / \sqrt{y z}), & \text { if } z \in D_{2} \\ s_{\text {semi }}^{-1}((z+y-1+y z \tilde{\delta}) / \sqrt{y z}), & \text { if } z \in D_{3} \\ -s_{\text {semi }}^{-1}(-(z+y-1+y z \tilde{\delta}) / \sqrt{y z}), & \text { if } z \in D_{4}\end{cases}
$$

where $s_{\text {semi }}(\cdot)$ is the Stieltjes transform of the semicircular law defined in Section 2.3 (using different notation to avoid possible confusion with that of the M-P law) and

$$
\begin{aligned}
D_{1}= & \left\{z \in \mathbb{C}^{+}, \Im((z+y-1+y z \tilde{\delta}) / \sqrt{y z})>0\right. \\
& \text { and } \left.\arg \left[(z+y-1+y z \tilde{\delta})^{2}-4 y z\right]>\arg (y z)\right\}, \\
D_{2}= & \left\{z \in \mathbb{C}^{+}, \Im((z+y-1+y z \tilde{\delta}) / \sqrt{y z})<0\right. \\
& \left.\operatorname{and} \arg \left[(z+y-1+y z \tilde{\delta})^{2}-4 y z\right]<\arg (y z)\right\}, \\
D_{3}= & \left\{z \in \mathbb{C}^{+}, \Im((z+y-1+y z \tilde{\delta}) / \sqrt{y z})>0\right. \\
& \text { and } \left.\arg \left[(z+y-1+y z \tilde{\delta})^{2}-4 y z\right]<\arg (y z)\right\}, \\
D_{4}= & \left\{z \in \mathbb{C}^{+}, \Im((z+y-1+\tilde{y} z \delta) / \sqrt{y z})<0\right. \\
& \text { and } \left.\arg \left[(z+y-1+y z \tilde{\delta})^{2}-4 y z\right]>\arg (y z)\right\} .
\end{aligned}
$$

By (8.1.11), if $z \in D_{1}$ or $D_{2}$, then the conclusion of Lemma 8.18 holds. Then, we shall complete the proof of the first conclusion by showing that $D_{3}=D_{4}=\emptyset$.

We claim that $D_{1} \neq \emptyset$. As $v=\Im(z)$ is large enough, we have the following estimates:
(i) $\Im\left(\frac{y-1}{\sqrt{y z}}\right)>0$,
(ii) $\Im(\sqrt{z / y}) \sim \sqrt{v / y}$,
(iii) $|\sqrt{y z} \tilde{\delta}|=o(\sqrt{v})$ as $v \rightarrow \infty$.

These three estimates show that, for any fixed $u$ and all large $v$,

$$
\begin{equation*}
\Im((z+y-1+y z \tilde{\delta}) / \sqrt{y z})>0 . \tag{8.4.13}
\end{equation*}
$$

Also, by (8.4.10),

$$
z+y-1+y z \tilde{\delta}=z+y-1+y z s_{p}(z)+\frac{1}{z+y-1+y z s_{p}(z)}
$$

Note that

$$
z+y-1+y z s_{p}(z)=z-1+y \int_{0}^{\infty} \frac{x}{x-z} d F_{p}(x)
$$

from which it is easy to deduce that, as $v \rightarrow \infty$,

$$
\Im\left(z+y-1+y z s_{p}(z)\right) \geq v \rightarrow \infty
$$

and $\Re\left(z+y-1+y z s_{p}(z)\right)=u-1+o(1)$. Therefore, for any fixed $u<1$ and all large $v$,

$$
\begin{aligned}
& \Im\left((z+y-1+y z \tilde{\delta})^{2}-4 y z\right) \\
& =\Im\left[\left(z+y-1+y z s_{p}(z)\right)^{2}-4 y z\right]+o(1) \\
= & \left(u+y-1+\Re\left(y z s_{p}(z)\right)\right)\left(v+\Im\left(y z s_{p}(z)\right)-4 y v\right)<0 .
\end{aligned}
$$

In this case, $\arg \left((z+y-1+y z \tilde{\delta})^{2}-4 y z\right)>\pi>\arg (y z)$. Hence, $D_{1}$ is not empty.

Next, we claim that $D_{3}=D_{4}=\emptyset$. If not, then we may choose $z_{1} \in D_{1}$ and $z_{2} \in D_{3} \cup D_{4}$. Draw a continuous curve from $z_{1}$ to $z_{2}$. Let $z_{0}$ be a point on the intersection of the curve and the boundary of $D_{3} \cup D_{4}$. No matter whether $z_{0} \in \partial D_{1} \cap \partial D_{3}$ or the other three cases, by (8.1.11) we always have

$$
\left|s_{\text {semi } i}\left(\left(z_{0}+y-1+y z_{0} \tilde{\delta}\right) / \sqrt{y z_{0}}\right)\right|=1
$$

which implies that

$$
\left(z_{0}+y-1+y z_{0} \tilde{\delta}\right) / \sqrt{y z_{0}}= \pm 2
$$

and

$$
s_{\text {semi }}\left(\left(z_{0}+y-1+y z_{0} \tilde{\delta}\right) / \sqrt{y z_{0}}\right)= \pm 1
$$

Recall that

$$
\begin{aligned}
\sqrt{y z_{0}} \tilde{b}_{n}\left(z_{0}\right) & =s_{\text {semi }}\left(\left(z_{0}+y-1+y z_{0} \tilde{\delta}\left(z_{0}\right)\right) / \sqrt{y z_{0}}\right) \\
& =s_{\text {semi }}^{-1}\left(\left(z_{0}+y-1+y z_{0} \tilde{\delta}\left(z_{0}\right)\right) / \sqrt{y z_{0}}\right)= \pm 1 .
\end{aligned}
$$

These show that $z_{0}$ is a root of the equation $y z_{0} \tilde{\mathbf{b}}_{n}^{2}=1$, or equivalently

$$
\begin{equation*}
y z_{0}=\left(y+z_{0}-1+y z_{0} s_{p}\left(z_{0}\right)\right)^{2} . \tag{8.4.14}
\end{equation*}
$$

Note that $s_{p}(z)$ is analytic on $\mathbb{C}^{+}$. Because we can draw infinitely many disjoint curves from $z_{1}$ to $z_{2}$, we can find infinitely many distinct $z_{0}$ 's, roots of (8.4.14). By the unique extension theorem of analytic functions, we conclude that (8.4.14) holds for all $z \in \mathbb{C}^{+}$. This contradicts the fact that $D_{1}$ is not empty.

We conclude that $\mathbb{C}^{+} \subset \bar{D}_{1} \cup \bar{D}_{2}$. Hence, the first conclusion of the lemma follows from (8.1.11) and the continuity.

The second conclusion can be proved along the same lines, and thus the proof of the lemma is complete.

### 8.4.5 Integrals of Squared Absolute Values of Stieltjes Transforms

Applying Lemma B.20, we obtain

$$
\begin{equation*}
\int\left|s_{y}(z)\right|^{2} d u \leq \frac{2 \pi}{\sqrt{y}(1-y)} \tag{8.4.15}
\end{equation*}
$$

since the density function has an upper bound $1 /(\pi \sqrt{y}(1-y))$.
It should be noted that this bound tends to infinity when $y$ tends to zero or one. This is reasonable for the case where $y \rightarrow 0$ because the distribution tends to be degenerate. For the case $y \rightarrow 1$ or even $y=1$, the distribution is still continuous, although the density for $y=1$ is unbounded. One may want to have a finite bound (probably depending on $v$ ). We have the following inequality.

Lemma 8.19. For any $y \leq 1$, we have

$$
\begin{equation*}
\int\left|s_{y}(z)\right|^{2} d u \leq \frac{2 \pi(1+\sqrt{y})}{y v_{y}} \tag{8.4.16}
\end{equation*}
$$

Proof. Using the notation and going through the same lines of the proof of Lemma B.20, we find that

$$
\begin{aligned}
I & =: \int\left|s_{y}(z)\right|^{2} \mathrm{~d} u \\
& =4 \pi v \int_{a}^{b} \int_{a}^{b} \frac{1}{(u-x)^{2}+4 v^{2}} \phi(x) \phi(u) \mathrm{d} x \mathrm{~d} u \\
& =8 \pi v \int_{a}^{b} \int_{x}^{b} \frac{1}{(u-x)^{2}+4 v^{2}} \phi(x) \phi(u) \mathrm{d} x \mathrm{~d} u \quad \text { (by symmetry) } \\
& \leq 4 v y^{-1} \sqrt{b} \int_{0}^{\infty} \int_{a}^{b} \phi(x) \frac{1}{\sqrt{w+a}\left(w^{2}+4 v^{2}\right)} \mathrm{d} w \mathrm{~d} x \\
& =2 y^{-1} \sqrt{b} \int_{0}^{\infty} \frac{1}{\sqrt{2 v w+a}\left(w^{2}+1\right)} \mathrm{d} w .
\end{aligned}
$$

If $a \geq v$, we have

$$
I \leq 2 y^{-1} \sqrt{b} \int_{0}^{\infty} \frac{1}{\sqrt{a}\left(w^{2}+1\right)} d w
$$

$$
=\pi y^{-1} \sqrt{b / a} \leq \frac{2 \pi \sqrt{2 b}}{y(\sqrt{a}+\sqrt{v})}
$$

If $a<v$, then

$$
\begin{aligned}
I & \leq 2 y^{-1} \sqrt{b} \int_{0}^{\infty} \frac{1}{\sqrt{2 w v}\left(w^{2}+1\right)} d w \\
& =\pi y^{-1} \sqrt{b / v} \leq \frac{2 \pi \sqrt{b}}{y(\sqrt{a}+\sqrt{v})}
\end{aligned}
$$

Here we used the fact that

$$
\int_{0}^{\infty} \frac{1}{\sqrt{w}\left(w^{2}+1\right)} \mathrm{d} w=\frac{\pi}{\sqrt{2}}
$$

which may be computed by using the residue theorem and the equality

$$
\int_{0}^{\infty} \frac{1}{\sqrt{w}\left(w^{2}+1\right)} \mathrm{d} w=\frac{1}{1-i} \int_{-\infty}^{\infty} \frac{1}{\sqrt{z}\left(z^{2}+1\right)} \mathrm{d} z
$$

This completes the proof of Lemma 8.19.

### 8.4.6 Higher Central Moments of Stieltjes Transforms

Lemma 8.20. If $|z|<A, v>n^{-1 / 2}$, and $\ell \geq 1$, then

$$
\begin{equation*}
\mathrm{E}\left|s_{p}(z)-\mathrm{E} s_{p}(z)\right|^{2 \ell} \leq \frac{C}{n^{2 \ell} v^{-4 \ell} y^{2 \ell}}\left(\Delta+v / v_{y}\right)^{\ell} \tag{8.4.17}
\end{equation*}
$$

where $A$ is a positive constant and $v_{y}=1-\sqrt{y}+\sqrt{v}$, which is defined in Lemma 8.17.

Proof. Write $\mathrm{E}_{k}(\cdot)$ as the conditional expectation given $\left\{x_{i j} ; i \leq k, j \leq n\right\}$, with the convention that $\mathrm{E}_{0}$ is the unconditional expectation. Then

$$
s_{p}(z)-\mathrm{E} s_{p}(z)=\frac{1}{p} \sum_{k=1}^{p} \gamma_{k}
$$

where

$$
\begin{aligned}
\gamma_{k} & =\mathrm{E}_{k} \operatorname{tr}\left(\mathbf{S}_{n}-z \mathbf{I}_{p}\right)^{-1}-\mathrm{E}_{k-1} \operatorname{tr}\left(\mathbf{S}_{n}-z \mathbf{I}_{p}\right)^{-1} \\
& =\mathrm{E}_{k} \sigma_{k}-\mathrm{E}_{k-1} \sigma_{k}
\end{aligned}
$$

and

$$
\sigma_{k}=\beta_{k}\left(1+n^{-2} \boldsymbol{\alpha}_{k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-2} \boldsymbol{\alpha}_{k}\right)
$$

By Lemma 2.13, we have

$$
\begin{align*}
& \mathrm{E}\left|s_{p}(z)-\mathrm{E} s_{p}(z)\right|^{2 \ell} \\
\leq & C n^{-2 \ell}\left\{\mathrm{E}\left(\sum_{k=1}^{p} \mathrm{E}_{k-1}\left|\gamma_{k}^{2}\right|\right)^{\ell}+\sum_{k=1}^{p} \mathrm{E}\left|\gamma_{k}\right|^{2 \ell}\right\} . \tag{8.4.18}
\end{align*}
$$

Define

$$
\begin{aligned}
b_{n k} & =\frac{1}{z+y-1+\frac{z}{n} \operatorname{tr}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1}} \\
\tilde{\varepsilon}_{k} & =s_{k k}-1-\frac{1}{n^{2}} \boldsymbol{\alpha}_{k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1} \boldsymbol{\alpha}_{k}+\frac{1}{n} \operatorname{tr}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1} \mathbf{S}_{n k}
\end{aligned}
$$

Note that

$$
\left|\tilde{b}_{n}^{-1}-b_{n k}^{-1}\right|=\left|\frac{z}{n}\left[\operatorname{tr}\left(\mathbf{S}_{n}-z \mathbf{I}_{p}\right)^{-1}-\operatorname{tr}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1}\right]\right|<\frac{|z|}{n v}
$$

By Lemma 8.18 , when $v>1 / \sqrt{n}$, we have

$$
\begin{equation*}
\left|b_{n k}\right|=\left|\tilde{b}_{n}\right|\left|1+b_{n k}\left(\tilde{b}_{n}^{-1}-b_{n k}^{-1}\right)\right| \leq\left(1+\frac{|z|}{n v^{2}}\right)\left|\tilde{b}_{n}\right| \leq C / \sqrt{y|z|} \tag{8.4.19}
\end{equation*}
$$

Note that $\sigma_{k}=-b_{n k}-b_{n k} \sigma_{k} \tilde{\varepsilon}_{k}$ and $\left|\sigma_{k}\right| \leq 1 / v$, which follows from the observation that

$$
\left|1+n^{-2} \boldsymbol{\alpha}_{k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1} \boldsymbol{\alpha}_{k}\right| \leq v^{-1} \Im\left(\beta_{k}^{-1}\right)
$$

We can rewrite $\gamma_{k}$ as

$$
\begin{aligned}
\gamma_{k}= & -n^{-2} \mathrm{E}_{k} b_{n k} \mathbf{x}_{k}^{\prime} \mathbf{X}_{n k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-2} \mathbf{X}_{n k} \overline{\mathbf{x}}_{k} \\
& -\operatorname{tr}\left(\mathbf{X}_{n k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-2} \mathbf{X}_{n k}\right)-\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right) b_{n k} \tilde{\varepsilon}_{k} \sigma_{k}
\end{aligned}
$$

In what follows, we shall repeatedly use the identity

$$
\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1} \mathbf{S}_{n k}=\mathbf{I}_{p-1}+z\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1}
$$

and the inequality

$$
(\mathbf{I}+\mathbf{B})^{\ell}\left[(\mathbf{I}+\mathbf{B})^{*}\right]^{\ell} \leq C\left[\mathbf{I}+\mathbf{B}^{\ell}\left[\mathbf{B}^{*}\right]^{\ell}\right]
$$

for any normal matrix $\mathbf{B}$; that is, it satisfies $\mathbf{B B}^{*}=\mathbf{B}^{*} \mathbf{B}$, where $\mathbf{A} \leq \mathbf{B}$ means that $\mathbf{B}-\mathbf{A}$ is a nonnegative definite matrix.

Applying Lemma B. 26 and (8.4.19), similar to (8.1.34), we obtain

$$
\begin{aligned}
& n^{-4} \mathrm{E}_{k-1} \mid b_{n k} \mathbf{x}_{k}^{\prime} \mathbf{X}_{n k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-2} \mathbf{X}_{n k} \overline{\mathbf{x}}_{k} \\
& \quad-\left.\operatorname{tr}\left(\mathbf{X}_{n k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-2} \mathbf{X}_{n k}\right)\right|^{2}
\end{aligned}
$$

$$
\begin{align*}
& \leq \frac{1}{n^{2}} \mathrm{E}_{k-1}\left|b_{n k}\right|^{2} \operatorname{tr}\left(\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-2} \mathbf{S}_{n k}\left(\mathbf{S}_{n k}-\bar{z} \mathbf{I}_{p-1}\right)^{-2} \mathbf{S}_{n k}\right) \\
& \leq \frac{C}{n v^{2} y|z|} \operatorname{tr}\left(\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1} \mathbf{S}_{n k}\left(\mathbf{S}_{n k}-\bar{z} \mathbf{I}_{p-1}\right)^{-1} \mathbf{S}_{n k}\right) \\
& \leq \frac{C}{n v^{2} y|z|}\left[n+|z|^{2} \operatorname{tr}\left(\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1}\left(\mathbf{S}_{n k}-\bar{z} \mathbf{I}_{p-1}\right)^{-1}\right)\right] \\
& \leq C v^{-3} n^{-1} \mathrm{E}_{k-1}\left(1+\Im\left(s_{p}(z)\right)\right. \tag{8.4.20}
\end{align*}
$$

and

$$
\begin{align*}
& \mathrm{E}\left|\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right) b_{n k} \tilde{\varepsilon}_{k} \sigma_{k}\right|^{2} \\
\leq & v^{-2} \mathrm{E}_{k-1}\left|b_{n k}\right|^{2}\left|\tilde{\varepsilon}_{k}\right|^{2} \\
\leq & 2 v^{-2} \mathrm{E}_{k-1}\left|b_{n k}\right|^{2}\left[\left|s_{k k}-1\right|^{2}+n^{-4} \mid \mathbf{x}_{k}^{\prime} \mathbf{X}_{n k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1} \mathbf{X}_{n k} \overline{\mathbf{x}}_{k}\right. \\
& \left.-\left.\operatorname{tr}\left(\mathbf{X}_{n k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1} \mathbf{X}_{n k}\right)\right|^{2}\right] \\
\leq & C v^{-2} \mathrm{E}_{k-1}\left|b_{n k}\right|^{2}\left[n^{-1}\right. \\
& \left.+n^{-2} \mid \operatorname{tr}\left(\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1} \mathbf{S}_{n k}\left(\mathbf{S}_{n k}-\bar{z} \mathbf{I}_{p-1}\right)^{-1} \mathbf{S}_{n k}\right)\right] \\
\leq & C v^{-3} n^{-1} \mathrm{E}_{k-1}\left(1+\Im\left(s_{p}(z)\right)\right) . \tag{8.4.21}
\end{align*}
$$

By (8.4.20) and (8.4.21), for large $n$,

$$
\mathrm{E}\left(\sum_{k=1}^{p} \mathrm{E}_{k-1}\left|\gamma_{k}^{2}\right|\right)^{\ell} \leq C n^{-2 \ell} v^{-3 \ell} \mathrm{E}\left(1+\Im\left(s_{p}(z)\right)\right)^{\ell}
$$

Furthermore, we have

$$
\begin{aligned}
& n^{-4 \ell} \mathrm{E} \mid b_{n k} \mathbf{x}_{k}^{\prime} \mathbf{X}_{n k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-2} \mathbf{X}_{n k} \overline{\mathbf{x}}_{k} \\
& -\left.\operatorname{tr}\left(\mathbf{X}_{n k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-2} \mathbf{X}_{n k}\right)\right|^{2 \ell} \\
\leq & \frac{C}{n^{2 \ell}} \mathrm{E}\left|b_{n k}\right|^{2 \ell}\left[\nu_{4 \ell} \operatorname{tr}\left(\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-2} \mathbf{S}_{n k}\left(\mathbf{S}_{n k}-\bar{z} \mathbf{I}_{p-1}\right)^{-2} \mathbf{S}_{n k}\right)^{\ell}\right. \\
& \left.+\left[\nu_{4} \operatorname{tr}\left(\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-2} \mathbf{S}_{n k}\left(\mathbf{S}_{n k}-\bar{z} \mathbf{I}_{p-1}\right)^{-2} \mathbf{S}_{n k}\right)\right]^{\ell}\right] \\
\leq & \frac{C}{n^{2 \ell} y^{\ell}|z|^{\ell}} \mathrm{E}\left[\nu_{4 \ell} v^{-2 \ell} \operatorname{tr}\left(\mathbf{I}_{p-1}+|z|^{2 \ell}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-\ell}\left(\mathbf{S}_{n k}-\bar{z} \mathbf{I}_{p-1}\right)^{-\ell}\right)\right. \\
& \left.+\nu_{4}^{\ell} v^{-2 \ell}\left[n+|z|^{2} \operatorname{tr}\left(\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1}\left(\mathbf{S}_{n k}-\bar{z} \mathbf{I}_{p-1}\right)^{-1}\right)^{\ell}\right]\right] \\
\leq & \frac{C}{n^{2 \ell} y^{\ell}|z|^{\ell}} \mathrm{E}\left[n^{\ell} v^{-2 \ell}\left(1+|z|^{2 \ell} v^{-2 \ell+1} \Im s_{p}(z)\right) \quad\left(\operatorname{using} \nu_{4 \ell} \leq C n^{\ell-1}\right)\right. \\
& \left.+n^{\ell} v^{-2 \ell}\left(1+|z|^{2} v^{-1} \Im s_{p}(z)\right)^{\ell}\right] \\
\leq & \frac{C}{n^{\ell} y^{\ell} v^{3 \ell}} \mathrm{E}\left[1+v^{-\ell+1} \Im s_{p}(z)+\left(\Im s_{p}(z)\right)^{\ell}\right]
\end{aligned}
$$

$$
\begin{equation*}
\leq \frac{C}{n^{\ell} y^{\ell} v^{3 \ell}} \mathrm{E}\left(1+v^{-\ell+1} \Im s_{p}(z)\right) \tag{8.4.22}
\end{equation*}
$$

and

$$
\begin{align*}
& \mathrm{E}\left|\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right) b_{n k} \tilde{\varepsilon}_{k} \sigma_{k}\right|^{2 \ell} \\
\leq & v^{-2 \ell} \mathrm{E}\left|b_{n k}\right|^{2 \ell}\left|\tilde{\varepsilon}_{k}\right|^{2 \ell} \\
\leq & \frac{C}{v^{2 \ell} y^{\ell}|z|^{\ell}} \mathrm{E}\left[\left|s_{k k}-1\right|^{2 \ell}+n^{-4 \ell} \mid \mathbf{x}_{k}^{\prime} \mathbf{X}_{n k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1} \mathbf{X}_{n k} \overline{\mathbf{x}}_{k}\right. \\
& \left.-\left.\operatorname{tr}\left(\mathbf{X}_{n k}^{*}\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1} \mathbf{X}_{n k}\right)\right|^{2 \ell}\right] \\
\leq & \frac{C}{v^{2 \ell} y^{\ell}|z|^{\ell}} \mathrm{E}\left[n^{-2 \ell}\left(n \nu_{4 \ell}+\left(\nu_{4} n\right)^{\ell}\right)\right. \\
& +n^{-2 \ell}\left(\nu_{4 \ell} \operatorname{tr}\left(\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-\ell}\left(\mathbf{S}_{n k}-\bar{z} \mathbf{I}_{p-1}\right)^{-\ell} \mathbf{S}_{n k}^{2 \ell}\right)\right. \\
& \left.\left.+\left(\nu_{4} \operatorname{tr}\left(\left(\mathbf{S}_{n k}-z \mathbf{I}_{p-1}\right)^{-1}\left(\mathbf{S}_{n k}-\bar{z} \mathbf{I}_{p-1}\right)^{-1} \mathbf{S}_{n k}^{2}\right)\right)^{\ell}\right)\right] \\
\leq & \frac{C}{n^{\ell} v^{2 \ell} y^{\ell}|z|^{\ell}} \mathrm{E}\left[1+|z|^{2 \ell} \Im s_{p}(z) v^{-2 \ell+1}+v^{-\ell}|z|^{2 \ell}\left(\Im\left(s_{p}(z)\right)\right)^{\ell}\right] \\
\leq & \frac{C}{n^{\ell} v^{3 \ell} y^{\ell}}\left(1+\Im s_{p}(z) v^{-\ell+1}\right) . \tag{8.4.23}
\end{align*}
$$

By (8.4.22) and (8.4.23), for large $n$,

$$
\sum_{k=1}^{p} \mathrm{E}\left|\gamma_{k}\right|^{2 \ell} \leq \frac{C}{n^{3 \ell+1} y^{\ell} v^{3 \ell}}\left(1+\mathrm{E} \Im\left(s_{p}(z)\right) v^{-\ell+1}\right)
$$

Consequently,

$$
\begin{align*}
& \left|s_{p}(z)-\mathrm{E} s_{p}(z)\right|^{2 \ell} \\
\leq & \frac{C}{n^{2 \ell} v^{3 \ell} y^{\ell}}\left(1+\mathrm{E}\left(\Im\left(s_{p}(z)\right)\right)^{\ell}+n^{-\ell+1} v^{-\ell+1} \mathrm{E} \Im\left(s_{p}(z)\right)\right) . \tag{8.4.24}
\end{align*}
$$

When $\ell=1$, we have

$$
\begin{aligned}
\left|s_{p}(z)-\mathrm{E} s_{p}(z)\right|^{2} & \leq \frac{C}{n^{2} v^{3} y}\left(1+\mathrm{E}\left(\Im\left(s_{p}(z)\right)\right)\right. \\
& \leq \frac{C}{n^{2} v^{3} y}\left(1+\left|\mathrm{E} s_{p}(z)-s_{y}(z)\right|+\left|s_{y}(z)\right|\right) \\
& \leq \frac{C}{n^{2} v^{3} y}\left(1+\Delta / v+1 / \sqrt{y} v_{y}\right)
\end{aligned}
$$

This shows that the lemma holds for $\ell=1$. For $\ell \in\left(2^{t-1}, 2^{t}\right]$, the lemma will be proved by induction for $t=0,1,2, \cdots$. To this end, we shall extend the lemma to the case $\ell \in\left(\frac{1}{2}, 1\right)$. We have, by Lemma 2.12 and the result for the case of $\ell=1$,

$$
\begin{aligned}
\left|s_{p}(z)-\mathrm{E} s_{p}(z)\right|^{2 \ell} & \leq \frac{C}{n^{2 \ell}} \mathrm{E}\left(\sum_{k=1}^{p}\left|\gamma_{k}\right|^{2}\right)^{\ell} \\
& \leq \frac{C}{n^{2 \ell}}\left(\sum_{k=1}^{p} \mathrm{E}\left|\gamma_{k}\right|^{2}\right)^{\ell} \\
& =C\left(\mathrm{E}\left|s_{p}(z)-\mathrm{E} s_{p}(z)\right|^{2}\right)^{\ell} \\
& \leq \frac{C}{n^{2 \ell} v^{4 \ell} y^{2 \ell}}\left(\Delta+v / v_{y}\right)^{\ell}
\end{aligned}
$$

This shows that the lemma holds when $\ell \in\left(2^{-1}, 2^{0}\right]$. Assume that the lemma holds for $\ell \in\left(\frac{1}{2}, 2^{t-1}\right]$. Consider the case where $\ell \in\left(2^{t-1}, 2^{t}\right]$. By (8.4.24), we have

$$
\begin{aligned}
&\left|s_{p}(z)-\mathrm{E} s_{p}(z)\right|^{2 \ell} \\
& \leq \frac{C}{n^{2 \ell} v^{3 \ell} y^{\ell}}\left(1+\mathrm{E}\left|s_{p}(z)-\mathrm{E} s_{p}(y)\right|^{\ell}+\left|\mathrm{E} s_{p}(z)\right|^{\ell}\right. \\
&\left.\quad+n^{-\ell+1} v^{-\ell+1}\left|\mathrm{E} s_{p}(z)\right|\right) \\
& \leq \frac{C}{n^{2 \ell} v^{3 \ell} y^{\ell}}\left(1+\frac{\left(\Delta+v / v_{y}\right)^{\ell / 2}}{n^{\ell} v^{2 \ell} y^{\ell}}+\left|\Delta / v+1 / \sqrt{y} v_{y}\right|^{\ell}\right. \\
&\left.+n^{-\ell+1} v^{-\ell+1}\left(\Delta / v+1 / \sqrt{y} v_{y}\right)\right) \\
& \leq \frac{C}{n^{2 \ell} v^{4 \ell} y^{2 \ell}}\left(\Delta+v / v_{y}\right)^{\ell} .
\end{aligned}
$$

This completes the proof of the lemma.

### 8.4.7 Integral of $\delta$

Lemma 8.21. If $\left|\delta_{n}\right|<v /\left[10(A+1)^{2}\right]$ for all $|z|<A$, then there is a constant $M$ such that

$$
\Delta \leq M v / v_{y}
$$

where $A$ is defined in Corollary B. 15 for the $M-P$ law with index $y \leq 1$.
Proof. By (3.3.1) and (8.3.9), we have

$$
\begin{align*}
& \left|s_{p}(z)-s_{y}(z)\right| \\
\leq & \left|\frac{\delta_{n}}{2}\right|\left[1+\frac{\left|2(z+y-1)-y z \delta_{n}\right|}{\left|\sqrt{(z+y-1)^{2}-4 y z}+\sqrt{\left(z+y-1+y z \delta_{n}\right)^{2}-4 y z}\right|}\right] \tag{8.4.25}
\end{align*}
$$

By the convention on the sign of square roots of complex numbers (see (2.3.2)), the signs of the real parts of

$$
\sqrt{(z+y-1)^{2}-4 y z} \text { and } \sqrt{\left(z+y-1+y z \delta_{n}\right)^{2}-4 y z}
$$

are $\operatorname{sign}(u-y-1)$ and

$$
\begin{aligned}
& \operatorname{sign}\left(u+y-1+\Re\left(y z \delta_{n}\right)\right)\left(v+\Im\left(y z \delta_{n}\right)\right)-2 y v \\
= & \operatorname{sign}\left(v(u-y-1)+(u+y-1) \Im\left(y z \delta_{n}\right)+\Re\left(y z \delta_{n}\right)\left(v+\Im\left(y z \delta_{n}\right)\right)\right) .
\end{aligned}
$$

By the condition on $\delta_{n}$, we have

$$
\left|(u+y-1) \Im\left(y z \delta_{n}\right)+\Re\left(y z \delta_{n}\right)\left(v+\Im\left(y z \delta_{n}\right)\right)\right|<v / 5(A+1)
$$

If $|u-y-1| \geq 1 / 5(A+1)$, then the real parts of $\sqrt{(z+y-1)^{2}-4 y z}$ and $\sqrt{\left(z+y-1+y z \delta_{n}\right)^{2}-4 y z}$ have the same sign. Since they both have positive imaginary parts, it follows that

$$
\begin{equation*}
\left|s_{p}(z)-s_{y}(z)\right| \leq \frac{1}{2}|\delta|\left[1+\frac{2 A+2}{\sqrt{\left|(u-y-1)^{2}-v^{2}-4 y\right|}}\right] \tag{8.4.26}
\end{equation*}
$$

If $|u-y-1|<1 /[5(A+1)]$, then, for all large $n$, we have

$$
\begin{aligned}
\left|\sqrt{(z-y-1)^{2}-4 y}-2 i \sqrt{y}\right| & =\frac{|z-y-1|^{2}}{\left|\sqrt{(z-y-1)^{2}-4 y}+2 i \sqrt{y}\right|} \\
& \leq \frac{1}{50 \sqrt{y}(A+1)^{2}}
\end{aligned}
$$

Therefore, for $|u-y-1|<1 /[5(A+1)]$, we have

$$
\begin{align*}
\left|s_{p}(z)-s_{y}(z)\right| & \leq \frac{1}{2}|\delta|\left[1+\frac{2 A+2}{\Im\left(\sqrt{\left|(u-y-1)^{2}-v^{2}-4 y\right|}\right)}\right] \\
& \leq \frac{1}{2}|\delta|\left[1+\frac{2 A+2}{\sqrt{y}}\right] \tag{8.4.27}
\end{align*}
$$

Combining (8.4.26) and (8.4.27), for $|Z| \leq A$, we have

$$
\left|s_{n}(z)-s_{y}(z)\right| \leq\left\{\begin{array}{l}
C_{1}|\delta|, \text { if }|u-y-1|<1 /[5(A+1)]  \tag{8.4.28}\\
\frac{1}{2}|\delta|\left[1+\frac{2 A+2}{\sqrt{\left|(u+y-1)^{2}-v^{2}-4 y u\right|}}\right], \text { otherwise }
\end{array}\right.
$$

where $C_{1}=C_{1}(y)$ is a positive constant depending upon $y$, say, and here it may take $\frac{A+2}{\sqrt{y}}$.

By (8.4.28), one finally gets

$$
\begin{align*}
& \int_{-A}^{A}\left|s_{n}(z)-s_{y}(z)\right| \mathrm{d} u \\
= & \int_{[|u-y-1| \geq 1 /[5(A+1)],|u| \leq A]}\left|s_{n}(z)-s_{y}(z)\right| d u \\
& +\int_{[|u-y-1|<1 /[5(A+1)],|u| \leq A]}^{A}\left|s_{n}(z)-s_{y}(z)\right| d u \\
\leq & C v \int_{-A}^{A} \frac{1}{\sqrt{\left|(u+y-1)^{2}-v^{2}-4 y u\right|}} \mathrm{d} u+C \int_{-A}^{A}|\delta| \mathrm{d} u \\
\leq & \eta v+C v=C_{0} v, \tag{8.4.29}
\end{align*}
$$

where $C_{0}$ is some constant. The proof of the lemma is complete.

### 8.5 Rates of Convergence in Probability and Almost Surely

In this section, we further extend the results of the last section to the convergence in probability and almost surely. We have the following theorems.

Theorem 8.22. Under the assumptions in (8.3.1), we have

$$
\left\|F_{p}-F_{y_{p}}\right\|= \begin{cases}O_{p}\left(n^{-1 / 6}\right), & \text { if } a<n^{-1 / 3}  \tag{8.5.30}\\ O_{p}\left(n^{-2 / 5} a^{-2 / 5}\right), & \text { if } n^{-1 / 3} \leq a<1\end{cases}
$$

Proof. We prove the two theorems simultaneously. By the arguments in Subsection 8.3.2, we can assume that the additional condition (8.4.1) holds. Then, by Theorem B.14, we have

$$
\begin{align*}
& \mathrm{E}\left(\left\|F_{p}-F_{y_{p}}\right\|\right) \leq\left(\int_{-A}^{A} \mathrm{E}\left(\left|s_{p}(z)-s_{y}(z)\right|\right) d u\right. \\
& \left.+v^{-1} \sup _{x} \int_{|y| \leq 2 a v}\left|F_{y}(x+y)-F_{y}(x)\right| d y+\int_{B}^{\infty} \mathrm{E}\left(F_{p}(x)\right) d x\right) \\
& \leq C\left(\int_{-A}^{A} \mathrm{E}\left(\left|s_{p}(z)-\mathrm{E}\left(s_{p}(z)\right)\right|\right) d u\right. \\
& \left.\quad+\int_{-A}^{A}\left|\mathrm{E}\left(s_{p}(z)\right)-s_{y}(z)\right| d u+v / v_{y}+o\left(n^{-2}\right)\right) \tag{8.5.31}
\end{align*}
$$

By Lemma 8.20,

$$
\begin{aligned}
\mathrm{E}\left(\left|s_{p}(z)-\mathrm{E}\left(s_{p}(z)\right)\right|\right) & \leq\left[\mathrm{E}\left(\left|s_{p}(z)-\mathrm{E}\left(s_{p}(z)\right)\right|^{2}\right)\right]^{-1 / 2} \\
& \leq C n^{-1} v^{-2}\left(\Delta+v / v_{y}\right)^{1 / 2}
\end{aligned}
$$

When $a<n^{-1 / 3}$, choosing $v=M_{1} n^{-1 / 3}$ and noting that $\Delta=O\left(n^{-1 / 6}\right)$, we obtain

$$
\begin{align*}
\mathrm{E}\left(\left|s_{p}(z)-\mathrm{E}\left(s_{p}(z)\right)\right|\right) & \leq C n^{-1} v^{-2}\left(\Delta+v / v_{y}\right)^{1 / 2} \\
& \leq C n^{-5 / 12} \tag{8.5.32}
\end{align*}
$$

In the proof of Theorem 8.10, it has been proved that the second integral on the right-hand side of (8.5.31) is $O\left(n^{-1 / 3}\right)$. Substituting these into (8.5.31), we obtain

$$
\mathrm{E}\left\|F_{p}-F_{y}\right\|=\left(n^{-1 / 6}\right)
$$

This proves the conclusion for the case $a<n^{-1 / 3}$ of Theorem 8.22.
Now, assume that $a>n^{-1 / 3}$. In this case, we have $\Delta=O\left(n^{-1 / 2} a^{-1}\right)$. Choose $v=M_{2} n^{-2 / 5} a^{1 / 10}$, similar to (8.5.31), and we have

$$
\begin{align*}
\mathrm{E}\left(\left|s_{p}(z)-\mathrm{E}\left(s_{p}(z)\right)\right|\right) & \leq C n^{-1} v^{-2}\left(\Delta+v / v_{y}\right)^{1 / 2} \\
& \leq C n^{-1} v^{-1.5} a^{-1 / 4} \\
& =C n^{-2 / 5} a^{-2 / 5}=C v a^{-1 / 2} \tag{8.5.33}
\end{align*}
$$

Then, by (8.5.31), we have

$$
\mathrm{E}\left\|F_{p}-F_{y}\right\|=O\left(n^{-2 / 5} a^{-2 / 5}\right)
$$

This proves the second case of Theorem 8.22.
Theorem 8.23. Under the assumptions in (8.3.1), we have, for any $\eta>0$,

$$
\left\|F_{p}-F_{y_{p}}\right\|= \begin{cases}O_{\text {a.s. }}\left(n^{-1 / 6}\right), & \text { if } a<n^{-1 / 3},  \tag{8.5.34}\\ O_{\text {a.s. }}\left(n^{-2 / 5+\eta} a^{-2 / 5}\right), & \text { if } n^{-1 / 3} \leq a<1 .\end{cases}
$$

Proof. The proof of this theorem is almost the same as that of Theorem 8.22. We only need to show that, for the case of $a<n^{-1 / 3}$ with $v=M_{1} n^{-1 / 3}$,

$$
\begin{equation*}
\int_{-A}^{A} \mathrm{E}\left(\left|s_{p}(z)-s_{y}(z)\right|\right) d u=O_{\text {a.s. }}\left(n^{-1 / 6}\right) \tag{8.5.35}
\end{equation*}
$$

and for the case $a>n^{-1 / 3}$ with $v=M_{2} n^{-2 / 5} a^{1 / 10}$,

$$
\begin{equation*}
\int_{-A}^{A} \mathrm{E}\left(\left|s_{p}(z)-s_{y}(z)\right|\right) d u=O_{\text {a.s. }}\left(n^{-2 / 5+\eta} a^{-2 / 5}\right) \tag{8.5.36}
\end{equation*}
$$

By Lemma 8.20, we have

$$
n^{2 \ell / 6} \mathrm{E}\left(\left|s_{p}(z)-s_{y}(z)\right|^{2 \ell}\right) \leq C n^{-2 \ell} v^{-4 \ell}\left(\Delta+v / v_{y}\right)^{\ell}
$$

When $a \leq n^{-1 / 3}, \Delta=O\left(n^{-1 / 6}\right)$. Thus, with $v=M_{1} n^{-1 / 3}$,

$$
n^{2 \ell / 6} \mathrm{E}\left(\left|s_{p}(z)-s_{y}(z)\right|^{2 \ell}\right) \leq C n^{-\ell / 2}
$$

Then (8.5.35) follows by choosing $\ell \geq 3$.
When $a>n^{-1 / 3}$, then $\Delta=O\left(n^{-1 / 2} a^{-1}\right)$. Consequently, by choosing $v=M_{2} n^{-2 / 5} a^{1 / 10}$, we have

$$
n^{2 \ell(2 / 5-\eta)} a^{4 \ell / 5} \mathrm{E}\left(\left|s_{p}(z)-s_{y}(z)\right|^{2 \ell}\right) \leq C n^{-2 \ell \eta}
$$

Then, (8.5.36) follows by choosing $\ell>1 / 2 \eta$. This completes the proof of Theorem 8.23.

## Chapter 9

## CLT for Linear Spectral Statistics

### 9.1 Motivation and Strategy

As mentioned in the introduction, many important statistics in multivariate analysis can be written as functionals of the ESD of some random matrices. The strong consistency of the ESD with LSD is not enough for more efficient statistical inferences, such as the test of hypotheses, confidence regions, etc. In this chapter, we shall introduce some results on deeper properties of the convergence of the ESD of large dimensional random matrices.

Let $F_{n}$ be the ESD of a random matrix that has an LSD $F$. We shall call

$$
\hat{\theta}=\int f(x) d F_{n}(x)=\frac{1}{n} \sum_{k=1}^{n} f\left(\lambda_{k}\right)
$$

a linear spectral statistic (LSS), associated with the given random matrix, which can be considered as an estimator of $\theta=\int f(x) d F(x)$. To test hypotheses about $\theta$, it is necessary to know the limiting distribution of

$$
G_{n}(f)=\alpha_{n}(\hat{\theta}-\theta)=\int f(x) d X_{n}(x)
$$

where $X_{n}(x)=\alpha_{n}\left(F_{n}(x)-F(x)\right)$ and $\alpha_{n} \rightarrow \infty$ is a suitably chosen normalizer such that $G_{n}(f)$ tends to a nondegenerate distribution.

Ideally, if for some choice of $\alpha_{n}, X_{n}(x)$ tends to a limiting process $X(x)$ in the $C$ space or $D$ space equipped with the Skorohod metric, then the limiting distribution of all LSS can be derived. Unfortunately, there is evidence indicating that $X_{n}(x)$ cannot tend to a limiting process in any metric space.

An example is given in Diaconis and Evans [94], in which it is shown that if $F_{n}$ is the empirical distribution function of the angles of eigenvalues of a Haar matrix, then for $0 \leq \alpha<\beta<2 \pi$, the finite-dimensional distributions of

$$
\frac{\pi n}{\sqrt{\log n}}\left(F_{n}(\beta)-F_{n}(\alpha)-\mathrm{E}\left[F_{n}(\beta)-F_{n}(\alpha)\right]\right)
$$

converge weakly to $Z_{\alpha, \beta}$, jointly normal variables, standardized, with covariances

$$
\operatorname{Cov}\left(Z_{\alpha, \beta}, Z_{\alpha^{\prime}, \beta^{\prime}}\right)= \begin{cases}0.5, & \text { if } \alpha=\alpha^{\prime} \text { and } \beta \neq \beta^{\prime} \\ 0.5, & \text { if } \alpha \neq \alpha^{\prime} \text { and } \beta=\beta^{\prime} \\ -0.5, & \text { if } \alpha=\beta^{\prime} \text { or } \beta=\alpha^{\prime} \\ 0, & \text { otherwise. }\end{cases}
$$

This covariance structure cannot arise from a probability space on which $Z_{0, x}$ is defined as a stochastic process with measurable paths in $D[a, b]$ for any $0<a<b<2 \pi$. Indeed, if so, then with probability 1 , for $x$ decreasing to $a, Z_{0, x}-Z_{0, a}$ would converge to 0 , which implies its variance would approach 0 . But its variance remains at 1. Furthermore, this result also shows that with any choice of $\alpha_{n}, X_{n}(x)$ cannot tend to a nontrivial process in any metric space.

Therefore, we have to withdraw our attempts at looking for the limiting process of $X_{n}(x)$. Instead, we shall consider the convergence of $G_{n}(f)$ with $\alpha_{n}=n$. The earliest work dates back to Jonsson [169], in which he proved the CLT for the centralized sum of the $r$-th power of eigenvalues of a normalized Wishart matrix. Similar work for the Wigner matrix was obtained in Sinai and Soshnikov [269]. Later, Johansson [165] proved the CLT of linear spectral statistics of the Wigner matrix under density assumptions.

Because $X_{n}$ tending to a weak limit implies the convergence of $G_{n}(f)$ for all continuous and bounded $f$, Diaconis and Evans' example shows that the convergence of $G_{n}(f)$ cannot be true for all $f$, at least for indicator functions. Thus, in this chapter, we shall confine ourselves to the convergence of $G_{n}(f)$ to a normal variable when $f$ is analytic in a region containing the support of $F$ for Wigner matrices and sample covariance matrices.

Our strategy will be as follows: Choose a contour $\mathcal{C}$ that encloses the support of $F_{n}$ and $F$. Then, by the Cauchy integral formula, we have

$$
\begin{equation*}
f(x)=\frac{1}{2 \pi i} \oint_{\mathcal{C}} \frac{f(z)}{z-x} d z \tag{9.1.1}
\end{equation*}
$$

By this formula, we can rewrite $G_{n}(f)$ as

$$
\begin{equation*}
G_{n}(f)=-\frac{1}{2 \pi i} \oint_{\mathcal{C}} f(z)\left[n\left(s_{n}(z)-s(z)\right] d z\right. \tag{9.1.2}
\end{equation*}
$$

where $s_{n}$ and $s$ are Stieltjes transforms of $F_{n}$ and $F$, respectively. So, the problem of finding the limit distribution of $G_{n}(f)$ reduces to finding the limiting process of $M_{n}(z)=n\left(s_{n}(z)-s(z)\right)$.

Before concluding this section, we present a lemma on estimation of moments of quadratic forms that is useful for the proofs of the CLT of LSS of both Wigner matrices and sample covariance matrices.

Lemma 9.1. Suppose that $x_{i}, i=1, \cdots, n$, are independent, with $\mathrm{E} x_{i}=0$, $\mathrm{E}\left|x_{i}\right|^{2}=1$, $\sup E\left|x_{i}\right|^{4}=\nu<\infty$, and $\left|x_{i}\right| \leq \eta \sqrt{n}$ with $\eta>0$. Assume that $\mathbf{A}$ is a complex matrix. Then, for any given $2 \leq p \leq b \log \left(n \nu^{-1} \eta^{4}\right)$ and $b>1$, we have

$$
\mathrm{E}\left|\boldsymbol{\alpha}^{*} \mathbf{A} \boldsymbol{\alpha}-\operatorname{tr}(\mathbf{A})\right|^{p} \leq \nu n^{p}\left(n \eta^{4}\right)^{-1}\left(40 b^{2}\|\mathbf{A}\| \eta^{2}\right)^{p}
$$

where $\boldsymbol{\alpha}=\left(x_{1}, \cdots, x_{n}\right)^{T}$.
Proof. In the proof, we shall use the trivial inequality

$$
a^{t} t^{b} \leq \begin{cases}a^{d} c^{b}, & \text { if } d \leq-b / \log a  \tag{9.1.3}\\ a^{d} d^{b}, & \text { if }-b / \log a<d \leq t\end{cases}
$$

where $0<a<1, b, d, c, t$ are positive, and $b \leq-c \log a$.
Now, let us begin the proof of the lemma. Without loss of generality, we may assume that $p=2 s$ is an even integer. Write $\mathbf{A}=\left(a_{i j}\right)$. We first consider

$$
S_{1}=\sum_{i=1} a_{i i}\left(\left|x_{i}\right|^{2}-1\right):=\sum_{i=1}^{n} a_{i i} M_{i}
$$

By noting $\left|a_{i i}\right| \leq\|\mathbf{A}\|$ and $p \leq 2 b \log \left(n \nu^{-1} \eta^{4}\right)$, we apply (9.1.3) to get

$$
\begin{aligned}
\mathrm{E}\left|S_{1}\right|^{p} & \leq \sum_{\ell=1}^{s} \sum_{1 \leq j_{1}<\cdots<j_{\ell} \leq n} \sum_{\substack{i_{1}+\ldots+i_{\ell}=p \\
i_{1}, \ldots, i_{\ell} \geq 2}} p!\prod_{t=1}^{\ell} \frac{\left|a_{j_{t} j_{t}}^{i_{t}}\right| \mathrm{E}\left|M_{j_{t}}^{i_{t}}\right|}{\left(i_{t}\right)!} \\
& \leq\|\mathbf{A}\|^{p} \sum_{\ell=1}^{s} n^{\ell} \nu^{\ell} \sum_{\substack{i_{1}+\cdots+i_{\ell}=p \\
i_{1}, \cdots, i_{\ell} \geq 2}}\left(n \eta^{2}\right)^{p-2 \ell} \frac{p!}{\left(i_{1}\right)!\cdots\left(i_{\ell}\right)!} \\
& \leq\left(n\|\mathbf{A}\| \eta^{2}\right)^{p} \sum_{\ell=1}^{s}\left(\nu^{-1} n \eta^{4}\right)^{-\ell} \ell^{p} \\
& \leq \begin{cases}\nu n^{p} s\left(\|\mathbf{A}\| \eta^{2}\right)^{p}\left(n \eta^{4}\right)^{-1}(2 b)^{p}, & \text { if } p / \log \left(n \nu^{-1} \eta^{4}\right) \geq 1 \\
\nu n^{p} s\left(\|\mathbf{A}\| \eta^{2}\right)^{p}\left(n \eta^{4}\right)^{-1}, & \text { if } p / \log \left(n \nu^{-1} \eta^{4}\right)<1\end{cases} \\
& \leq \nu n^{p}\left(2 b\|\mathbf{A}\| s^{1 / p} \eta^{2}\right)^{p}\left(n \eta^{4}\right)^{-1} .
\end{aligned}
$$

Next, let us consider

$$
S_{2}=\sum_{1 \leq i \neq j \leq n} a_{i j} x_{i} \bar{x}_{j}
$$

Then, we have

$$
\mathrm{E}\left|S_{2}\right|^{p}=\sum a_{i_{1} j_{1}} \bar{a}_{k_{1}, \ell_{1}} \cdots a_{i_{s} j_{s}} \bar{a}_{k_{s}, \ell_{s}} \mathrm{E} x_{i_{1}} \bar{x}_{k_{1}} \bar{x}_{j_{1}} x_{\ell_{1}} \cdots x_{i_{s}} \bar{x}_{k_{s}} \bar{x}_{j_{s}} x_{\ell_{s}} .
$$

Draw a directional graph $G$ of $p=2 s$ edges that link $i_{t}$ to $j_{t}$ and $\ell_{t}$ to $k_{t}$, $t=1, \cdots, s$. Note that if $G$ has a vertex whose degree is 1 , then the graph
corresponds to a term with expectation 0 . That is, for any nonzero term, the vertex degrees of the graph are not less than 2 . Write the noncoincident vertices as $v_{1}, \cdots, v_{m}$ with degrees $p_{1}, \cdots, p_{m}$ greater than 1 . We have $m \leq s$. By assumption, we have

$$
\left|\mathrm{E} x_{i_{1}} \bar{x}_{k_{1}} \bar{x}_{j_{1}} x_{\ell_{1}} \cdots x_{i_{s}} \bar{x}_{k_{s}} \bar{x}_{j_{s}} x_{\ell_{s}}\right| \leq\left(n \eta^{2}\right)^{p-m} .
$$

Now, suppose that the graph consists of $q$ connected components $G_{1}, \cdots, G_{q}$ with $m_{1}, \cdots, m_{q}$ noncoincident vertices, respectively. Let us consider the contribution by $G_{1}$ to $\mathrm{E}\left|S_{2}\right|^{p}$. Assume that $G_{1}$ has $s_{1}$ edges, $e_{1}, \cdots, e_{s_{1}}$. Choose a tree $G_{1}^{\prime}$ from $G_{1}$, and assume its edges are $e_{1}, \cdots, e_{m_{1}-1}$, without loss of generality. Note that

$$
\sum_{v_{1}, \cdots, v_{m_{1}} \leq n} \prod_{t=1}^{m_{1}-1}\left|a_{e_{t}}\right|^{2} \leq\|\mathbf{A}\|^{2 m_{1}-2} n
$$

and

$$
\sum_{v_{1}, \cdots, v_{m_{1}} \leq n} \prod_{t=m_{1}}^{s_{1}}\left|a_{e_{t}}\right|^{2} \leq\|\mathbf{A}\|^{2 s_{1}-2 m_{1}+2} n^{m_{1}-1}
$$

Here, the first inequality follows from the fact that $\sum_{v_{1}}\left|a_{v_{1} v_{2}}\right|^{2} \leq\|\mathbf{A}\|^{2}$ since it is a diagonal element of $\mathbf{A} \mathbf{A}^{*}$. The second inequality follows from the fact that $\sum_{v_{1}}\left|a_{v_{1} v_{2}}\right|^{\ell} \leq\|\mathbf{A}\|^{\ell}$ for any $\ell \geq 2$ and that $s_{1} \geq m_{1}$ since all vertices have degrees not less than 2. Therefore, the contribution of $G_{1}$ is bounded by

$$
\begin{aligned}
& \sum_{v_{1}, \cdots, v_{m_{1}} \leq n} \prod_{t=1}^{s_{1}}\left|a_{e_{t}}\right| \\
\leq & \left(\sum_{v_{1}, \cdots, v_{m_{1}} \leq n} \prod_{t=1}^{m_{1}-1}\left|a_{e_{t}}\right|^{2} \sum_{v_{1}, \cdots, v_{m_{1}} \leq n} \prod_{t=m_{1}}^{s_{1}}\left|a_{e_{t}}\right|^{2}\right)^{1 / 2} \\
\leq & \|\mathbf{A}\|^{s_{1}} n^{m_{1} / 2}
\end{aligned}
$$

Noting that $m_{1}+\cdots+m_{q}=m$ and $s_{1}+\cdots+s_{q}=2 s$, eventually we obtain that the contribution of the isomorphic class for a given canonical graph is $\|\mathbf{A}\|^{2 s} n^{m / 2}$. Because the two vertices of each edge cannot coincide, we have $q \leq m / 2$. The number of canonical graphs is less than $\binom{m}{2}^{p} \leq m^{2 p}$. We finally obtain

$$
\begin{aligned}
& \mathrm{E}\left|S_{2}\right|^{p} \leq\|\mathbf{A}\|^{2 s} \sum_{m=2}^{s} n^{m / 2}\left(n \eta^{2}\right)^{p-m} m^{2 p} \\
\leq & n^{p}\left(\|\mathbf{A}\| \eta^{2}\right)^{p} \sum_{m=2}^{s}\left(n^{1 / 2} \eta^{2}\right)^{-m} m^{2 p}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \begin{cases}n^{p} s\left(\|\mathbf{A}\| \eta^{2}\right)^{p}\left(n^{1 / 2} \eta^{2}\right)^{-2}(4 b)^{2 p}, & \text { if } 2 p / \log \left(n^{1 / 2} \eta^{2}\right)>2, \\
n^{p} s\left(\|\mathbf{A}\| \eta^{2}\right)^{p}\left(n^{1 / 2} \eta^{2}\right)^{-2} 2^{2 p}, & \text { otherwise }\end{cases} \\
& =n^{p}\left(n \eta^{4}\right)^{-1}\left(16 s^{1 / p} b^{2}\|\mathbf{A}\| \eta^{2}\right)^{p}
\end{aligned}
$$

Since $\mathrm{E}\left|S_{1}+S_{2}\right|^{p} \leq 2^{p-1}\left(\mathrm{E}\left|S_{1}\right|^{p}+\mathrm{E}\left|S_{2}\right|^{p}\right)$ and $16 s^{1 / p} \leq 16 e^{1 / 2 e} \leq 20$, the proof of the lemma is complete.

### 9.2 CLT of LSS for the Wigner Matrix

In this section, we shall consider the case where $F_{n}$ is the ESD of the normalized Wigner matrix $\mathbf{W}_{n}$. More precisely, let $\mu(f)$ denote the integral of a function $f$ with respect to a signed measure $\mu$. Let $\mathcal{U}$ be an open set of the complex plane that contains the interval $[-2,2]$; i.e., the support of the semicircular law $F$.

To facilitate the exposition, complex Wigner matrices will be called the complex Wigner ensemble (CWE) and real Wigner matrices will be called the real Wigner ensemble (RWE). In both cases, the entries are not necessarily identically distributed. If in addition the entries are Gaussian (with $\sigma^{2}=1$ and 2 for the CWE and RWE, respectively), the ensembles above are the classical Gaussian unitary ensemble (GUE) and the Gaussian orthogonal ensemble (GOE) of random matrices.

Next define $\mathcal{A}$ to be the set of analytic functions $f: \mathcal{U} \mapsto \mathbb{C}$. We then consider the empirical process $G_{n}:=\left\{G_{n}(f)\right\}$ indexed by $\mathcal{A}$; i.e.,

$$
\begin{equation*}
G_{n}(f):=n \int_{-\infty}^{\infty} f(x)\left[F_{n}-F\right](d x), \quad f \in \mathcal{A} . \tag{9.2.1}
\end{equation*}
$$

To study the weak limit of $G_{n}$, we need conditions on the moments of the entries $x_{i j}$ of the Wigner matrices $\sqrt{n} \mathbf{W}_{n}$. Note that the distributions of entries $x_{i j}$ are allowed to depend on $n$, but the dependence on $n$ is suppressed. Let:
[M1] For all $i, \mathrm{E}\left|x_{i i}\right|^{2}=\sigma^{2}>0$, for all $i<j, \mathrm{E}\left|x_{i j}\right|^{2}=1$, and for CWE, $\mathrm{E} x_{i j}^{2}=0$.
[M2] (homogeneity of fourth moments) $M=\mathrm{E}\left|x_{i j}\right|^{4}$ for $i \neq j$.
[M3] (uniform tails) For any $\eta>0$, as $n \rightarrow \infty$,

$$
\frac{1}{\eta^{4} n^{2}} \sum_{i, j} \mathrm{E}\left[\left|x_{i j}\right|^{4} I\left(\left|x_{i j}\right| \geq \eta \sqrt{n}\right)\right]=o(1)
$$

Note that condition [M3] implies the existence of a sequence $\eta_{n} \downarrow 0$ such that

$$
\begin{equation*}
\left(\eta_{n} \sqrt{n}\right)^{-4} \sum_{i, j} \mathrm{E}\left[\left|x_{i j}\right|^{4} I\left(\left|x_{i j}\right| \geq \eta_{n} \sqrt{n}\right)\right]=o(1) \tag{9.2.2}
\end{equation*}
$$

Note that $\eta_{n} \rightarrow 0$ may be assumed to be as slow as desired. For definiteness, we assume that $\eta_{n}>1 / \log n$.

The main result of this section is the finite-dimensional convergence of the empirical process $G_{n}$ to a Gaussian process. That is, for any $k$ elements $f_{1}, \cdots, f_{k}$ of $\mathcal{A}$, the vector $\left(G_{n}\left(f_{1}\right), \cdots, G_{n}\left(f_{k}\right)\right)$ converges weakly to a $p$ dimensional Gaussian distribution.

Let $\left\{T_{k}\right\}$ be the family of Tchebychev polynomials and define, for $f \in \mathcal{A}$ and any integer $\ell \geq 0$,

$$
\begin{align*}
\tau_{\ell}(f) & =\frac{1}{2 \pi} \int_{-\pi}^{\pi} f(2 \cos (\theta)) e^{i \ell \theta} d \theta \\
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi} f(2 \cos (\theta)) \cos (\ell \theta) d \theta \\
& =\frac{1}{\pi} \int_{-1}^{1} f(2 t) T_{\ell}(t) \frac{1}{\sqrt{1-t^{2}}} d t \tag{9.2.3}
\end{align*}
$$

In order to give a unified statement for both ensembles, we introduce the parameter $\kappa$ with values 1 and 2 for the complex and real Wigner ensembles, respectively. Moreover, set $\beta=\mathrm{E}\left(\left|x_{12}\right|^{2}-1\right)^{2}-\kappa$. In particular, for the GUE we have $\kappa=\sigma^{2}=1$ and for the GOE we have $\kappa=\sigma^{2}=2$, and in both cases $\beta=0$.

We shall prove the following theorem that extends a result given in Bai and Yao [35].
Theorem 9.2. Under conditions [M1]-[M3], the spectral empirical process $G_{n}=\left(G_{n}(f)\right)$ indexed by the set of analytic functions $\mathcal{A}$ converges weakly in finite dimension to a Gaussian process $G:=\{G(f): f \in \mathcal{A}\}$ with mean function $\mathrm{E}[G(f)]$ given by

$$
\begin{equation*}
\frac{\kappa-1}{4}\{f(2)+f(-2)\}-\frac{\kappa-1}{2} \tau_{0}(f)+\left(\sigma^{2}-\kappa\right) \tau_{2}(f)+\beta \tau_{4}(f) \tag{9.2.4}
\end{equation*}
$$

and the covariance function $c(f, g):=\mathrm{E}[\{G(f)-\mathrm{E} G(f)\}\{G(g)-\mathrm{E} G(g)\}]$ given by

$$
\begin{align*}
& \sigma^{2} \tau_{1}(f) \tau_{1}(g)+2(\beta+1) \tau_{2}(f) \tau_{2}(g)+\kappa \sum_{\ell=3}^{\infty} \ell \tau_{\ell}(f) \tau_{\ell}(g)  \tag{9.2.5}\\
= & \frac{1}{4 \pi^{2}} \int_{-2}^{2} \int_{-2}^{2} f^{\prime}(t) g^{\prime}(s) V(t, s) d t d s \tag{9.2.6}
\end{align*}
$$

where

$$
V(t, s)=\left(\sigma^{2}-\kappa+\frac{1}{2} \beta t s\right) \sqrt{\left(4-t^{2}\right)\left(4-s^{2}\right)}
$$

$$
\begin{equation*}
+\kappa \log \left(\frac{4-t s+\sqrt{\left(4-t^{2}\right)\left(4-s^{2}\right)}}{4-t s-\sqrt{\left(4-t^{2}\right)\left(4-s^{2}\right)}}\right) \tag{9.2.7}
\end{equation*}
$$

Note that our definition implies that the variance of $G(f)$ equals $c(f, \bar{f})$. Let $\delta_{a}(d t)$ be the Dirac measure at a point $a$. The mean function can also be written as

$$
\begin{equation*}
\mathrm{E}[G(f)]=\int_{\mathbb{R}} f(2 t) d \nu(t) \tag{9.2.8}
\end{equation*}
$$

with signed measure

$$
\begin{align*}
d \nu(t) & =\frac{\kappa-1}{4}\left[\delta_{1}(d t)+\delta_{-1}(d t)\right] \\
+ & \frac{1}{\pi}\left[-\frac{\kappa-1}{2}+\left(\sigma^{2}-\kappa\right) T_{2}(t)+\beta T_{4}(t)\right] \frac{1}{\sqrt{1-t^{2}}} I([-1,1])(t) d t \tag{9.2.9}
\end{align*}
$$

In the cases of GUE and GOE, the covariance reduces to the third term in (9.2.5). The mean $\mathrm{E}[G(f)]$ is always zero for the GUE since in this case $\sigma^{2}=\kappa=1$ and $\beta=0$. As for the GOE, since $\beta=0$ and $\sigma^{2}=\kappa=2$, we have

$$
\mathrm{E}[G(f)]=\frac{1}{4}\{f(2)+f(-2)\}-\frac{1}{2} \tau_{0}(f)
$$

Therefore the limit process is not necessarily centered.
Example 9.3. Consider the case where $\mathcal{A}=\{f(x, t)\}$ and the stochastic process is

$$
Z_{n}(t)=\sum_{k=1}^{n} f\left(\lambda_{k}, t\right)-n \int_{-2}^{2} f(x, t) F(d x) .
$$

If both $f$ and $\partial f(x, t) / \partial t$ are analytic in $x$ over a region containing [-2, 2], it follows easily from Theorem 9.2 that $Z_{n}(t)$ converges to a Gaussian process. Its finite-dimensional convergence is exactly the same as in Theorem 9.2, while its tightness can be obtained as a simple consequence of the same theorem.

### 9.2.1 Strategy of the Proof

Let $\mathcal{C}$ be the contour made by the boundary of the rectangle with vertices $\left( \pm a \pm i v_{0}\right)$, where $a>2$ and $1 \geq v_{0}>0$. We can always assume that the constants $a-2$ and $v_{0}$ are sufficiently small so that $\mathcal{C} \subset \mathcal{U}$.

Then, as mentioned in Section 9.1,

$$
\begin{equation*}
G_{n}(f)=-\frac{1}{2 \pi i} \oint_{\mathcal{C}} f(z) n\left[s_{n}(z)-s(z)\right] d z \tag{9.2.10}
\end{equation*}
$$

where $s_{n}$ and $s$ are Stieltjes transforms of $\mathbf{W}_{n}$ and the semicircular law, respectively. The reader is reminded that the equality above may not be correct when some eigenvalues of $\mathbf{W}_{n}$ run outside the contour. A corrected version of $(9.2 .10)$ should be

$$
G_{n}(f) I\left(B_{n}^{c}\right)=-\frac{1}{2 \pi i} I\left(B_{n}^{c}\right) \oint_{\mathcal{C}} f(z) n\left[s_{n}(z)-s(z)\right] d z
$$

where $B_{n}=\left\{\left|\lambda_{\text {ext }}\left(\mathbf{W}_{n}\right)\right| \geq 1+a / 2\right\}$ and $\lambda_{\text {ext }}$ denotes the smallest or largest eigenvalue of the matrix $\mathbf{W}_{n}$. But this difference will not matter in the proof because by Remark 5.7, after truncation and renormalization, for any $a>2$ and $t>0$,

$$
\begin{equation*}
\mathrm{P}\left(B_{n}\right)=o\left(n^{-t}\right) \tag{9.2.11}
\end{equation*}
$$

This property will also be used in the proof of Corollary 9.8 later.
This representation reduces our problem to showing that the process $M_{n}:=\left(M_{n}(z)\right)$ indexed by $z \notin[-2,2]$, where

$$
\begin{equation*}
M_{n}(z)=n\left[s_{n}(z)-s(z)\right] \tag{9.2.12}
\end{equation*}
$$

converges to a Gaussian process $M(z), z \notin[-2,2]$. We will show this conclusion by the following theorem.

Throughout this section, we set $\mathbb{C}_{0}=\left\{z=u+i v:|v| \geq v_{0}\right\}$.
Theorem 9.4. Under conditions [M1]-[M3], the process $\left\{M_{n}(z) ; \mathbb{C}_{0}\right\}$ converges weakly to a Gaussian process $\left\{M(z) ; \mathbb{C}_{0}\right\}$ with the mean and covariance functions given in Lemma 9.5 and Lemma 9.6.

Since the mean and covariance functions of $M(z)$ are independent of $v_{0}$, the process $\left\{M(z) ; \mathbb{C}_{0}\right\}$ in Theorem 9.4 can be taken as a restriction of a process $\{M(z)\}$ defined on the whole complex plane except the real axis. Further, by noting the symmetry, $M(\bar{z})=\overline{M(z)}$, and the continuity of the mean and covariance functions of $M(z)$ on the real axis except for $z \in[-2,2]$, we may extend the process to $\{M(z) ; \Re z \notin[-2,2]\}$.

Split the contour $\mathcal{C}$ as the union $\mathcal{C}_{u}+\mathcal{C}_{l}+\mathcal{C}_{r}+\mathcal{C}_{0}$, where $\mathcal{C}_{l}=\{z=$ $\left.-a+i y, \zeta_{n} n^{-1}<|y| \leq v_{1}\right\}, \mathcal{C}_{r}=\left\{z=a+i y, \zeta_{n} n^{-1}<|y| \leq v_{1}\right\}$, and $\mathcal{C}_{0}=\left\{z= \pm a+i y,|y| \leq n^{-1} \zeta_{n}\right\}$, where $\zeta_{n} \rightarrow 0$ is a slowly varying sequence of positive constants. By Theorem 9.4, we get the weak convergence

$$
\int_{\mathcal{C}_{u}} M_{n}(z) d z \Rightarrow \int_{\mathcal{C}_{u}} M(z) d z .
$$

To prove Theorem 9.2 , we only need to show that, for $j=l, r, 0$,

$$
\begin{equation*}
\lim _{v_{1} \downarrow 0} \limsup _{n \rightarrow \infty} \mathrm{E}\left|\int_{\mathcal{C}_{j}} M_{n}(z) I\left(B_{n}^{c}\right) d z\right|^{2}=0 \tag{9.2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{v_{1} \downarrow 0} \mathrm{E}\left|\int_{\mathcal{C}_{j}} M(z) d z\right|^{2}=0 \tag{9.2.14}
\end{equation*}
$$

Estimate (9.2.14) can be verified directly by the mean and variance functions of $M(z)$. The proof of $(9.2 .13)$ for the case $j=0$ will be given at the end of Subsection 9.2.2, and the proof of (9.2.13) for $j=l$ and $r$ will be postponed until the proof of Theorem 9.4 is complete.

### 9.2.2 Truncation and Renormalization

Choose $\eta_{n}>1 / \log n$ according to (9.2.2), and we first truncate the variables as $\widehat{x}_{i j}=x_{i j} I\left(\left|x_{i j}\right| \leq \eta_{n} \sqrt{n}\right)$. We need to further normalize them by setting $\widetilde{x}_{i j}=\left(\widehat{x}_{i j}-\mathrm{E} \widehat{x}_{i j}\right) / \sigma_{i j}$ for $i \neq j$ and $\widetilde{x}_{i i}=\sigma\left(\widehat{x}_{i i}-\mathrm{E} \widehat{x}_{i i}\right) / \sigma_{i i}$, where $\sigma_{i j}$ is the standard deviation of $\widehat{x}_{i j}$.

Let $\widehat{F}_{n}$ and $\widetilde{F}_{n}$ be the ESD of the random matrices $\left(\frac{1}{\sqrt{n}} \widehat{x}_{i j}\right)$ and $\left(\frac{1}{\sqrt{n}} \widetilde{x}_{i j}\right)$, respectively. According to (9.2.1), we similarly define $\widehat{G}_{n}$ and $\widetilde{G}_{n}$. First observe that

$$
\begin{equation*}
\mathrm{P}\left(G_{n} \neq \widehat{G}_{n}\right) \leq \mathrm{P}\left(F_{n} \neq \widehat{F}_{n}\right)=o(1) \tag{9.2.15}
\end{equation*}
$$

Indeed,

$$
\begin{aligned}
\mathrm{P}\left(F_{n} \neq \widehat{F}_{n}\right) & \leq \mathrm{P}\left\{\text { for some } i, j, \widehat{x}_{i j} \neq x_{i j}\right\} \\
& \leq \sum_{i, j} \mathrm{P}\left\{\left|x_{i j}\right| \geq \eta_{n} \sqrt{n}\right\} \\
& \leq\left(\eta_{n} \sqrt{n}\right)^{-4} \sum_{i, j} \mathrm{E}\left[\left|x_{i j}\right|^{4} I\left(\left|x_{i j}\right| \geq \eta_{n} \sqrt{n}\right)\right]=o(1)
\end{aligned}
$$

Secondly, as $f$ is analytic, by conditions [M2] and [M3] we have

$$
\begin{aligned}
& \mathrm{E}\left|\widetilde{G}_{n}(f)-\widehat{G}_{n}(f)\right|^{2} \\
\leq & C \mathrm{E}\left(\sum_{j=1}^{n}\left|\tilde{\lambda}_{n j}-\hat{\lambda}_{n j}\right|\right)^{2} \\
\leq & C n \mathrm{E} \sum_{j=1}^{n}\left|\tilde{\lambda}_{n j}-\hat{\lambda}_{n j}\right|^{2} \\
\leq & C n \mathrm{E} \sum_{i j}\left|n^{-1 / 2}\left(\tilde{x}_{i j}-\hat{x}_{i j}\right)\right|^{2}
\end{aligned}
$$

$$
\begin{aligned}
\leq & C\left[\sum_{i \neq j}\left[\mathrm{E}\left|x_{i j}\right|^{2}\left|1-\sigma_{i j}^{-1}\right|^{2}+\left|\mathrm{E}\left(\hat{x}_{i j}\right)\right|^{2} \sigma_{i j}^{-2}\right]\right. \\
& \left.+\sum_{i}\left[\mathrm{E}\left|x_{i i}\right|^{2}\left|1-\sigma \sigma_{i i}^{-1}\right|^{2}+\left|\mathrm{E}\left(\hat{x}_{i i}\right)\right|^{2} \sigma_{i i}^{-2}\right]\right] \\
\leq & C\left[\sum_{i j}\left[\left(n \eta_{n}^{2}\right)^{-2}+2\left(n \eta_{n}^{2}\right)^{-3}\right] \mathrm{E}^{2}\left|x_{i j}^{4}\right| I\left(\left|x_{i j}\right| \geq \sqrt{n} \eta_{n}\right)\right] \\
= & o_{p}(1)
\end{aligned}
$$

where $\tilde{\lambda}_{n j}$ and $\hat{\lambda}_{n j}$ are the $j$-th largest eigenvalues of the Wigner matrices $n^{-1 / 2}\left(\tilde{x}_{i j}\right)$ and $n^{-1 / 2}\left(\hat{x}_{i j}\right)$, respectively. Therefore the weak limit of the variables $\left(G_{n}(f)\right)$ is not affected if the original variables $x_{i j}$ are replaced by the normalized truncated variables $\widetilde{x}_{i j}$.

From the normalization, the variables $\widetilde{x}_{i j}$ all have mean 0 and the same absolute second moments as the original variables. However, the fourth moments of the off-diagonal elements are no longer homogenous and, for the CWE, $\mathrm{E} x_{i j}^{2}$ is no longer 0. However, this does not matter because $\left|\sum_{i \neq j}\left[\mathrm{E}\left|x_{i j}^{4}\right|-\mathrm{E}\left|\widetilde{x}_{i j}\right|^{4}\right]\right|=o\left(n^{-2}\right)$ and $\max _{i<j}\left|\mathrm{E} \widetilde{x}_{i j}^{2}\right|=O(1 / n)$.

We now assume that the conditions above hold, and we still use $x_{i j}$ to denote the truncated and normalized $\widetilde{x}_{i j}$ variables.

The proof of (9.2.13) for $j=0$. When $B_{n}$ does not occur, for any $z \in \mathcal{C}_{0}$ we have $\left|s_{n}(z)\right| \leq 2 /(a-2)$ and $|s(z)| \leq 1 /(a-2)$. Hence,

$$
\int_{\mathcal{C}_{0}} \mathrm{E}\left|M_{n}(z) I\left(B_{n}^{c}\right)\right| d z \leq 4 n(2 /(a-2))\left\|\mathcal{C}_{0}\right\| \rightarrow 0
$$

where $\left\|\mathcal{C}_{0}\right\|$ denotes the length of the segment $\mathcal{C}_{0}$.

### 9.2.3 Mean Function of $M_{n}$

Recalling (8.1.18), for $z \in \mathbb{C}_{0}$ we have

$$
\mathrm{E} M_{n}(z)=n\left[\mathrm{E} s_{n}(z)-s(z)\right]=\left[1+s^{\prime}(z)\right] n \mathrm{E} \delta(z)\{1+o(1)\}
$$

Lemma 9.5. The mean function $\mathrm{E} M_{n}(z)$ uniformly tends to

$$
b(z)=\left[1+s^{\prime}(z)\right] s(z)^{3}\left[\sigma^{2}-1+(\kappa-1) s^{\prime}(z) \beta s^{2}(z)\right]
$$

for $z \in \mathbb{C}_{0}$ and for both ensembles $C W E$ and $R W E$.
Proof. For use in the proof of (9.2.13) with $j=l, r$, we show a stronger result that

$$
E M_{n}(z)-b(z) \rightarrow 0
$$

uniformly in $z \in \mathcal{C}_{n}=\mathcal{C}_{u}+\mathcal{C}_{l}+\mathcal{C}_{r}$.
By (2.3.6), we have

$$
n \delta_{n}(z)=-\sum_{k=1}^{n} b_{n}(z) \mathrm{E} \varepsilon_{k} \beta_{k}
$$

where $b_{n}(z)$ and $\beta_{k}$ are defined above (8.1.19). By (8.1.18), to prove the lemma, it is enough to show that

$$
\begin{equation*}
n \delta_{n}-d(z) \rightarrow 0 \tag{9.2.16}
\end{equation*}
$$

uniformly in $z \in \mathcal{C}_{n}$, where $d(z)=s(z)^{3}\left[\sigma^{2}-1+(\kappa-1) s^{\prime}(z) \beta s^{2}(z)\right]$.
Using the identity for any integer $p$,

$$
\frac{1}{u-\varepsilon}=\frac{1}{u}\left[1+\frac{\varepsilon}{u}+\cdots+\frac{\varepsilon^{p}}{u^{p}}+\frac{\varepsilon^{p+1}}{u^{p}(u-\varepsilon)}\right]
$$

we get

$$
\begin{aligned}
n \delta_{n}(z) & =-\sum_{k=1}^{n} b_{n}^{2} \mathrm{E} \varepsilon_{k}-\sum_{k=1}^{n} b_{n}^{3} \mathrm{E} \varepsilon_{k}^{2}-\sum_{k=1}^{n} b_{n}^{3} \mathrm{E} \beta_{k} \varepsilon_{k}^{3} \\
& =S_{1}+S_{2}+S_{3}
\end{aligned}
$$

First we prove that $S_{3}=o(1)$. To this end, we shall frequently use the fact that if $\sup _{z \in \mathcal{C}_{n}}|H(z)| I_{B_{n k}^{c}}<K$ and $\sup _{z \in \mathcal{C}_{n}}|H(z)|<K n^{\iota}$ for some constant $\iota>0$, where $B_{n k}=\left\{\left|\lambda_{e x t}\left(\mathbf{W}_{k}\right)\right| \geq 1+a / 2\right\}$, then, for any $t$,

$$
\begin{equation*}
\sup _{z \in \mathcal{C}_{n}} \mathrm{E}|H(z)|<K+o\left(n^{-t}\right) . \tag{9.2.17}
\end{equation*}
$$

This inequality is an easy consequence of (9.2.11) with the fact that $B_{n k} \subset$ $B_{n}$. Further, we claim that if $|H(z)| \leq n^{\iota}$ uniformly in $z \in \mathcal{C}_{n}$ for some $\iota>0$, then

$$
\begin{equation*}
\mathrm{E}\left|\beta_{k} H(z)\right| \leq 2 \mathrm{E}|H(z)|+o\left(n^{-t}\right) \tag{9.2.18}
\end{equation*}
$$

uniformly in $z \in \mathcal{C}_{n}$.
Examining the proof of (8.1.19), one can prove that

$$
\begin{equation*}
\left|\tilde{b}_{n}\right|<1 \tag{9.2.19}
\end{equation*}
$$

along the same lines, where $\tilde{b}_{n}=\frac{1}{z+s_{n}(z)}$.
Then $\left|\beta_{k}\right|>2$ implies that $\left|\tilde{\varepsilon}_{k}\right|=\left|\beta_{k}^{-1}-\tilde{b}_{n}^{-1}\right|>\frac{1}{2}$, where

$$
\begin{equation*}
\tilde{\varepsilon}_{k}=\frac{1}{\sqrt{n}} x_{k k}-\frac{1}{n}\left(\boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-1} \boldsymbol{\alpha}_{k}-\operatorname{tr} \mathbf{D}^{-1}\right) \tag{9.2.20}
\end{equation*}
$$

$\mathbf{D}_{k}=\mathbf{W}_{k}-z \mathbf{I}$, and $\mathbf{D}=\mathbf{W}-z \mathbf{I}$.
Note that

$$
\left|\frac{1}{\sqrt{n}} x_{k k}\right| \leq \eta_{n} \rightarrow 0
$$

and

$$
\begin{align*}
& \left|\operatorname{tr} \mathbf{D}_{k}^{-1}-\operatorname{tr}\left(\mathbf{D}^{-1}\right)\right| I_{B_{n}^{c}} \\
\leq & {\left[\sum_{j=1}^{n-1} \frac{\left|\lambda_{j}-\lambda_{k j}\right|}{\left|\left(\lambda_{j}-z\right)\left(\lambda_{k j}-z\right)\right|}+\frac{1}{\left|\lambda_{n}-z\right|}\right] I_{B_{n}^{c}} } \\
\leq & K\left[\sum_{j=1}^{n-1}\left(\lambda_{j}-\lambda_{k j}\right)+1\right] I_{B_{n}^{c}} \\
\leq & K\left[\lambda_{1}-\lambda_{n}+1\right] I_{B_{n}^{c}} \quad \text { (by the interlacing theorem) } \\
\leq & K(2 a+1) \tag{9.2.21}
\end{align*}
$$

where $\lambda_{j}$ and $\lambda_{k j}$ are the eigenvalues of $\mathbf{W}$ and $\mathbf{W}_{k}$ in decreasing order, respectively.

Therefore, for all large $n$, by Lemma 9.1 we have

$$
\begin{aligned}
& \mathrm{E}\left|\beta_{k} H(z)\right| \leq 2 \mathrm{E}|H(z)|+n^{\iota} \mathrm{P}\left(\left|\tilde{\varepsilon}_{k}\right| \geq \frac{1}{2}\right) \\
\leq & 2 \mathrm{E}|H(z)|+n^{\iota} \mathrm{P}\left(\left|\boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-1} \boldsymbol{\alpha}_{x}-\operatorname{tr} \mathbf{D}_{k}^{-1}\right| \geq \frac{n}{4}, B_{n k}^{c}\right)+n^{\iota} \mathrm{P}\left(B_{n}\right) \\
\leq & 2 \mathrm{E}|H(z)|+o\left(n^{-t}\right)+K n^{\iota} \mathrm{E}\left|\frac{1}{n}\left(\boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-1} \boldsymbol{\alpha}_{x}-\operatorname{tr} \mathbf{D}_{k}^{-1}\right)\right|^{\ell} I_{B_{n k}^{c}} \\
\leq & 2 \mathrm{E}|H(z)|+o\left(n^{-t}\right)+K n^{\iota-1}\left(K \eta_{n}\right)^{\ell-4}=2 \mathrm{E}|H(z)|+o\left(n^{-t}\right)
\end{aligned}
$$

uniformly in $z \in \mathcal{C}_{n}$, provided that $\ell$ is chosen as $\eta_{n}^{-1 / 2} \log \left(n \nu^{-1} \eta_{n}^{4}\right)$.
Now, let us apply (9.2.18) to prove $S_{3}=o(1)$ uniformly in $z \in \mathcal{C}_{n}$. Choose $H=\left|\varepsilon_{k}\right|^{3}$. By noting $\left|\beta_{k}\right| \leq 1 / v$ and $\left|\varepsilon_{k}\right| \leq K n v^{-1}$, one needs only to verify that

$$
\mathrm{E}\left|\varepsilon_{k}\right|^{3} \leq\left(n^{-3 / 2}\right)
$$

uniformly in $z \in \mathcal{C}_{n}$ and $k \leq n$.
By estimation from (9.2.11) and Lemma 9.1, we have

$$
\begin{aligned}
& \mathrm{E}\left|\frac{1}{n}\left(\boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-1} \boldsymbol{\alpha}_{x}-\operatorname{tr} \mathbf{D}_{k}^{-1}\right)\right|^{3} \\
\leq & K n^{-1} \eta_{n}^{2} \mathrm{E}\left\|\mathbf{D}_{k}\right\|^{3} \\
\leq & K n^{-1} \eta_{n}^{2}+K v^{-3} P\left(B_{n}\right)
\end{aligned}
$$

$$
\leq o\left(n^{-1}\right)
$$

uniformly in $z \in \mathcal{C}_{n}$ and $k \leq n$.
By the martingale decomposition (see Lemma 8.7) and Burkholder inequality (Lemma 2.12), for any fixed $t \geq 2$,

$$
\begin{align*}
& \mathrm{E}\left|s_{n}-\mathrm{E} s_{n}(z)\right|^{t}=n^{-3} \mathrm{E}\left|\sum_{k=1}^{n} \gamma_{k}\right|^{t} \\
\leq & K n^{-t} \mathrm{E}\left(\sum_{k=1}^{n}\left|\gamma_{k}\right|^{2}\right)^{t / 2} \\
\leq & K n^{-t / 2-1} \sum_{k=1}^{n} \mathrm{E}\left|\gamma_{k}\right|^{t} \tag{9.2.22}
\end{align*}
$$

Recall that

$$
\begin{aligned}
\gamma_{k}= & -\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right) \beta_{k}\left(1+\frac{1}{n} \boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-2} \boldsymbol{\alpha}_{k}\right) \\
= & -\frac{1}{n} \mathrm{E}_{k} \tilde{b}_{n}\left(\boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-2} \boldsymbol{\alpha}_{k}-\operatorname{tr} \mathbf{D}_{k}^{-2}\right) \\
& -\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right) \tilde{b}_{n} \beta_{k} \tilde{\varepsilon}_{k}\left(1+\boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-2} \boldsymbol{\alpha}_{k}\right)
\end{aligned}
$$

Applying Lemma 9.1 and using (9.2.17), it follows that

$$
\begin{aligned}
& \mathrm{E}\left|\frac{1}{n} \mathrm{E}_{k} \tilde{b}_{n}\left(\boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-2} \boldsymbol{\alpha}_{k}-\operatorname{tr} \mathbf{D}_{k}^{-2}\right)\right|^{t} \\
\leq & K n^{-1} \eta_{n}^{2 t-4} \mathrm{E}\left\|\mathbf{D}_{k}^{-1}\right\|^{2 t} \\
\leq & K n^{-1} \eta_{n}^{2 t-4}
\end{aligned}
$$

Also, applying (9.2.18) twice and Lemma 9.1, we obtain

$$
\begin{aligned}
& \mathrm{E}\left|\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right) \tilde{b}_{n} \beta_{k} \tilde{\varepsilon}_{k}\left(1+\boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-2} \boldsymbol{\alpha}_{k}\right)\right|^{t} \\
\leq & 4 \mathrm{E}\left|\tilde{\varepsilon}_{k}\left(1+\boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-2} \boldsymbol{\alpha}_{k}\right)\right|^{t}+o\left(n^{-t}\right) \\
\leq & K\left(\mathrm{E}\left|\tilde{\varepsilon}_{k}\right|^{2 t} \mathrm{E}\left|1+\boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-2} \boldsymbol{\alpha}_{k}\right|^{2 t}\right)^{1 / 2}+o\left(n^{-t}\right) \\
\leq & o\left(n^{-1 / 2}\right)
\end{aligned}
$$

so that from (9.2.22) it follows that

$$
\begin{equation*}
\mathrm{E}\left|s_{n}-\mathrm{E} s_{n}(z)\right|^{t} \leq o\left(n^{-(t+1) / 2}\right) \tag{9.2.23}
\end{equation*}
$$

uniformly in $z \in \mathcal{C}_{n}$.

Finally, taking $t=3$ in (9.2.23) and using (9.2.21) and the fact that $\mathrm{E}\left|\frac{1}{\sqrt{n}} x_{k k}\right|^{3} \leq K n^{-3 / 2}$, we conclude that

$$
\mathrm{E}\left|\varepsilon_{k}\right|^{3}=o\left(n^{-1}\right)
$$

which completes the proof that

$$
S_{3}=o(1)
$$

uniformly for $z \in \mathcal{C}_{n}$.
Next, we find the limit of $\mathrm{E} \varepsilon_{k}$. We have

$$
\begin{aligned}
\mathrm{E} \varepsilon_{k} & =\mathrm{E}\left(\frac{x_{k, k}}{\sqrt{n}}-n^{-1} \alpha_{k}^{*} \mathbf{D}_{n}^{-1} \alpha_{k}\right)+\mathrm{E} s_{n}(z) \\
& =n^{-1}\left[\mathrm{Etr} \mathbf{D}^{-1}-\mathrm{Etr} \mathbf{D}_{n}^{-1}\right] \\
& =-\frac{1}{n} \mathrm{E} \beta_{k}\left(1+n^{-1} \boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-2} \boldsymbol{\alpha}_{k}\right) .
\end{aligned}
$$

By (9.2.17) and Lemma 9.1, we have

$$
\begin{aligned}
& \mathrm{E}\left|n^{-1}\left[\boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-2} \boldsymbol{\alpha}_{k}-\operatorname{tr} \mathbf{D}_{k}^{-2}\right]\right| \\
\leq & n^{-1}\left(\mathrm{E}\left|\boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-2} \boldsymbol{\alpha}_{k}-\operatorname{tr} \mathbf{D}_{k}^{-2}\right|^{2}\right)^{1 / 2} \\
\leq & K n^{-1 / 2}\left(\mathrm{E}\left\|\mathbf{D}_{k}^{-1}\right\|^{4}\right)^{1 / 2} \\
\leq & o(1)
\end{aligned}
$$

If $F_{n k}$ denotes the ESD of $\mathbf{W}_{k}$, then by the interlacing theorem, we have

$$
\left\|F_{n}-F_{n k}\right\| \leq \frac{1}{n}
$$

Since $F_{n} \rightarrow F$, by the semicircular law with probability 1 and $\left\|F_{n k}-F_{n}\right\| \leq$ $1 / n$ by the interlacing theorem, we have

$$
\max _{k \leq n}\left\|F_{n k}-F\right\| \rightarrow 0, \text { a.s. }
$$

Again, by (9.2.17) we have

$$
\begin{align*}
& \sup _{z \in \mathcal{C}_{n}} \mathrm{E} \left\lvert\, \frac{1}{n} \operatorname{tr} \mathbf{D}_{k}^{-2}-s^{\prime}(z)\right. \| \\
= & \sup _{z \in \mathcal{C}_{n}}\left|\frac{n-1}{n} \int \frac{d F_{n k}(x)}{(x-z)^{2}}-\int \frac{d F(x)}{(x-z)^{2}}\right| \\
= & o(1) . \tag{9.2.24}
\end{align*}
$$

Applying (9.2.18), we obtain

$$
\sum_{k=1}^{n} \mathrm{E} \varepsilon_{k}=-\frac{1+s^{\prime}(z)}{n} \sum_{k=1}^{n} \mathrm{E} \beta_{k}+o(1)=\left(1+s^{\prime}(z)\right) \mathrm{E} s_{n}(z)+o(1)
$$

where $o(1)$ is uniform for $z \in \mathcal{C}_{n}$.
Applying (9.2.17) and $\left\|F_{n}-F\right\| \rightarrow 0$ a.s., we have

$$
\sup _{z \in \mathcal{C}_{n}}\left|\mathrm{E} s_{n}(z)-s(z)\right| \leq o(1)
$$

which implies that

$$
\begin{equation*}
\sum_{k=1}^{n} \mathrm{E} \varepsilon_{k}=s(z)\left(1+s^{\prime}(z)\right)+o(1) \tag{9.2.25}
\end{equation*}
$$

Now, let us find the approximation of $\mathrm{E} \varepsilon_{k}^{2}$. By the previous estimation for $\mathrm{E} \varepsilon_{k}$, we have

$$
\sum_{k=1}^{n} \mathrm{E} \varepsilon_{k}^{2}=\sum_{k=1}^{n} \mathrm{E}\left(\varepsilon_{k}-\mathrm{E} \varepsilon_{k}\right)^{2}+O\left(n^{-1}\right)
$$

where $O\left(n^{-1}\right)$ is uniform in $z \in \mathcal{C}_{n}$.
Furthermore, by the definition of $\varepsilon_{k}$, we have

$$
\begin{aligned}
& \varepsilon_{k}-\mathrm{E} \varepsilon_{k}=\frac{1}{\sqrt{n}} x_{k k}-n^{-1}\left[\boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-1} \alpha_{k}-\mathbf{E} \mathbf{D}_{k}^{-1}\right] \\
= & \frac{1}{\sqrt{n}} x_{k k}-n^{-1}\left[\boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-1} \boldsymbol{\alpha}_{k}-\operatorname{tr} \mathbf{D}_{k}^{-1}\right]+n^{-1}\left[\operatorname{tr} \mathbf{D}_{k}^{-1}-\operatorname{Etr}_{k}^{-1}\right] .
\end{aligned}
$$

Therefore

$$
\begin{align*}
\mathrm{E}\left[\varepsilon_{k}-\mathrm{E} \varepsilon_{k}\right]^{2}= & \frac{\sigma^{2}}{n}+\frac{1}{n^{2}} \mathrm{E}\left[\boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-1} \alpha_{k}-\operatorname{tr} \mathbf{D}_{k}^{-1}\right]^{2} \\
& +\frac{1}{n^{2}} \mathrm{E}\left[\operatorname{tr} \mathbf{D}_{k}^{-1}-\mathrm{Etr}_{k}^{-1}\right]^{2} \tag{9.2.26}
\end{align*}
$$

From (9.2.23) with $t=2$, we have

$$
n^{-2} \mathrm{E}\left[\operatorname{tr} \mathbf{D}_{k}^{-1}-\operatorname{Etr} \mathbf{D}_{k}^{-1}\right]^{2}=o\left(n^{-3 / 2}\right)
$$

By simple calculation, for matrices $\mathbf{A}=\left(a_{i j}\right)$ and $\mathbf{B}=\left(b_{i j}\right)$, we have the identity

$$
\begin{aligned}
& \mathrm{E}\left(\boldsymbol{\alpha}_{k}^{*} \mathbf{A} \boldsymbol{\alpha}_{k}-\operatorname{tr} \mathbf{A}\right)\left(\boldsymbol{\alpha}_{k}^{*} \mathbf{B} \boldsymbol{\alpha}_{k}-\operatorname{tr} \mathbf{B}\right) \\
= & \operatorname{tr} \mathbf{A B}+\sum_{i, j} a_{i j} b_{j i} \mathrm{E} x_{i k}^{2} \mathrm{E} \bar{x}_{j k}^{2}+\sum_{i=1}^{n} a_{i i} b_{i i}\left(\mathrm{E}\left|x_{i k}\right|^{4}-2-\left|\mathrm{E} x_{i k}^{2}\right|^{2}\right) .
\end{aligned}
$$

Combining this identity and the assumption that $\mathrm{E} x_{i j}^{2}=o(1)$ for the CWE and $\mathrm{E} x_{i j}^{2}=1$ for the RWE, we have

$$
\begin{equation*}
\mathrm{E}\left[\boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-1} \boldsymbol{\alpha}_{k}-\operatorname{tr} \mathbf{D}_{k}^{-1}\right]^{2}=\kappa \mathrm{E}\left[\operatorname{tr} \mathbf{D}_{k}^{-2}\right]+\beta \mathrm{E}\left[\sum_{i} d_{i i}^{2}\right]+o(n) \tag{9.2.27}
\end{equation*}
$$

where $d_{i i}$ are the diagonal entries of the matrix $\mathbf{D}_{k}^{-1}$.
Furthermore, by Lemma 9.9 to be given later,

$$
\limsup _{n} \max _{i, k} \sum_{z \in \mathcal{C}_{n}} \mathrm{E}\left|d_{i i}-s(z)\right|^{2}=0
$$

Since $\left|d_{i i}\right| \leq \max \left\{\frac{2}{a-2}, 1 / v_{0}\right\}$ when $B_{n k}^{c}$ occurs, then by (9.2.17)

$$
\begin{aligned}
& \lim _{n} \max _{i, k} \sum_{z \in \mathcal{C}_{n}} \mathrm{E}\left|d_{i i}^{2}-s^{2}(z)\right| \\
\leq & \lim \sup _{n} \max _{i, k} \sum_{z \in \mathcal{C}_{n}}\left[\mathrm{E}\left|d_{i i}-s(z)\right|^{2}+2 \mathrm{E}\left|\left(d_{i i}-s(z)\right) s(z)\right|\right]=0 .
\end{aligned}
$$

Hence, by (9.2.24), we obtain

$$
\sum_{k=1}^{n} \mathrm{E} \varepsilon_{k}^{2}=\sigma^{2}+\kappa s^{\prime}(z)+\beta s(z)^{2}+o_{L_{1}}(1)
$$

where $o_{L_{1}}(1)$ is uniform for $z \in \mathcal{C}_{n}$ in the sense of $L_{1}$-convergence.
Summarizing the three terms and noting $\left|b_{n}\right|<1$, we get

$$
n \delta \leq K
$$

which implies that $b_{n}(z)=-s(z+\delta)=-s(z)+o(1)$ and thus

$$
n \delta(z)=s^{3}\left(\sigma^{2}-1+(\kappa-1) s^{\prime}+\beta s^{2}\right)+o(1)
$$

The lemma is proved.

### 9.2.4 Proof of the Nonrandom Part of (9.2.13) for $j=l, r$

Using the notation defined and results obtained in the last section, it follows that, for $j=l$ or $r$,

$$
\begin{equation*}
\lim _{v_{1} \downarrow 0} \limsup _{n \rightarrow \infty} \int_{\mathcal{C}_{j}}\left|\mathrm{E} M_{n}(z)-b(z)\right| d z \tag{9.2.28}
\end{equation*}
$$

$$
\begin{equation*}
\leq \lim _{v_{1} \downarrow 0} \limsup _{n \rightarrow \infty} \int_{\mathcal{C}_{j}}\left|\mathrm{E} M_{n}(z)\right| d z+\int_{\mathcal{C}_{j}}|b(z)| d z=0 \tag{9.2.29}
\end{equation*}
$$

where the first limit follows from the fact that $\sup _{z \in \mathcal{C}_{n}}\left|E M_{n}(z)-b(z)\right| \rightarrow$ 0 and the second follows from the fact that $b(z)$ is continuous, and hence bounded.

### 9.3 Convergence of the Process $M_{n}-\mathrm{E} M_{n}$

### 9.3.1 Finite-Dimensional Convergence of $M_{n}-\mathrm{E} M_{n}$

Following the martingale decomposition given in Section 2.3, we may rewrite

$$
M_{n}(z)-\operatorname{E} M_{n}(z)=\sum_{k=1}^{n} \gamma_{k}
$$

where

$$
\begin{align*}
\gamma_{k} & =\left(\mathrm{E}_{k-1}-\mathrm{E}_{k}\right) \operatorname{tr} \mathbf{D}^{-1} \\
& =\left(\mathrm{E}_{k-1}-\mathrm{E}_{k}\right)\left(\operatorname{tr} \mathbf{D}^{-1}-\operatorname{tr} \mathbf{D}_{k}^{-1}\right) \\
& =\left(\mathrm{E}_{k-1}-\mathrm{E}_{k}\right) a_{k}-\mathrm{E}_{k-1} d_{k} \\
a_{k} & =-\beta_{k} \tilde{b}_{k} g_{k}\left(1+n^{-1} \boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-2} \boldsymbol{\alpha}_{k}\right) \\
\tilde{b}_{k} & =\left(z+\frac{1}{n} \operatorname{tr} \mathbf{D}_{k}\right)^{-1},  \tag{9.3.1}\\
d_{k} & =h_{k} \tilde{b}_{k}(z) \\
g_{k} & :=n^{-1 / 2} x_{k k}-n^{-1}\left(\boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-1} \boldsymbol{\alpha}_{k}-\operatorname{tr} \mathbf{D}_{k}^{-1}\right), \\
h_{k} & :=n^{-1}\left(\boldsymbol{\alpha}_{k}^{*} \operatorname{tr}^{-2} \mathbf{D}_{k}^{-2} \boldsymbol{\alpha}_{k}-\operatorname{tr} \mathbf{D}_{k}^{-2}\right) \tag{9.3.2}
\end{align*}
$$

We have

$$
\begin{aligned}
a_{k}= & -\beta_{k} \tilde{b}_{k}(z) g_{k}\left(1+n^{-1} \boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-2} \boldsymbol{\alpha}_{k}\right) \\
= & -\tilde{b}_{k}^{2}(z) g_{k}\left(1+n^{-1} \operatorname{tr} \mathbf{D}_{k}^{-2}\right)-h_{k} g_{k} \tilde{b}_{k}^{2}(z) \\
& \quad-\beta_{k} \tilde{b}_{k}^{2}(z)\left(1+n^{-1} \boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-2} \boldsymbol{\alpha}_{k}\right) g_{k}^{2} \\
:= & a_{k 1}+a_{k 2}+a_{k 3} .
\end{aligned}
$$

By noting $\left|\tilde{b}_{n}\right|<1,(9.2 .18),(9.2 .17)$, and using Lemma 9.1, we obtain

$$
\mathrm{E}\left|\sum_{k=1}^{n}\left(\mathrm{E}_{k-1}-\mathrm{E}_{k}\right) a_{k 3}\right|^{2}=\sum_{k=1}^{n} \mathrm{E}\left|\left(\mathrm{E}_{k-1}-\mathrm{E}_{k}\right) a_{k 3}\right|^{2}
$$

$$
\begin{align*}
\leq & 4 \sum_{k=1}^{n} \mathrm{E}\left|\left(1+n^{-1} \boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-2} \boldsymbol{\alpha}_{k}\right)^{2} g_{k}^{4}\right| \\
\leq & K \sum_{k=1}^{n}\left[\mathrm{E}\left|\left(1+n^{-1} \operatorname{tr} \mathbf{D}_{k}^{-2}\right)^{2} g_{k}^{4}\right|+\mathrm{E}\left|h_{k}^{2} g_{k}^{4}\right|\right] \\
\leq & K \sum_{k=1}^{n}\left[\mathrm { E } | ( 1 + n ^ { - 1 } \operatorname { t r } \mathbf { D } _ { k } ^ { - 2 } ) ^ { 2 } | \left[n^{-2}+n^{-1} \eta_{n}^{4}\left\|\mathbf{D}_{k}\right\|^{4}\right.\right. \\
& \left.\left.+\left(n^{-1} \eta_{n}^{4}\left\|\mathbf{D}_{k}\right\|^{4}\right)\left(n^{-1} \eta_{n}^{12}\left\|\mathbf{D}_{k}\right\|^{4}\right)\right]^{1 / 2}\right] \\
= & o(1) \tag{9.3.3}
\end{align*}
$$

where $o(1)$ is uniform in $z \in \mathcal{C}_{n}$.
For the same reason, we have

$$
\begin{align*}
& \mathrm{E}\left|\sum_{k=1}^{n}\left(\mathrm{E}_{k-1}-\mathrm{E}_{k}\right) a_{k 2}\right|^{2}=\sum_{k=1}^{n} \mathrm{E}\left|\left(\mathrm{E}_{k-1}-\mathrm{E}_{k}\right) a_{k 2}\right|^{2} \\
\leq & \sum_{k=1}^{n} \mathrm{E}\left|h_{k} g_{k}\right|^{2} \\
\leq & \frac{1}{v_{0}^{4}} \sum_{k=1}^{n}\left(\mathrm{E}\left|h_{k}\right|^{4} \mathrm{E}\left|g_{k}\right|^{4}\right)^{1 / 2}=o(1) . \tag{9.3.4}
\end{align*}
$$

Hence, we have

$$
\begin{aligned}
& M_{n}(z)-\operatorname{E} M_{n}(z) \\
= & \sum_{k=1}^{n} \mathrm{E}_{k-1}\left[-\tilde{b}_{n}^{2}\left(1+n^{-1} \operatorname{tr}_{k}^{-2}\right) g_{k}-d_{k}\right]+o_{L_{2}}(1) \\
= & \sum_{k=1}^{n} \mathrm{E}_{k-1} \psi_{k}(z)+o_{L_{2}}(1)
\end{aligned}
$$

where $\psi_{k}(z)=\frac{d}{d z} \phi_{k}(z), \phi_{k}(z)=\tilde{b}_{n} g_{k}$, and $o_{L_{2}}(1)$ is uniform in $z \in \mathcal{C}_{n}$.
Let $\left\{z_{t}, t=1, \cdots, m\right\}$ be $m$ different points belonging to $\mathbb{C}_{0}$ (now, we return to assuming $z \in \mathbb{C}_{0}$ ). The problem is then reduced to determining the weak convergence of the vector martingale

$$
\begin{equation*}
\mathbf{Z}_{n}:=\sum_{k=1}^{n} \mathrm{E}_{k-1}\left(\psi_{k}\left(z_{1}\right), \cdots, \psi_{k}\left(z_{m}\right)\right)=: \sum_{k=1}^{n} \mathrm{E}_{k-1} \boldsymbol{\Psi}_{k} \tag{9.3.5}
\end{equation*}
$$

Lemma 9.6. Assume conditions [M1]-[M3] are satisfied. For any set of $m$ points $\left\{z_{s}, s=1, \cdots, m\right\}$ of $\mathbb{C}_{0}$, the random vector $\mathbf{Z}_{n}$ converges weakly to an m-dimensional zero-mean Gaussian distribution with covariance matrix
given, with $s_{j}=s\left(z_{j}\right)$, by

$$
\begin{align*}
\Gamma\left(z_{i}, z_{j}\right) & =\frac{\partial^{2}}{\partial z_{i} \partial z_{j}}\left[\left(\sigma^{2}-\kappa\right) s_{i} s_{j}+\frac{1}{2} \beta\left(s_{i} s_{j}\right)^{2}-\kappa \log \left(1-s_{i} s_{j}\right)\right] \\
& =s_{i}^{\prime} s_{j}^{\prime}\left[\sigma^{2}-\kappa+2 \beta s_{i} s_{j}+\frac{\kappa}{\left(1-s_{i} s_{j}\right)^{2}}\right] \tag{9.3.6}
\end{align*}
$$

Proof. We apply the CLT to the martingale $\mathbf{Z}_{n}$ defined in (9.3.5). Consider its hook process:

$$
\Gamma_{n}\left(z_{i}, z_{j}\right):=\sum_{k=1}^{n} \mathrm{E}_{k}\left[\mathrm{E}_{k-1} \frac{d}{d z_{i}} \phi_{k}\left(z_{i}\right) \mathrm{E}_{k-1} \frac{d}{d z_{j}} \phi_{k}\left(z_{j}\right)\right] .
$$

Then we have to check the following two conditions:
[C.1] Lyapounov's condition: for some $a>2$,

$$
\sum_{k=1}^{n} \mathrm{E}\left\|\mathrm{E}_{k-1} \boldsymbol{\Psi}_{k}\right\|^{a} \rightarrow 0
$$

[C.2] $\Gamma_{n}$ converges in probability to the matrix $\Gamma$.
Indeed, the assertion [C.1] follows from Lemma 9.1 with $p=4$. Now, we begin to derive the limit $\Gamma$.

For any $z_{1}, z_{2} \in \mathbb{C}_{0}$,

$$
\Gamma_{n}\left(z_{1}, z_{2}\right)=\frac{\partial^{2}}{\partial z_{1} \partial z_{2}} \sum_{k=1}^{n} \mathrm{E}_{k} \phi_{k}\left(z_{1}\right) \mathrm{E}_{k-1} \phi_{k}\left(z_{2}\right) .
$$

Applying Vitali's lemma (see Lemma 2.14), we only need to find the limit of

$$
\begin{aligned}
& \sum_{k=1}^{n} \mathrm{E}_{k} \phi_{k}\left(z_{1}\right) \mathrm{E}_{k-1} \phi_{k}\left(z_{2}\right) \\
= & \sum_{k=1}^{n} \mathrm{E}_{k} \tilde{b}_{k}\left(z_{1}\right) g_{k}\left(z_{1}\right) \mathrm{E}_{k-1} \tilde{b}_{k}\left(z_{2}\right) g_{k}\left(z_{2}\right) .
\end{aligned}
$$

Recalling that $\frac{1}{n} \operatorname{tr} \mathbf{D}^{-1}=s_{n}(z) \xrightarrow{L_{2}} s(z)$, we obtain

$$
\begin{aligned}
& \sum_{k=1}^{n} \mathrm{E}_{k} \phi_{k}\left(z_{1}\right) \mathrm{E}_{k-1} \phi_{k}\left(z_{2}\right) \\
= & s\left(z_{1}\right) s\left(z_{2}\right) \sum_{k=1}^{n} \mathrm{E}_{k}\left[\mathrm{E}_{k-1} g_{k}\left(z_{1}\right) \mathrm{E}_{k-1} g_{k}\left(z_{2}\right)\right]+o_{L_{2}}(1)
\end{aligned}
$$

$$
:=s\left(z_{1}\right) s\left(z_{2}\right) \widetilde{\Gamma}_{n}\left(z_{1}, z_{2}\right)+o_{L_{2}}(1)
$$

By the definition of $g_{k}$, we have

$$
\begin{aligned}
& \mathrm{E}_{k}\left[g_{k}\left(z_{1}\right) \mathrm{E}_{k-1} g_{k}\left(z_{2}\right)\right] \\
= & \frac{\sigma^{2}}{n}+\frac{1}{n^{2}} \mathrm{E}_{k}\left(\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{k}-z_{1} \mathbf{I}\right)^{-1} \boldsymbol{\alpha}_{k}-\operatorname{tr}\left(\mathbf{W}_{k}-z_{1} \mathbf{I}\right)^{-1}\right) \\
& \times \mathrm{E}_{k-1}\left(\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{k}-z_{2} \mathbf{I}\right)^{-1} \boldsymbol{\alpha}_{k}-\operatorname{tr}\left(\mathbf{W}_{k}-z_{2} \mathbf{I}\right)^{-1}\right) .
\end{aligned}
$$

To evaluate the second term, write $\mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{\ell}\right)=\left(b_{i j k}^{(\ell)}\right), \ell=1,2$. By a computation similar to that leading to (9.2.27), we get

$$
\begin{array}{r}
\mathrm{E}_{k}\left[\mathrm{E}_{k-1}\left(\boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-1}\left(z_{1}\right) \boldsymbol{\alpha}_{k}-\operatorname{tr} \mathbf{D}_{k}^{-1}\left(z_{1}\right)\right)\right. \\
\left.\times \mathrm{E}_{k-1}\left(\boldsymbol{\alpha}_{k}^{*} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \boldsymbol{\alpha}_{k}-\operatorname{tr} \mathbf{D}_{k}^{-1}\left(z_{2}\right)\right)\right] \\
=\kappa \sum_{i j>k} b_{i j k}^{(1)} b_{j i k}^{(2)}+\beta \sum_{i>k} b_{i i k}^{(1)} b_{i i k}^{(2)}+o_{L_{2}}(1) .
\end{array}
$$

Therefore

$$
\begin{align*}
\widetilde{\Gamma}_{n}\left(z_{1}, z_{2}\right) & =\sigma^{2}+\frac{\kappa}{n^{2}} \sum_{k=1}^{n} \sum_{i j>k} b_{i j k}^{(1)} b_{j i k}^{(2)}+\frac{\beta}{n^{2}} \sum_{k=1}^{n} \sum_{i>k} b_{i i k}^{(1)} b_{i i k}^{(2)}+o_{L_{2}}(1) \\
& =\sigma^{2}+\kappa S_{1}+S_{2}+o_{L_{2}}(1) \tag{9.3.7}
\end{align*}
$$

By Lemma 9.9 to be given later, we find that

$$
S_{2} \rightarrow \frac{1}{2} \beta s\left(z_{1}\right) s\left(z_{2}\right) \text { in } L_{2} .
$$

In the following, let us find the limit of $S_{1}$.

### 9.3.2 Limit of $S_{1}$

To evaluate the sum $S_{1}$ in (9.3.7), we need the following decomposition. Let $\mathbf{e}_{j}(j=1, \cdots, k-1, k+1, \cdots, n)$ be the $(n-1)$-vectors whose $j$-th (or $(j-1)$ th) element is 1 and others are 0 if $j<k$ (or $j>k$ correspondingly). By definition,

$$
\mathbf{D}_{k}=\sum_{i, j \neq k} n^{-1 / 2} x_{i j} \mathbf{e}_{i} \mathbf{e}_{j}^{\prime}-z \mathbf{I}_{n-1} .
$$

Multiplying both sides by $\mathbf{D}_{k}^{-1}$ gives the identity

$$
\begin{equation*}
z \mathbf{D}_{k}^{-1}+\mathbf{I}_{n-1}=\sum_{i, j \neq k} n^{-1 / 2} x_{i j} \mathbf{e}_{i} \mathbf{e}_{j}^{\prime} \mathbf{D}_{k}^{-1} \tag{9.3.8}
\end{equation*}
$$

Let $(i, j)$ be two different indices of $k$. Define

$$
\begin{equation*}
\mathbf{W}_{k i j}=\mathbf{W}_{n}(k)-\frac{1}{\sqrt{n}} \delta_{i j}\left(x_{i j} \mathbf{e}_{i} \mathbf{e}_{j}^{\prime}+x_{j i} \mathbf{e}_{j} \mathbf{e}_{i}^{\prime}\right) \tag{9.3.9}
\end{equation*}
$$

where $\mathbf{D}_{k i j}=\mathbf{W}_{k i j}-z \mathbf{I}_{n-1}, \delta_{i j}=1$ for $i \neq j$, and $\delta_{i i}=\frac{1}{2}$. It is easy to verify that

$$
\begin{equation*}
\mathbf{D}_{k}^{-1}-\mathbf{D}_{k i j}^{-1}=-\frac{1}{\sqrt{n}} \mathbf{D}_{k i j}^{-1} \delta_{i j}\left(x_{i j} \mathbf{e}_{i} \mathbf{e}_{j}^{\prime}+x_{j i} \mathbf{e}_{j} \mathbf{e}_{i}^{\prime}\right) \mathbf{D}_{k}^{-1} \tag{9.3.10}
\end{equation*}
$$

From (9.3.8) and (9.3.10), we get

$$
\begin{align*}
& z \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1} \\
= & -\mathbf{I}_{n-1}+\sum_{i, j>k} n^{-1 / 2} x_{i j} \mathbf{e}_{i} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k i j}^{-1}, \\
& -\sum_{i, j \neq k} n^{-1} \mathrm{E}_{k-1} x_{i j} \mathbf{e}_{i} \mathbf{e}_{j}^{\prime} \mathbf{D}_{k i j}^{-1}  \tag{9.3.11}\\
& \delta_{i j}\left(x_{i j} \mathbf{e}_{i} \mathbf{e}_{j}^{\prime}+x_{j i} \mathbf{e}_{j} \mathbf{e}_{i}^{\prime}\right) \mathbf{D}_{k}^{-1} \\
= & -\mathbf{I}_{n-1}+\mathbf{A}_{k}(z)+\mathbf{B}_{k}(z)+\mathbf{C}_{k}(z)+\mathbf{E}_{k}(z)+\mathbf{F}_{k}(z), \tag{9.3.12}
\end{align*}
$$

where

$$
\begin{aligned}
\mathbf{A}_{k}(z)= & \frac{1}{\sqrt{n}} \sum_{i, j>k} x_{i j} \mathbf{e}_{i} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k i j}^{-1}, \\
\mathbf{B}_{k}(z)= & -s(z) \frac{n-3 / 2}{n} \sum_{i \neq k} \mathbf{e}_{i} \mathbf{e}_{i}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}, \\
\mathbf{C}_{k}(z)= & -\frac{1}{n} \sum_{i, j \neq k} \delta_{i j} \mathrm{E}_{k-1}\left(\left|x_{i j}\right|^{2}\left[\mathbf{e}_{j}^{\prime} \mathbf{D}_{k i j}^{-1} \mathbf{e}_{j}-s(z)\right]\right) \\
& \mathbf{e}_{i} \mathbf{e}_{i}^{\prime} \mathbf{D}_{k}^{-1} \\
\mathbf{E}_{k}(z)= & -\frac{1}{n} \sum_{i, j \neq k} \delta_{i j} \mathrm{E}_{k-1}\left(\left|x_{i j}\right|^{2}-1\right) s(z) \mathbf{e}_{i} \mathbf{e}_{i}^{\prime} \mathbf{D}_{k}^{-1}, \\
\mathbf{F}_{k}(z)= & -\frac{1}{n} \sum_{i, j \neq k} \delta_{i j} \mathrm{E}_{k-1} x_{i j}^{2} \mathbf{D}_{k i j}^{-1} \mathbf{e}_{i} \mathbf{e}_{j}^{\prime} \mathbf{D}_{k}^{-1} .
\end{aligned}
$$

By (A.2.2), it is easy to see that the norm of a matrix is not less than that of its submatrices. Therefore, we have

$$
\begin{equation*}
\left|\sum_{\ell_{2}>k} \mathbf{e}_{\ell_{1}}^{\prime} \mathbf{D}_{k}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell_{1}}\right| \leq v_{0}^{-2} \tag{9.3.13}
\end{equation*}
$$

Then, for any $k<\ell_{1}, \ell_{2} \leq n$, by applying Lemma 9.9,

$$
\begin{align*}
& \mathrm{E}\left|\sum_{\ell_{2}>k} \mathbf{e}_{\ell_{1}}^{\prime} \mathbf{C}_{k}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell_{1}}\right| \\
= & \left.\frac{1}{n} \mathrm{E}\left|\sum_{j, \ell_{2}>k} \delta_{\ell_{1} j} \mathrm{E}_{k-1}\right| x_{\ell_{1} j}\right|^{2}\left[\mathbf{e}_{j} \mathbf{D}_{k \ell_{1} j}^{-1}\left(z_{1}\right) \mathbf{e}_{j}-s\left(z_{1}\right)\right] \\
& \times \mathbf{e}_{\ell_{1}}^{\prime} \mathbf{D}_{k}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell_{1}} \mid \\
\leq & \frac{1}{n v_{0}^{2}} \sum_{j>k} \mathrm{E}\left|x_{\ell j}\right|^{2}\left|\mathbf{e}_{j}^{\prime} \mathbf{D}_{k \ell_{1 j} j}^{-1}\left(z_{1}\right) \mathbf{e}_{j}-s\left(z_{1}\right)\right| \\
= & o(1) \tag{9.3.14}
\end{align*}
$$

Again, using (9.3.13) and employing the Cauchy-Schwarz inequality, we obtain

$$
\begin{align*}
& \quad \mathrm{E}\left|\sum_{\ell_{2}>k} \mathbf{e}_{\ell_{1}}^{\prime} \mathbf{E}_{k}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell_{1}}\right| \\
& = \\
& \left.\frac{1}{n} \mathrm{E} \right\rvert\, \sum_{j, \ell_{2}>k} \delta_{\ell_{1} j} \mathrm{E}_{k-1}\left(\left|x_{\ell j}\right|^{2}-1\right) s\left(z_{1}\right) \mathbf{e}_{\ell_{1}}^{\prime} \mathbf{D}_{k}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \\
&  \tag{9.3.15}\\
& \quad \times \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell_{1}} \mid \\
& \leq \\
& \frac{1}{n v_{0}^{2}} \mathrm{E}\left|\sum_{j>k} \delta_{\ell_{1} j}\left(\left|x_{\ell_{1} j}\right|^{2}-1\right)\right|=O\left(n^{-1 / 2}\right) .
\end{align*}
$$

Next, we estimate $\mathbf{F}_{k}\left(z_{1}\right)$. Let $\mathbf{H}$ be the matrix whose $(i, j)$-th entry is

$$
\sum_{\ell>k} \mathbf{e}_{i}^{\prime} \mathbf{D}_{k}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell} \mathbf{e}_{\ell}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{j}
$$

Obviously, $\mathbf{H}$ is the product of the submatrices of the last $n-k$ rows of $\mathbf{D}_{k}^{-1}\left(z_{1}\right)$ and the last $n-k$ columns of $\mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right)$. Hence, $\|\mathbf{H}\| \leq v_{0}^{-2}$. Using these, we have

$$
\begin{aligned}
& \sum_{i j \neq k} \mathrm{E}\left|\sum_{\ell>k} \mathbf{e}_{\ell}^{\prime} \mathbf{D}_{k i j}^{-1}\left(z_{1}\right) \mathbf{e}_{i} \mathbf{e}_{j}^{\prime} \mathbf{H} \mathbf{e}_{\ell}\right|^{2} \\
\leq & 2 \sum_{i j \neq k} \mathrm{E}\left|\sum_{\ell>k} \mathbf{e}_{\ell}^{\prime} \mathbf{D}_{k}^{-1}\left(z_{1}\right) \mathbf{e}_{i} \mathbf{e}_{j}^{\prime} \mathbf{H} \mathbf{e}_{\ell}\right|^{2} \\
& +\frac{2}{\sqrt{n}} \sum_{i j \neq k} \mathrm{E}\left|\sum_{\ell>k} \mathbf{e}_{\ell}^{\prime} \mathbf{D}_{k}^{-1}\left(z_{1}\right) \delta_{i j}\left(x_{i j} \mathbf{e}_{i} \mathbf{e}_{j}^{\prime}+x_{j i} \mathbf{e}_{j} \mathbf{e}_{i}^{\prime}\right) \mathbf{D}_{k i j}^{-1}\left(z_{1}\right) \mathbf{e}_{i} \mathbf{e}_{j}^{\prime} \mathbf{H} \mathbf{e}_{\ell}\right|^{2}
\end{aligned}
$$

$$
\begin{aligned}
\leq & 2 n v_{0}^{-6}+\frac{4}{v_{0}^{2} \sqrt{n}}\left(\sum_{i j \neq k} \mathrm{E}\left|x_{i j}\right|^{4} \sum_{i j \neq k} \mathrm{E}\left|\sum_{\ell>k} \mathbf{e}_{\ell}^{\prime} \mathbf{D}_{k}^{-1}\left(z_{1}\right) \mathbf{e}_{i} \mathbf{e}_{j}^{\prime} \mathbf{H} \mathbf{e}_{\ell}\right|^{2}\right. \\
& \left.+\left|\sum_{\ell>k} \mathbf{e}_{\ell}^{\prime} \mathbf{D}_{k}^{-1}\left(z_{1}\right) \mathbf{e}_{j} \mathbf{e}_{j}^{\prime} \mathbf{H} \mathbf{e}_{\ell}\right|^{2}\right)^{1 / 2} \\
= & O\left(n^{3 / 2}\right),
\end{aligned}
$$

where the last step follows from the fact that, for any $i, j \neq k$,

$$
\left|\sum_{\ell>k} \mathbf{e}_{\ell}^{\prime} \mathbf{D}_{k}^{-1}\left(z_{1}\right) \mathbf{e}_{i} \mathbf{e}_{j}^{\prime} \mathbf{H} \mathbf{e}_{\ell}\right| \leq v_{0}^{-3}
$$

Applying this inequality, we obtain

$$
\begin{align*}
& \frac{1}{n} \mathrm{E}\left|\sum_{\ell_{1}, \ell_{2}>k} \mathbf{e}_{\ell_{1}}^{\prime} \mathbf{E}_{k}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell_{1}}\right| \\
\leq & \left.\frac{1}{n^{2}} \sum_{i j \neq k} \delta_{i j} \mathrm{E} \right\rvert\, x_{i j}^{2} \sum_{\ell_{1}, \ell_{2}>k} \mathbf{e}_{\ell_{1}}^{\prime} \mathbf{D}_{k i j}^{-1}\left(z_{1}\right) \mathbf{e}_{i} \\
& \times \mathbf{e}_{j}^{\prime} \mathbf{D}_{k}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell_{1}} \mid \\
\leq & \frac{1}{n^{2}}\left(\sum_{i j \neq k} \delta_{i j} \mathrm{E}\left|x_{i j}^{4}\right| \sum_{i j \neq k} \mathrm{E} \mid \sum_{\ell_{1}, \ell_{2}>k} \mathbf{e}_{\ell_{1}}^{\prime} \mathbf{D}_{k i j}^{-1}\left(z_{1}\right) \mathbf{e}_{i}\right. \\
& \left.\left.\mathbf{e}_{j}^{\prime} \mathbf{D}_{k}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathrm{E}_{k-1} \mathbf{e}_{\ell_{2}}^{\prime} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell_{1}}\right|^{2}\right)^{1 / 2} \\
= & O\left(n^{-1 / 4}\right) . \tag{9.3.16}
\end{align*}
$$

The inequalities above show that the matrices $\mathbf{C}_{k}, \mathbf{E}_{k}$, and $\mathbf{F}_{k}$ are negligible. Now, let us evaluate the contributive components. First, for any $k<\ell \leq n$, by Lemma 9.9, we have

$$
\begin{equation*}
\mathbf{e}_{\ell}^{\prime}\left(-\mathbf{I}_{n-1}\right) \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell} \xrightarrow{L_{2}}-s_{2} . \tag{9.3.17}
\end{equation*}
$$

Next, let us estimate $\sum_{\ell_{2}>k} \mathbf{e}_{\ell}^{\prime} \mathbf{A}_{k}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell}$. We claim that

$$
\begin{align*}
& \frac{1}{\sqrt{n}} \sum_{j, \ell_{2}>k} x_{\ell j} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \\
& \times \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell} \xrightarrow{L_{2}} 0 . \tag{9.3.18}
\end{align*}
$$

To prove this, we consider its squared terms first. We have

$$
\begin{aligned}
& \frac{1}{n} \sum_{j>k} \mathrm{E}\left|x_{\ell j} \sum_{\ell_{2}>k} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell}\right|^{2} \\
= & \frac{1}{n} \sum_{j>k} \mathrm{E}\left|\sum_{\ell_{2}>k} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell}\right|^{2} .
\end{aligned}
$$

If we replace $\mathbf{W}_{k \ell j}$ by $\mathbf{W}_{k}$ on the right-hand side of the equality above, then it becomes

$$
\frac{1}{n} \mathrm{Ee}_{\ell}^{\prime} \mathrm{E}_{k-1} \mathbf{H}^{*} \mathrm{E}_{k-1} \mathbf{H} \mathbf{e}_{\ell}=O\left(n^{-1}\right)
$$

To consider the difference caused by this replacement, we apply (9.3.10) to both $\mathbf{D}_{k \ell j}^{-1}\left(z_{1}\right)$ and $\mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right)$. The difference will also be of the order $O\left(n^{-1}\right)$. As an illustration, we give the estimation of the difference caused by the replacement in $\mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right)$, which is

$$
\begin{aligned}
& \left.\quad \frac{1}{n^{2}} \sum_{j>k} \mathrm{E} \right\rvert\, \sum_{\ell_{2}>k} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right) \\
& \quad \times\left.\delta_{\ell, j}\left(x_{j, \ell} \mathbf{e}_{j} \mathbf{e}_{\ell}+x_{\ell, j} \mathbf{e}_{\ell} \mathbf{e}_{j}^{\prime}\right) \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell}\right|^{2} \\
& \leq \\
& \frac{1}{n^{2} v_{0}^{6}} \sum_{j>k} \mathrm{E}\left|x_{\ell, j}^{2}\right|=O\left(n^{-1}\right),
\end{aligned}
$$

where we have used the fact that, for $t=j$ or $\ell,\left|\mathbf{e}_{t}^{\prime} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell}\right| \leq v_{0}^{-1}$ and

$$
\left|\sum_{\ell_{2}>k} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right) \mathbf{e}_{t}\right| \leq v_{0}^{-2}
$$

by noting that the left-hand side of the inequality above is the $(\ell, t)$-th element of the product of the matrices of the last $n-k$ rows of $\mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{1}\right)$ and the $n-k$ columns of $\mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right)$.

Next, let us consider the sum of cross terms, which is

$$
\begin{aligned}
& \frac{1}{n} \sum_{j \neq j^{\prime}>k} \mathrm{E} x_{\ell j} \bar{x}_{\ell j^{\prime}} \sum_{\ell_{2}>k} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell} \\
& \times \sum_{\ell_{3}>k} \mathbf{e}_{\ell}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j^{\prime}}^{-1}\left(\bar{z}_{2}\right) \mathbf{e}_{\ell_{3}} \mathbf{e}_{\ell_{3}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j^{\prime}}^{-1}\left(\bar{z}_{1}\right) \mathbf{e}_{j^{\prime}}
\end{aligned}
$$

To estimate it, we define $\mathbf{W}_{k i^{\prime} j^{\prime}}^{i j}=\mathbf{W}_{k i^{\prime} j^{\prime}}-\frac{1}{\sqrt{n}} \delta_{i j}\left(x_{i j} \mathbf{e}_{i} \mathbf{e}_{j}^{\prime}+x_{j i} \mathbf{e}_{j} \mathbf{e}_{i}^{\prime}\right)$ and $\mathbf{D}_{k i^{\prime} j^{\prime}}^{i j}=\left(\mathbf{W}_{k i^{\prime} j^{\prime}}^{i j}-z \mathbf{I}_{n-1}\right)$ for $\{i, j\} \neq\left\{i^{\prime}, j^{\prime}\right\}$. By independence, the quantity above will be 0 if the matrix $\mathbf{W}_{k \ell j^{\prime}}$ is replaced by $\mathbf{W}_{k \ell j^{\prime}}^{\ell j}$. Then, by a formula similar to (9.3.10), the difference caused by this replacement of the first $\mathbf{W}_{k \ell j^{\prime}}$
is controlled by

$$
\begin{aligned}
& \frac{1}{n^{3 / 2}} \sum_{j \neq j^{\prime}>k} \mathrm{E}\left|x_{\ell j}\right|^{2}\left|x_{\ell j^{\prime}}\right| \\
& \left|\sum_{\ell_{2}>k} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j^{\prime}}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell}\right| \\
& \times\left[\left|\sum_{\ell_{3}>k} \mathbf{e}_{\ell}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j^{\prime}}^{\ell j}\left(\bar{z}_{2}\right)^{-1} \mathbf{e}_{\ell} \mathbf{e}_{j} \mathbf{D}_{k \ell j^{\prime}}^{-1}\left(\bar{z}_{2}\right) \mathbf{e}_{\ell_{3}} \mathbf{e}_{\ell_{3}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j^{\prime}}^{-1}\left(\bar{z}_{1}\right) \mathbf{e}_{j^{\prime}}\right|\right. \\
& \quad+\mid \sum_{\ell_{3}>k} \mathbf{e}_{\ell}^{\prime}\left(\mathbf{D}_{k \ell j^{\prime}}^{\ell j}\left(\bar{z}_{2}\right)^{-1} \mathbf{e}_{j} \mathbf{e}_{\ell} \mathbf{D}_{k \ell j^{\prime}}^{-1}\left(\bar{z}_{2}\right) \mathbf{e}_{\ell_{3}} \mathbf{e}_{\ell_{3}}^{\prime} \mathbf{D}_{k \ell j^{\prime}}^{-1}\left(\bar{z}_{1}\right) \mathbf{e}_{j^{\prime}} \mid\right] \\
& =O\left(n^{-1 / 2}\right)
\end{aligned}
$$

Here, the last estimation follows from Hölder's inequality. The mathematical treatment for the two terms is similar. As an illustration of their treatment, the first term is bounded by

$$
\begin{aligned}
& \quad \frac{1}{n^{3 / 2}}\left(\sum_{j \neq j^{\prime}>k} \mathrm{E}\left|x_{\ell j}\right|^{4}\left|\sum_{\ell_{2}>k} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell}\right|^{2}\right. \\
& \quad \times \sum_{j \neq j^{\prime}>k} \mathrm{E}\left|x_{\ell^{\prime}}\right|^{2} \mid \sum_{\ell_{3}>k} \mathbf{e}_{\ell}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j^{\prime}}^{\ell j}\left(\bar{z}_{2}\right)^{-1} \mathbf{e}_{\ell} \mathbf{e}_{j} \mathbf{D}_{k \ell j^{\prime}}^{-1}\left(\bar{z}_{2}\right) \mathbf{e}_{\ell_{3}} \\
& \\
& \left.\left.\mathbf{e}_{\ell_{3}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j^{\prime}}^{-1}\left(\bar{z}_{1}\right) \mathbf{e}_{j^{\prime}}\right|^{2}\right)^{1 / 2} \\
& \leq \frac{C}{n^{3 / 2} v_{0}}\left(\sum_{j \neq j^{\prime}>k} \mathrm{E}\left|\sum_{\ell_{2}>k} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell}\right|^{2}\right. \\
& \\
& \left.\quad \times \sum_{j \neq j^{\prime}>k} \mathrm{E}\left|\sum_{\ell_{3}>k} \mathbf{e}_{j} \mathbf{D}_{k \ell j^{\prime}}^{-1}\left(\bar{z}_{2}\right) \mathbf{e}_{\ell_{3}} \mathbf{e}_{\ell_{3}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j^{\prime}}^{-1}\left(\bar{z}_{1}\right) \mathbf{e}_{j^{\prime}}\right|^{2}\right)^{1 / 2} \\
& = \\
& O\left(n^{-1 / 2}\right) .
\end{aligned}
$$

Here, for the first factor in the brackets, note that by (9.3.10) we have

$$
\begin{aligned}
& \sum_{\substack{j \neq j^{\prime}>k \\
j^{\prime} \text { fixed }}} \mathrm{E}\left|\sum_{\ell_{2}>k} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell}\right|^{2} \\
= & \sum_{\substack{j \neq j^{\prime}>k \\
j^{\prime} \text { fixed }}} \mathrm{E}\left|\sum_{\ell_{2}>k} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell}\right|^{2}+O(1)
\end{aligned}
$$

$$
=O(1)
$$

Hence the order of the first factor is $O(n)$. The second factor can be shown to have the order $O(n)$ by a similar approach.

Now, by (9.3.18), we have

$$
\begin{align*}
& \sum_{\ell_{2}>k} \mathbf{e}_{\ell}^{\prime} \mathbf{A}_{k}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell} \\
= & \frac{1}{n^{1 / 2}} \sum_{j, \ell_{2}>k} x_{\ell j} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \\
& \times \mathrm{E}_{k-1}\left[\mathbf{D}_{k}^{-1}\left(z_{2}\right)-\mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right)\right] \mathbf{e}_{\ell}+o_{L_{2}}(1) \\
= & -\frac{1}{n} \sum_{j, \ell_{2}>k} \delta_{\ell j} x_{\ell j}^{2} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \\
& \times \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1}\left[\mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell} \mathbf{e}_{j}^{\prime} \mathbf{D}_{k}^{-1}\left(z_{2}\right)\right] \mathbf{e}_{\ell} \\
& -\frac{1}{n} \sum_{j, \ell_{2}>k} \delta_{\ell j}\left|x_{\ell j}^{2}\right| \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \\
& \times \mathrm{E}_{k-1}\left[\mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right) \mathbf{e}_{j} \mathbf{e}_{\ell}^{\prime} \mathbf{D}_{k}^{-1}\left(z_{2}\right)\right] \mathbf{e}_{\ell}+o_{L_{2}}(1) \tag{9.3.19}
\end{align*}
$$

Furthermore, by the Cauchy-Schwarz inequality,

$$
\begin{aligned}
& \mathrm{E}\left|\sum_{j, \ell_{2}>k} \delta_{\ell j} x_{\ell j}^{2} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1}\left[\mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell} \mathbf{e}_{j}^{\prime} \mathbf{D}_{k}^{-1}\left(z_{2}\right)\right] \mathbf{e}_{\ell}\right|^{2} \\
\leq & \left(\sum_{j>k} \mathrm{E}\left|x_{\ell j}^{4} \| \sum_{\ell_{2}>k} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell}\right|^{2}\right. \\
& \left.\times \sum_{j>k} \mathrm{E}\left|\mathbf{e}_{j}^{\prime} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell}\right|^{2}\right)^{1 / 2} \\
\leq & \left(v_{0}^{-2} \sum_{j>k} \mathrm{E}\left|\mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{1}\right) \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell}\right|^{2}\right)^{1 / 2} \\
= & O(1)
\end{aligned}
$$

Therefore, we only need to consider the second term in (9.3.19). By Lemma 9.9, it follows that

$$
\begin{aligned}
& \sum_{\ell_{2}>k} \mathbf{e}_{\ell}^{\prime} \mathbf{A}_{k}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell} \\
= & -\frac{s_{2}}{n} \sum_{j, \ell_{2}>k} \delta_{\ell j}\left|x_{\ell j}^{2}\right| \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime}
\end{aligned}
$$

$$
\times \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right) \mathbf{e}_{j}+o_{L_{2}}(1) .
$$

We claim that

$$
\begin{align*}
& \sum_{\ell_{2}>k} \mathbf{e}_{\ell}^{\prime} \mathbf{A}_{k}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell} \\
= & -\frac{s_{2}}{n} \sum_{j, \ell_{2}>k} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right) \mathbf{e}_{j}+o_{L_{2}}(1) . \tag{9.3.20}
\end{align*}
$$

Obviously, (9.3.20) is a consequence of

$$
\begin{aligned}
& \frac{1}{n} \sum_{j, \ell_{2}>k} \mathrm{E}\left|\delta_{\ell j}\left[\left|x_{\ell j}^{2}\right|-1\right] \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{2}} \mathbf{e}_{\ell_{2}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k \ell j}^{-1}\left(z_{2}\right) \mathbf{e}_{j}\right|^{2} \\
= & o_{L_{2}}(1) .
\end{aligned}
$$

Noticing that the mean of the left-hand side is 0 , it then can be proven in the same way as in the proof of (9.3.18). The details are left to the reader as an exercise.

We trivially have, for any $k<\ell \leq n$,

$$
\begin{align*}
& \sum_{\ell, \ell_{1}>k} \mathbf{e}_{\ell}^{\prime} \mathbf{B}_{k}\left(z_{1}\right) \mathbf{e}_{\ell_{1}} \mathbf{e}_{\ell_{1}}^{\prime} \mathbf{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell} \\
= & -s_{1} \sum_{\ell, \ell_{1}>k} \mathbf{e}_{\ell}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{1}} \mathbf{e}_{\ell_{1}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell}+o_{L_{2}}(1) . \tag{9.3.21}
\end{align*}
$$

Collecting the estimates above from (9.3.14) to (9.3.21), we find that

$$
\begin{aligned}
& \frac{z_{1}+s_{1}}{n} \sum_{\ell, \ell_{1}>k} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{1}} \mathbf{e}_{\ell_{1}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \\
= & -\left(1-\frac{k}{n}\right) s_{2}-\frac{1}{n}\left(1-\frac{k}{n}\right) s_{2} \sum_{j, \ell_{1}>k} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell_{1}} \\
& \times \mathbf{e}_{\ell_{1}}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{j}+o_{p}(1),
\end{aligned}
$$

which, together with the fact that $z_{1}+s_{1}=-1 / s_{1}$, implies that

$$
\begin{aligned}
& \frac{1}{n} \sum_{j, \ell>k} \mathbf{e}_{\ell}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{1}\right) \mathbf{e}_{j} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{\ell} \\
= & \left(1-\frac{k}{n}\right) s_{1} s_{2}+\frac{1}{n}\left(1-\frac{k}{n}\right) s_{1} s_{2} \sum_{j, \ell>k} \mathbf{e}_{j}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{1}\right) \mathbf{e}_{\ell} \\
& \times \mathbf{e}_{\ell}^{\prime} \mathrm{E}_{k-1} \mathbf{D}_{k}^{-1}\left(z_{2}\right) \mathbf{e}_{j}+o_{p}(1)
\end{aligned}
$$

$$
\begin{equation*}
=\frac{\left(1-\frac{k}{n}\right) s_{1} s_{2}}{1-\left(1-\frac{k}{n}\right) s_{1} s_{2}}+o_{p}(1) . \tag{9.3.22}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
\lim _{n} S_{1} & =\lim _{n} \frac{1}{n^{2}} \sum_{k=1}^{n} \sum_{i, j>k} b_{i j k}^{(1)} b_{j i k}^{(2)} \\
& =\lim _{n} \frac{1}{n} \sum_{k=1}^{n} \frac{\left(1-\frac{k}{n}\right) s_{1} s_{2}}{1-\left(1-\frac{k}{n}\right) s_{1} s_{2}} \\
& =\int_{0}^{1} \frac{t s_{1} s_{2}}{1-t s_{1} s_{2}} d t \\
& =-1-\frac{1}{s_{1} s_{2}} \log \left(1-s_{1} s_{2}\right)
\end{aligned}
$$

Finally, $\widetilde{\Gamma}_{n}\left(z_{1}, z_{2}\right)$ converges in probability to

$$
\widetilde{\Gamma}\left(z_{1}, z_{2}\right)=\sigma^{2}-\kappa+\frac{1}{2} \beta s_{1} s_{2}-\kappa\left(s_{1} s_{2}\right)^{-1} \log \left(1-s_{1} s_{2}\right)
$$

The proof of Lemma 9.6 is then complete.

### 9.3.3 Completion of the Proof of (9.2.13) for $j=l, r$

Since we have proved (9.2.29), to complete the proof of (9.2.13) we only need to show that

$$
\begin{equation*}
\lim _{v_{1} \downarrow 0} \limsup _{n \rightarrow \infty} \int_{\mathcal{C}_{j}} \mathrm{E}\left|M_{n}(z)-\mathrm{E} M_{n}(z)\right|^{2} d z=0 \tag{9.3.23}
\end{equation*}
$$

Using the notation defined in the last section, we have

$$
\mathrm{E}\left|M_{n}-\mathrm{E} M_{n}\right|^{2} \leq K \sum_{k=1}^{n}\left[\mathrm{E}\left|a_{k 1}\right|^{2}+\mathrm{E}\left|a_{k 2}\right|^{2}+\mathrm{E}\left|a_{k 3}\right|^{2}+\mathrm{E}\left|d_{k}\right|^{2}\right] .
$$

By Lemma 9.1 and (9.2.17),

$$
\sup _{z \in \mathcal{C}_{n}} \mathrm{E}\left|d_{k}\right|^{2} \leq \sup _{z \in \mathcal{C}_{n}} K n^{-1} \mathrm{E}\left|\tilde{b}_{k}\right|^{2}\left\|\mathbf{D}_{k}^{-1}\right\|^{2} \leq K / n
$$

where we have used the fact that $\left|\tilde{b}_{k}\right|<1$, which can be proven along the same lines as for (8.1.19).

Similarly,

$$
\begin{aligned}
\sup _{z \in \mathcal{C}_{n}} \mathrm{E}\left|a_{k 1}\right|^{2} & \leq \sup _{z \in \mathcal{C}_{n}} K n^{-1} \mathrm{E}\left|\tilde{b}_{k}\right|^{2}\left\|\mathbf{D}_{k}^{-1}\right\|^{4}\left|1+\frac{1}{n} \operatorname{tr} \mathbf{D}_{k}^{-1}\right|^{2} \\
& \leq K / n
\end{aligned}
$$

By (9.3.3) and (9.3.4), we obtain

$$
\begin{aligned}
& \lim _{v_{1} \downarrow 0} \limsup _{n \rightarrow \infty} \int_{\mathcal{C}_{j}} \mathrm{E}\left|M_{n}(z)-\mathrm{E}_{n}(z)\right|^{2} d z \\
\leq & \lim _{v_{1} \downarrow 0} \limsup _{n \rightarrow \infty} K \int_{\mathcal{C}_{j}} \sum_{k=1}^{n}\left[\mathrm{E}\left|a_{k 1}\right|^{2}+\mathrm{E}\left|d_{k}\right|^{2}\right] d z \\
\leq & \lim _{v_{1} \downarrow 0} K v_{1}=0
\end{aligned}
$$

The proof is complete.

### 9.3.4 Tightness of the Process $M_{n}(z)-\mathrm{E} M_{n}(z)$

It is enough to establish the following Hölder condition: for some positive constant $K$ and $z_{1}, z_{2} \in \mathbb{C}_{0}$,

$$
\begin{equation*}
\mathrm{E}\left|M_{n}\left(z_{1}\right)-M_{n}\left(z_{2}\right)-\mathrm{E}\left(M_{n}\left(z_{1}\right)-M_{n}\left(z_{2}\right)\right)\right|^{2} \leq K\left|z_{1}-z_{2}\right|^{2} \tag{9.3.24}
\end{equation*}
$$

Recalling the martingale decomposition given in Section 2.3, we have

$$
\begin{aligned}
& \mathrm{E}\left|M_{n}\left(z_{1}\right)-M_{n}\left(z_{2}\right)-\mathrm{E}\left(M_{n}\left(z_{1}\right)-M_{n}\left(z_{2}\right)\right)\right|^{2} \\
= & \sum_{k=1}^{n} \mathrm{E}\left|\gamma_{k}\left(z_{1}\right)-\gamma_{k}\left(z_{2}\right)\right|^{2},
\end{aligned}
$$

where

$$
\begin{aligned}
\gamma_{k}(z) & =\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right) \sigma_{k}(z) \\
\sigma_{k}(z) & =\beta_{k}(z)\left(1+\frac{1}{n} \gamma_{k}^{*} \mathbf{D}_{k}^{-2} \boldsymbol{\alpha}_{k}\right) \\
\beta_{k}(z) & =-\frac{1}{\frac{1}{\sqrt{n}} x_{k k}-z-\frac{1}{n} \boldsymbol{\alpha}_{k} \mathbf{D}_{k}^{-1} \boldsymbol{\alpha}_{k}}
\end{aligned}
$$

Using the notation defined in (9.3.2), we decompose $\gamma_{k}\left(z_{1}\right)-\gamma_{k}\left(z_{2}\right)$ as

$$
\begin{aligned}
& \left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right)\left[\beta_{k}\left(z_{1}\right)\left(h_{k}\left(z_{1}\right)-h_{k}\left(z_{2}\right)\right)\right. \\
& +\beta_{k}\left(z_{1}\right) \sigma_{k}\left(z_{2}\right)\left(g_{k}\left(z_{1}\right)-g_{k}\left(z_{2}\right)\right) \\
& +\frac{1}{n} \beta_{k}\left(z_{1}\right) \tilde{b}_{n}\left(z_{1}\right)\left[\operatorname{tr} \mathbf{D}_{k}^{-2}\left(z_{1}\right)-\mathbf{D}_{k}^{-2}\left(z_{2}\right)\right] g_{k}\left(z_{1}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{1}{n} \tilde{b}_{k}\left(z_{1}\right) \tilde{b}_{k}\left(z_{2}\right) \operatorname{tr}\left[\mathbf{D}_{k}^{-1}\left(z_{1}\right)-\mathbf{D}_{k}^{-1}\left(z_{2}\right)\right] h_{k}\left(z_{2}\right) \\
& +\frac{1}{n} \beta_{k}\left(z_{1}\right) \tilde{b}_{k}\left(z_{1}\right) \sigma_{k}\left(z_{2}\right) \operatorname{tr}\left[\mathbf{D}_{k}^{-1}\left(z_{1}\right)-\mathbf{D}_{k}^{-1}\left(z_{2}\right)\right] g_{k}\left(z_{1}\right) \\
& \left.+\frac{1}{n} \tilde{b}_{k}\left(z_{1}\right) \tilde{b}_{k}\left(z_{2}\right) \sigma_{k}\left(z_{2}\right) \operatorname{tr}\left[\mathbf{D}_{k}^{-1}\left(z_{1}\right)-\mathbf{D}_{k}^{-1}\left(z_{2}\right)\right] g_{k}\left(z_{2}\right)\right] .
\end{aligned}
$$

Since $\beta_{k}^{-1}(z) \geq v_{0}$ and $\left|\gamma_{k}(z)\right| \leq v_{0}^{-1}$, we have

$$
\begin{aligned}
& \sum_{k=1}^{n} \mathrm{E}\left|\beta_{k}\left(z_{1}\right)\left(h_{k}\left(z_{1}\right)-h_{k}\left(z_{2}\right)\right)\right|^{2} \\
\leq & v_{0}^{-2} \sum_{k=1}^{n} \mathrm{E}\left|h_{k}\left(z_{1}\right)-h_{k}\left(z_{2}\right)\right|^{2} \\
\leq & \frac{C}{n^{2} v_{0}^{2}} \sum_{k=1}^{n} \operatorname{Etr}\left[\mathbf{D}_{k}^{-2}\left(z_{1}\right)-\mathbf{D}_{k}^{-2}\left(z_{2}\right)\right]\left[\mathbf{D}_{k}^{-2}\left(\bar{z}_{1}\right)-\mathbf{D}_{k}^{-2}\left(\bar{z}_{2}\right)\right] \\
\leq & \frac{4 C\left|z_{1}-z_{2}\right|^{2}}{v_{0}^{8}}
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& \sum_{k=1}^{n} \mathrm{E}\left|\beta_{k}\left(z_{1}\right) \sigma_{k}\left(z_{2}\right)\left(g_{k}\left(z_{1}\right)-g_{k}\left(z_{2}\right)\right)\right|^{2} \\
\leq & v_{0}^{-4} \sum_{k=1}^{n} \mathrm{E}\left|g_{k}\left(z_{1}\right)-g_{k}\left(z_{2}\right)\right|^{2} \\
\leq & \frac{4 C\left|z_{1}-z_{2}\right|^{2}}{v_{0}^{8}} .
\end{aligned}
$$

For the other four terms, the similar estimates follow trivially from the fact that

$$
\mathrm{E}\left|g_{k}(z)\right|^{2} \leq C / n \quad \text { and } \quad \mathrm{E}\left|h_{k}(z)\right|^{2} \leq C / n
$$

Hence (9.3.24) is proved and the tightness of the process $M_{n}-\mathrm{E} M_{n}$ holds.

### 9.4 Computation of the Mean and Covariance Function of $G(f)$

### 9.4.1 Mean Function

Let $\mathcal{C}$ be a contour as defined in Subsection 9.2.1. By (9.2.10) and Lemma 9.5, we have

$$
\begin{aligned}
& \mathrm{E}\left(G_{n}(f)\right)=-\frac{1}{2 \pi i} \oint_{\mathcal{C}} f(z) \mathrm{E}_{n}(z) d z \\
\rightarrow & \mathrm{E}(G(f))=-\frac{1}{2 \pi i} \oint_{\mathcal{C}} f(z) \mathrm{E} M(z) d z \\
= & -\frac{1}{2 \pi i} \oint_{\mathcal{C}} f(z)\left[1+s^{\prime}(z)\right] s^{3}(z)\left[\sigma^{2}-1+(\kappa-1) s^{\prime}(z)+\beta s^{2}(z)\right] d z .
\end{aligned}
$$

Select $\rho<1$ but so close to 1 that the contour

$$
\mathcal{C}^{\prime}=\left\{z=-\left(\rho e^{i \theta}+\rho^{-1} e^{-i \theta}\right): 0 \leq \theta<2 \pi\right\}
$$

is completely contained in the analytic region of $f$. Note that when $z$ runs a cycle along $\mathcal{C}^{\prime}$ anticlockwise, $s$ runs a cycle along the circle $|s|=\rho$ anticlockwise because $z=-\left(s+s^{-1}\right)^{1}$ By Cauchy's theorem, the integral along $\mathcal{C}$ above equals the integral along $\mathcal{C}^{\prime}$. Thus, by changing variable $z$ to $s$ and noting that $s^{\prime}=s^{2} /\left(1-s^{2}\right)$, we obtain

$$
\begin{aligned}
& \mathrm{E}(G(f)) \\
= & -\frac{1}{2 \pi i} \oint_{|s|=\rho} f\left(-s-s^{-1}\right) s\left[\sigma^{2}-1+(\kappa-1) \frac{s^{2}}{1-s^{2}}+\beta s^{2}\right] d s .
\end{aligned}
$$

By setting $s=-e^{i \theta}$ and then $t=\cos \theta$, using $T_{k}(\cos \theta)=\cos (k \theta)$,

$$
\begin{aligned}
& -\frac{1}{2 \pi i} \oint_{|s|=1} f\left(-s-s^{-1}\right) s\left[\sigma^{2}-1+(\kappa-1) \frac{s^{2}}{1-s^{2}}+\beta s^{2}\right] d s \\
= & -\frac{1}{2 \pi} \int_{-\pi}^{\pi} f(2 \cos \theta)\left[\left(\sigma^{2}-1\right) e^{2 i \theta}+(\kappa-1) \frac{e^{4 i \theta}}{1-e^{2 i \theta}}+\beta e^{4 i \theta}\right] d \theta \\
= & -\frac{1}{\pi} \int_{0}^{\pi} f(2 \cos \theta)\left[\left(\sigma^{2}-1\right) \cos 2 \theta\right. \\
& \left.\quad-\frac{1}{2}(\kappa-1)(1+2 \cos 2 \theta)+\beta \cos 4 \theta\right] d \theta \\
= & \frac{1}{\pi} \int_{-1}^{1} f(2 t)\left[-\frac{1}{2}(\kappa-1)+\left(\sigma^{2}-\kappa\right) T_{2}(t)+\beta T_{4}(t)\right] \frac{1}{\sqrt{1-t^{2}}} d t \\
= & -\frac{1}{2}(\kappa-1) \tau_{0}(f)+\left(\sigma^{2}-\kappa\right) \tau_{2}(f)+\beta \tau_{4}(f) .
\end{aligned}
$$

Let us evaluate the difference

$$
\frac{1}{2 \pi i}\left[\oint_{|s|=1}-\oint_{|s|=\rho}\right] f\left(-s-s^{-1}\right) s\left[\sigma^{2}-1+(\kappa-1) \frac{s^{2}}{1-s^{2}}+\beta s^{2}\right] d s
$$

[^3]Note that the integrand has two poles on the circle $|s|=1$ with residuals $-\frac{1}{2} f( \pm 2)$ at points $s=\mp 1$. By contour integration, we have

$$
\begin{gathered}
\frac{1}{2 \pi i}\left[\oint_{|s|=1}-\oint_{|s|=\rho}\right] \\
f\left(-s-s^{-1}\right) s\left[\sigma^{2}-1+(\kappa-1) \frac{s^{2}}{1-s^{2}}+\beta s^{2}\right] d s \\
=\frac{\kappa-1}{4}(f(2)+f(-2))
\end{gathered}
$$

Putting together these two results gives the formula (9.2.4) for $\mathrm{E}[G(f)]$.

### 9.4.2 Covariance Function

Let $\mathcal{C}_{j}, j=1,2$, be two disjoint contours with vertices $\pm\left(2+\varepsilon_{j}\right) \pm i v_{j}$. The positive values of $\varepsilon_{j}$ and $v_{j}$ are chosen sufficiently small so that the two contours are contained in $\mathcal{U}$. By (9.2.10) and Theorem 9.4, we have

$$
\begin{aligned}
& \operatorname{Cov}\left(G_{n}(f), G_{n}(g)\right) \\
= & -\frac{1}{4 \pi^{2}} \oint_{\mathcal{C}_{1}} \oint_{\mathcal{C}_{2}} f\left(z_{1}\right) g\left(z_{2}\right) \operatorname{Cov}\left(M_{n}\left(z_{1}\right), M_{n}\left(z_{2}\right)\right) d z_{1} d z_{2} \\
= & -\frac{1}{4 \pi^{2}} \oint_{\mathcal{C}_{1}} \oint_{\mathcal{C}_{2}} f\left(z_{1}\right) g\left(z_{2}\right) \Gamma_{n}\left(z_{1}, z_{2}\right) d z_{1} d z_{2}+o(1) \\
\longrightarrow & c(f, g)=-\frac{1}{4 \pi^{2}} \oint_{\mathcal{C}_{1}} \oint_{\mathcal{C}_{2}} f\left(z_{1}\right) g\left(z_{2}\right) \Gamma\left(z_{1}, z_{2}\right) d z_{1} d z_{2},
\end{aligned}
$$

where $\Gamma\left(z_{1}, z_{2}\right)$ is given in (9.3.6).
By the proof of Lemma 9.6, we have

$$
\Gamma\left(z_{1}, z_{2}\right)=\frac{\partial^{2}}{\partial z_{1} \partial z_{2}} s\left(z_{1}\right) s\left(z_{2}\right) \widetilde{\Gamma}\left(z_{1}, z_{2}\right)
$$

Integrating by parts, we obtain

$$
\begin{aligned}
c(f, g) & =-\frac{1}{4 \pi^{2}} \oint_{\mathcal{C}_{1}} \oint_{\mathcal{C}_{2}} f^{\prime}\left(z_{1}\right) g^{\prime}\left(z_{2}\right) s\left(z_{1}\right) s\left(z_{2}\right) \widetilde{\Gamma}\left(z_{1}, z_{2}\right) d z_{1} d z_{2} \\
& =-\frac{1}{4 \pi^{2}} \oint_{\mathcal{C}_{1}} \oint_{\mathcal{C}_{2}} A\left(z_{1}, z_{2}\right) d z_{1} d z_{2}
\end{aligned}
$$

where

$$
A\left(z_{1}, z_{2}\right)=f^{\prime}\left(z_{1}\right) g^{\prime}\left(z_{2}\right)\left[s\left(z_{1}\right) s\left(z_{2}\right)\left(\sigma^{2}-\kappa\right)+\frac{1}{2} \beta s^{2}\left(z_{1}\right) s^{2}\left(z_{2}\right)\right.
$$

$$
\left.-\kappa \log \left(1-s\left(z_{1}\right) s\left(z_{2}\right)\right)\right]
$$

Let $v_{j} \rightarrow 0$ first and then $\varepsilon_{j} \rightarrow 0$. It is easy to show that the integral along the vertical edges of the two contours tends to 0 when $v_{j} \rightarrow 0$. Therefore, it follows that

$$
\begin{aligned}
& c(f, g) \\
= & -\frac{1}{4 \pi^{2}} \int_{-2}^{2} \int_{-2}^{2}\left[A\left(t_{1}^{-}, t_{2}^{-}\right)-A\left(t_{1}^{-}, t_{2}^{+}\right)-A\left(t_{1}^{+}, t_{2}^{-}\right)+A\left(t_{1}^{+}, t_{2}^{+}\right)\right] d t_{1} d t_{2}
\end{aligned}
$$

where $t_{j}^{ \pm}:=t_{j} \pm i 0$. Since $f^{\prime}$ and $g^{\prime}$ are continuous in $\mathcal{U}$, we have $f^{\prime}\left(t_{1}^{ \pm}\right)=$ $f^{\prime}\left(t_{1}\right)$ and $g^{\prime}\left(t_{2}^{ \pm}\right)=g^{\prime}\left(t_{2}\right)$. Recalling that $s(t \pm i 0)=\frac{1}{2}\left(-t \pm i \sqrt{4-t^{2}}\right)$, we have

$$
\begin{aligned}
& f^{\prime}\left(t_{1}\right) g^{\prime}\left(t_{2}\right)\left[s\left(t_{1}^{-}\right) s\left(t_{2}^{-}\right)-s\left(t_{1}^{+}\right) s\left(t_{2}^{-}\right)-s\left(t_{1}^{-}\right) s\left(t_{2}^{+}\right)+s\left(t_{1}^{+}\right) s\left(t_{2}^{+}\right)\right] \\
= & -f^{\prime}\left(t_{1}\right) g^{\prime}\left(t_{2}\right) \sqrt{4-t_{1}^{2}} \sqrt{4-t_{2}^{2}}, \\
& f^{\prime}\left(t_{1}\right) g^{\prime}\left(t_{2}\right)\left[s^{2}\left(t_{1}^{-}\right) s^{2}\left(t_{2}^{-}\right)-s^{2}\left(t_{1}^{+}\right) s^{2}\left(t_{2}^{-}\right)\right. \\
& \left.\quad-s^{2}\left(t_{1}^{-}\right) s^{2}\left(t_{2}^{+}\right)+s^{2}\left(t_{1}^{+}\right) s^{2}\left(t_{2}^{+}\right)\right] \\
= & -f^{\prime}\left(t_{1}\right) g^{\prime}\left(t_{2}\right) t_{1} t_{2} \sqrt{4-t_{1}^{2}} \sqrt{4-t_{2}^{2}} \\
& f^{\prime}\left(t_{1}\right) g^{\prime}\left(t_{2}\right)\left[\log \left(1-s\left(t_{1}^{-}\right) s\left(t_{2}^{-}\right)\right)-\log \left(1-s\left(t_{1}^{+}\right) s\left(t_{2}^{-}\right)\right)\right. \\
& \left.\quad-\log \left(1-s\left(t_{1}^{-}\right) s\left(t_{2}^{+}\right)\right)+\log \left(1-s\left(t_{1}^{+}\right) s\left(t_{2}^{+}\right)\right)\right] \\
= & f^{\prime}\left(t_{1}\right) g^{\prime}\left(t_{2}\right) \log \left|\frac{1-s\left(t_{1}^{-}\right) s\left(t_{2}^{-}\right)}{1-s\left(t_{1}^{-}\right) s\left(t_{2}^{+}\right)}\right|^{2} \\
= & -f^{\prime}\left(t_{1}\right) g^{\prime}\left(t_{2}\right) \log \left(\frac{4-t_{1} t_{2}-\sqrt{\left(4-t_{1}^{2}\right)\left(4-t_{2}^{2}\right)}}{4-t_{1} t_{2}+\sqrt{\left(4-t_{1}^{2}\right)\left(4-t_{2}^{2}\right)}}\right) .
\end{aligned}
$$

Therefore, we have formula (9.2.6).
To derive the first representation of the covariance (i.e., formula (9.2.5)), let $\rho_{1}<\rho_{2}<1$ and define contours $\mathcal{C}_{j}^{\prime}$ as in the last subsection. Then,

$$
\begin{aligned}
c(f, g)= & -\frac{1}{4 \pi^{2}} \oint_{\mathcal{C}_{1}^{\prime}} \oint_{\mathcal{C}_{2}^{\prime}} f\left(z_{1}\right) g\left(z_{2}\right) \Gamma\left(z_{1}, z_{2}\right) d z_{1} d z_{2} \\
= & -\frac{1}{4 \pi^{2}} \oint_{\left|s_{1}\right|=\rho_{1}} \oint_{\left|s_{2}\right|=\rho_{2}} f\left(-s_{1}-s_{1}^{-1}\right) g\left(-s_{2}-s_{2}^{-1}\right) \\
& \times\left(\sigma^{2}-\kappa+2 \beta s_{1} s_{2}+\frac{\kappa}{\left(1-s_{1} s_{2}\right)^{2}}\right) d s_{1} d s_{2}
\end{aligned}
$$

By Cauchy's theorem, we may change $\rho_{2}=1$ without affecting the value of the integral. Rewriting $\rho_{1}=\rho$, expanding the fraction as a Taylor series, and then making variable changes $s_{1}=-\rho e^{i \theta_{1}}$ and $s_{2}=-e^{i \theta_{2}}$, we obtain

$$
\begin{aligned}
& \quad c(f, g) \\
& =\frac{1}{4 \pi^{2}} \int_{[-\pi, \pi]^{2}} f\left(\rho e^{i \theta_{1}}+\rho^{-1} e^{-i \theta_{1}}\right) g\left(2 \cos \theta_{2}\right)\left[\sigma^{2} \rho e^{i\left(\theta_{1}+\theta_{2}\right)}\right. \\
& \left.\quad+2(\beta+1) \rho^{2} e^{i 2\left(\theta_{1}+\theta_{2}\right)}+\kappa \sum_{k=3}^{\infty} k \rho^{k} e^{i k\left(\theta_{1}+\theta_{2}\right)}\right] d \theta_{1} d \theta_{2} \\
& =\sigma^{2} \rho \tau_{1}(f, \rho) \tau_{1}(g)+2(\beta+1) \rho^{2} \tau_{2}(f, \rho) \tau_{2}(g) \\
& \quad+\kappa \sum_{k=3}^{\infty} k \rho^{k} \tau_{k}(f, \rho) \tau_{k}(g),
\end{aligned}
$$

where $\tau_{k}(f, \rho)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} f\left(\rho e^{i \theta}+\rho^{-1} e^{-i \theta}\right) e^{i k \theta} d \theta$. By integration by parts, for $k \geq 3$ we have

$$
\begin{aligned}
& \tau_{k}(f, \rho)=\frac{\rho^{-1}}{k} \tau_{k-1}\left(f^{\prime}, \rho\right)-\frac{\rho}{k} \tau_{k+1}\left(f^{\prime}, \rho\right) \\
= & \frac{\rho^{2}}{k(k+1)} \tau_{k+2}\left(f^{\prime \prime}, \rho\right)-\frac{2}{k^{2}-1} \tau_{k}\left(f^{\prime \prime}, \rho\right)+\frac{\rho^{-2}}{k(k-1)} \tau_{k-2}\left(f^{\prime \prime}, \rho\right)
\end{aligned}
$$

Since $f^{\prime \prime}$ is uniformly bounded in $\mathcal{U}$, we have $\left|\tau_{k}(f, \rho)\right| \leq K / k(k-1)$ uniformly for all $\rho$ close to 1 . Then (9.2.5) follows from the dominated convergence theorem and letting $\rho \rightarrow 1$ under the summation.

### 9.5 Application to Linear Spectral Statistics and Related Results

First note that $W_{n} /(2 \sqrt{n})$ is a scaled Wigner matrix in the sense that the limit law is the scaled Wigner semicircular law $\frac{2}{\pi} \sqrt{1-x^{2}} d x$ on the interval $[-1,1]$. To deal with this scaling, we define, for any function $f$, its scaled copy $\tilde{f}$ by the relation $f(2 x)=\tilde{f}(x)$ for all $x$.

### 9.5.1 Tchebychev Polynomials

Consider first a Tchebychev polynomial $T_{k}$ with $k \geq 1$, and define $\phi_{k}$ such that $\tilde{\phi}_{k}=T_{k}$. Set $\delta_{i j}=1$ for $i=j$ and $\delta_{i j}=0$ elsewhere. Using the orthogonality property

$$
\frac{1}{\pi} \int_{-1}^{1} T_{i}(t) T_{j}(t) \frac{1}{\sqrt{1-t^{2}}} d t= \begin{cases}\delta_{i j}, & \text { if } i=0 \\ \frac{1}{2} \delta_{i j}, & \text { elsewhere }\end{cases}
$$

it is easily seen that $\tau_{\ell}\left(\phi_{k}\right)=\frac{1}{2} \delta_{k \ell}$ for any integer $\ell \geq 0$. Thus, by (9.2.4), we have for the mean

$$
\begin{align*}
m_{k}:=\mathrm{E}\left[G\left(\phi_{k}\right)\right] & =\frac{\kappa-1}{4}\left(T_{k}(1)+T_{k}(-1)\right)+\frac{1}{2}\left(\sigma^{2}-\kappa\right) \delta_{k 2}+\frac{1}{2} \beta \delta_{k 4} \\
& =\frac{1}{2}\left[(\kappa-1) e(k)+\left(\sigma^{2}-\kappa\right) \delta_{k 2}+\beta \delta_{k 4}\right] \tag{9.5.1}
\end{align*}
$$

with $e(k)=1$ if $k$ is even and $e(k)=0$ elsewhere.
For two Tchebychev polynomials $T_{k}$ and $T_{\ell}$, by (9.2.5) the asymptotic covariance between $G_{n}\left(\phi_{k}\right)$ and $G_{n}\left(\phi_{\ell}\right)$ equals 0 for $k \neq \ell$, and for $k=\ell$,

$$
\begin{equation*}
\Sigma_{\ell \ell}=\left(\frac{1}{2}\right)^{2}\left[\left(\sigma^{2}-\kappa\right) \delta_{\ell 1}+(4 \beta+2 \kappa) \delta_{\ell 2}+\kappa \ell\right] \tag{9.5.2}
\end{equation*}
$$

An application of Theorem 9.2 readily yields the following corollary.
Corollary 9.7. Assume conditions [M1]-[M3] hold. Let $T_{1}, \cdots, T_{p}$ be p first Tchebychev polynomials and define the $\phi_{k}$ 's such that $\tilde{\phi}_{k}=T_{k}$. Then the vector $\left[G_{n}\left(\phi_{1}\right), \cdots, G_{n}\left(\phi_{p}\right)\right]$ converges in distribution to a Gaussian vector with mean $w_{p}=\left(m_{k}\right)$ and a diagonal covariance matrix $D_{p}=\left(\Sigma_{k k}\right)$ with their elements defined in equations (9.5.1) and (9.5.2), respectively.

In particular, these Tchebychev polynomial statistics are asymptotically independent. Consider now the Gaussian case. For the GUE ensemble, we have $\kappa=\sigma^{2}=1$ and $\beta=0$. Then $m_{k}=0$ and $\Sigma_{k k}=k\left(\frac{1}{2}\right)^{2}$. As for the GOE ensemble, since $\kappa=\sigma^{2}=2$ and $\beta=0$, we get $m_{k}=\frac{1}{2} e(k)$ and $\Sigma_{k k}=2 k\left(\frac{1}{2}\right)^{2}$. Therefore, with Corollary 9.7 we have recovered the CLT established by Johansson [165] for linear spectral statistics of Gaussian ensembles (see Theorem 2.4 and Corollary 2.8 there).

### 9.6 Technical Lemmas

With the notation defined in the previous sections, we prove the following two lemmas that were used in the proofs in previous sections.

Lemma 9.8. For any positive constants $\nu$ and $t$, when $z \in \mathbb{C}_{0}$, all of the following probabilities have order o $\left(n^{-t}\right)$ :

$$
P\left(\left|\varepsilon_{k}\right| \geq \nu\right), \quad P\left(\left|g_{k}\right| \geq \nu\right), \quad P\left(\left|h_{k}\right| \geq \nu\right)
$$

When $z \notin \mathbb{C}_{0}$ but $|\Re(z)| \geq a$, the same estimates remain true.

Proof. The estimates for $P\left(\left|g_{k}\right| \geq \nu\right)$ and $P\left(\left|h_{k}\right| \geq \nu\right)$ directly follow from Lemma 9.1 and the Chebyshev inequality.

Recalling the definition of $\varepsilon_{k}$, we have

$$
\begin{aligned}
\left|\varepsilon_{k}\right| & =\left|n^{-1 / 2} x_{k k}-\frac{1}{n} \boldsymbol{\alpha}_{k}^{*}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k}+\mathrm{E} s_{n}(z)\right| \\
& \leq\left|g_{k}(z)\right|+n^{-1}\left|\operatorname{tr}\left(\mathbf{W}_{k}-z \mathbf{I}_{n-1}\right)^{-1}-\left(\mathbf{W}-z \mathbf{I}_{n}\right)^{-1}\right| \\
& +\left|s_{n}(z)-\mathrm{E} s_{n}(z)\right| .
\end{aligned}
$$

Noting that the second term is less than $1 / n v_{0}$, the estimate for $P\left(\left|\varepsilon_{k}\right| \geq \nu\right)$ follows from Lemmas 9.1 and 8.7.

The proof of the lemma is complete.
Lemma 9.9. Suppose $v_{0}>0$ is a fixed constant. Then, for any $z \in \mathbb{C}_{0}$, we have

$$
\sup _{z \in \mathcal{C}_{n}} \max _{i, j, k, \ell} \mathrm{E}\left|\mathrm{E}_{k} \mathbf{e}_{\ell}^{\prime} \mathbf{D}_{k i j}^{-1} \mathbf{e}_{\ell}-s(z)\right|^{2} \rightarrow 0
$$

where the maximum is taken over all $k, i, j \neq k$, and all $\ell$.
Proof. Recall identity (9.3.10). Since $\left|x_{i j}\right| \leq \eta_{n} \sqrt{n}$, by (9.2.17) we have

$$
\sup _{z \in \mathcal{C}_{n}} \mathrm{E}\left|\mathbf{e}_{\ell}^{\prime}\left(\mathbf{D}_{k i j}-\mathbf{D}_{k}\right) \mathbf{e}_{\ell}\right|^{2} \leq K \eta_{n} \sup _{z \in \mathcal{C}_{n}} \mathrm{E}\left\|\mathbf{D}_{k i j}\right\|^{-1}\left\|^{2} \mathbf{D}_{k}^{-1}\right\|^{2} \rightarrow 0
$$

Again, by (9.2.17),

$$
\mathrm{E}\left|\mathbf{e}_{\ell}^{\prime}\left(\mathbf{D}_{k}^{-1}-\mathbf{D}^{-1}\right) \mathbf{e}_{\ell}\right|^{2} \rightarrow 0
$$

Moreover, by definition,

$$
\begin{aligned}
& \mathbf{e}_{\ell}^{\prime} \mathbf{D}^{-1} \mathbf{e}_{\ell}=\frac{1}{n^{-1 / 2} x_{\ell \ell}-z-n^{-1} \boldsymbol{\alpha}_{\ell}^{*} \mathbf{D}_{\ell}^{-1} \boldsymbol{\alpha}_{\ell}} \\
= & \frac{1}{-z-s(z)}+\frac{-s(z)-\left[n^{-1 / 2} x_{\ell \ell}-n^{-1} \boldsymbol{\alpha}_{\ell}^{*} \mathbf{D}_{\ell}^{-1} \boldsymbol{\alpha}_{\ell}\right]}{\left(n^{-1 / 2} x_{\ell \ell}-z-n^{-1} \boldsymbol{\alpha}_{\ell}^{*} \mathbf{D}_{\ell}^{-1} \boldsymbol{\alpha}_{\ell}\right)[-z-s(z)]} \\
= & s(z)+s(z) \beta_{\ell}\left[s(z)+n^{-1 / 2} x_{\ell \ell}-n^{-1} \boldsymbol{\alpha}_{\ell}^{*} \mathbf{D}_{\ell}^{-1} \boldsymbol{\alpha}_{\ell}\right] .
\end{aligned}
$$

By (9.2.18), (9.2.17), and Lemma 9.1, it follows that

$$
\begin{aligned}
& \mathrm{E}\left|\mathbf{e}_{\ell}^{\prime} \mathbf{D}^{-1} \mathbf{e}_{\ell}-s(z)\right|^{2} \\
\leq & \mathrm{E}\left|s(z) \beta_{\ell}\left[s(z)+n^{-1 / 2} x_{\ell \ell}-n^{-1} \boldsymbol{\alpha}_{\ell}^{*} \mathbf{D}_{\ell}^{-1} \boldsymbol{\alpha}_{\ell}\right]\right|^{2} \\
\leq & 2 \mathrm{E}\left|s(z)+n^{-1 / 2} x_{\ell \ell}-n^{-1} \boldsymbol{\alpha}_{\ell}^{*} \mathbf{D}_{\ell}^{-1} \boldsymbol{\alpha}_{\ell}\right|^{2}+o(1) \\
\leq & K \mathrm{E}\left|s(z)-n^{-1} \operatorname{tr} \mathbf{D}_{\ell}^{-1}\right|^{2}+n^{-2} \mathrm{E}\left|\boldsymbol{\alpha}_{\ell}^{*} \mathbf{D}_{\ell}^{-1} \boldsymbol{\alpha}_{\ell}-\operatorname{tr} \mathbf{D}_{\ell}^{-1}\right|^{2}+o(1) \\
\leq & o(1)
\end{aligned}
$$

uniformly for any $z \in \mathcal{C}_{n}$.
The lemma follows.

### 9.7 CLT of the LSS for Sample Covariance Matrices

In this section, we shall consider the CLT for the LSS associated with the general form of a sample covariance matrix considered in Chapter 6,

$$
\mathbf{B}_{n}=\frac{1}{n} \mathbf{T}^{1 / 2} \mathbf{X}_{n} \mathbf{X}_{n}^{*} \mathbf{T}^{1 / 2}
$$

Some limiting theorems on the ESD and the spectrum separation of $\mathbf{B}_{n}$ have been discussed in Chapter 6. In this section, we shall consider more special properties of the LSS constructed using eigenvalues of $\mathbf{B}_{n}$.

It has been proven that, under certain conditions, with probability 1 , the ESD of $\mathbf{B}_{n}$ tends to a limit $F^{y, H}$ whose Stieltjes transform is the unique solution to

$$
s=\int \frac{1}{\lambda(1-y-y z s)-z} d H(\lambda)
$$

in the set $\left\{s \in \mathbb{C}^{+}:-\frac{1-y}{z}+y s \in \mathbb{C}^{+}\right\}$.
Define $\underline{\mathbf{B}}_{n} \equiv(1 / n) \mathbf{X}_{n}^{*} \mathbf{T}_{n} \mathbf{X}_{n}$, and denote its LSD and limiting Stieltjes transform as $\underline{F}^{y, H}$ and $\underline{s}=\underline{s}(z)$. Then the equation takes on a simpler form when $F^{y, H}$ is replaced by

$$
\underline{F}^{y, H} \equiv(1-y) I_{[0, \infty)}+y F^{y, H}
$$

namely

$$
\underline{s}(z) \equiv s_{\underline{F}^{y, H}}(z)=-\frac{1-y}{z}+y s(z)
$$

has inverse

$$
\begin{equation*}
z=z(\underline{s})=-\frac{1}{\underline{s}}+y \int \frac{t}{1+t \underline{s}} d H(t) . \tag{9.7.1}
\end{equation*}
$$

Now, let us consider the linear spectral statistics defined as

$$
\mu_{n}(f)=\int f(x) d F^{\mathbf{B}_{n}}(x)
$$

Theorem 9.10, presented below, shows that $\mu_{n}(f)-\int f(x) d F^{y_{n}, H_{n}}(x)$ has convergence rate $1 / p$. Since the convergence of $y_{n} \rightarrow y$ and $H_{n} \rightarrow H$ may be very slow, the difference $p\left(\mu_{n}(f)-\int f(x) d F^{y, H}(x)\right)$ may not have a limiting distribution. More importantly, from the point of view of statistical inference, $H_{n}$ can be viewed as a description of the current population and $y_{n}$ is the ratio of dimension to sample size for the current sample. The limit $\int f(x) d F^{y, H}(x)$ should be viewed as merely a mathematical convenience allowing the result to be expressed as a limit theorem. Thus we consider $p\left(\mu_{n}(f)-\int f(x) d F^{y_{n}, H_{n}}(x)\right)$.

For notational purposes, write

$$
X_{n}(f)=\int f(x) d G_{n}(x)
$$

where $G_{n}(x)=p\left(F^{\mathbf{B}_{n}}(x)-F^{y_{n}, H_{n}}(x)\right)$.
The main result is stated in the following theorem, which extends a result presented in Bai and Silverstein [30].

Theorem 9.10. Assume that the $X$-variables satisfy the condition

$$
\begin{equation*}
\frac{1}{n p} \sum_{i j} \mathrm{E}\left|x_{i j}^{4}\right| I\left(\left|x_{i j}\right| \geq \sqrt{n} \eta\right) \rightarrow 0 \tag{9.7.2}
\end{equation*}
$$

for any fixed $\eta>0$ and that the following additional conditions hold:
(a) For each $n, x_{i j}=x_{i j}^{(n)}, i \leq p, j \leq n$ are independent. $\mathrm{E} x_{i j}=0, \mathrm{E}\left|x_{i j}\right|^{2}=$ $1, \max _{i, j, n} \mathrm{E}\left|x_{i j}\right|^{4}<\infty, p / n \rightarrow y$.
(b) $\mathbf{T}_{n}$ is $p \times p$ nonrandom Hermitian nonnegative definite with spectral norm bounded in $p$, with $F^{\mathbf{T}_{n}} \xrightarrow{\mathscr{O}} H$ a proper c.d.f.

Let $f_{1}, \cdots, f_{k}$ be functions analytic on an open region containing the interval

$$
\begin{equation*}
\left[\liminf _{n} \lambda_{\min }^{\mathbf{T}_{n}} I_{(0,1)}(y)(1-\sqrt{y})^{2}, \limsup _{n} \lambda_{\max }^{\mathbf{T}_{n}}(1+\sqrt{y})^{2}\right] . \tag{9.7.3}
\end{equation*}
$$

Then
(1) the random vector

$$
\begin{equation*}
\left(X_{n}\left(f_{1}\right), \cdots, X_{n}\left(f_{k}\right)\right) \tag{9.7.4}
\end{equation*}
$$

forms a tight sequence in $n$.
(2) If $x_{i j}$ and $\mathbf{T}_{n}$ are real and $\mathrm{E}\left(x_{i j}^{4}\right)=3$, then (9.7.4) converges weakly to a Gaussian vector $\left(X_{f_{1}}, \cdots, X_{f_{k}}\right)$ with means

$$
\begin{equation*}
\mathrm{E} X_{f}=-\frac{1}{2 \pi i} \int_{\mathcal{C}} f(z) \frac{y \int \frac{\underline{s}(z)^{3} t^{2} d H(t)}{(1+t \underline{s}(z))^{3}}}{\left(1-y \int \frac{\underline{s}(z)^{2} t^{2} d H(t)}{(1+t \underline{s}(z))^{2}}\right)^{2}} d z \tag{9.7.5}
\end{equation*}
$$

and covariance function

$$
\begin{align*}
& \operatorname{Cov}\left(X_{f}, X_{g}\right) \\
= & -\frac{1}{2 \pi^{2}} \int_{\mathcal{C}_{1}} \int_{\mathcal{C}_{2}} \frac{f\left(z_{1}\right) g\left(z_{2}\right)}{\left(\underline{s}\left(z_{1}\right)-\underline{s}\left(z_{2}\right)\right)^{2}} \underline{s}^{\prime}\left(z_{1}\right) \underline{s}^{\prime}\left(z_{2}\right) d z_{1} d z_{2} \tag{9.7.6}
\end{align*}
$$

$\left(f, g \in\left\{f_{1}, \cdots, f_{k}\right\}\right)$. The contours in (9.7.5) and (9.7.6) (two in (9.7.6), which may be assumed to be nonoverlapping) are closed and are taken in
the positive direction in the complex plane, each enclosing the support of $F^{y, H}$.
(3) If $x_{i j}$ is complex with $\mathrm{E}\left(x_{i j}^{2}\right)=0$ and $\mathrm{E}\left(\left|x_{i j}\right|^{4}\right)=2$, then (2) also holds, except the means are zero and the covariance function is $1 / 2$ times the function given in (9.7.6).

This theorem can be viewed as an extension of results obtained in Jonsson [169], where the entries of $\mathbf{X}_{n}$ are Gaussian, $\mathbf{T}_{n}=\mathbf{I}$, and $f_{k}=x^{k}$.

### 9.7.1 Truncation

We begin the proof of Theorem 9.10 here with the replacement of the entries of $\mathbf{X}_{n}$ with truncated and centralized variables. By condition (9.7.2), we may select $\eta_{n} \downarrow 0$ and such that

$$
\begin{equation*}
\frac{1}{n p \eta_{n}^{4}} \sum_{i j} \mathrm{E}\left|x_{i j}\right|^{4} I\left(\left|x_{i j}\right| \geq \eta_{n} \sqrt{n}\right) \rightarrow 0 \tag{9.7.7}
\end{equation*}
$$

The convergence rate of the constants $\eta_{n}$ can be arbitrarily slow and hence we may assume that $\eta_{n} n^{1 / 5} \rightarrow \infty$. Let $\widehat{\mathbf{B}}_{n}=(1 / n) \mathbf{T}^{1 / 2} \widehat{\mathbf{X}}_{n} \widehat{\mathbf{X}}_{n}^{*} \mathbf{T}^{1 / 2}$ with $\widehat{\mathbf{X}}_{n}$ $p \times n$ having $(i, j)$-th entry $\hat{x}_{i j}=x_{i j} I_{\left\{\left|x_{i j}\right|<\eta_{n} \sqrt{n}\right\}}$.

We have then

$$
\begin{aligned}
\mathrm{P}\left(\mathbf{B}_{n} \neq \widehat{\mathbf{B}}_{n}\right) & \leq \sum_{i j} \mathrm{P}\left(\left|x_{i j}\right| \geq \eta_{n} \sqrt{n}\right) \\
& \leq \frac{1}{n p \eta_{n}^{-4}} \sum_{i j} \mathrm{E}\left|x_{i j}\right|^{4} I\left(\left|x_{i j}\right| \geq \eta_{n} \sqrt{n}\right)=o(1) .
\end{aligned}
$$

Define $\widetilde{\mathbf{B}}_{n}=(1 / n) \mathbf{T}^{1 / 2} \widetilde{\mathbf{X}}_{n} \widetilde{\mathbf{X}}_{n}^{*} \mathbf{T}^{1 / 2}$ with $\widetilde{\mathbf{X}}_{n} p \times n$ having $(i, j)$-th entry $\tilde{x}_{i j}=\left(\widehat{x}_{i j}-\mathrm{E} \widehat{x}_{i j}\right) / \sigma_{i j}$, where $\sigma_{i j}^{2}=\mathrm{E}\left|\widehat{x}_{i j}-\mathrm{E} \widehat{x}_{i j}\right|^{2}$. From Theorem 5.11, we know that both $\lim \sup _{n} \lambda_{\text {max }}^{\widehat{\mathbf{B}}_{n}}$ and $\lim \sup _{n} \lambda_{\text {max }}^{\widetilde{\mathbf{B}}_{n}}$ are almost surely bounded by $\lim \sup _{n}\left\|\mathbf{T}_{n}\right\|(1+\sqrt{y})^{2}$. We use $\widehat{G}_{n}(x)$ and $\widetilde{G}_{n}(x)$ to denote the analogues of $G_{n}(x)$ with the matrix $\mathbf{B}_{n}$ replaced by $\widehat{\mathbf{B}}_{n}$ and $\widetilde{\mathbf{B}}_{n}$, respectively. Let $\lambda_{i}^{\mathbf{A}}$ denote the $i$-th smallest eigenvalue of Hermitian A. Using the approach and bounds that are used in the proof of Corollary A.42, we have, for each $j=$ $1,2, \cdots, k$,

$$
\begin{aligned}
& \mathrm{E}\left|\int f_{j}(x) d \widehat{G}_{n}(x)-\int f_{j}(x) d \widetilde{G}_{n}(x)\right| \leq K_{j} \sum_{k=1}^{n} \mathrm{E}\left|\lambda_{k}^{\widehat{\mathbf{B}}_{n}}-\lambda_{k}^{\widetilde{\mathbf{B}}_{n}}\right| \\
\leq & 2 K_{j}\left(\mathrm{Etr} \mathbf{T}^{1 / 2}\left(\widehat{\mathbf{X}}_{n}-\widetilde{\mathbf{X}}_{n}\right)\left(\widehat{\mathbf{X}}_{n}-\widetilde{\mathbf{X}}_{n}\right)^{*} \mathbf{T}^{1 / 2}\right)^{1 / 2}
\end{aligned}
$$

$$
\times\left(n^{-2} \operatorname{Etr} \mathbf{T}^{1 / 2}\left(\widehat{\mathbf{X}}_{n} \widehat{\mathbf{X}}_{n}^{*}+\widetilde{\mathbf{X}}_{n} \widetilde{\mathbf{X}}_{n}^{*}\right) \mathbf{T}^{1 / 2}\right)^{1 / 2}
$$

where $K_{j}$ is a bound on $\left|f_{j}^{\prime}(z)\right|$. From (9.7.7), $\max _{i j}\left|\sigma_{i j}-1\right| \rightarrow 0$. Thus, we have

$$
\begin{aligned}
\sum_{i j}\left(\sigma_{i j}^{-1}-1\right)^{2} & \leq K \sum_{i j}\left(\mathrm{E}\left|x_{i j}\right|^{2} I\left(\left|x_{i j}\right| \geq \eta_{n} \sqrt{n}\right)\right)^{2} \\
& \leq \frac{1}{n^{2} \eta_{n}^{4}} \sum_{i j}\left(\mathrm{E}\left|x_{i j}\right|^{4} I\left(\left|x_{i j}\right| \geq \eta_{n} \sqrt{n}\right)\right)^{2}=o(1)
\end{aligned}
$$

Moreover,

$$
\sum_{i j}\left|\mathrm{E} \widehat{x}_{i j}\right|^{2} \leq \frac{1}{n^{3} \eta_{n}^{6}} \sum_{i j}\left(\mathrm{E}\left|x_{i j}^{4}\right| I\left(\left|x_{i j}\right| \geq \eta_{n} \sqrt{n}\right)\right)^{2}=o(1)
$$

These give us

$$
\begin{aligned}
& \operatorname{Etr} \mathbf{T}^{1 / 2}\left(\widehat{\mathbf{X}}_{n}-\widetilde{\mathbf{X}}_{n}\right)\left(\widehat{\mathbf{X}}_{n}-\widetilde{\mathbf{X}}_{n}\right)^{*} \mathbf{T}^{1 / 2} \\
\leq & 2 \sum_{i j}\left[\left(1-1 / \sigma_{i j}\right)^{2} \mathrm{E}\left|\hat{x}_{i j}\right|^{2}+\sigma_{i j}^{-2}\left|\mathrm{E} \hat{x}_{i j}\right|^{2}\right] \\
\leq & 2 \sum_{i j}\left[\left(1-1 / \sigma_{i j}\right)^{2}+\left|\mathrm{E} \hat{x}_{i j}\right|^{2}\right] \\
= & o(1)
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& n^{-2} \operatorname{Etr} \mathbf{T}^{1 / 2}\left(\widehat{\mathbf{X}}_{n} \widehat{\mathbf{X}}_{n}^{*}+\widetilde{\mathbf{X}}_{n} \widetilde{\mathbf{X}}_{n}^{*}\right) \mathbf{T}^{1 / 2} \\
\leq & \frac{1}{n^{2}} \sum_{i j} \mathrm{E}\left[\left|\hat{x}_{i j}\right|^{2}+\left|\tilde{x}_{i j}\right|^{2}\right] \\
\leq & \frac{3}{n^{2}} \sum_{i j} \mathrm{E}\left|x_{i j}\right|^{2} \leq K
\end{aligned}
$$

From the estimates above, we obtain

$$
\int f_{j}(x) d G_{n}(x)=\int f_{j}(x) d \widetilde{G}_{n}(x)+o_{p}(1)
$$

Therefore, we only need to find the limiting distribution of $\left\{\int f_{j}(x) d \widetilde{G}_{n}(x)\right.$, $j=1, \cdots, k\}$. Hence, in what follows, we shall assume the underlying variables are truncated at $\eta_{n} \sqrt{n}$, centralized, and renormalized. For simplicity, we shall suppress all sub- or superscripts on the variables and assume that $\left|x_{i j}\right|<\eta_{n} \sqrt{n}, \mathrm{E} x_{i j}=0, \mathrm{E}\left|x_{i j}\right|^{2}=1, \mathrm{E}\left|x_{i j}\right|^{4}<\infty$, and for the assumption made in Part (2) of Theorem 9.10, $\mathrm{E}\left|x_{i j}\right|^{4}=3+o(1)$, while for the assumption in (3), $\mathrm{E} x_{i j}^{2}=o(1 / n)$ and $\mathrm{E}\left|x_{i j}\right|^{4}=2+o(1)$.

After truncation, centralization, and renormalization, with modifications in the proof of Theorem 5.10, for any $\mu_{1}>\limsup \left\|\mathbf{T}_{n}\right\|(1+\sqrt{y})^{2}$ and $0<$ $\mu_{2}<\liminf _{n} \lambda_{\min }^{\mathbf{T}_{n}} I_{(0,1)}(y)(1-\sqrt{y})^{2}$, we have

$$
\begin{equation*}
P\left(\left\|\mathbf{B}_{n}\right\| \geq \mu_{1}\right)=o\left(n^{-\ell}\right) \tag{9.7.8}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(\lambda_{\min }^{\mathbf{B}_{n}} \leq \mu_{2}\right)=o\left(n^{-\ell}\right) \tag{9.7.9}
\end{equation*}
$$

The modifications are given in Subsection 9.12.5. The main proof of Theorem 9.10 will be given in the following sections.

### 9.8 Convergence of Stieltjes Transforms

After truncation and centralization, our proof of the main theorem relies on establishing limiting results on

$$
M_{n}(z)=p\left[s_{F} \mathbf{B}_{n}(z)-s_{F^{y_{n}, H_{n}}}(z)\right]=n\left[s_{F_{\underline{B}_{n}}}(z)-s_{\underline{F}^{y_{n}, H_{n}}}(z)\right],
$$

or more precisely on $\widehat{M}_{n}(\cdot)$, a truncated version of $M_{n}(\cdot)$ when viewed as a random two-dimensional process defined on a contour $\mathcal{C}$ of the complex plane, described as follows. Let $v_{0}>0$ be arbitrary. Let $x_{r}$ be any number greater than the right endpoint of interval (9.7.3). Let $x_{l}$ be any negative number if the left endpoint of (9.7.3) is zero. Otherwise choose $x_{l} \in\left(0, \liminf _{n} \lambda_{\min }^{\mathbf{T}_{n}} I_{(0,1)}(y)(1-\sqrt{y})^{2}\right)$. Let

$$
\mathcal{C}_{u}=\left\{x+i v_{0}: x \in\left[x_{l}, x_{r}\right]\right\} .
$$

Then define

$$
\mathcal{C}^{+} \equiv\left\{x_{l}+i v: v \in\left[0, v_{0}\right]\right\} \cup \mathcal{C}_{u} \cup\left\{x_{r}+i v: v \in\left[0, v_{0}\right]\right\}
$$

and $\mathcal{C}=\mathcal{C}^{+} \cup \overline{\mathcal{C}^{+}}$. Further, we now define the subsets $\mathcal{C}_{n}$ of $\mathcal{C}^{+}$on which $M_{n}(\cdot)$ agrees with $\widehat{M}_{n}(\cdot)$. Choose sequence $\left\{\varepsilon_{n}\right\}$ decreasing to zero satisfying, for some $\alpha \in(0,1)$,

$$
\begin{equation*}
\varepsilon_{n} \geq n^{-\alpha} \tag{9.8.1}
\end{equation*}
$$

Let

$$
\mathcal{C}_{l}= \begin{cases}\left\{x_{l}+i v: v \in\left[n^{-1} \varepsilon_{n}, v_{0}\right]\right\}, & \text { if } x_{l}>0 \\ \left\{x_{l}+i v: v \in\left[0, v_{0}\right]\right\}, & \text { if } x_{l}<0\end{cases}
$$

and

$$
C_{r}=\left\{x_{r}+i v: v \in\left[n^{-1} \varepsilon_{n}, v_{0}\right]\right\} .
$$

Then $\mathcal{C}_{n}=\mathcal{C}_{l} \cup \mathcal{C}_{u} \cup \mathcal{C}_{r}$. The process $\widehat{M}_{n}(\cdot)$ can now be defined. For $z=x+i v$, we have

$$
\widehat{M}_{n}(z)= \begin{cases}M_{n}(z), & \text { for } z \in \mathcal{C}_{n}  \tag{9.8.2}\\ M_{n}\left(x_{r}+i n^{-1} \varepsilon_{n}\right), & \text { for } x=x_{r}, v \in\left[0, n^{-1} \varepsilon_{n}\right] \\ M_{n}\left(x_{l}+i n^{-1} \varepsilon_{n}\right), & \text { for } x=x_{l}, v \in\left[0, n^{-1} \varepsilon_{n}\right]\end{cases}
$$

$\widehat{M}_{n}(\cdot)$ is viewed as a random element in the metric space $C\left(\mathcal{C}^{+}, \mathbb{R}^{2}\right)$ of continuous functions from $\mathcal{C}^{+}$to $\mathbb{R}^{2}$. All of Chapter 2 of Billingsley [57] applies to continuous functions from a set such as $\mathcal{C}^{+}$(homeomorphic to $[0,1]$ ) to finite-dimensional Euclidean space, with $|\cdot|$ interpreted as Euclidean distance.

We first prove the following lemma.
Lemma 9.11. Under conditions (a) and (b) of Theorem 9.10, $\left\{\widehat{M}_{n}(\cdot)\right\}$ forms a tight sequence on $\mathcal{C}^{+}$. Moreover, if assumptions in (2) or (3) of Theorem 9.10 on $x_{i j}$ hold, then $\widehat{M}_{n}(\cdot)$ converges weakly to a two-dimensional Gaussian process $M(\cdot)$ satisfying for $z \in \mathcal{C}^{+}$under the assumptions in (2)

$$
\begin{equation*}
\operatorname{EM}(z)=\frac{y \int \frac{\underline{s}(z)^{3} t^{2} d H(t)}{(1+t \underline{s}(z))^{3}}}{\left(1-y \int \frac{\underline{s}(z)^{2} t^{2} d H(t)}{(1+t \underline{s}(z))^{2}}\right)^{2}} \tag{9.8.3}
\end{equation*}
$$

and, for $z_{1}, z_{2} \in \mathcal{C}$,

$$
\begin{align*}
\operatorname{Cov}\left(M\left(z_{1}\right), M\left(z_{2}\right)\right) & \equiv \mathrm{E}\left[\left(M\left(z_{1}\right)-\mathrm{E} M\left(z_{1}\right)\right)\left(M\left(z_{2}\right)-\mathrm{E} M\left(z_{2}\right)\right)\right. \\
& =2\left(\frac{\underline{s}^{\prime}\left(z_{1}\right) \underline{s}^{\prime}\left(z_{2}\right)}{\left(\underline{s}\left(z_{1}\right)-\underline{s}\left(z_{2}\right)\right)^{2}}-\frac{1}{\left(z_{1}-z_{2}\right)^{2}}\right) \tag{9.8.4}
\end{align*}
$$

while under the assumptions in (3) $\mathrm{EM}(z)=0$ and the "covariance" function analogous to (9.8.4) is $1 / 2$ the right-hand side of (9.8.4).

We now show how Theorem 9.10 follows from the lemma above. We use the identity

$$
\begin{equation*}
\int f(x) d G(x)=-\frac{1}{2 \pi i} \int_{\mathcal{C}} f(z) s_{G}(z) d z \tag{9.8.5}
\end{equation*}
$$

valid for any c.d.f. $G$ and $f$ analytic on an open set containing the support of $G$. The complex integral on the right is over any positively oriented contour enclosing the support of $G$ and on which $f$ is analytic. Choose $v_{0}, x_{r}$, and $x_{l}$ so that $f_{1}, \cdots, f_{k}$ are all analytic on and inside the resulting $\mathcal{C}$.

Due to the a.s. convergence of the extreme eigenvalues of $(1 / n) \mathbf{X}_{n} \mathbf{X}_{n}^{*}$ and the bounds

$$
\lambda_{\max }^{\mathbf{A B}} \leq \lambda_{\max }^{\mathbf{A}} \lambda_{\max }^{\mathbf{B}}, \quad \lambda_{\min }^{\mathbf{A B}} \geq \lambda_{\min }^{\mathbf{A}} \lambda_{\min }^{\mathbf{B}}
$$

valid for $n \times n$ Hermitian nonnegative definite $\mathbf{A}$ and $\mathbf{B}$, we have with probability 1

$$
\liminf _{n \rightarrow \infty} \min \left(x_{r}-\lambda_{\max }^{\mathbf{B}_{n}}, \lambda_{\min }^{\mathbf{B}_{n}}-x_{l}\right)>0
$$

It also follows that the support of $F^{y_{n}, H_{n}}$ is contained in

$$
\left[\lambda_{\min }^{\mathbf{T}_{n}} I_{(0,1)}\left(y_{n}\right)(1-\sqrt{y})^{2}, \lambda_{\max }^{\mathbf{T}_{n}}\left(1+\sqrt{y}_{n}\right)^{2}\right]
$$

Therefore, for any $f \in\left\{f_{1}, \cdots, f_{k}\right\}$, with probability 1

$$
\int f(x) d G_{n}(x)=-\frac{1}{2 \pi i} \int_{\mathcal{C}} f(z) M_{n}(z) d z
$$

for all large $n$, where the complex integral is over $\mathcal{C}$. Moreover, with $\widehat{M}_{n}(z)=$ $\overline{\widehat{M}_{n}(\bar{z})}$ for $z \in \overline{\mathcal{C}^{+}}$, we have with probability 1 , for all large $n$,

$$
\begin{aligned}
& \left|\int_{\mathcal{C}} f(z)\left(M_{n}(z)-\widehat{M}_{n}(z)\right) d z\right| \\
\leq & 4 K \varepsilon_{n}\left(\left|\max \left(\lambda_{\max }^{\mathbf{T}_{n}}(1+\sqrt{y})^{2}, \lambda_{\max }^{\mathbf{B}_{n}}\right)-x_{r}\right|^{-1}\right. \\
& \left.\left.+\mid \min \left(\lambda_{\min }^{\mathbf{T}_{n}} I_{(0,1)}\left(y_{n}\right)(1-\sqrt{y})_{n}\right)^{2}, \lambda_{\min }^{\mathbf{B}_{n}}\right)-\left.x_{l}\right|^{-1}\right),
\end{aligned}
$$

which converges to zero as $n \rightarrow \infty$. Here $K$ is a bound on $f$ over $\mathcal{C}$.
Since

$$
\widehat{M}_{n}(\cdot) \longrightarrow\left(-\frac{1}{2 \pi i} \int f_{1}(z) \widehat{M}_{n}(z) d z, \cdots,-\frac{1}{2 \pi i} \int f_{k}(z) \widehat{M}_{n}(z) d z\right)
$$

is a continuous mapping of $C\left(\mathcal{C}^{+}, \mathbb{R}^{2}\right)$ into $\mathbb{R}^{2 k}$, it follows that the vector above and subsequently (9.7.4) form tight sequences. Letting $M(\cdot)$ denote the limit of any weakly converging subsequence of $\left\{\widehat{M}_{n}(\cdot)\right\}$, we have the weak limit of (9.7.4) equal in distribution to

$$
\left(-\frac{1}{2 \pi i} \int_{\mathcal{C}} f_{1}(z) M(z) d z, \cdots,-\frac{1}{2 \pi i} \int_{\mathcal{C}} f_{k}(z) M(z) d z\right)
$$

The fact that this vector, under the assumptions in (2) or (3), is multivariate Gaussian follows from the fact that Riemann sums corresponding to these integrals are multivariate Gaussian and that weak limits of Gaussian vectors can only be Gaussian. The limiting expressions for the mean and covariance follow immediately.

The interval (9.7.3) in Theorem 9.10, on which the functions $f_{i}$ are assumed to be analytic, can be reduced to a smaller one, due to the results in Chapter 6 , relaxing the assumptions on the $f_{i}$ 's. Indeed, the $f_{i}$ 's need only be defined on an open interval $I$ containing the closure of

$$
\limsup _{n} S_{F^{y_{n}, H_{n}}}=\bigcap_{m=1}^{\infty} \bigcup_{n \geq m} S_{F^{y_{n}, H_{n}}}
$$

since closed intervals in the complement of $I$ will satisfy (f) of Theorem 6.3 , so with probability 1 , all eigenvalues will stay within $I$ for all large $n$. Moreover, when $y[1-H(0)]>0$, which implies $p>n$, we have, by (2) of Theorem 6.3, the existence of $x_{0}>0$ for which $\lambda_{n}^{\mathbf{B}_{n}}$, the $n$-th largest eigenvalue of $\mathbf{B}_{n}$, which is $\lambda_{\min }^{\mathbf{B}_{n}}$, converges almost surely to $x_{0}$. Therefore, in this case, for all sufficiently small $\epsilon>0$, with probability 1 ,

$$
X_{n}(f)=\int_{x_{0}-\epsilon}^{\infty} f(x) d G_{n}(x)
$$

for all large $n$. Therefore the left endpoint of $I$ can be taken to be $x_{0}-\epsilon$. When $\lim \inf _{n} \lambda_{\text {min }}^{\mathbf{T}_{n}}>0$, a lower bound for $x_{0}$ can be taken to be any number less than $\lim \inf _{n} \lambda_{\text {min }}^{\mathbf{T}_{n}}(1-\sqrt{y})^{2}$. For the proof of Theorem 9.10, the contour $\mathcal{C}$ could be adjusted accordingly.

Notice the assumptions in (2) and (3) require $x_{i j}$ to have the same first, second, and fourth moments of either a real or complex Gaussian variable, the latter having real and imaginary parts i.i.d. $N(0,1 / 2)$. We will use the terms "RSE" and "CSE" to refer to the real and complex sample covariance matrices with these moment conditions.

The reason why concrete results are at present only obtained for the assumptions in (2) and (3) is mainly due to the identity

$$
\begin{align*}
& \mathrm{E}\left(\mathbf{x}_{t}^{*} \mathbf{A} \mathbf{x}_{t}-\operatorname{tr} \mathbf{A}\right)\left(\mathbf{x}_{t}^{*} \mathbf{B} \mathbf{x}_{t}-\operatorname{tr} \mathbf{B}\right) \\
= & \sum_{i=1}^{p}\left(\mathrm{E}\left|x_{i t}\right|^{4}-\left|\mathrm{E} x_{i t}^{2}\right|^{2}-2\right) a_{i i} b_{i i} \\
& +\operatorname{tr} \mathbf{A}_{x} \mathbf{B}_{x}^{T}+\operatorname{tr} A B \tag{9.8.6}
\end{align*}
$$

valid for $p \times p \mathbf{A}=\left(a_{i j}\right)$ and $\mathbf{B}=\left(b_{i j}\right)$, where $\mathbf{x}_{t}$ is the $t$-th column of $\mathbf{X}_{n}$, $\mathbf{A}_{x}=\left(\mathrm{E} x_{i t}^{2} a_{i j}\right)$, and $\mathbf{B}_{x}=\left(\mathrm{E} x_{i t}^{2} b_{i j}\right)$ (note $t$ is fixed). This formula will be needed in several places in the proof of Lemma 9.11. The assumptions in (3) leave only the last term on the right, whereas those in (2) leave the last two, but in this case the matrix $\mathbf{B}$ will always be symmetric. This also accounts for the relation between the two covariance functions and the difficulty in obtaining explicit results more generally. As will be seen in the proof, whenever (9.8.6) is used, little is known about the limiting behavior of $\sum a_{i i} b_{i i}$ even when we assume the underlying distributions are identical.

Simple substitution reveals

$$
\begin{equation*}
\text { RHS of }(9.7 .6)=-\frac{1}{2 \pi^{2}} \int_{\mathcal{C}_{1}} \int_{\mathcal{C}_{2}} \frac{f\left(z\left(s_{1}\right)\right) g\left(z\left(s_{2}\right)\right)}{\left(s_{1}-s_{2}\right)^{2}} d\left(s_{1}\right) d\left(s_{2}\right) \tag{9.8.7}
\end{equation*}
$$

However, the contours depend on the $z_{1}, z_{2}$ contours and cannot be arbitrarily chosen. It is also true that

$$
\begin{align*}
& \text { RHS of }(9.7 .6)=\frac{1}{\pi^{2}} \iint f^{\prime}(x) g^{\prime}(y) \log \left|\frac{\underline{s}(x)-\underline{s}(y)}{\underline{s}(x)-\underline{s}(y)}\right| d x d y \\
= & \frac{1}{2 \pi^{2}} \iint f^{\prime}(x) g^{\prime}(y) \log \left(1+4 \frac{\underline{s}_{i}(x) \underline{s}_{i}(y)}{|\underline{s}(x)-\underline{s}(y)|^{2}}\right) d x d y \tag{9.8.8}
\end{align*}
$$

and

$$
\begin{equation*}
\mathrm{E} X_{f}=\frac{1}{2 \pi} \int f^{\prime}(x) \arg \left(1-y \int \frac{t^{2} \underline{s}^{2}(x)}{(1+t \underline{s}(x))^{2}} d H(t)\right) d x \tag{9.8.9}
\end{equation*}
$$

Here, for $0 \neq x \in \mathbb{R}$,

$$
\begin{equation*}
\underline{s}(x)=\lim _{z \rightarrow x} \underline{s}(z), \quad z \in \mathbb{C}^{+} \tag{9.8.10}
\end{equation*}
$$

known to exist and satisfying (9.7.1), and $\underline{s}_{i}(x)=\Im \underline{s}(x)$. The term

$$
j(x)=\arg \left(1-y \int \frac{t^{2} \underline{s}^{2}(x)}{(1+t \underline{s}(x))^{2}} d H(t)\right)
$$

in (9.8.9) is well defined for almost every $x$ and takes values in $(-\pi / 2, \pi / 2)$. Section 9.12 contains proofs of all the expressions above. Subsections 9.12.1 and 9.12.2 contain the proof of (9.8.8) and (9.8.9) along with showing

$$
\begin{equation*}
k(x, y) \equiv \log \left(1+4 \frac{\underline{s}_{i}(x) \underline{s}_{i}(y)}{|\underline{s}(x)-\underline{s}(y)|^{2}}\right) \tag{9.8.11}
\end{equation*}
$$

to be Lebesgue integrable on $\mathbb{R}^{2}$. It is interesting to note that the support of $k(x, y)$ matches the support of $f^{y, H}$ on $\mathbb{R}-\{0\}$ :

$$
k(x, y)=0 \Longleftrightarrow \min \left(f^{y, H}(x), f^{y, H}(y)\right)=0
$$

We also have $f^{y, H}(x)=0 \Longrightarrow j(x)=0$.
Subsection 9.12.3 contains derivations of the relevant quantities associated with Example 1.1. The linear spectral statistic $(1 / p) T_{n}$ has a.s. limit $d(y)$ as stated in Example 1.1. The quantity $T_{n}-p d(p / n)$ converges weakly to a Gaussian random variable $X_{\text {log }}$ with

$$
\begin{equation*}
\mathrm{E} X_{\log }=\frac{1}{2} \log (1-y) \tag{9.8.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var} X_{\log }=-2 \log (1-y) \tag{9.8.13}
\end{equation*}
$$

Jonsson [169] derived the limiting distribution of $\operatorname{tr} \mathbf{S}_{n}^{r}-\operatorname{Etr} \mathbf{S}_{n}^{r}$ when $n \mathbf{S}_{n}$ is a standard Wishart matrix. As a generalization to this work, results on both $\operatorname{tr} \mathbf{S}_{n}^{r}-\mathrm{E} \mathbf{S}_{n}^{r}$ and $p\left[\int x^{r} d F^{S_{n}}(x)-\mathrm{E} \int x^{r} d F^{S_{n}}(x)\right]$ for positive integer $r$ are derived in Section 9.12.4, where the following expressions are presented for means and covariances in this case $\left(H=I_{[1, \infty)}\right)$. We have

$$
\begin{equation*}
\mathrm{E} X_{x^{r}}=\frac{1}{4}\left((1-\sqrt{y})^{2 r}+(1+\sqrt{y})^{2 r}\right)-\frac{1}{2} \sum_{j=0}^{r}\binom{r}{j}^{2} y^{j} \tag{9.8.14}
\end{equation*}
$$

and

$$
\begin{align*}
& \operatorname{Cov}\left(X_{x^{r_{1}}}, X_{x^{r_{2}}}\right) \\
= & 2 y^{r_{1}+r_{2}} \sum_{k_{1}=0}^{r_{1}-1} \sum_{k_{2}=0}^{r_{2}}\binom{r_{1}}{k_{1}}\binom{r_{2}}{k_{2}}\left(\frac{1-y}{y}\right)^{k_{1}+k_{2}} \sum_{\ell=1}^{r_{1}-k_{1}} \ell\binom{2 r_{1}-1-\left(k_{1}+\ell\right)}{r_{1}-1} \\
& \times\binom{ 2 r_{2}-1-k_{2}+\ell}{r_{2}-1} . \tag{9.8.15}
\end{align*}
$$

It is worth mentioning here a consequence of (9.8.8), namely that if the assumptions in (2) or (3) of Theorem 9.10 were to hold, then $G_{n}$, considered as a random element in $D[0, \infty)$ (the space of functions on $[0, \infty)$ that are right-continuous with left-hand limits, together with the Skorohod metric), cannot form a tight sequence in $D[0, \infty)$. Indeed, under either assumption, if $G(x)$ is a weak limit of a subsequence, then, because of Theorem 9.10, it is straightforward to conclude that for any $x_{0}$ in the interior of the support of $F$ and positive $\varepsilon$,

$$
\int_{x_{0}}^{x_{0}+\varepsilon} G(x) d x
$$

would be Gaussian and therefore so would

$$
G\left(x_{0}\right)=\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \int_{x_{0}}^{x_{0}+\varepsilon} G(x) d x
$$

However, the variance would necessarily be

$$
\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \pi^{2}} \frac{1}{\varepsilon^{2}} \int_{x_{0}}^{x_{0}+\varepsilon} \int_{x_{0}}^{x_{0}+\varepsilon} k(x, y) d x d y=\infty
$$

Still, under the assumptions in (2) or (3), a limit may exist for $\left\{G_{n}\right\}$ when $G_{n}$ is viewed as a linear functional,

$$
f \longrightarrow \int f(x) d G_{n}(x)
$$

that is, a limit expressed in terms of a measure in a space of generalized functions. The characterization of the limiting measure of course depends on the space, which in turn relies on the set of test functions, which for now is restricted to functions analytic on the support of $F$. Work in this area is currently being pursued.

The proof of Lemma 9.11 is divided into three sections. Sections 9.9 and 9.10 handle the limiting behavior of the centralized $M_{n}$, while Section 9.11 analyzes the nonrandom part.

We mention here some simple extensions of results in Billingsley [57] needed in the analysis.

Bi. In the Arzela-Ascoli theorem on p. 221, (8) can be replaced by

$$
\sup _{x \in A}\left|x\left(t_{0}\right)\right|<\infty
$$

for some $t_{0} \in[0,1]$. Subsequently (i) of Theorem 12.3 , p. 95 , can be replaced by

$$
\text { The sequence }\left\{X_{n}\left(t_{0}\right)\right\} \text { is tight for some } t_{0} \in[0,1] \text {. }
$$

Bii. If the sequence $\left\{X_{n}\right\}$ of random elements in $C[0,1]$ is tight, and the sequence $\left\{a_{n}\right\}$ of nonrandom elements in $C[0,1]$ satisfies the first part of Bi . above with $A=\left\{a_{n}\right\}$ and is uniformly equicontinuous ((9) on p. 221), then the sequence $\left\{X_{n}+a_{n}\right\}$ is tight.

Biii. For any countably dense subset $T$ of $[0,1]$, the finite-dimensional sets (see pp. 19-20) formed from points in $T$ uniquely determine probability measures on $C[0,1]$ (that is, it is a determining class). This implies that a random element of $C[0,1]$ is uniquely determined by its finite-dimensional distributions having points in $T$.

### 9.9 Convergence of Finite-Dimensional Distributions

Write for $z \in \mathcal{C}_{n}, M_{n}(z)=M_{n}^{1}(z)+M_{n}^{2}(z)$, where

$$
M_{n}^{1}(z)=p\left[s_{F^{\mathbf{B}_{n}}}(z)-\mathrm{E} s_{F^{\mathbf{B}_{n}}}(z)\right]
$$

and

$$
M_{n}^{2}(z)=p\left[s_{\mathrm{E} F^{\mathbf{B}_{n}}}(z)-s_{F^{y_{n}, H_{n}}}(z)\right],
$$

and define $\widehat{M}_{n}^{1}(z), \widehat{M}_{n}^{2}(z)$ for $z \in \mathcal{C}^{+}$in terms of $M_{n}^{1}, M_{n}^{2}$ as in (9.8.2). In this section, we will show for any positive integer $r$ the sum

$$
\sum_{i=1}^{r} \alpha_{i} M_{n}^{1}\left(z_{i}\right) \quad\left(\Im z_{i} \neq 0\right)
$$

whenever it is real, tight, and, under the assumptions in (2) or (3) of Theorem 9.10, will converge in distribution to a Gaussian random variable. Formula (9.8.4) will also be derived. From this and the result to be obtained in Section 9.11, we will have weak convergence of the finite-dimensional distributions of $\widehat{M}_{n}(z)$ for all $\in \mathcal{C}^{+}$, except at the two endpoints. Because of Biii, this will be enough to ensure the uniqueness of any weakly converging subsequence of $\left\{\widehat{M}_{n}\right\}$.

We begin by quoting the following result.

Lemma 9.12. (Theorem 35.12 of Billingsley [56]). Suppose that for each $n$, $Y_{n 1}, Y_{n 2}, \cdots, Y_{n r_{n}}$ is a real martingale difference sequence with respect to the increasing $\sigma$-field $\left\{\mathcal{F}_{n j}\right\}$ having second moments. If, as $n \rightarrow \infty$,

$$
\begin{equation*}
\sum_{j=1}^{r_{n}} \mathrm{E}\left(Y_{n j}^{2} \mid \mathcal{F}_{n, j-1}\right) \xrightarrow{i . p .} \sigma^{2}, \tag{9.9.1}
\end{equation*}
$$

where $\sigma^{2}$ is a positive constant, and, for each $\varepsilon>0$,

$$
\begin{equation*}
\sum_{j=1}^{r_{n}} \mathrm{E}\left(Y_{n j}^{2} I_{\left(\left|Y_{n j}\right| \geq \varepsilon\right)}\right) \rightarrow 0 \tag{9.9.2}
\end{equation*}
$$

then

$$
\sum_{j=1}^{r_{n}} Y_{n r_{n}} \xrightarrow{\mathscr{O}} N\left(0, \sigma^{2}\right)
$$

Recalling the truncation and centralization steps, if $\mathbf{C}$ is a matrix with $\|\mathbf{C}\| \leq K$ on $B_{n}^{c}$ and $\|\mathbf{C}\|<n^{d}$ on $B_{n}$ for some constant $d$, then by Lemma 9.1, (9.7.8), and (9.7.9), we get (similar to (9.2.17))

$$
\begin{equation*}
\mathrm{E}\left|\mathbf{x}_{t}^{*} \mathbf{C} \mathbf{x}_{t}-\operatorname{tr} \mathbf{C}\right|^{p} \leq K_{p}\|\mathbf{C}\|^{p} \eta_{n}^{2 p-4} n^{p-1} \leq K_{p} \eta_{n}^{2 p-4} n^{p-1}, \quad p \geq 2 \tag{9.9.3}
\end{equation*}
$$

where $B_{n}=\left\{\left\|\mathbf{B}_{n}\right\|>\mu_{1}\right.$ or $\left.\lambda_{\text {min }}^{\mathbf{B}_{n}}<\mu_{2}\right\}$.
Let $v=\Im z$. For the following analysis, we will assume $v>0$. To facilitate notation, we will let $\mathbf{T}=\mathbf{T}_{n}$. Because of assumption (b) of Theorem 9.10, we may assume $\|\mathbf{T}\| \leq 1$ for all $n$. Constants appearing in inequalities will be denoted by $K$ and may take on different values from one expression to the next.

In what follows, we use the notation $\mathbf{r}_{j}, \mathbf{D}(z), \mathbf{D}_{j}(z), \alpha_{j}, \delta_{j}, \gamma_{j}, \hat{\gamma}_{j}, \bar{\gamma}_{j}$, $\beta_{j}, \bar{\beta}_{j}$ defined in subsections 6.2 .2 and 6.2.3 and define

$$
\begin{equation*}
b_{j}=\frac{1}{1+n^{-1} \operatorname{Etr}^{\mathbf{T}}}{ }_{j}^{-1} \quad \text { and } \quad b=\frac{1}{1+n^{-1} \mathrm{Etr}_{\mathbf{T}}{ }^{-1}} \tag{9.9.4}
\end{equation*}
$$

Each of $\beta_{j}, \bar{\beta}_{j}, b_{j}$, and $b$ is bounded in absolute value by $|z| / v$ (see (6.2.5)). We have

$$
\mathbf{D}^{-1}(z)-\mathbf{D}_{j}^{-1}(z)=-\mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j} \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \beta_{j}(z)
$$

and from Lemma 6.9 for any $p \times p \mathbf{A}$,

$$
\begin{equation*}
\left|\operatorname{tr}\left(\mathbf{D}^{-1}(z)-\mathbf{D}_{j}^{-1}(z)\right) \mathbf{A}\right| \leq \frac{\|\mathbf{A}\|}{\Im z} \tag{9.9.5}
\end{equation*}
$$

For nonrandom $p \times p \mathbf{A}_{k}, k=1, \cdots, m$ and $\mathbf{B}_{l}, l=1, \cdots, q$, we shall establish the following inequality:

$$
\begin{align*}
& \left|\mathrm{E}\left(\prod_{k=1}^{m} \mathbf{r}_{t}^{*} \mathbf{A}_{k} \mathbf{r}_{t} \prod_{l=1}^{q}\left(\mathbf{r}_{t}^{*} \mathbf{B}_{l} \mathbf{r}_{t}-n^{-1} \operatorname{tr} \mathbf{T} \mathbf{B}_{l}\right)\right)\right| \\
\leq & K n^{-(1 \wedge q)} \eta_{n}^{(2 q-4) \vee 0} \prod_{k=1}^{m}\left\|\mathbf{A}_{k}\right\| \prod_{l=1}^{q}\left\|\mathbf{B}_{l}\right\|, \quad m \geq 0, q \geq 0 . \tag{9.9.6}
\end{align*}
$$

When $m=0$ and $q=1$, the left side is 0 . When $m=0$ and $q>1$, (9.9.6) is a consequence of (9.9.3) and Hölder's inequality. If $m \geq 1$, then by induction on $m$ we have

$$
\begin{aligned}
& \left|\mathrm{E}\left(\prod_{k=1}^{m} \mathbf{r}_{t}^{*} \mathbf{A}_{k} \mathbf{r}_{t} \prod_{l=1}^{q}\left(\mathbf{r}_{t}^{*} \mathbf{B}_{l} \mathbf{r}_{t}-n^{-1} \operatorname{tr} \mathbf{T} \mathbf{B}_{l}\right)\right)\right| \\
\leq & \left|\mathrm{E}\left(\prod_{k=1}^{m-1} \mathbf{r}_{t}^{*} \mathbf{A}_{k} \mathbf{r}_{t}\left(\mathbf{r}_{t}^{*} \mathbf{A}_{p} \mathbf{r}_{t}-n^{-1} \operatorname{tr} \mathbf{T} \mathbf{A}_{p}\right) \prod_{l=1}^{q}\left(\mathbf{r}_{t}^{*} \mathbf{B}_{l} \mathbf{r}_{t}-n^{-1} \operatorname{tr} \mathbf{T} \mathbf{B}_{l}\right)\right)\right| \\
& +p n^{-1}\left\|\mathbf{A}_{p}\right\|\left|\mathrm{E}\left(\prod_{k=1}^{m-1} \mathbf{r}_{t}^{*} \mathbf{A}_{k} \mathbf{r}_{t} \prod_{l=1}^{q}\left(\mathbf{r}_{t}^{*} \mathbf{B}_{l} \mathbf{r}_{t}-n^{-1} \operatorname{tr} \mathbf{T} \mathbf{B}_{l}\right)\right)\right| \\
\leq & K n^{-1} \eta_{n}^{(2 q-4) \vee 0} \prod_{k=1}^{m}\left\|\mathbf{A}_{k}\right\| \prod_{l=1}^{q}\left\|\mathbf{B}_{l}\right\| .
\end{aligned}
$$

We have proved the case where $q>0$. When $q=0$, (9.9.6) is a trivial consequence of (9.9.3).

Let $\mathrm{E}_{0}(\cdot)$ denote expectation and $\mathrm{E}_{j}(\cdot)$ denote conditional expectation with respect to the $\sigma$-field generated by $\mathbf{r}_{1}, \cdots, \mathbf{r}_{j}$.

Using the martingale decomposition, we have

$$
\begin{aligned}
& p\left[s_{F^{\mathbf{B}_{n}}}(z)-\mathrm{E} s_{F^{\mathbf{B}_{n}}}(z)\right]=\operatorname{tr}\left[\mathbf{D}^{-1}(z)-\mathrm{ED}^{-1}(z)\right] \\
= & -\sum_{j=1}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}(z) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-2}(z) \mathbf{r}_{j} .
\end{aligned}
$$

Write

$$
\begin{aligned}
\beta_{j}(z) & =\bar{\beta}_{j}(z)-\beta_{j}(z) \bar{\beta}_{j}(z) \hat{\gamma}_{j}(z) \\
& =\bar{\beta}_{j}(z)-\bar{\beta}_{j}^{2}(z) \hat{\gamma}_{j}(z)+\bar{\beta}_{j}^{2}(z) \beta_{j}(z) \hat{\gamma}_{j}^{2}(z)
\end{aligned}
$$

Then we have

$$
\begin{aligned}
& \left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}(z) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-2}(z) \mathbf{r}_{j} \\
= & \mathrm{E}_{j}\left(\bar{\beta}_{j}(z) \alpha_{j}(z)-\bar{\beta}_{j}^{2}(z) \hat{\gamma}_{j}(z) \frac{1}{n} \operatorname{tr} \mathbf{T D}_{j}^{-2}(z)\right) \\
& -\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \bar{\beta}_{j}^{2}(z)\left(\hat{\gamma}_{j}(z) \alpha_{j}(z)-\beta_{j}(z) \mathbf{r}_{j} \mathbf{D}_{j}^{-2}(z) \mathbf{r}_{j} \hat{\gamma}_{j}^{2}(z)\right) .
\end{aligned}
$$

Using (9.9.6), we have

$$
\begin{aligned}
& \mathrm{E}\left|\sum_{j=1}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \bar{\beta}_{j}^{2}(z) \hat{\gamma}_{j}(z) \alpha_{j}(z)\right|^{2} \\
= & \sum_{j=1}^{n} \mathrm{E}\left|\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \bar{\beta}_{j}^{2}(z) \hat{\gamma}_{j}(z) \alpha_{j}(z)\right|^{2} \\
\leq & 4 \sum_{j=1}^{n} \mathrm{E}\left|\bar{\beta}_{j}^{2}(z) \hat{\gamma}_{j}(z) \alpha_{j}(z)\right|^{2}=o(1) .
\end{aligned}
$$

Therefore, $\sum_{j=1}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \bar{\beta}_{j}^{2}(z) \hat{\gamma}_{j}(z) \alpha_{j}(z)$ converges to zero in probability.
By the same argument, we have

$$
\sum_{j=1}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}(z) \mathbf{r}_{j} \mathbf{D}_{j}^{-2}(z) \mathbf{r}_{j} \hat{\gamma}_{j}^{2}(z) \xrightarrow{i . p .} 0
$$

Therefore we need only consider the sum

$$
\sum_{i=1}^{r} \alpha_{i} \sum_{j=1}^{n} Y_{j}\left(z_{i}\right)=\sum_{j=1}^{n} \sum_{i=1}^{r} \alpha_{i} Y_{j}\left(z_{i}\right),
$$

where

$$
\begin{aligned}
Y_{j}(z) & =-\mathrm{E}_{j}\left(\bar{\beta}_{j}(z) \alpha_{j}(z)-\bar{\beta}_{j}^{2}(z) \hat{\gamma}_{j}(z) \frac{1}{n} \operatorname{tr} \mathbf{T D}_{j}^{-2}(z)\right) \\
& =-\mathrm{E}_{j} \frac{d}{d z} \bar{\beta}_{j}(z) \hat{\gamma}_{j}(z)
\end{aligned}
$$

Again, by using (9.9.6), we obtain

$$
\mathrm{E}\left|Y_{j}(z)\right|^{4} \leq K\left(\frac{|z|^{4}}{v^{4}} \mathrm{E}\left|\alpha_{j}(z)\right|^{4}+\frac{|z|^{8}}{v^{16}}\left(\frac{p}{n}\right)^{4} \mathrm{E}\left|\hat{\gamma}_{j}(z)\right|^{4}\right)=o\left(n^{-1}\right)
$$

which implies, for any $\varepsilon>0$,

$$
\begin{aligned}
& \sum_{j=1}^{n} \mathrm{E}\left(\left|\sum_{i=1}^{r} \alpha_{i} Y_{j}\left(z_{i}\right)\right|^{2} I\left(\left|\sum_{i=1}^{r} \alpha_{i} Y_{j}\left(z_{i}\right)\right| \geq \varepsilon\right)\right) \\
\leq & \frac{1}{\varepsilon^{2}} \sum_{j=1}^{n} \mathrm{E}\left|\sum_{i=1}^{r} \alpha_{i} Y_{j}\left(z_{i}\right)\right|^{4} \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$. Therefore condition (ii) of Lemma 9.12 is satisfied and it is enough to prove, under the assumptions in (2) or (3), for $z_{1}, z_{2} \in \mathbb{C}$ with $\Im\left(z_{j}\right) \neq 0$, that

$$
\begin{equation*}
\sum_{j=1}^{n} \mathrm{E}_{j-1}\left[Y_{j}\left(z_{1}\right) Y_{j}\left(z_{2}\right)\right] \tag{9.9.7}
\end{equation*}
$$

converges in probability to a constant (and to determine the constant).
We show here for future use the tightness of the sequence $\left\{\sum_{i=1}^{r} \alpha_{i} M_{n}^{1}\left(z_{i}\right)\right\}$. From (9.9.6) we easily get $\mathrm{E}\left|Y_{j}(z)\right|^{2}=O\left(n^{-1}\right)$, so that

$$
\begin{align*}
\mathrm{E}\left|\sum_{i=1}^{r} \alpha_{i} \sum_{j=1}^{n} Y_{j}\left(z_{i}\right)\right|^{2} & =\sum_{j=1}^{n} \mathrm{E}\left|\sum_{i=1}^{r} \alpha_{i} Y_{j}\left(z_{i}\right)\right|^{2} \\
& \leq r \sum_{j=1}^{n} \sum_{i=1}^{r}\left|\alpha_{i}\right|^{2} \mathrm{E}\left|Y_{j}\left(z_{i}\right)\right|^{2} \leq K \tag{9.9.8}
\end{align*}
$$

Consider the sum

$$
\begin{equation*}
\sum_{j=1}^{n} \mathrm{E}_{j-1}\left[\mathrm{E}_{j}\left(\bar{\beta}_{j}\left(z_{1}\right) \hat{\gamma}_{j}\left(z_{1}\right)\right) \mathrm{E}_{j}\left(\bar{\beta}_{j}\left(z_{2}\right) \hat{\gamma}_{j}\left(z_{2}\right)\right)\right] \tag{9.9.9}
\end{equation*}
$$

In the $j$-th term (viewed as an expectation with respect to $\mathbf{r}_{j+1}, \cdots, \mathbf{r}_{n}$ ), we apply the d.c.t. to the difference quotient defined by $\bar{\beta}_{j}(z) \hat{\gamma}_{j}(z)$ to get

$$
\frac{\partial^{2}}{\partial z_{2} \partial z_{1}}(9.9 .9)=(9.9 .7)
$$

Let $v_{0}$ be a lower bound on $\left|\Im z_{i}\right|$. For each $j$, let $\mathbf{A}_{j}^{i}=$ $(1 / n) \mathbf{T}^{1 / 2} \mathrm{E}_{j} \mathbf{D}_{j}^{-1}\left(z_{i}\right) \mathbf{T}^{1 / 2}, i=1,2$. Then $\operatorname{tr} \mathbf{A}_{j}^{i} \mathbf{A}_{j}^{i}{ }^{*} \leq p\left(v_{0} n\right)^{-2}$. Using (9.9.3) we therefore see that (9.9.9) is bounded.

We can then appeal to Lemma 2.14. Suppose (9.9.9) converges in probability for each $z_{k}, z_{l} \in\left\{z_{i}\right\}$, bounded away from the imaginary axis and having a limit point. Then, by a diagonalization argument, for any subsequence of the natural numbers, there is a further subsequence such that, with probability 1 , (9.9.9) converges for each pair $z_{k}, z_{l}$. Applying Lemma 2.14 twice, we see that almost surely (9.9.7) will converge on the subsequence for each pair. That is enough to imply convergence in probability of (9.9.7). Therefore we need only show that (9.9.9) converges in probability.

By the definition of $\beta_{1}$ and $b_{1}$, using the martingale decomposition to $\operatorname{tr} \mathbf{T} \mathbf{D}_{j}\left(z_{i}\right)-\operatorname{Etr}_{\mathbf{T}}^{j}{ }_{j}\left(z_{i}\right)$, we get

$$
\begin{aligned}
& \mathrm{E}\left|\bar{\beta}_{1}\left(z_{i}\right)-b_{1}\left(z_{i}\right)\right|^{2} \\
& \leq|z|^{4} v_{0}^{-4} n^{-2} \mathrm{E} \mid \operatorname{tr} \mathbf{T} \mathbf{D}_{1}\left(z_{i}\right)-\operatorname{Etr}_{\mathbf{T D}}^{1} \\
&\left.\left(z_{i}\right)\right|^{2} \\
& \leq K \frac{\left|z_{i}\right|^{4}}{v_{0}^{6}} n^{-1}
\end{aligned}
$$

Similarly, we have

$$
\mathrm{E}\left|\bar{\beta}_{j}\left(z_{i}\right)-b_{j}\left(z_{i}\right)\right|^{2} \leq K \frac{\left|z_{i}\right|^{4}}{v_{0}^{6}} n^{-1}
$$

This, together with (9.9.6), implies that

$$
\begin{aligned}
& \quad \mathrm{E} \mid \mathrm{E}_{j-1}\left[\mathrm{E}_{j}\left(\bar{\beta}_{j}\left(z_{1}\right) \hat{\gamma}_{j}\left(z_{1}\right)\right) \mathrm{E}_{j}\left(\bar{\beta}_{j}\left(z_{2}\right) \hat{\gamma}_{j}\left(z_{2}\right)\right)\right] \\
& \quad-\quad-\mathrm{E}_{j-1}\left[\mathrm{E}_{j}\left(b_{j}\left(z_{1}\right) \hat{\gamma}_{j}\left(z_{1}\right)\right) \mathrm{E}_{j}\left(b_{j}\left(z_{2}\right) \hat{\gamma}_{j}\left(z_{2}\right)\right)\right] \mid \\
& =o\left(n^{-1}\right),
\end{aligned}
$$

from which

$$
\begin{aligned}
& \quad \sum_{j=1}^{n} \mathrm{E}_{j-1}\left[\mathrm{E}_{j}\left(\bar{\beta}_{j}\left(z_{1}\right) \hat{\gamma}_{j}\left(z_{1}\right)\right) \mathrm{E}_{j}\left(\bar{\beta}_{j}\left(z_{2}\right) \hat{\gamma}_{j}\left(z_{2}\right)\right)\right] \\
& \quad-\sum_{j=1}^{n} b_{j}\left(z_{1}\right) b_{j}\left(z_{2}\right) \mathrm{E}_{j-1}\left[\mathrm{E}_{j}\left(\hat{\gamma}_{j}\left(z_{1}\right)\right) \mathrm{E}_{j}\left(\hat{\gamma}_{j}\left(z_{2}\right)\right)\right] \\
& \text { i.p. }
\end{aligned} 0 .
$$

Thus the goal is to show that

$$
\begin{equation*}
\sum_{j=1}^{n} b_{j}\left(z_{1}\right) b_{j}\left(z_{2}\right) \mathrm{E}_{j-1}\left[\mathrm{E}_{j}\left(\hat{\gamma}_{j}\left(z_{1}\right)\right) \mathrm{E}_{j}\left(\hat{\gamma}_{j}\left(z_{2}\right)\right)\right] \tag{9.9.10}
\end{equation*}
$$

converges in probability and to determine its limit. The latter's second mixed partial derivative will yield the limit of (9.9.7).

We now assume the CSE case, namely $\mathrm{E} X_{11}^{2}=o(1 / n)$ and $\mathrm{E}\left|X_{11}\right|^{4}=$ $2+o(1)$, so that, using (9.8.6), (9.9.10) becomes

$$
\frac{1}{n^{2}} \sum_{j=1}^{n} b_{j}\left(z_{1}\right) b_{j}\left(z_{2}\right)\left(\operatorname{tr} \mathbf{T}^{1 / 2} \mathrm{E}_{j}\left(\mathbf{D}_{j}^{-1}\left(z_{1}\right)\right) \mathbf{T E}_{j}\left(\mathbf{D}_{j}^{-1}\left(z_{2}\right)\right) \mathbf{T}^{1 / 2}+o(1) A_{n}\right)
$$

where

$$
\begin{aligned}
&\left|A_{n}\right| \leq K\left(\operatorname{tr}_{\mathbf{T E}}^{j}\right. \\
&\left(\mathbf{D}_{j}^{-1}\left(z_{1}\right)\right) \mathbf{T} \mathrm{E}_{j}\left(\overline{\mathbf{D}}_{j}^{-1}\left(z_{1}\right)\right) \\
&\left.\times \operatorname{tr} \mathbf{T E}_{j}\left(\mathbf{D}_{j}^{-1}\left(z_{2}\right)\right) \mathbf{T E} \mathrm{E}_{j}\left(\overline{\mathbf{D}}_{j}^{-1}\left(z_{2}\right)\right)\right)^{1 / 2}=O(n)
\end{aligned}
$$

Thus we need only to study the limit of

$$
\begin{equation*}
\frac{1}{n^{2}} \sum_{j=1}^{n} b_{j}\left(z_{1}\right) b_{j}\left(z_{2}\right) \operatorname{tr} \mathrm{E}_{j}\left(\mathbf{D}_{j}^{-1}\left(z_{1}\right)\right) \mathbf{T} \mathrm{E}_{j}\left(\mathbf{D}_{j}^{-1}\left(z_{2}\right)\right) \mathbf{T} \tag{9.9.11}
\end{equation*}
$$

The RSE case ( $\mathbf{T}, X_{11}$ real, $\left.\mathrm{E}\left|X_{11}\right|^{4}=3+o(1)\right)$ will be double that of the limit of (9.9.11).

Let $\mathbf{D}_{i j}(z)=\mathbf{D}(z)-\mathbf{r}_{i} \mathbf{r}_{i}^{*}-\mathbf{r}_{j} \mathbf{r}_{j}^{*}$,

$$
\beta_{i j}(z)=\frac{1}{1+\mathbf{r}_{i}^{*} \mathbf{D}_{i j}^{-1}(z) \mathbf{r}_{i}}, \quad \text { and } \quad b_{i, j}(z)=\frac{1}{1+n^{-1} \operatorname{Etr}^{\mathbf{T D}}}{ }_{i j}^{-1}(z)
$$

We write

$$
\mathbf{D}_{j}\left(z_{1}\right)+z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}=\sum_{i \neq j} \mathbf{r}_{i} \mathbf{r}_{i}^{*}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T} .
$$

Multiplying by $\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1}$ on the left, $\mathbf{D}_{j}^{-1}\left(z_{1}\right)$ on the right, and using

$$
\mathbf{r}_{i}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right)=\beta_{i j}\left(z_{1}\right) \mathbf{r}_{i}^{*} \mathbf{D}_{i j}^{-1}\left(z_{1}\right)
$$

we get

$$
\begin{align*}
& \mathbf{D}_{j}^{-1}\left(z_{1}\right)=-\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1} \\
& +\sum_{i \neq j} \beta_{i j}\left(z_{1}\right)\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1} \mathbf{r}_{i} \mathbf{r}_{i}^{*} \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \\
& -\frac{n-1}{n} b_{j}\left(z_{1}\right)\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1} \mathbf{T D}_{j}^{-1}\left(z_{1}\right) \\
= & -\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1}+b_{j}\left(z_{1}\right) \mathbf{A}\left(z_{1}\right) \\
& +\mathbf{B}\left(z_{1}\right)+\mathbf{C}\left(z_{1}\right), \tag{9.9.12}
\end{align*}
$$

where

$$
\begin{gathered}
\mathbf{A}\left(z_{1}\right)=\sum_{i \neq j}\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1}\left(\mathbf{r}_{i} \mathbf{r}_{i}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i j}^{-1}\left(z_{1}\right), \\
\mathbf{B}\left(z_{1}\right)=\sum_{i \neq j}\left(\beta_{i j}\left(z_{1}\right)-b_{j}\left(z_{1}\right)\right)\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1} \mathbf{r}_{i} \mathbf{r}_{i}^{*} \mathbf{D}_{i j}^{-1}\left(z_{1}\right),
\end{gathered}
$$

and

$$
\mathbf{C}\left(z_{1}\right)=n^{-1} b_{j}\left(z_{1}\right)\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1} \mathbf{T} \sum_{i \neq j}\left(\mathbf{D}_{i j}^{-1}\left(z_{1}\right)-\mathbf{D}_{j}^{-1}\left(z_{1}\right)\right)
$$

It is easy to verify, for any real $t$, that

$$
\begin{aligned}
& \left|1-\frac{t}{z\left(1+n^{-1} \operatorname{Etr} \mathbf{T D}_{j}^{-1}(z)\right)}\right|^{-1} \leq \frac{\left|z\left(1+n^{-1} \operatorname{Etr}^{\mathbf{T}} \mathbf{D}_{j}^{-1}(z)\right)\right|}{\Im z\left(1+n^{-1} \operatorname{Etr}^{\mathbf{T}}{ }_{j}^{-1}(z)\right)} \\
& \frac{|z|\left(1+p /\left(n v_{0}\right)\right)}{v_{0}}
\end{aligned}
$$

Thus

$$
\begin{equation*}
\left\|\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1}\right\| \leq \frac{1+\frac{p}{n v_{0}}}{v_{0}} . \tag{9.9.13}
\end{equation*}
$$

Let $\mathbf{M}$ be $p \times p$ and let $\|\mathbf{M}\|$ denote a nonrandom bound on the spectral norm of $\mathbf{M}$ for all parameters governing $\mathbf{M}$ and under all realizations of $\mathbf{M}$. From (9.9.5),

$$
\left|b_{i, j}\left(z_{1}\right)-b_{j}\left(z_{1}\right)\right| \leq K / n
$$

and

$$
\mathrm{E}\left|\beta_{i j}-b_{i, j}\right|^{2} \leq K / n
$$

Then, by (9.9.6) and (9.9.13), we get

$$
\begin{align*}
\mathrm{E}\left|\operatorname{tr} \mathbf{B}\left(z_{1}\right) \mathbf{M}\right| \leq & \sum_{i \neq j} \mathrm{E}^{1 / 2}\left(\left|\beta_{i, j}\left(z_{1}\right)-b_{j}\left(z_{1}\right)\right|^{2}\right) \\
& \times \mathrm{E}^{1 / 2}\left(\left|\mathbf{r}_{i}^{*} \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{M}\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1} \mathbf{r}_{i}\right|^{2}\right) \\
\leq & K\|\mathbf{M}\| n^{1 / 2} \tag{9.9.14}
\end{align*}
$$

From (9.9.5), we have

$$
\begin{equation*}
\left|\operatorname{tr} C\left(z_{1}\right) \mathbf{M}\right| \leq K\|\mathbf{M}\| \tag{9.9.15}
\end{equation*}
$$

From (9.9.6) and (9.9.13), we get for $\mathbf{M}$ nonrandom and any $j$,

$$
\begin{align*}
& \mathrm{E}\left|\operatorname{tr} \mathbf{A}\left(z_{1}\right) \mathbf{M}\right| \\
\leq & \frac{K}{n} \sum_{i \neq j} \mathrm{E}^{1 / 2} \operatorname{tr} \mathbf{T}^{1 / 2} \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{M}\left(z_{1} I-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1} \mathbf{T} \\
& \times\left(\bar{z}_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(\bar{z}_{1}\right) \mathbf{T}\right)^{-1} \mathbf{M}^{*} \mathbf{D}_{i j}^{-1}\left(\bar{z}_{1}\right) \mathbf{T}^{1 / 2} \\
\leq & K\|\mathbf{M}\| n^{1 / 2} . \tag{9.9.16}
\end{align*}
$$

We write (using the identity above (9.9.5))

$$
\begin{equation*}
\operatorname{tr}\left[\mathrm{E}_{j} \mathbf{A}\left(z_{1}\right)\right] \mathbf{T} \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{T}=A_{1}\left(z_{1}, z_{2}\right)+A_{2}\left(z_{1}, z_{2}\right)+A_{3}\left(z_{1}, z_{2}\right) \tag{9.9.17}
\end{equation*}
$$

where

$$
\begin{aligned}
A_{1}\left(z_{1}, z_{2}\right)=- & \operatorname{tr} \sum_{i<j}\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1} \mathbf{r}_{i} \mathbf{r}_{i}^{*}\left[\mathrm{E}_{j} \mathbf{D}_{i j}^{-1}\left(z_{1}\right)\right] \\
& \times \mathbf{T} \beta_{i j}\left(z_{2}\right) \mathbf{D}_{i j}^{-1}\left(z_{2}\right) \mathbf{r}_{i} \mathbf{r}_{i}^{*} \mathbf{D}_{i j}^{-1}\left(z_{2}\right) \mathbf{T} \\
= & -\sum_{i<j} \beta_{i j}\left(z_{2}\right) \mathbf{r}_{i}^{*}\left[\mathrm{E}_{j} \mathbf{D}_{i j}^{-1}\left(z_{1}\right)\right] \mathbf{T} \mathbf{D}_{i j}^{-1}\left(z_{2}\right) \mathbf{r}_{i} \mathbf{r}_{i}^{*} \mathbf{D}_{i j}^{-1}\left(z_{2}\right) \mathbf{T}
\end{aligned}
$$

$$
\begin{aligned}
& \times\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1} \mathbf{r}_{i}, \\
A_{2}\left(z_{1}, z_{2}\right)= & -\operatorname{tr} \sum_{i<j}\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1} n^{-1} \mathbf{T}\left[\mathrm{E}_{j} \mathbf{D}_{i j}^{-1}\left(z_{1}\right)\right] \mathbf{T} \\
& \times\left(\mathbf{D}_{j}^{-1}\left(z_{2}\right)-\mathbf{D}_{i j}^{-1}\left(z_{2}\right)\right) \mathbf{T},
\end{aligned}
$$

and

$$
\begin{aligned}
A_{3}\left(z_{1}, z_{2}\right)=\operatorname{tr} & \sum_{i<j}\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1}\left(\mathbf{r}_{i} \mathbf{r}_{i}^{*}-n^{-1} \mathbf{T}\right) \\
& \times\left[\mathrm{E}_{j} \mathbf{D}_{i j}^{-1}\left(z_{1}\right)\right] \mathbf{T D}_{i j}^{-1}\left(z_{2}\right) \mathbf{T} .
\end{aligned}
$$

We get, from (9.9.5) and (9.9.13),

$$
\begin{equation*}
\left|A_{2}\left(z_{1}, z_{2}\right)\right| \leq K \tag{9.9.18}
\end{equation*}
$$

and, similar to (9.9.14), we have

$$
\mathrm{E}\left|A_{3}\left(z_{1}, z_{2}\right)\right| \leq K n^{1 / 2} .
$$

Using (9.9.3) and (9.9.6), we have, for $i<j$,

$$
\begin{aligned}
& \mathrm{E} \mid \beta_{i j}\left(z_{2}\right) \mathbf{r}_{i}^{*}\left[\mathrm{E}_{j} \mathbf{D}_{i j}^{-1}\left(z_{1}\right)\right] \mathbf{T} \mathbf{D}_{i j}^{-1}\left(z_{2}\right) \mathbf{r}_{i} \mathbf{r}_{i}^{*} \mathbf{D}_{i j}^{-1}\left(z_{2}\right) \mathbf{T} \\
& \quad \times\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1} \mathbf{r}_{i}-b_{j}\left(z_{2}\right) n^{-2} \operatorname{tr}\left(\left[\mathrm{E}_{j} \mathbf{D}_{i j}^{-1}\left(z_{1}\right)\right] \mathbf{T}\right. \\
& \\
& \left.\times \mathbf{D}_{i j}^{-1}\left(z_{2}\right) \mathbf{T}\right) \left.\operatorname{tr}\left(\mathbf{D}_{i j}^{-1}\left(z_{2}\right) \mathbf{T}\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1} \mathbf{T}\right) \right\rvert\, \\
& \leq K n^{-1 / 2}
\end{aligned}
$$

( $K$ now depending as well on $z_{i}$ and $y_{n}$ ). Using (9.9.5), we have

$$
\begin{aligned}
& \left\lvert\, \operatorname{tr}\left(\left[\mathrm{E}_{j} \mathbf{D}_{i j}^{-1}\left(z_{1}\right)\right] \mathbf{T D}_{i j}^{-1}\left(z_{2}\right) \mathbf{T}\right) \operatorname{tr}\left(\mathbf{D}_{i j}^{-1}\left(z_{2}\right) \mathbf{T}\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1} \mathbf{T}\right)\right. \\
& \left.-\operatorname{tr}\left(\left[\mathrm{E}_{j} \mathbf{D}_{j}^{-1}\left(z_{1}\right)\right] \mathbf{T D}_{j}^{-1}\left(z_{2}\right) \mathbf{T}\right) \operatorname{tr}\left(\mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{T}\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1} \mathbf{T}\right) \right\rvert\, \\
& \leq K n .
\end{aligned}
$$

It follows that

$$
\mathrm{E} \left\lvert\, A_{1}\left(z_{1}, z_{2}\right)+\frac{j-1}{n^{2}} b_{j}\left(z_{2}\right) \operatorname{tr}\left(\left[\mathrm{E}_{j} \mathbf{D}_{j}^{-1}\left(z_{1}\right)\right] \mathbf{T D}_{j}^{-1}\left(z_{2}\right) \mathbf{T}\right)\right.
$$

$$
\begin{align*}
& \left.\times \operatorname{tr}\left(\mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{T}\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1} \mathbf{T}\right) \right\rvert\, \\
\leq & K n^{1 / 2} \tag{9.9.19}
\end{align*}
$$

Therefore, from (9.9.12) to (9.9.19), we can write

$$
\begin{aligned}
& \operatorname{tr}\left(\left[\mathrm{E}_{j} \mathbf{D}_{j}^{-1}\left(z_{1}\right)\right] \mathbf{T D}_{j}^{-1}\left(z_{2}\right) \mathbf{T}\right)\left[1+\frac{j-1}{n^{2}} b_{j}\left(z_{1}\right) b_{j}\left(z_{2}\right)\right. \\
& \left.\operatorname{tr}\left(\mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{T}\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1} \mathbf{T}\right)\right] \\
= & -\operatorname{tr}\left(\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1} \mathbf{T} \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{T}\right)+A_{4}\left(z_{1}, z_{2}\right),
\end{aligned}
$$

where

$$
\mathrm{E}\left|A_{4}\left(z_{1}, z_{2}\right)\right| \leq K n^{1 / 2}
$$

Using the expression for $\mathbf{D}_{j}^{-1}\left(z_{2}\right)$ in (9.9.12) and (9.9.14)-(9.9.16), we find that

$$
\begin{aligned}
\operatorname{tr} & \left(\mathrm{E}_{j}\left(\mathbf{D}_{j}^{-1}\left(z_{1}\right)\right) \mathbf{T D}_{j}^{-1}\left(z_{2}\right) \mathbf{T}\right) \\
& \times\left[1-\frac{j-1}{n^{2}} b_{j}\left(z_{1}\right) b_{j}\left(z_{2}\right) \operatorname{tr}\left(\left(z_{2} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{2}\right) \mathbf{T}\right)^{-1} \mathbf{T}\right.\right. \\
\quad \times & \left.\left.\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1} \mathbf{T}\right)\right] \\
=\operatorname{tr} & \left(\left(z_{2} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{2}\right) \mathbf{T}\right)^{-1} \mathbf{T}\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{j}\left(z_{1}\right) \mathbf{T}\right)^{-1} \mathbf{T}\right) \\
& \quad+A_{5}\left(z_{1}, z_{2}\right),
\end{aligned}
$$

where

$$
\mathrm{E}\left|A_{5}\left(z_{1}, z_{2}\right)\right| \leq K n^{1 / 2}
$$

From (9.9.5), we have

$$
\left|b_{j}(z)-b(z)\right| \leq K n^{-1}
$$

and

$$
\left|b_{j}(z)-\mathrm{E} \beta_{j}(z)\right| \leq K n^{-1 / 2}
$$

From the formula

$$
\underline{s}_{n}=-\frac{1}{z n} \sum_{j=1}^{n} \beta_{j}(z)
$$

(see (6.2.4)), we get $\frac{1}{n} \sum_{j=1}^{n} \mathrm{E} \beta_{j}(z)=-z \mathrm{E} \underline{s}_{n}(z)$. It will be shown in Section 9.11 that

$$
\left|E \underline{s}_{n}(z)-\underline{s}_{n}^{0}(z)\right| \leq K n^{-1}
$$

Therefore we have

$$
\begin{equation*}
\max _{j}\left|b_{j}(z)+z \underline{s}_{n}^{0}(z)\right| \leq K n^{-1 / 2} \tag{9.9.20}
\end{equation*}
$$

so that we can write

$$
\begin{align*}
& \operatorname{tr}\left(\mathrm{E}_{j}\left(\mathbf{D}_{j}^{-1}\left(z_{1}\right)\right) \mathbf{T} \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{T}\right) \\
& {\left[1-\frac{j-1}{n^{2}} \underline{s}_{n}^{0}\left(z_{1}\right) \underline{s}_{n}^{0}\left(z_{2}\right) \operatorname{tr}\left(\left(\mathbf{I}+\underline{s}_{n}^{0}\left(z_{2}\right) \mathbf{T}\right)^{-1} \mathbf{T}\left(\mathbf{I}+\underline{s}_{n}^{0}\left(z_{1}\right) \mathbf{T}\right)^{-1} \mathbf{T}\right)\right] } \\
= & \frac{1}{z_{1} z_{2}} \operatorname{tr}\left(\left(\mathbf{I}+\underline{s}_{n}^{0}\left(z_{2}\right) \mathbf{T}\right)^{-1} \mathbf{T}\left(\mathbf{I}+\underline{s}_{n}^{0}\left(z_{1}\right) \mathbf{T}\right)^{-1} \mathbf{T}\right)+A_{6}\left(z_{1}, z_{2}\right), \tag{9.9.21}
\end{align*}
$$

where

$$
\mathrm{E}\left|A_{6}\left(z_{1}, z_{2}\right)\right| \leq K n^{1 / 2}
$$

Rewrite (9.9.21) as

$$
\begin{aligned}
& \operatorname{tr}\left(\mathrm{E}_{j}\left(\mathbf{D}_{j}^{-1}\left(z_{1}\right)\right) \mathbf{T} \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{T}\right) \\
& {\left[1-\frac{j-1}{n} y_{n} \underline{s}_{n}^{0}\left(z_{1}\right) \underline{s}_{n}^{0}\left(z_{2}\right) \int \frac{t^{2} d H_{n}(t)}{\left(1+t \underline{s}_{n}^{0}\left(z_{1}\right)\right)\left(1+t \underline{s}_{n}^{0}\left(z_{2}\right)\right)}\right] } \\
= & \frac{n y_{n}}{z_{1} z_{2}} \int \frac{t^{2} d H_{n}(t)}{\left(1+t \underline{s}_{n}^{0}\left(z_{1}\right)\right)\left(1+t \underline{s}_{n}^{0}\left(z_{2}\right)\right)}+A_{6}\left(z_{1}, z_{2}\right) .
\end{aligned}
$$

Using (6.2.14), (6.2.21), and (9.9.20), we find

$$
\begin{align*}
& \left|y_{n} \underline{s}_{n}^{0}\left(z_{1}\right) \underline{s}_{n}^{0}\left(z_{2}\right) \int \frac{t^{2} d H_{n}(t)}{\left(1+t \underline{s}_{n}^{0}\left(z_{1}\right)\right)\left(1+t \underline{s}_{n}^{0}\left(z_{2}\right)\right)}\right| \\
= & \left|y_{n} \frac{\int \frac{t^{2} d H_{n}(t)}{\left(1+t \underline{s}_{n}^{0}\left(z_{1}\right)\right)\left(1+t \underline{s}_{n}^{0}\left(z_{2}\right)\right)}}{\left(-z_{1}+y_{n} \int \frac{t d H_{n}(t)}{1+t \underline{s}_{n}^{0}\left(z_{1}\right)}\right)\left(-z_{2}+y_{n} \int \frac{t d H_{n}(t)}{1+t \underline{s}_{n}^{0}\left(z_{2}\right)}\right)}\right|  \tag{9.9.22}\\
\leq & \left(y_{n} \frac{\int \frac{t^{2} d H_{n}(t)}{\left|1+t \underline{S}_{n}^{0}\left(z_{1}\right)\right|^{2}}}{\left|-z_{1}+y_{n} \int \frac{t d H_{n}(t)}{1+t \underline{S}_{n}^{0}\left(z_{1}\right)}\right|^{2}}\right)^{1 / 2}\left(y_{n} \frac{\int \frac{t^{2} d H_{n}(t)}{1+\left.t s_{n}^{0}\left(z_{2}\right)\right|^{2}}}{\left|-z_{2}+y_{n} \int \frac{t d H_{n}(t)}{1+t \underline{s}_{n}^{0}\left(z_{2}\right)}\right|^{2}}\right)^{1 / 2} \\
= & \left(\frac{\Im \underline{s}_{n}^{0}\left(z_{1}\right) y_{n} \int \frac{t^{2} d H_{n}(t)}{\left|1+t \underline{S}_{n}^{0}\left(z_{1}\right)\right|^{2}}}{\Im z_{1}+\Im \underline{s}_{n}^{0}\left(z_{1}\right) y_{n} \int \frac{t^{2} d H_{n}(t)}{\left|1+t \underline{S}_{n}^{0}\left(z_{1}\right)\right|^{2}}}\right)^{1 / 2} \\
& \times\left(\frac{\Im \underline{s}_{n}^{0}\left(z_{2}\right) y_{n} \int \frac{t^{2} d H_{n}(t)}{\left|1+t \underline{t s}_{n}^{0}\left(z_{2}\right)\right|^{2}}}{\Im z_{2}+\Im \underline{s}_{n}^{0}\left(z_{2}\right) y_{n} \int \frac{t^{2} d H_{n}(t)}{\left|1+t \underline{s}_{n}^{0}\left(z_{2}\right)\right|^{2}}}\right)^{1 / 2}<1 \tag{9.9.23}
\end{align*}
$$

since

$$
\frac{\Im z}{\Im \underline{S}_{n}^{0}(z) y_{n} \int \frac{t^{2} d H_{n}(t)}{\left|1+t \underline{S}_{n}^{0}(z)\right|^{2}}}
$$

is bounded away from 0 . Therefore, using (9.9.20) and letting $a_{n}\left(z_{1}, z_{2}\right)$ denote the expression inside the absolute value sign in (9.9.22), we find that (9.9.11) can be written as

$$
a_{n}\left(z_{1}, z_{2}\right) \frac{1}{n} \sum_{j=1}^{n} \frac{1}{1-\frac{j-1}{n} a_{n}\left(z_{1}, z_{2}\right)}+A_{7}\left(z_{1}, z_{2}\right)
$$

where

$$
\mathrm{E}\left|A_{7}\left(z_{1}, z_{2}\right)\right| \leq K n^{-1 / 2}
$$

We see then that

$$
(9.9 .11) \xrightarrow{\text { i.p. }} a\left(z_{1}, z_{2}\right) \int_{0}^{1} \frac{1}{1-t a\left(z_{1}, z_{2}\right)} d t=\int_{0}^{a\left(z_{1}, z_{2}\right)} \frac{1}{1-z} d z,
$$

where

$$
\begin{aligned}
a\left(z_{1}, z_{2}\right) & =y \underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right) \int \frac{t^{2} d H(t)}{\left(1+t \underline{s}\left(z_{1}\right)\right)\left(1+t \underline{s}\left(z_{2}\right)\right)} \\
& =\frac{\underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right)}{\underline{s}\left(z_{2}\right)-\underline{s}\left(z_{1}\right)}\left(y \int \frac{t d H(t)}{1+t \underline{s}\left(z_{1}\right)}-y \int \frac{t d H(t)}{1+t \underline{s}\left(z_{2}\right)}\right) \\
& =1+\frac{\underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right)\left(z_{1}-z_{2}\right)}{\underline{s}\left(z_{2}\right)-\underline{s}\left(z_{1}\right)} .
\end{aligned}
$$

Thus the limit of (9.9.7) in probability under the CSE case is

$$
\begin{aligned}
& \frac{\partial^{2}}{\partial z_{2} \partial z_{1}} \int_{0}^{a\left(z_{1}, z_{2}\right)} \frac{1}{1-z} d z=\frac{\partial}{\partial z_{2}}\left(\frac{\frac{\partial}{\partial z_{1}} a\left(z_{1}, z_{2}\right)}{1-a\left(z_{1}, z_{2}\right)}\right) \\
= & -\frac{\partial}{\partial z_{2}}\left(\frac{s^{\prime}\left(z_{1}\right)}{\underline{s}\left(z_{1}\right)}+\frac{1}{z_{1}-z_{2}}+\frac{\underline{s}^{\prime}\left(z_{1}\right)}{\underline{s}\left(z_{2}\right)-\underline{s}\left(z_{1}\right)}\right) \\
= & \frac{\underline{s}^{\prime}\left(z_{1}\right) \underline{s}^{\prime}\left(z_{2}\right)}{\left(\underline{s}\left(z_{2}\right)-\underline{s}\left(z_{1}\right)\right)^{2}}-\frac{1}{\left(z_{1}-z_{2}\right)^{2}},
\end{aligned}
$$

which is half of (9.8.4).

### 9.10 Tightness of $M_{n}^{1}(z)$

We proceed to prove tightness of the sequence of random functions $\widehat{M}_{n}^{1}(z)$ for $z \in \mathcal{C}^{+}$. We will use Theorem 12.3 (p. 95) of Billingsley [57]. From (9.9.8)
we see that the condition in Bi is satisfied. We will verify condition (ii) of Theorem 12.3 by proving the moment condition (12.51) of Billingsley [57]. We will show

$$
\sup _{n ; z_{1}, z_{2} \in \mathcal{C}^{+}} \frac{\mathrm{E}\left|\widehat{M}_{n}^{1}\left(z_{1}\right)-\widehat{M}_{n}^{1}\left(z_{2}\right)\right|^{2}}{\left|z_{1}-z_{2}\right|^{2}}
$$

is finite. It is straightforward to verify that this will be true if we can find a $K>0$ for which

$$
\sup _{n ; z_{1}, z_{2} \in \mathcal{C}_{n}} \frac{\mathrm{E}\left|M_{n}^{1}\left(z_{1}\right)-M_{n}^{1}\left(z_{2}\right)\right|^{2}}{\left|z_{1}-z_{2}\right|^{2}} \leq K .
$$

From Bii, the results in this and the next section will establish tightness of $\left\{\widehat{M}_{n}\right\}$.

We claim that moments of $\left\|\mathbf{D}^{-1}(z)\right\|,\left\|\mathbf{D}_{j}^{-1}(z)\right\|$, and $\left\|\mathbf{D}_{i j}^{-1}(z)\right\|$ are bounded in $n$ and $z \in \mathcal{C}_{n}$. This is clearly true for $z \in \mathcal{C}_{u}$ and for $z \in \mathcal{C}_{l}$ if $x_{l}<0$. For $z \in \mathcal{C}_{r}$ or $z \in \mathcal{C}_{l}$, if $x_{l}>0$, we use (9.7.8), (9.7.9), and (9.8.1) on, for example, $\mathbf{B}_{(1)}=\mathbf{B}_{n}-\mathbf{r}_{1} \mathbf{r}_{1}^{*}$, to get

$$
\begin{aligned}
\mathrm{E}\left\|\mathbf{D}_{1}^{-1}(z)\right\|^{p} & \leq K_{1}+v^{-p} \mathrm{P}\left(\left\|\mathbf{B}_{(1)}\right\| \geq \eta_{r} \text { or } \lambda_{\min }^{\mathbf{B}_{(1)}} \leq \eta_{l}\right) \\
& \leq K_{1}+K_{2} n^{p} \varepsilon^{-p} n^{-\ell} \leq K
\end{aligned}
$$

for suitably large $\ell$. Here, $\eta_{r}$ is any fixed number between $\limsup _{n}\|\mathbf{T}\|(1+$ $\sqrt{y})^{2}$ and $x_{r}$, and, if $x_{l}>0, \eta_{l}$ is any fixed number between $x_{l}$ and $\liminf _{n} \lambda_{\text {min }}^{\mathbf{T}}(1-\sqrt{y})^{2}$ (take $\eta_{l}<0$ if $\left.x_{l}<0\right)$. Therefore, for any positive $p$,

$$
\begin{equation*}
\max \left(\mathrm{E}\left\|\mathbf{D}^{-1}(z)\right\|^{p}, \mathrm{E}\left\|\mathbf{D}_{j}^{-1}(z)\right\|^{p}, \mathrm{E}\left\|\mathbf{D}_{i j}^{-1}(z)\right\|^{p}\right) \leq K_{p} \tag{9.10.1}
\end{equation*}
$$

We can use the argument above to extend (9.9.6). Using (9.7.7) and (9.9.6), we get

$$
\begin{align*}
& \left|\mathrm{E}\left(a(\mu, \nu) \prod_{l=1}^{q}\left(\mathbf{r}_{1}^{*} \mathbf{B}_{l}(\nu) \mathbf{r}_{1}-n^{-1} \operatorname{tr}_{\mathbf{T}} \mathbf{B}_{l}(\nu)\right)\right)\right| \\
\leq & K n^{-(1 \wedge q)} \eta_{n}^{(2 q-4) \vee 0}, \quad q \geq 0, \tag{9.10.2}
\end{align*}
$$

where now the matrices $\mathbf{B}_{l}(v)$ are independent of $\mathbf{r}_{1}$ and

$$
\left\|\mathbf{B}_{l}(\nu)\right\| \leq K\left(1+n^{\nu} \mathbf{I}\left(\left\|\mathbf{B}_{n}\right\| \geq \eta_{r} \text { or } \lambda_{\min }^{\widetilde{\mathbf{B}}} \leq \eta_{l}\right)\right)
$$

and

$$
|a(\mu, \nu)| \leq K\left(1+|\mathbf{r}|^{\mu}+n^{\nu} \mathbf{I}\left(\left\|\mathbf{B}_{n}\right\| \geq \eta_{r} \text { or } \lambda_{\min }^{\widetilde{\mathbf{B}}} \leq \eta_{l}\right)\right)
$$

for some positive $\mu$ and $\nu$, with $\widetilde{\mathbf{B}}$ being $\mathbf{B}_{n}$, or $\mathbf{B}_{n}$ with one or two of the $\mathbf{r}_{j}$ 's removed.

We would like to inform the reader that, in applications of (9.10.2), $a(\mu, \nu)$ is a product of factors of the form $\beta_{1}(z)$ or $\mathbf{r}_{1}^{*} \mathbf{A}(z) \mathbf{r}_{1}$ and $\mathbf{A}$ is a product of one or several $\mathbf{D}_{j}^{-1}(z) \mathbf{D}_{j}^{-1}\left(z_{i}\right), i=1,2$, or similarly defined $\mathbf{D}^{-1}$ matrices. The matrices $\mathbf{B}_{l}$ also have this form. For example, we have, for any $z \in \mathcal{C}_{n}$,

$$
\begin{aligned}
& \left|\mathbf{r}_{1}^{*} \mathbf{D}_{1}^{-1}\left(z_{1}\right) \mathbf{D}_{1}^{-1}\left(z_{2}\right) \mathbf{r}_{1}\right| \leq\left|\mathbf{r}_{1}\right|^{2}\left\|\mathbf{D}_{1}^{-1}\left(z_{1}\right) \mathbf{D}_{1}^{-1}\left(z_{2}\right)\right\| \\
\leq & K\left|\mathbf{r}_{1}\right|^{2}+n^{5} I\left(\left\|\mathbf{B}_{n}\right\| \geq \eta_{r} \text { or } \lambda_{\min }^{\mathbf{B}_{(1)}} \leq \eta_{l}\right),
\end{aligned}
$$

where $K$ can be taken to be $\max \left(\left(x_{r}-\eta_{r}\right)^{-2},\left(\eta_{l}-x_{l}\right)^{-2}, v_{0}^{-2}\right)$. We have $\left\|\mathbf{B}_{l}\right\|$ obviously satisfying this condition. Since

$$
\mathbf{r}_{j}^{*} \mathbf{D}^{-1} \mathbf{r}_{j}=\frac{\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1} \mathbf{r}_{j}}{1+\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1} \mathbf{r}_{j}}=1-\beta_{j},
$$

we assert that $\beta_{j}(z)$ also satisfies this condition since

$$
\begin{aligned}
\left|\beta_{j}(z)\right| & =\left|1-\mathbf{r}_{j}^{*} \mathbf{D}^{-1} \mathbf{r}_{j}\right| \\
& \leq 1+K\left|\mathbf{r}_{j}\right|^{2}+n^{3} I\left(\left\|\mathbf{B}_{n}\right\| \geq \eta_{r} \text { or } \lambda_{\min }^{\mathbf{B}_{n}} \leq \eta_{l}\right) .
\end{aligned}
$$

In what follows, we shall freely use (9.10.2) without verifying these conditions, even similarly defined $\beta_{j}$ functions and $\mathbf{A}, \mathbf{B}$ matrices.

For later use, we have

$$
\begin{align*}
\mathbf{D}^{-1}(z)-\mathbf{D}_{j}^{-1}(z) & =-\frac{\mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j} \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z)}{1+\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j}} \\
& =-\beta_{j}(z) \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j} \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \tag{9.10.3}
\end{align*}
$$

Let

$$
\gamma_{j}(z)=\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j}-n^{-1} \operatorname{Etr}\left(\mathbf{D}_{j}^{-1}(z) \mathbf{T}\right)
$$

We first derive bounds on the moments of $\gamma_{j}(z)$ and $\hat{\gamma}_{j}(z)$. Using (9.10.2), we have

$$
\begin{equation*}
\mathrm{E}\left|\hat{\gamma}_{j}(z)\right|^{p} \leq K_{p} n^{-1} \eta_{n}^{2 p-4}, \quad p \text { even. } \tag{9.10.4}
\end{equation*}
$$

It should be noted that constants obtained do not depend on $z \in \mathcal{C}_{n}$.
Using Lemma 2.12, (9.10.2), and Hölder's inequality, we have, for all even $p$,

$$
\begin{aligned}
& \mathrm{E}\left|\gamma_{1}(z)-\hat{\gamma}_{1}(z)\right|^{p} \\
= & \mathrm{E}\left|\frac{1}{n} \sum_{j=2}^{n} \mathrm{E}_{j} \operatorname{tr} \mathbf{T} \mathbf{D}_{1}(z)^{-1}-\mathrm{E}_{j-1} \operatorname{tr} \mathbf{T} \mathbf{D}_{1}^{-1}(z)\right|^{p} \\
= & \mathrm{E}\left|\frac{1}{n} \sum_{j=2}^{n} \mathrm{E}_{j} \operatorname{tr} \mathbf{T}\left(\mathbf{D}_{1}^{-1}(z)-\mathbf{D}_{1 j}^{-1}(z)\right)-\mathrm{E}_{j-1} \operatorname{tr} \mathbf{T}\left(\mathbf{D}_{1}^{-1}(z)-\mathbf{D}_{1 j}^{-1}(z)\right)\right|^{p}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{n^{p}} \mathrm{E}\left|\sum_{j=2}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{1 j}(z) \mathbf{r}_{j}^{*} \mathbf{D}_{1 j}^{-1}(z) \mathbf{T} \mathbf{D}_{1 j}^{-1}(z) \mathbf{r}_{j}\right|^{p} \\
& \leq \frac{K_{p}}{n^{p}} \mathrm{E}\left(\sum_{j=2}^{n}\left|\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{1 j}(z) \mathbf{r}_{j}^{*} \mathbf{D}_{1 j}^{-1}(z) \mathbf{T} \mathbf{D}_{1 j}^{-1}(z) \mathbf{r}_{j}\right|^{2}\right)^{p / 2} \\
& \leq \frac{K_{p}}{n^{1+p / 2}} \sum_{j=2}^{n} \mathrm{E}\left|\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{1 j}(z) \mathbf{r}_{j}^{*} \mathbf{D}_{1 j}^{-1}(z) \mathbf{T D}_{1 j}^{-1}(z) \mathbf{r}_{j}\right|^{p} \\
& \leq K_{p} n^{-p / 2} \mathrm{E}\left|\beta_{12}(z) \mathbf{r}_{2}^{*} \mathbf{D}_{12}^{-1}(z) \mathbf{T D}_{12}^{-1}(z) \mathbf{r}_{2}\right|^{p} \leq K_{p} n^{-p / 2}
\end{aligned}
$$

It is easy to see that the inequality above is true for all $j$; i.e.,

$$
\mathrm{E}\left|\gamma_{j}-\hat{\gamma}_{j}\right|^{p} \leq K_{p} n^{-p / 2}
$$

Therefore

$$
\begin{equation*}
\mathrm{E}\left|\gamma_{j}\right|^{p} \leq K_{p} n^{-1} \eta_{n}^{2 p-4}, \quad p \geq 2 \tag{9.10.5}
\end{equation*}
$$

We next prove that $b_{j}(z)$ are uniformly bounded for all $n$ and $z \in \mathcal{C}_{n}$. From (9.10.2), we find, for any $p \geq 1$,

$$
\begin{equation*}
\mathrm{E}\left|\beta_{j}(z)\right|^{p} \leq K_{p} . \tag{9.10.6}
\end{equation*}
$$

Since $b_{j}=\beta_{j}(z)+\beta_{j}(z) b_{j}(z) \gamma_{j}(z)$, we get from (9.10.5) and (9.10.6),

$$
\left|b_{j}(z)\right|=\left|\mathrm{E} \beta_{j}(z)+\mathrm{E} \beta_{j}(z) b_{j}(z) \gamma_{1}(z)\right| \leq K_{1}+K_{2}\left|b_{j}(z)\right| n^{-1 / 2}
$$

Thus, for all large $n$,

$$
\left|b_{j}(z)\right| \leq \frac{K_{1}}{1-K_{2} n^{-1 / 2}},
$$

and subsequently $b_{j}(z)$ is bounded for all $n$.
From (9.10.3), we have

$$
\begin{aligned}
& \mathbf{D}^{-1}\left(z_{1}\right) \mathbf{D}^{-1}\left(z_{2}\right)-\mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \\
= & \left(\mathbf{D}^{-1}\left(z_{1}\right)-\mathbf{D}_{j}^{-1}\left(z_{1}\right)\right)\left(\mathbf{D}^{-1}\left(z_{2}\right)-\mathbf{D}_{j}^{-1}\left(z_{2}\right)\right) \\
& +\left(\mathbf{D}^{-1}\left(z_{1}\right)-\mathbf{D}_{j}^{-1}\left(z_{1}\right)\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right)+\mathbf{D}_{j}^{-1}\left(z_{1}\right)\left(\mathbf{D}^{-1}\left(z_{2}\right)-\mathbf{D}_{j}^{-1}\left(z_{2}\right)\right) \\
= & \beta_{j}\left(z_{1}\right) \beta_{j}\left(z_{2}\right) \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{r}_{j} \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j} \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{2}\right) \\
& -\beta_{j}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{r}_{j} \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right)-\beta_{j}\left(z_{2}\right) \mathbf{D}_{j}^{-1}\left(z_{1}\right) \\
& \times \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j} \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{2}\right) .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \operatorname{tr}\left(\mathbf{D}^{-1}\left(z_{1}\right) \mathbf{D}^{-1}\left(z_{2}\right)-\mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right)\right) \\
= & \beta_{j}\left(z_{1}\right) \beta_{j}\left(z_{2}\right)\left(\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j}\right)^{2}-\beta_{j}\left(z_{1}\right) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-2}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j}
\end{aligned}
$$

$$
\begin{equation*}
-\beta_{j}\left(z_{2}\right) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-2}\left(z_{2}\right) \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{r}_{j} \tag{9.10.7}
\end{equation*}
$$

We write

$$
\begin{aligned}
s_{n}\left(z_{1}\right)-s_{n}\left(z_{2}\right) & =\frac{1}{p} \operatorname{tr}\left(\mathbf{D}^{-1}\left(z_{1}\right)-\mathbf{D}^{-1}\left(z_{2}\right)\right) \\
& =\frac{1}{p}\left(z_{1}-z_{2}\right) \operatorname{tr} \mathbf{D}^{-1}\left(z_{1}\right) \mathbf{D}^{-1}\left(z_{2}\right)
\end{aligned}
$$

Therefore, from (9.10.7), we have

$$
\begin{align*}
& p \frac{s_{n}\left(z_{1}\right)-s_{n}\left(z_{2}\right)-\mathrm{E}\left(s_{n}\left(z_{1}\right)-s_{n}\left(z_{2}\right)\right)}{z_{1}-z_{2}} \\
= & \sum_{j=1}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \operatorname{tr} \mathbf{D}^{-1}\left(z_{1}\right) \mathbf{D}^{-1}\left(z_{2}\right) \\
= & \sum_{j=1}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}\left(z_{1}\right) \beta_{j}\left(z_{2}\right)\left(\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j}\right)^{2} \\
& -\sum_{j=1}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}\left(z_{1}\right) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-2}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j} \\
& -\sum_{j=1}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}\left(z_{2}\right) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-2}\left(z_{2}\right) \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{r}_{j} . \tag{9.10.8}
\end{align*}
$$

Our goal is to show that the absolute second moment of (9.10.8) is bounded. We begin with the second sum in (9.10.8). We have

$$
\begin{aligned}
& \sum_{j=1}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}\left(z_{1}\right) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-2}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j} \\
= & \sum_{j=1}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right)\left(b_{j}\left(z_{1}\right) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-2}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j}\right. \\
& \left.\quad-\beta_{j}\left(z_{1}\right) b_{j}\left(z_{1}\right) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-2}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j} \gamma_{j}\left(z_{1}\right)\right) \\
= & \sum_{j=1}^{n} b_{j}\left(z_{1}\right) \mathrm{E}_{j}\left(\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-2}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j}\right. \\
& \left.\quad-n^{-1} \operatorname{tr} \mathbf{T}^{1 / 2} \mathbf{D}_{j}^{-2}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{T}^{1 / 2}\right) \\
& -\sum_{j=1}^{n} b_{j}\left(z_{1}\right)\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}\left(z_{1}\right) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-2}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j} \gamma_{j}\left(z_{1}\right) \\
\equiv & W_{1}-W_{2} .
\end{aligned}
$$

Using (9.10.2), we have

$$
\begin{aligned}
\mathrm{E}\left|W_{1}\right|^{2}= & \sum_{j=1}^{n}\left|b_{j}\left(z_{1}\right)\right|^{2} \mathrm{E} \mid \mathrm{E}_{j}\left(\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-2}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j}\right. \\
& \left.-n^{-1} \operatorname{tr} \mathbf{T}^{1 / 2} \mathbf{D}_{j}^{-2}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{T}^{1 / 2}\right)\left.\right|^{2} \leq K .
\end{aligned}
$$

Using (9.10.5) and the bounds for $\beta_{1}\left(z_{1}\right)$ and $\mathbf{r}_{1}^{*} \mathbf{D}_{1}^{-2}\left(z_{1}\right) \mathbf{D}_{1}^{-1}\left(z_{2}\right) \mathbf{r}_{1}$ given in the remark to (9.10.2), we have

$$
\begin{aligned}
& \mathrm{E}\left|W_{2}\right|^{2} \\
= & \sum_{j=1}^{n}\left|b_{j}\left(z_{1}\right)\right|^{2} \mathrm{E}\left|\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}\left(z_{1}\right) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-2}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j} \gamma_{j}\left(z_{1}\right)\right|^{2} \\
\leq & K n\left[\mathrm{E}\left|\gamma_{1}\left(z_{1}\right)\right|^{2}+v^{-10} p^{2} P\left(\left\|\mathbf{B}_{n}\right\|>\eta_{r} \text { or } \lambda_{\min }^{\mathbf{B}_{(1)}}<\eta_{l}\right)\right] \leq K .
\end{aligned}
$$

This argument of course handles the third sum in (9.10.8).
For the first sum in (9.10.8), we have

$$
\begin{aligned}
& \sum_{j=1}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}\left(z_{1}\right) \beta_{j}\left(z_{2}\right)\left(\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{i j}^{-1}\left(z_{2}\right) \mathbf{r}_{j}\right)^{2} \\
= & \sum_{j=1}^{n} b_{j}\left(z_{1}\right) b_{j}\left(z_{2}\right)\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right)\left[\left(\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j}\right)^{2}\right. \\
& \left.-\left(n^{-1} \operatorname{tr} \mathbf{T}^{1 / 2} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{T}^{1 / 2}\right)^{2}\right] \\
& -\sum_{j=1}^{n} b_{j}\left(z_{2}\right)\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}\left(z_{1}\right) \beta_{j}\left(z_{2}\right)\left(\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{i j}^{-1}\left(z_{2}\right) \mathbf{r}_{j}\right)^{2} \gamma_{j}\left(z_{2}\right) \\
& -\sum_{j=1}^{n} b_{j}\left(z_{1}\right) b_{j}\left(z_{2}\right)\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}\left(z_{1}\right)\left(\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{i j}^{-1}\left(z_{2}\right) \mathbf{r}_{j}\right)^{2} \gamma_{j}\left(z_{1}\right) \\
= & Y_{1}-Y_{2}-Y_{3} .
\end{aligned}
$$

Both $Y_{2}$ and $Y_{3}$ are handled the same way as $W_{2}$ above. Using (9.10.2), we have

$$
\begin{aligned}
& \mathrm{E}\left|Y_{1}\right|^{2} \\
\leq & K \sum_{j=1}^{n} \mathrm{E}\left|\left(\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j}\right)^{2}-\left(\frac{1}{n} \operatorname{tr} \mathbf{T}^{1 / 2} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{T}^{1 / 2}\right)^{2}\right|^{2} \\
\leq & K \sum_{j=1}^{n} 2 \mathrm{E}\left|\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j}-\frac{1}{n} \operatorname{tr} \mathbf{T}^{1 / 2} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{T}^{1 / 2}\right|^{4} \\
& +K y_{n}^{2} \frac{1}{n} \sum_{j=1}^{n} \mathrm{E} \left\lvert\,\left(\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j}-\frac{1}{n} \operatorname{tr} \mathbf{T}^{1 / 2} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{T}^{1 / 2}\right)\right.
\end{aligned}
$$

$$
\begin{aligned}
& \times\left\|\mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right)\right\| \|^{2} \\
\leq & K
\end{aligned}
$$

Therefore, condition (ii) of Theorem 12.3 of Billingsley [57] is satisfied, and we conclude that $\left\{\widehat{M}_{n}^{1}(z)\right\}$ is tight.

### 9.11 Convergence of $M_{n}^{2}(z)$

The proof of Lemma 9.11 is completed with the verification of $\left\{\widehat{M}_{n}^{2}(z)\right\}$ for $z \in \mathcal{C}^{+}$to be bounded and forms a uniformly equicontinuous family and convergence to (9.8.3) under the assumptions in (2) and to zero under those in (3). As in the previous section, it is enough to verify these statements on $\left\{M_{n}^{2}(z)\right\}$ for $z \in \mathcal{C}_{n}$.

Similar to (6.2.25), we have

$$
\begin{align*}
& \left(\mathrm{E} \underline{s}_{n}-\underline{s}_{n}^{0}\right)\left(1-\frac{y_{n} \int \frac{t^{2} d H_{n}(t)}{\left(1+t \mathrm{E} \underline{s}_{n}\right)\left(1+t \underline{s}_{n}^{0}\right)}}{\left(-z+y_{n} \int \frac{t d H_{n}(t)}{1+t \mathrm{E} \underline{s}_{n}}-R_{n}\right)\left(-z+y_{n} \int \frac{t d H_{n}(t)}{1+t \underline{s}_{n}^{0}}\right)}\right) \\
= & \left(\mathrm{E} \underline{s}_{n}-\underline{s}_{n}^{0}\right)\left(1-\frac{y_{n} \int \frac{\underline{s}_{n}^{0} t^{2} d H_{n}(t)}{\left(1+t \mathrm{E} \underline{s}_{n}\right)\left(1+t \underline{t}_{n}^{0}\right)}}{-z+y_{n} \int \frac{t d H_{n}(t)}{1+t \mathrm{E} \underline{s}_{n}}-R_{n}}\right) \\
= & \mathrm{E} \underline{s}_{n} \underline{s}_{n}^{0} R_{n}, \tag{9.11.1}
\end{align*}
$$

where $R_{n}=y_{n} n^{-1} \sum_{j=1}^{n} \mathrm{E} \beta_{j} d_{j}\left(\mathrm{E} \underline{s}_{n}\right)^{-1}$,

$$
\begin{aligned}
d_{j}=d_{j}(z)= & -\mathbf{q}_{j}^{*} \mathbf{T}^{1 / 2}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T}^{1 / 2} \mathbf{q}_{j} \\
& +(1 / p) \operatorname{tr}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T}\left(\mathbf{B}_{n}-z \mathbf{I}\right)^{-1} \\
\beta_{j}^{-1}= & 1+\mathbf{r}_{j}^{*}\left(\mathbf{B}_{(j)}-z \mathbf{I}\right)^{-1} \mathbf{r}_{j} .
\end{aligned}
$$

Thus, by noting $M_{n}^{2}(z)=n\left(\mathrm{E} \underline{s}_{n}(z)-\underline{s}_{n}^{0}\right)$, to prove (9.8.3) it suffices to show

$$
\begin{equation*}
\frac{y_{n} \int \frac{\underline{s}_{n}^{0} t^{2} d H_{n}(t)}{\left(1+t E \underline{s}_{n}\right)\left(1+t \underline{s}_{n}^{0}\right)}}{-z+y_{n} \int \frac{t d H_{n}(t)}{1+t \underline{\varepsilon}_{n}}-R_{n}} \rightarrow y \int \frac{\underline{s}^{2} t^{2} d H(t)}{(1+t \underline{s})^{2}} \tag{9.11.2}
\end{equation*}
$$

and

$$
y_{n} \sum_{j=1}^{n} \mathrm{E} \beta_{j} d_{j} \rightarrow \begin{cases}\frac{y \int \frac{\underline{s}^{2} t^{2} d H(t)}{\left(1+t+s_{s}\right.}}{}{ }^{3}  \tag{9.11.3}\\ 1-y \int \frac{s^{2} t^{2} d H(t)}{(1+t \underline{s})^{2}} & \text { for the RSE case } \\ 0, & \text { for the CSE case }\end{cases}
$$

uniformly for $z \in \mathcal{C}_{n}$.
To prove the two assertions above, we first prove

$$
\begin{equation*}
\sup _{z \in \mathcal{C}_{n}}\left|\mathrm{E} \underline{s}_{n}(z)-\underline{s}(z)\right| \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{9.11.4}
\end{equation*}
$$

In order to simplify the exposition, we let $\mathcal{C}_{1}=\mathcal{C}_{u}$ or $\mathcal{C}_{u} \cup \mathcal{C}_{l}$ if $x_{l}<0$ and $\mathcal{C}_{2}=\mathcal{C}_{2}(n)=\mathcal{C}_{r}$ or $\mathcal{C}_{r} \cup \mathcal{C}_{l}$ if $x_{l}>0$.

Since $F \underline{B}_{n} \xrightarrow{\mathscr{O}} F^{y, H}$ almost surely, we get from the dct (dominated convergence theorem) $\mathrm{E} F \underline{\mathbf{B}}_{n} \xrightarrow{\mathscr{O}} F^{y, H}$. It is easy to verify that $\mathrm{E} F \underline{\mathbf{B}}_{n}$ is a proper c.d.f. Since, as $z$ ranges in $\mathcal{C}_{1}$, the functions $(\lambda-z)^{-1}$ in $\lambda \in[0, \infty)$ form a bounded, equicontinuous family, it follows (see, e.g. , Billingsley [57], Problem 8, p. 17) that

$$
\sup _{z \in \mathcal{C}_{1}}\left|\mathrm{E} \underline{s}_{n}(z)-\underline{s}(z)\right| \rightarrow 0
$$

For $z \in \mathcal{C}_{2}$, we write ( $\eta_{l}, \eta_{r}$ defined as in Section 9.10)

$$
\begin{aligned}
\mathrm{E}_{n}(z)-\underline{s}(z)= & \int \frac{1}{\lambda-z} I_{\left[\eta_{l}, \eta_{r}\right]}(\lambda) d\left(\mathrm{E} F^{\mathbf{B}_{n}}(\lambda)-F^{y, H}(\lambda)\right) \\
& +\mathrm{E} \int \frac{1}{\lambda-z} I_{\left[\eta_{l}, \eta_{r}\right]^{c}}(\lambda) d F^{\mathbf{B}_{n}}(\lambda)
\end{aligned}
$$

As above, the first term converges uniformly to zero. For the second term, we use (9.7.8) and (9.7.9) with $\ell \geq 2$ to get

$$
\begin{aligned}
& \sup _{z \in \mathcal{C}_{2}}\left|\mathrm{E} \int \frac{1}{\lambda-z} I_{\left[\eta_{l}, \eta_{r}\right]^{c}}(\lambda) d F^{\mathbf{B}_{n}}(\lambda)\right| \\
\leq & \left(\varepsilon_{n} / n\right)^{-1} \mathrm{P}\left(\left\|\mathbf{B}_{n}\right\| \geq \eta_{r} \text { or } \lambda_{\min }^{\mathbf{B}_{n}} \leq \eta_{l}\right) \leq K n \varepsilon_{n}^{-1} n^{-\ell} \rightarrow 0 .
\end{aligned}
$$

Thus (9.11.4) holds.
From the fact that $F^{y_{n}, H_{n}} \xrightarrow{\mathscr{D}} F^{y, H}$ along with the fact that $\mathcal{C}$ lies outside the support of $F^{y, H}$, it is straightforward to verify that

$$
\begin{equation*}
\sup _{z \in \mathcal{C}}\left|\underline{s}_{n}^{0}(z)-\underline{s}(z)\right| \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{9.11.5}
\end{equation*}
$$

We then show that, for some constant $K$,

$$
\begin{equation*}
\sup _{n \in \in \mathcal{C}_{n}}\left\|\left(\underline{\mathrm{E}}_{n}(z) \mathbf{T}+\mathbf{I}\right)^{-1}\right\|<K \tag{9.11.6}
\end{equation*}
$$

From Lemma 6.10(a), $\left\|\left(\mathrm{E} \underline{s}_{n}(z) \mathbf{T}+\mathbf{I}\right)^{-1}\right\|$ is bounded by $\max \left(2,4 v_{0}^{-1}\right)$ on $\mathcal{C}_{u}$. Let $x=x_{l}$ or $x_{r}$. Since $x$ is outside the support of $\underline{F}^{y, H}$, it follows from Lemma 6.1 and equation (6.1.6), for any $t$ in the support of $H$, that $\underline{s}(x) t+1 \neq 0$. Choose any $t_{0}$ in the support of $H$. Since $\underline{s}(z)$ is continuous on $\mathcal{C}^{0} \equiv\left\{x+i v: v \in\left[0, v_{0}\right]\right\}$, there exist positive constants $\delta_{1}$ and $\mu_{0}$ such that

$$
\inf _{z \in \mathcal{C}^{0}}\left|\underline{s}(z) t_{0}+1\right|>\delta_{1} \quad \text { and } \quad \sup _{z \in \mathcal{C}^{0}}|\underline{s}(z)|<\mu_{0}
$$

Using $H_{n} \xrightarrow{\mathscr{D}} H$ and (9.11.4), for all large $n$, there exists an eigenvalue $\lambda^{\mathbf{T}}$ of $\mathbf{T}$ such that $\left|\lambda^{\mathbf{T}}-t_{0}\right|<\delta_{1} / 4 \mu_{0}$ and $\sup _{z \in \mathcal{C}_{l} \cup \mathcal{C}_{r}}\left|\mathrm{E} \underline{s}_{n}(z)-\underline{s}(z)\right|<\delta_{1} / 4$. Therefore, we have

$$
\inf _{z \in \mathcal{C}_{l} \cup \mathcal{C}_{r}}\left|\mathrm{E}_{s_{n}}(z) \lambda^{\mathbf{T}}+1\right|>\delta_{1} / 2
$$

which completes the proof of (9.11.6).
Assuming (9.11.3), with (9.12.1) given later, we see that $\sup _{z \in \mathcal{C}_{n}}\left|R_{n}\right| \rightarrow$ 0 . This, $(9.12 .1),(9.11 .4)-(9.11 .6)$, and the dct imply the truth of (9.11.2). Therefore, our task remains to prove (9.11.3).

Using the identity $\beta_{j}=\bar{\beta}_{j}-\bar{\beta}_{j}^{2} \hat{\gamma}_{j}+\bar{\beta}_{j}^{2} \beta_{j} \hat{\gamma}_{j}^{2}$ and (9.10.2), we have

$$
\begin{aligned}
y_{n} \sum_{j=1}^{n} \mathrm{E} \beta_{j} d_{j}= & -y_{n} \sum_{j=1}^{n} \mathrm{E} \beta_{j}\left[\mathbf{q}_{j}^{*} \mathbf{T}^{1 / 2} \mathbf{D}_{j}^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T}^{1 / 2} \mathbf{q}_{j}\right. \\
& \left.-\frac{1}{p} \operatorname{tr}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T} \mathbf{D}_{j}^{-1}\right] \\
& +\frac{1}{n} \mathrm{E}\left[\beta_{j} \operatorname{tr}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T}\left(\mathbf{D}^{-1}-\mathbf{D}_{j}^{-1}\right)\right] \\
= & y_{n} \sum_{j=1}^{n} \mathrm{E} \bar{\beta}_{j}^{2}\left[\mathbf{q}_{j}^{*} \mathbf{T}^{1 / 2} \mathbf{D}_{j}^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T}^{1 / 2} \mathbf{q}_{j}\right. \\
& \left.-\frac{1}{p} \operatorname{tr}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T} \mathbf{D}_{j}^{-1}\right] \hat{\gamma}_{j} \\
& -\frac{1}{n} \mathrm{E} \beta_{j}^{2} \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T} \mathbf{D}_{j}^{-1} \mathbf{r}_{j}+o(1)
\end{aligned}
$$

Using (9.10.2), it can be proven that all of $\beta_{j}, \bar{\beta}_{j}$, and $b_{j}$ and similarly defined quantities can be replaced by $-z \underline{s}(z)$. Thus we have

$$
\begin{align*}
& \frac{1}{n} \mathrm{E} \beta_{j}^{2} \mathbf{r}^{*} \mathbf{D}_{j}^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T D}_{j}^{-1} \mathbf{r}_{j} \\
= & \frac{z^{2} \underline{s}^{2}}{n^{2}} \mathrm{Etr} \mathbf{D}_{j}^{-1}(\underline{s} \mathbf{T}+\mathbf{I})^{-1} \mathbf{T D}_{j}^{-1} \mathbf{T}+o(1) \tag{9.11.7}
\end{align*}
$$

Now, assume the assumptions for CSE hold. By (9.8.6) and (9.10.2),

$$
\begin{aligned}
& -y_{n} \sum_{j=1}^{n} \mathrm{E} \bar{\beta}_{j}^{2}\left[\mathbf{q}_{j}^{*} \mathbf{T}^{1 / 2} \mathbf{D}_{j}^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T}^{1 / 2} \mathbf{q}_{j}\right. \\
& \left.-\frac{1}{p} \operatorname{tr}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T} \mathbf{D}_{j}^{-1}\right] \hat{\gamma}_{j}
\end{aligned}
$$

$$
\begin{equation*}
=-\frac{z^{2} \underline{s}^{2}}{n^{2}} \sum_{j=1}^{n} \operatorname{Etr}_{j}^{-1}(\underline{s} \mathbf{T}+\mathbf{I})^{-1} \mathbf{T} \mathbf{D}_{j}^{-1} \mathbf{T}+o(1) \tag{9.11.8}
\end{equation*}
$$

This proves (9.8.3) for the CSE case.
Now, assume the conditions for the RSE case hold. Let us continue to derive the limit for $y_{n} \sum_{j=1}^{n} \mathrm{E} \beta_{j} d_{j}$. By (9.8.6), we have

$$
\begin{align*}
& y_{n} \sum_{j=1}^{n} \mathrm{E} \beta_{j} d_{j}=\frac{z^{2} \underline{s}^{2}}{n^{2}} \sum_{j=1}^{n} \operatorname{Etr}_{j}^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T} \mathbf{D}_{j}^{-1} \mathbf{T}+o(1) \\
= & \frac{z^{2} \underline{s}^{2}}{n^{2}} \sum_{j=1}^{n} \operatorname{Etr}_{j}^{-1}(\underline{s} \mathbf{T}+\mathbf{I})^{-1} \mathbf{T} \mathbf{D}_{j}^{-1} \mathbf{T}+o(1) \tag{9.11.9}
\end{align*}
$$

Using the decomposition (9.9.12) and estimates given there, we have

$$
\begin{align*}
y_{n} \sum_{j=1}^{n} \mathrm{E} \beta_{j} d_{j}= & \frac{\underline{s}^{2}}{n} \operatorname{Etr}(\underline{s} \mathbf{T}+\mathbf{I})^{-3} \mathbf{T}^{2} \\
& +\frac{z^{4} \underline{s}^{4}}{n^{2}} \sum_{j=1}^{n} \operatorname{Etr} \mathbf{A}(\underline{s} \mathbf{T}+\mathbf{I})^{-1} \mathbf{T A T}+o(1) \tag{9.11.10}
\end{align*}
$$

where

$$
\begin{aligned}
\mathbf{A} & =\sum_{i \neq j}^{n}\left(z \mathbf{I}-\frac{n-1}{n} b_{j}(z) \mathbf{T}\right)^{-1}\left[\mathbf{r}_{i} \mathbf{r}_{i}^{*}-\frac{1}{n} \mathbf{T}\right] \mathbf{D}_{i, j}^{-1} \\
& =\sum_{i \neq j}^{n} \mathbf{D}_{i, j}^{-1}\left[\mathbf{r}_{i} \mathbf{r}_{i}^{*}-\frac{1}{n} \mathbf{T}\right]\left(z \mathbf{I}-\frac{n-1}{n} b_{j}(z) \mathbf{T}\right)^{-1}
\end{aligned}
$$

where the equivalence of the two expressions of $\mathbf{A}$ above can be seen from the fact that $\mathbf{A}(z)=(\mathbf{A}(\bar{z}))^{*}$. Substituting the first expression of $\mathbf{A}$ into (9.11.10) for the $\mathbf{A}$ on the left and the second expression for the $\mathbf{A}$ on the right, and noting that $\frac{n-1}{n} b_{j}(z)$ can be replaced by $-z \underline{s}$, inducing a negligible error uniformly on $\mathcal{C}^{+}$, we obtain

$$
\begin{align*}
& \frac{z^{4} \underline{s}^{4}}{n^{2}} \sum_{j=1}^{n} \operatorname{Etr} \mathbf{A}(\underline{s} \mathbf{T}+\mathbf{I})^{-1} \mathbf{T A T} \\
= & \frac{z^{2} \underline{s}^{4}}{n^{2}} \sum_{j=1}^{n} \sum_{i, \ell \neq j} \operatorname{Etr}(\underline{s} \mathbf{T}+\mathbf{I})^{-2} \mathbf{T}\left(\mathbf{r}_{i} \mathbf{r}_{i}^{*}-\frac{1}{n} \mathbf{T}\right) \mathbf{D}_{i, j}^{-1}(\underline{s} \mathbf{T}+\mathbf{I})^{-1} \\
& \times \mathbf{D}_{\ell, j}^{-1}\left(\mathbf{r}_{\ell} \mathbf{r}_{\ell}^{*}-\frac{1}{n} \mathbf{T}\right)+o(1) \tag{9.11.11}
\end{align*}
$$

We claim that the sum of cross terms in (9.11.11) is negligible. Note that the cross terms will be 0 if either $\mathbf{D}_{i, j}$ or $\mathbf{D}_{\ell, j}$ is replaced by $\mathbf{D}_{\ell, i, j}$, where

$$
\mathbf{D}_{\ell, i, j}=\mathbf{D}_{i, j}-\mathbf{r}_{\ell} \mathbf{r}_{\ell}^{*}=\mathbf{D}_{\ell, j}-\mathbf{r}_{i} \mathbf{r}_{i}^{*}
$$

Therefore, our assertion follows by the following estimate.
For $i \neq \ell$, by (9.10.2),

$$
\begin{aligned}
& \left\lvert\, \operatorname{Etr}(\underline{s} \mathbf{T}+\mathbf{I})^{-2} \mathbf{T}\left(\mathbf{r}_{i} \mathbf{r}_{i}^{*}-\frac{1}{n} \mathbf{T}\right)\left(\mathbf{D}_{i, j}^{-1}-\mathbf{D}_{i, \ell, j}^{-1}\right)(\underline{s} \mathbf{T}+\mathbf{I})^{-1}\right. \\
& \\
& \left.\quad \times\left(\mathbf{D}_{\ell, j}-\mathbf{D}_{i, \ell, j}^{-1}\right)\left(\mathbf{r}_{\ell} \mathbf{r}_{\ell}^{*}-\frac{1}{n} \mathbf{T}\right) \right\rvert\, \\
& =\left\lvert\, \operatorname{Etr}(\underline{s} \mathbf{T}+\mathbf{I})^{-2} \mathbf{T}\left(\mathbf{r}_{i} \mathbf{r}_{i}^{*}-\frac{1}{n} \mathbf{T}\right) \beta_{i, j, \ell}\left(\mathbf{D}_{i, \ell, j}^{-1} \mathbf{r}_{\ell} \mathbf{r}_{\ell}^{*} \mathbf{D}_{i, \ell, j}^{-1}\right)(\underline{s} \mathbf{T}+\mathbf{I})^{-1}\right. \\
& \\
& \left.\quad \times \beta_{j, \ell, i} \mathbf{D}_{i, \ell, j}^{-1} \mathbf{r}_{i} \mathbf{r}_{i}^{*} \mathbf{D}_{i, \ell, j}^{-1}\left(\mathbf{r}_{\ell} \mathbf{r}_{\ell}^{*}-\frac{1}{n} \mathbf{T}\right) \right\rvert\, \\
& =\left\lvert\, \operatorname{Etr}(\underline{s} \mathbf{T}+\mathbf{I})^{-2} \mathbf{T}\left(\mathbf{r}_{i} \mathbf{r}_{i}^{*}-\frac{1}{n} \mathbf{T}\right)\left(\mathbf{D}_{i, \ell, j}^{-1} \mathbf{r}_{\ell} \mathbf{r}_{\ell}^{*} \mathbf{D}_{i, \ell, j}^{-1}\right)(\underline{s} \mathbf{T}+\mathbf{I})^{-1}\right. \\
& \left.\quad \times \mathbf{D}_{i, \ell, j}^{-1} \mathbf{r}_{i} \mathbf{r}_{i}^{*} \mathbf{D}_{i, \ell, j}^{-1}\left(\mathbf{r}_{\ell} \mathbf{r}_{\ell}^{*}-\frac{1}{n} \mathbf{T}\right) \varepsilon_{j, \ell, i} \varepsilon_{j, i, \ell} \beta_{j, \ell, i} \beta_{j, i, \ell} \bar{\beta}_{j, i, \ell}^{2} \right\rvert\, \\
& = \\
& \mathrm{E}^{1 / 4}\left|\mathbf{r}_{i}^{*} \mathbf{D}_{i, \ell, j}^{-1}\left(\mathbf{r}_{\ell} \mathbf{r}_{\ell}^{*}-\frac{1}{n} \mathbf{T}\right)(\underline{s} \mathbf{T}+\mathbf{I})^{-2} \mathbf{T}\left(\mathbf{r}_{i} \mathbf{r}_{i}^{*}-\frac{1}{n} \mathbf{T}\right) \mathbf{D}_{i, \ell, j}^{-1} \mathbf{r}_{\ell}\right|^{4} \\
& \\
& \times \mathrm{E}^{1 / 4}\left|\mathbf{r}_{\ell}^{*} \mathbf{D}_{i, \ell, j}^{-1}(\underline{s} \mathbf{T}+\mathbf{I})^{-1} \mathbf{D}_{i, \ell, j}^{-1} \mathbf{r}_{i}\right|^{4} \times o\left(n^{-1 / 2}\right)=o\left(n^{-1}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
\beta_{j, i, \ell}^{-1} & =1+\mathbf{r}_{\ell}^{*} \mathbf{D}_{i, \ell, j}^{-1} \mathbf{r}_{\ell}, \\
\bar{\beta}_{j, i, \ell}^{-1} & =1+\frac{1}{n} \operatorname{tr} \mathbf{D}_{i, \ell, j}^{-1} \mathbf{T}, \\
\varepsilon_{j, i, \ell} & =\mathbf{r}_{\ell}^{*} \mathbf{D}_{i, \ell, j}^{-1} \mathbf{r}_{\ell}-\frac{1}{n} \operatorname{tr} \mathbf{D}_{i, \ell, j}^{-1} .
\end{aligned}
$$

Here, we have used the fact that with Hermitian $\mathbf{M}$ independent of $\mathbf{r}_{i}$ and $\mathbf{r}_{\ell}$,

$$
\begin{aligned}
& \mathrm{E}\left|\mathbf{r}_{i}^{*} \mathbf{M} \mathbf{r}_{\ell}\right|^{4} \leq K \mathrm{E}\left(\mathbf{r}_{i}^{*} \mathbf{M}^{2} \mathbf{r}_{i}\right)^{2} \\
\leq & K\left[\left(\operatorname{tr} \mathbf{M}^{2}\right)^{2}+\operatorname{tr} \mathbf{M}^{4}\right],
\end{aligned}
$$

and by estimation term by term in the expansion,

$$
\mathrm{E}\left|\mathbf{r}_{i}^{*} \mathbf{D}_{i, \ell, j}^{-1}\left(\mathbf{r}_{\ell} \mathbf{r}_{\ell}^{*}-\frac{1}{n} \mathbf{T}\right)(\underline{s} \mathbf{T}+\mathbf{I})^{-2} \mathbf{T}\left(\mathbf{r}_{i} \mathbf{r}_{i}^{*}-\frac{1}{n} \mathbf{T}\right) \mathbf{D}_{i, \ell, j}^{-1} \mathbf{r}_{\ell}\right|^{4} \leq K
$$

Hence, we have proved

$$
\begin{align*}
& y_{n} \sum_{j=1}^{n} \mathrm{E} \beta_{j} d_{j} \\
= & \frac{s^{2}}{n} \operatorname{Etr}(\underline{s} \mathbf{T}+\mathbf{I})^{-3} \mathbf{T}^{2}+\frac{z^{2} \underline{s}^{4}}{n^{2}} \sum_{i \neq j} \operatorname{Etr}(\underline{s} \mathbf{T}+\mathbf{I})^{-2} \mathbf{T}\left(\mathbf{r}_{i} \mathbf{r}_{i}^{*}-\frac{1}{n} \mathbf{T}\right) \\
& \times \mathbf{D}_{i, j}^{-1}(\underline{s} \mathbf{T}+\mathbf{I})^{-1} \mathbf{D}_{i, j}^{-1}\left(\mathbf{r}_{i} \mathbf{r}_{i}^{*}-\frac{1}{n} \mathbf{T}\right)+o(1) \\
= & \frac{s^{2}}{n} \operatorname{Etr}(\underline{s} \mathbf{T}+\mathbf{I})^{-3} \mathbf{T}^{2} \\
& +\frac{z^{2} \underline{s}^{4}}{n^{2}} \sum_{i \neq j} \operatorname{Etr}(\underline{s} \mathbf{T}+\mathbf{I})^{-2} \mathbf{T r}_{i} \mathbf{r}_{i}^{*} \mathbf{D}_{i j}^{-1}(\underline{s} \mathbf{T}+\mathbf{I})^{-1} \mathbf{D}_{i j}^{-1} \mathbf{r}_{i} \mathbf{r}_{i}^{*}+o(1) \\
= & \frac{s^{2}}{n} \operatorname{Etr}(\underline{s} \mathbf{T}+\mathbf{I})^{-3} \mathbf{T}^{2}+\frac{z^{2} \underline{s}^{4}}{n^{4}} \sum_{i \neq j} \operatorname{tr}(\underline{s} \mathbf{T}+\mathbf{I})^{-2} \mathbf{T}^{2} \\
& \times \operatorname{tr} \mathbf{D}_{i j}^{-1}(\underline{s} \mathbf{T}+\mathbf{I})^{-1} \mathbf{D}_{i j}^{-1} \mathbf{T}+o(1) \\
= & \frac{s^{2}}{n} \operatorname{Etr}(\underline{s} \mathbf{T}+\mathbf{I})^{-3} \mathbf{T}^{2}+\frac{z^{2} \underline{s}^{4}}{n^{3}} \sum_{j=1}^{n} \operatorname{tr}(\underline{s} \mathbf{T}+\mathbf{I})^{-2} \mathbf{T}^{2} \\
& \times \operatorname{tr} \mathbf{D}_{j}^{-1}(\underline{s} \mathbf{T}+\mathbf{I})^{-1} \mathbf{D}_{j}^{-1} \mathbf{T}+o(1) . \tag{9.11.12}
\end{align*}
$$

Recalling (9.11.9), we obtain

$$
\begin{align*}
y_{n} \sum_{j=1}^{n} \mathrm{E} \beta_{j} d_{j} & =\frac{\frac{\underline{s}^{2}}{n} \operatorname{Etr}(\underline{s} \mathbf{T}+\mathbf{I})^{-3} \mathbf{T}^{2}}{1-\frac{s^{2}}{n} \operatorname{tr}\left((\underline{s} \mathbf{T}+\mathbf{I})^{-2} \mathbf{T}^{2}\right)}+o(1) \\
& =\frac{y \int \frac{\underline{s}^{2} t^{2} d H(t)}{(1+t \underline{s})^{3}}}{1-y \int \frac{t^{2} \underline{2}^{2} d H(t)}{(1+t \underline{s})^{2}}}+o(1) . \tag{9.11.13}
\end{align*}
$$

Therefore, we conclude that in the RSE case

$$
\left.\left.\sup _{z \in \mathcal{C}_{n}} \left\lvert\, M_{n}^{2}(z)-\frac{y \int \frac{\underline{s}(z)^{3} t^{2} d H(t)}{(1+t \underline{s}(z))^{3}}}{\left(1-y \int \frac{s}{(z)^{2} t^{2} d H(t)}\right.}(1+t \underline{s}(z))^{2}\right.\right)^{2}\right) ~ \rightarrow 0 \quad \text { as } n \rightarrow \infty .
$$

Therefore we get (9.8.3).
Finally, for general standardized $x_{i j}$, we see that in light of the work above, in order to show that $\left\{M_{n}^{2}(z)\right\}$ for $z \in \mathcal{C}_{n}$ is bounded and equicontinuous, it is sufficient to prove that $\left\{f_{n}^{\prime}(z)\right\}$ is bounded, where

$$
\begin{aligned}
f_{n}(z) \equiv & \sum_{j=1}^{n} \mathrm{E}\left[( \mathbf { r } _ { j } ^ { * } \mathbf { D } _ { j } ^ { - 1 } \mathbf { r } _ { j } - n ^ { - 1 } \operatorname { t r } \mathbf { D } _ { j } ^ { - 1 } \mathbf { T } ) \left(\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{r}_{j}\right.\right. \\
& \left.\left.-n^{-1} \operatorname{tr} \mathbf{D}_{j}^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T}\right)\right] .
\end{aligned}
$$

Using (9.9.6), we find

$$
\begin{aligned}
\left|f_{n}^{\prime}(z)\right| \leq & K n^{-2} \sum_{j=1}^{n}\left(\left(\mathrm { E } ( \operatorname { t r } \mathbf { D } _ { j } ^ { - 2 } \mathbf { T } \overline { \mathbf { D } } _ { j } ^ { - 2 } \mathbf { T } ) \mathrm { E } \left(\operatorname{tr} \mathbf{D}_{j}^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}+\mathbf{I}\right)^{-1}\right.\right.\right. \\
& \left.\left.\mathbf{T}\left(\mathrm{E} \underline{\bar{s}}_{n} \mathbf{T}+\mathbf{I}\right)^{-1} \overline{\mathbf{D}}_{j}^{-1} \mathbf{T}\right)\right)^{1 / 2}+\left(\mathrm{E}\left(\operatorname{tr} \mathbf{D}_{j}^{-1} \mathbf{T} \overline{\mathbf{D}}_{j}^{-1} \mathbf{T}\right)\right. \\
& \left.\times \mathrm{E}\left(\operatorname{tr} \mathbf{D}_{j}^{-2}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}+\mathbf{I}\right)^{-1} \overline{\mathbf{D}}_{j}^{-2} \mathbf{T}\right)\right)^{1 / 2} \\
& +\left|\mathrm{E} \underline{s}_{n}^{\prime}\right|\left(\mathrm { E } ( \operatorname { t r } \mathbf { D } _ { j } ^ { - 1 } \mathbf { T } \overline { \mathbf { D } } _ { j } ^ { - 1 } \mathbf { T } ) \mathrm { E } \left(\operatorname{tr} \mathbf{D}_{j}^{-1}\left(\mathrm{E} \underline{s}_{n} \mathbf{T}+\mathbf{I}\right)^{-2}\right.\right. \\
& \left.\left.\left.\times \mathbf{T}^{3}\left(\mathrm{E} \underline{\bar{s}}_{n} \mathbf{T}+\mathbf{I}\right)^{-2} \overline{\mathbf{D}}_{j}^{-1} \mathbf{T}\right)\right)^{1 / 2}\right)
\end{aligned}
$$

Using the same argument that resulted in (9.10.1), it is a simple matter to conclude that $\mathrm{E} \underline{s}_{n}^{\prime}(z)$ is bounded for $z \in \mathcal{C}_{n}$. All the remaining expected values are $O(n)$ due to (9.10.1) and (9.11.6), and we are done.

### 9.12 Some Derivations and Calculations

This section contains proofs of formulas stated in Section 9.8. We begin by deriving some properties of $\underline{s}(z)$.

### 9.12.1 Verification of (9.8.8)

We claim that, for any bounded subset $S$ of $\mathbb{C}^{+}$,

$$
\begin{equation*}
\inf _{z \in S}|\underline{s}(z)|>0 \tag{9.12.1}
\end{equation*}
$$

Suppose not. Then there exists a sequence $\left\{z_{n}\right\} \subset \mathbb{C}^{+}$that converges to a number for which $\underline{s}\left(z_{n}\right) \rightarrow 0$. From (9.7.1), we must have

$$
y \int \frac{t \underline{s}\left(z_{n}\right)}{1+t \underline{s}\left(z_{n}\right)} d H(t) \rightarrow 1
$$

But, because $H$ has bounded support, the limit of the left-hand side of the above is obviously 0 . The contradiction proves our assertion.

Next, we find a lower bound on the size of the difference quotient $\left(\underline{s}\left(z_{1}\right)-\right.$ $\left.\underline{s}\left(z_{2}\right)\right) /\left(z_{1}-z_{2}\right)$ for distinct $z_{1}=x+i v_{1}, z_{2}=y+i v_{2}, v_{1}, v_{2} \neq 0$. From (9.7.1), we get

$$
z_{1}-z_{2}=\frac{\underline{s}\left(z_{1}\right)-\underline{s}\left(z_{2}\right)}{\underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right)}\left(1-y \int \frac{\underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right) t^{2} d H(t)}{\left(1+t \underline{s}\left(z_{1}\right)\right)\left(1+t \underline{s}\left(z_{2}\right)\right)}\right) .
$$

Therefore, from (9.9.22) we can write

$$
\frac{\underline{s}\left(z_{1}\right)-\underline{s}\left(z_{2}\right)}{z_{1}-z_{2}}=\frac{\underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right)}{1-y \int \frac{\underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right) t^{2} d H(t)}{\left(1+t \underline{s}\left(z_{1}\right)\right)\left(1+t \underline{s}\left(z_{2}\right)\right)}}
$$

and conclude that

$$
\begin{equation*}
\left|\frac{\underline{s}\left(z_{1}\right)-\underline{s}\left(z_{2}\right)}{z_{1}-z_{2}}\right| \geq \frac{1}{2}\left|\underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right)\right| . \tag{9.12.2}
\end{equation*}
$$

We proceed to show (9.8.8). Choose $f, g \in\left\{f_{1}, \cdots, f_{k}\right\}$. Let $S_{F}$ denote the support of $F^{y, H}$, and let $a \neq 0, b$ be such that $S_{F}$ is a subset of $(a, b)$ on whose closure $f$ and $g$ are analytic.

Assume the $z_{1}$ contour encloses the $z_{2}$ contour. Using integration by parts twice, first with respect to $z_{2}$ and then with respect to $z_{1}$, we get

RHS of (9.7.6)

$$
\begin{aligned}
& =\frac{1}{2 \pi^{2}} \iint \frac{f\left(z_{1}\right) g^{\prime}\left(z_{2}\right)}{\left(\underline{s}\left(z_{1}\right)-\underline{s}\left(z_{2}\right)\right)} \frac{d}{d z_{1}} \underline{s}\left(z_{1}\right) d z_{2} d z_{1} \\
& =-\frac{1}{2 \pi^{2}} \iint f^{\prime}\left(z_{1}\right) g^{\prime}\left(z_{2}\right) \log \left(\underline{s}\left(z_{1}\right)-\underline{s}\left(z_{2}\right)\right) d z_{1} d z_{2}
\end{aligned}
$$

(where $\log$ is any branch of the logarithm)

$$
=-\frac{1}{2 \pi^{2}} \iint f^{\prime}\left(z_{1}\right) g^{\prime}\left(z_{2}\right)\left[\log \left|\underline{s}\left(z_{1}\right)-\underline{s}\left(z_{2}\right)\right|+i \arg \left(\underline{s}\left(z_{1}\right)-\underline{s}\left(z_{2}\right)\right)\right] d z_{1} d z_{2}
$$

We choose the contours to be rectangles with sides parallel to the axes. The inside rectangle intersects the real axis at $a$ and $b$, and the horizontal sides are a distance $v<1$ away from the real axis. The outside rectangle intersects the real axis at $a-\varepsilon, b+\varepsilon$ (points where $f$ and $g$ remain analytic), with height twice that of the inside rectangle. We let $v \rightarrow 0$.

We need only consider the logarithm term and show its convergence since the real part of the arg term disappears ( $f$ and $g$ are real-valued on $\mathbb{R}$ ) in the limit, and the sum (9.7.6) is real. Therefore the arg term also approaches zero.

We split up the log integral into 16 double integrals, each one involving a side from each of the two rectangles. We argue that any portion of the integral involving a vertical side can be neglected. This follows from (9.12.1), (9.12.2), and the fact that $z_{1}$ and $z_{2}$ remain a positive distance apart, so that $\left|\underline{s}\left(z_{1}\right)-\underline{s}\left(z_{2}\right)\right|$ is bounded away from zero. Moreover, at least one of $\left|\underline{s}\left(z_{1}\right)\right|,\left|\underline{s}\left(z_{2}\right)\right|$ is bounded, while the other is bounded by $1 / v$, so the integral is bounded by $K v \log v^{-1} \rightarrow 0$.

Therefore we arrive at

$$
\begin{align*}
& -\frac{1}{2 \pi^{2}} \int_{a}^{b} \int_{a-\varepsilon}^{b+\varepsilon}\left[\left(f^{\prime}(x+i 2 v) g^{\prime}(y+i v)+\bar{f}^{\prime}(x+i 2 v) \bar{g}^{\prime}(y+i v)\right)\right. \\
& \times \log |\underline{s}(x+i 2 v)-\underline{s}(y+i v)|-\left(f^{\prime}(x+i 2 v) \bar{g}^{\prime}(y+i v)\right. \\
& \left.\left.+\bar{f}^{\prime}(x+i 2 v) g^{\prime}(y+i v)\right) \log |\underline{s}(x+i 2 v)-\underline{\bar{s}}(y+i v)|\right] d x d y . \tag{9.12.3}
\end{align*}
$$

Using subscripts to denote real and imaginary parts, we find

$$
\begin{align*}
(9.12 .3)= & -\frac{1}{\pi^{2}} \int_{a}^{b} \int_{a-\varepsilon}^{b+\varepsilon}\left[\left(f_{r}^{\prime}(x+i 2 v) g_{r}^{\prime}(y+i v)\right.\right. \\
& \left.-f_{i}^{\prime}(x+i 2 v) g_{i}^{\prime}(y+i v)\right) \log |\underline{s}(x+i 2 v)-\underline{s}(y+i v)| \\
& -\left(f_{r}^{\prime}(x+i 2 v) g_{r}^{\prime}(y+i v)+f_{i}^{\prime}(x+i 2 v) g_{i}^{\prime}(y+i v)\right) \\
& \times \log |\underline{s}(x+i 2 v)-\underline{\bar{s}}(y+i v)|] d x d y \\
= & \frac{1}{\pi^{2}} \int_{a}^{b} \int_{a-\varepsilon}^{b+\varepsilon} f_{r}^{\prime}(x+i 2 v) g_{r}^{\prime}(y+i v) \\
& \times \log |\underline{\underline{s}}(x+i 2 v)-\underline{\bar{s}}(y+i v)| d x d y  \tag{9.12.4}\\
& \left.+\frac{1}{\pi^{2}} \int_{a}^{b} \int_{a-\varepsilon}^{b+\varepsilon} f_{i}^{\prime}(x+i 2 v)-\underline{s}(y+i v) \right\rvert\, \\
& -\underline{s}(y+i v))(\underline{s}(x+i 2 v)-\underline{\bar{s}}(y+i v)) \mid d x d y . \tag{9.12.5}
\end{align*}
$$

We have for any real-valued $h$ analytic on the bounded interval $[\alpha, \beta]$ for all $v$ sufficiently small,

$$
\begin{equation*}
\sup _{x \in[\alpha, \beta]}\left|h_{i}(x+i v)\right| \leq K|v|, \tag{9.12.6}
\end{equation*}
$$

where $K$ is a bound on $\left|h^{\prime}(z)\right|$ for $z$ in a neighborhood of $[\alpha, \beta]$. Using this and (9.12.1) and (9.12.2), we see that (9.12.5) is bounded in absolute value by $K v^{2} \log v^{-1} \rightarrow 0$.

For (9.12.4), we write

$$
\begin{align*}
& \log \left|\frac{\underline{s}(x+i 2 v)-\underline{\bar{s}}(y+i v)}{\underline{s}(x+i 2 v)-\underline{s}(y+i v)}\right| \\
= & \frac{1}{2} \log \left(1+\frac{4 \underline{s}_{i}(x+i 2 v) \underline{s}_{i}(y+i v)}{|\underline{s}(x+i 2 v)-\underline{s}(y+i v)|^{2}}\right) . \tag{9.12.7}
\end{align*}
$$

From (9.12.2), we get
RHS of $(9.12 .7) \leq \frac{1}{2} \log \left(1+\frac{16 \underline{s}_{i}(x+i 2 v) \underline{s}_{i}(y+i v)}{(x-y)^{2}|\underline{s}(x+i 2 v) \underline{s}(y+i v)|^{2}}\right)$.

From (9.12.1), we have

$$
\sup _{\substack{x, y \in[a-\varepsilon, b+\varepsilon] \\ v \in(0,1)}} \frac{\underline{s}_{i}(x+i 2 v) \underline{s}_{i}(y+i v)}{\left.\underline{s}(x+i 2 v) \underline{s}(y+i v)\right|^{2}}<\infty .
$$

Therefore, there exists a $K>0$ for which the right-hand side of (9.12.7) is bounded by

$$
\begin{equation*}
\frac{1}{2} \log \left(1+\frac{K}{(x-y)^{2}}\right) \tag{9.12.8}
\end{equation*}
$$

for $x, y \in[a-\varepsilon, b+\varepsilon]$. It is straightforward to show that (9.12.8) is Lebesgue integrable on bounded subsets of $\mathbb{R}^{2}$. Therefore, from (9.8.10) and the dominated convergence theorem, we conclude that (9.8.11) is Lebesgue integrable and that (9.8.8) holds.

### 9.12.2 Verification of (9.8.9)

From (9.7.1), we have

$$
\frac{d}{d z} \underline{s}(z)=\frac{\underline{s}^{2}(z)}{1-y \int \frac{t^{2} \underline{s}^{2}(z)}{(1+\underline{s} \underline{s}(z))^{2}} d H(t)}
$$

In Silverstein and Choi [267], it is argued that the only places where $\underline{s}^{\prime}(z)$ can possibly become unbounded are near the origin and the boundary, $\partial S_{F}$, of $S_{F}$. It is a simple matter to verify

$$
\begin{aligned}
& \mathrm{E} X_{f}=\frac{1}{4 \pi i} \int f(z) \frac{d}{d z} \log \left(1-y \int \frac{t^{2} \underline{s}^{2}(z)}{(1+t \underline{s}(z))^{2}} d H(t)\right) d z \\
= & -\frac{1}{4 \pi i} \int f^{\prime}(z) \log \left(1-y \int \frac{t^{2} \underline{2}^{2}(z)}{(1+t \underline{s}(z))^{2}} d H(t)\right) d z,
\end{aligned}
$$

where, because of (9.9.22), the arg term for log can be taken from $(-\pi / 2, \pi / 2)$. We choose a contour as above. From (6.2.22), there exists a $K>0$ such that, for all small $v$,

$$
\begin{equation*}
\inf _{x \in \mathbb{R}}\left|1-y \int \frac{t^{2} \underline{s}^{2}(x+i v)}{(1+t \underline{s}(x+i v))^{2}} d H(t)\right| \geq K v^{2} \tag{9.12.9}
\end{equation*}
$$

Therefore, we see that the integrals on the two vertical sides are bounded by $K v \log v^{-1} \rightarrow 0$. The integral on the two horizontal sides is equal to

$$
\frac{1}{2 \pi} \int_{a}^{b} f_{i}^{\prime}(x+i v) \log \left|1-y \int \frac{t^{2} \underline{s}^{2}(x+i v)}{(1+t \underline{s}(x+i v))^{2}} d H(t)\right| d x
$$

$$
\begin{equation*}
+\frac{1}{2 \pi} \int_{a}^{b} f_{r}^{\prime}(x+i v) \arg \left(1-y \int \frac{t^{2} \underline{s}^{2}(x+i v)}{(1+t \underline{s}(x+i v))^{2}} d H(t)\right) d x \tag{9.12.10}
\end{equation*}
$$

Using (9.9.22), (9.12.6), and (9.12.9), we see that the first term in (9.12.10) is bounded in absolute value by $K v \log v^{-1} \rightarrow 0$. Since the integrand in the second term converges for all $x \notin\{0\} \cup \partial S_{F}$ (a countable set), we therefore get (9.8.9) from the dominated convergence theorem.

### 9.12.3 Derivation of Quantities in Example (1.1)

We now derive $d(y)(y \in(0,1))$ in (1.1.1), (9.8.12), and the variance in (9.8.13). The first two rely on Poisson's integral formula

$$
\begin{equation*}
u(z)=\frac{1}{2 \pi} \int_{0}^{2 \pi} u\left(e^{i \theta}\right) \frac{1-r^{2}}{1+r^{2}-2 r \cos (\theta-\phi)} d \theta \tag{9.12.11}
\end{equation*}
$$

where $u$ is harmonic on the unit disk in $\mathbb{C}$, and $z=r e^{i \phi}$ with $r \in[0,1)$. Making the substitution $x=1+y-2 \sqrt{y} \cos \theta$, we get

$$
\begin{aligned}
d(y) & =\frac{1}{\pi} \int_{0}^{2 \pi} \frac{\sin ^{2} \theta}{1+y-2 \sqrt{y} \cos \theta} \log (1+y-2 \sqrt{y} \cos \theta) d \theta \\
& =\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{2 \sin ^{2} \theta}{1+y-2 \sqrt{y} \cos \theta} \log \left|1-\sqrt{y} e^{i \theta}\right|^{2} d \theta
\end{aligned}
$$

It is straightforward to verify that

$$
f(z) \equiv-\left(z-z^{-1}\right)^{2}(\log (1-\sqrt{y} z)+\sqrt{y} z)-\sqrt{y}\left(z-z^{3}\right)
$$

is analytic on the unit disk and that

$$
\Re f\left(e^{i \theta}\right)=2 \sin ^{2} \theta \log \left|1-\sqrt{y} e^{i \theta}\right|^{2}
$$

Therefore, from (9.12.11), we have

$$
d(y)=\frac{f(\sqrt{y})}{1-y}=\frac{y-1}{y} \log (1-y)-1 .
$$

For (9.8.12), we use (9.8.9). From (9.7.1), with $H(t)=I_{[1, \infty)}(t)$, we have for $z \in \mathbb{C}^{+}$

$$
\begin{equation*}
z=-\frac{1}{\underline{s}(z)}+\frac{y}{1+\underline{s}(z)} . \tag{9.12.12}
\end{equation*}
$$

Solving for $\underline{s}(z)$, we find

$$
\begin{aligned}
\underline{s}(z) & =\frac{-(z+1-y)+\sqrt{(z+1-y)^{2}-4 z}}{2 z} \\
& =\frac{-(z+1-y)+\sqrt{(z-1-y)^{2}-4 y}}{2 z}
\end{aligned}
$$

the square roots defined to yield positive imaginary parts for $z \in \mathbb{C}^{+}$. As $z \rightarrow x \in[a(y), b(y)]$ (limits defined below (1.1.1)), we get

$$
\begin{aligned}
\underline{s}(x) & =\frac{-(x+1-y)+\sqrt{4 y-(x-1-y)^{2}} i}{2 x} \\
& =\frac{-(x+1-y)+\sqrt{(x-a(y))(b(y)-x)} i}{2 x} .
\end{aligned}
$$

Identity (9.12.12) still holds with $z$ replaced by $x$, and from it we get

$$
\frac{\underline{s}(x)}{1+\underline{s}(x)}=\frac{1+x \underline{s}(x)}{y}
$$

so that

$$
\begin{aligned}
& 1-y \frac{\underline{s}^{2}(x)}{(1+\underline{s}(x))^{2}} \\
= & 1-\frac{1}{y}\left(\frac{-(x-1-y)+\sqrt{4 y-(x-1-y)^{2}} i}{2}\right)^{2} \\
= & \frac{\sqrt{4 y-(x-1-y)^{2}}}{2 y}\left(\sqrt{4 y-(x-1-y)^{2}}+(x-1-y) i\right) .
\end{aligned}
$$

Therefore, from (9.8.9),

$$
\begin{align*}
& \mathrm{E} X_{f}=\frac{1}{2 \pi} \int_{a(y)}^{b(y)} f^{\prime}(x) \tan ^{-1}\left(\frac{x-1-y}{\sqrt{4 y-(x-1-y)^{2}}}\right) d x \\
= & \frac{f(a(y))+f(b(y))}{4}-\frac{1}{2 \pi} \int_{a(y)}^{b(y)} \frac{f(x)}{\sqrt{4 y-(x-1-y)^{2}}} d x . \tag{9.12.13}
\end{align*}
$$

To compute the last integral when $f(x)=\log x$, we make the same substitution as before, arriving at

$$
\frac{1}{4 \pi} \int_{0}^{2 \pi} \log \left|1-\sqrt{y} e^{i \theta}\right|^{2} d \theta
$$

We apply (9.12.11), where now $u(z)=\log |1-\sqrt{y} z|^{2}$, which is harmonic, and $r=0$. Therefore, the integral must be zero, and we conclude that

$$
\mathrm{E} X_{\log }=\frac{\log (a(y) b(y))}{4}=\frac{1}{y} \log (1-y) .
$$

To derive (9.8.13), we use (9.8.7). Since the $z_{1}, z_{2}$ contours cannot enclose the origin (because of the logarithm), neither can the resulting $s_{1}, s_{2}$ contours. Indeed, either from the graph of $x(\underline{s})$ or from $\underline{s}(x)$, we see that $x>b(y) \Longleftrightarrow$ $\underline{s}(x) \in\left(-(1+\sqrt{y})^{-1}, 0\right)$ and $x \in(0, a(y)) \Longleftrightarrow \underline{s}(x)<(\sqrt{y}-1)^{-1}$. For our analysis, it is sufficient to know that the $s_{1}, s_{2}$ contours, nonintersecting and both taken in the positive direction, enclose $(y-1)^{-1}$ and -1 , but not 0 . Assume the $s_{2}$ contour encloses the $s_{1}$ contour. For fixed $s_{2}$, using (9.12.12) we have

$$
\begin{aligned}
& \int \frac{\log \left(z\left(s_{1}\right)\right)}{\left(s_{1}-s_{2}\right)^{2}} d s_{1}=\int \frac{\frac{1}{s_{1}^{2}}-\frac{y}{\left(1+s_{1}\right)^{2}}}{-\frac{1}{s_{1}}+\frac{y}{1+s_{1}}} \frac{1}{\left(s_{1}-s_{2}\right)} d s_{1} \\
= & \int \frac{\left(1+s_{1}\right)^{2}-y s_{1}^{2}}{y s_{1}\left(s_{1}-s_{2}\right)}\left(\frac{-1}{s_{1}+1}+\frac{1}{s_{1}-\frac{1}{y-1}}\right) d s_{1} \\
= & 2 \pi i\left(\frac{1}{s_{2}+1}-\frac{1}{s_{2}-\frac{1}{y-1}}\right) .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \operatorname{Var} X_{\log }=\frac{1}{\pi i} \int\left(\frac{1}{s+1}-\frac{1}{s-\frac{1}{y-1}}\right) \log (z(s)) d s \\
& =\frac{1}{\pi i} \int\left[\frac{1}{s+1}-\frac{1}{s-\frac{1}{y-1}}\right] \log \left(\frac{s-\frac{1}{y-1}}{s+1}\right) d s \\
& \quad-\frac{1}{\pi i} \int\left[\frac{1}{s+1}-\frac{1}{s-\frac{1}{y-1}}\right] \log (s) d s
\end{aligned}
$$

The first integral is zero since the integrand has antiderivative

$$
-\frac{1}{2}\left[\log \left(\frac{s-\frac{1}{y-1}}{s+1}\right)\right]^{2}
$$

which is single-valued along the contour. Therefore, we conclude that

$$
\operatorname{Var} X_{\log }=-2\left[\log (-1)-\log \left((y-1)^{-1}\right)\right]=-2 \log (1-y)
$$

### 9.12.4 Verification of Quantities in Jonsson's Results

Finally, we compute expressions for (9.8.14) and (9.8.15). Using (9.12.13), we have

$$
\begin{aligned}
& \mathrm{E} X_{x^{r}}=\frac{(a(y))^{r}+(b(y))^{r}}{4}-\frac{1}{2 \pi} \int_{a(y)}^{b(y)} \frac{x^{r}}{\sqrt{4 y-(x-1-y)^{2}}} d x \\
= & \frac{(a(y))^{r}+(b(y))^{r}}{4}-\frac{1}{4 \pi} \int_{0}^{2 \pi}\left|1-\sqrt{y} e^{i \theta}\right|^{2 r} d \theta \\
= & \frac{(a(y))^{r}+(b(y))^{r}}{4}-\frac{1}{4 \pi} \int_{0}^{2 \pi} \sum_{j, k=0}^{r}\binom{r}{j}\binom{r}{k}(-\sqrt{y})^{j+k} e^{i(j-k) \theta} d \theta \\
= & \frac{1}{4}\left((1-\sqrt{y})^{2 r}+(1+\sqrt{y})^{2 r}\right)-\frac{1}{2} \sum_{j=0}^{r}\binom{r}{j}^{2} y^{j},
\end{aligned}
$$

which is (9.8.14).
For (9.8.15), we use (9.8.7) and rely on observations made in deriving (9.8.13). For $y \in(0,1)$, the contours can again be made enclosing -1 and not the origin. However, because of the fact that (9.7.6) derives from (9.8.5) and the support of $F^{y, I_{[1, \infty)}}$ on $\mathbb{R}^{+}$is $[a(y), b(y)]$, we may also take the contours in the same way when $y>1$. The case $y=1$ simply follows from the continuous dependence of (9.8.7) on $y$.

Keeping $s_{2}$ fixed, we have on a contour within 1 of -1 ,

$$
\begin{aligned}
& \int \frac{\left(-\frac{1}{s_{1}}+\frac{y}{1+s_{1}}\right)^{r_{1}}}{\left(s_{1}-m_{2}\right)^{2}} d s_{1} \\
= & y^{r_{1}} \int\left(\frac{1}{s_{1}+1}+\frac{1-y}{y}\right)^{r_{1}}\left(1-\left(s_{1}+1\right)\right)^{-r_{1}}\left(s_{2}+1\right)^{-2} \\
& \times\left(1-\frac{s_{1}+1}{s_{2}+1}\right)^{-2} d s_{1} \\
= & y^{r_{1}} \int \sum_{k_{1}=0}^{r_{1}}\binom{r_{1}}{k_{1}}\left(\frac{1-y}{y}\right)^{k_{1}}\left(1+s_{1}\right)^{k-r_{1}} \\
& \times \sum_{j=0}^{\infty}\binom{r_{1}+j-1}{j}\left(s_{1}+1\right)^{j}\left(s_{2}+1\right)^{-2} \sum_{\ell=1}^{\infty} \ell\left(\frac{s_{1}+1}{s_{2}+1}\right)^{\ell-1} d s_{1} \\
= & 2 \pi i y^{r_{1}} \sum_{k_{1}=0}^{r_{1}-1} \sum_{\ell=1}^{r_{1}-k_{1}}\binom{r_{1}}{k_{1}}\left(\frac{1-y}{y}\right)^{k_{1}}\binom{2 r_{1}-1-\left(k_{1}+\ell\right)}{r_{1}-1} \ell\left(s_{2}+1\right)^{-\ell-1} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \operatorname{Cov}\left(X_{x^{r_{1}},}, X_{x^{r_{2}}}\right)=-\frac{i}{\pi} y^{r_{1}+r_{2}} \sum_{k_{1}=0}^{r_{1}-1} \sum_{\ell=1}^{r_{1}-k_{1}}\binom{r_{1}}{k_{1}}\left(\frac{1-y}{y}\right)^{k_{1}} \\
& \times\binom{ 2 r_{1}-1-\left(k_{1}+\ell\right)}{r_{1}-1} \ell \int\left(s_{2}+1\right)^{-\ell-1} \sum_{k_{2}=0}^{r_{2}}\binom{r_{2}}{k_{2}}\left(\frac{1-y}{y}\right)^{k_{2}}
\end{aligned}
$$

$$
\begin{aligned}
& \times\left(s_{2}+1\right)^{k_{2}-r_{2}} \sum_{j=0}^{\infty}\binom{r_{2}+j-1}{j}\left(s_{2}+1\right)^{j} d s_{2} \\
= & 2 y^{r_{1}+r_{2}} \sum_{k_{1}=0}^{r_{1}-1} \sum_{k_{2}=0}^{r_{2}}\binom{r_{1}}{k_{1}}\binom{r_{2}}{k_{2}} \\
& \times\left(\frac{1-y}{y}\right)^{k_{1}+k_{2}} \sum_{\ell=1}^{r_{1}-k_{1}} \ell\binom{2 r_{1}-1-\left(k_{1}+\ell\right)}{r_{1}-1}\binom{2 r_{2}-1-k_{2}+\ell}{r_{2}-1},
\end{aligned}
$$

which is (9.8.15), and we are done.

### 9.12.5 Verification of (9.7.8) and (9.7.9)

We verify these two bounds by modifying the proof in Theorem 5.10. We present the following theorem.

Theorem 9.13. For each fixed $n$, suppose that $x_{i j}=x_{i j}^{(n)}, i=1, \cdots, p$, $j=1, \cdots, n$ are independent complex random variables satisfying $\mathrm{E} x_{i j}=0$, $\left.\left.\max _{i} \sum_{j=1}^{n}|1-\mathrm{E}| x_{i j}\right|^{2}\left|=o(n), \max _{i, j, n} \mathrm{E}\right| x_{i j}\right|^{4}<\infty$, and $\left|x_{i j}\right| \leq \eta_{n} \sqrt{n}$, where $\eta_{n}$ are positive constants with $\eta_{n} \rightarrow 0$ and $\eta_{n} n^{1 / 4} \rightarrow \infty$. Let $\mathbf{S}_{n}=$ $(1 / n) \mathbf{X X}^{*}$, where $\mathbf{X}=\left(X_{i j}\right)$ is $p \times n$ with $p / n \rightarrow y>0$ as $n \rightarrow \infty$. Then, for any $\mu>(1+\sqrt{y})^{2}$ and any $\ell>0$,

$$
\mathrm{P}\left(\lambda_{\max }\left(\mathbf{S}_{n}\right)>\mu\right)=o\left(n^{-\ell}\right)
$$

Moreover, if $y \in(0,1)$, then for any $\mu<(1-\sqrt{y})^{2}$ and any $\ell>0$,

$$
\mathrm{P}\left(\lambda_{\min }\left(\mathbf{S}_{n}\right)<\mu\right)=o\left(n^{-\ell}\right)
$$

Proof. We assume first that $y \in(0,1)$. We follow along the proof of Theorem 5.10. The conclusions of Lemmas 5.12 and 5.13-5.15 need to be improved from "almost sure" statements to ones reflecting tail probabilities. We shall denote the augmented lemmas with primes $\left({ }^{\prime}\right)$ after the numbers.

For Lemma 5.12, it has been shown that for the Hermitian matrices $\mathbf{T}(l)$ defined there, and even integers $m_{n}$ satisfying $m_{n} / \log n \rightarrow \infty$, $m_{n} \eta_{n}^{1 / 3} / \log n \rightarrow 0$, and $m_{n} /\left(\eta_{n} \sqrt{n}\right) \rightarrow 0$,

$$
\operatorname{Etr}^{2 m_{n}}(l) \leq n^{2}((2 l+1)(l+1))^{2 m_{n}}(p / n)^{m_{n}(l-1)}(1+o(1))^{4 m_{n} l}
$$

(see (5.2.18)). Therefore, writing $m_{n}=k_{n} \log n$, for any $\varepsilon>0$ there exists an $a \in(0,1)$ such that, for all large $n$,

$$
\begin{align*}
& \mathrm{P}\left(\operatorname{tr} \mathbf{T}(l)>(2 l+1)(l+1) y^{(l-1) / 2}+\varepsilon\right) \\
\leq & n^{2} a^{m_{n}}=n^{2+k_{n} \log a}=o\left(n^{-\ell}\right) \tag{9.12.14}
\end{align*}
$$

for any positive $\ell$. We call (9.12.14) Lemma 5.12'.
We next replace Lemma 5.13 with the following one.
Lemma 5.13'. Under the conditions of Theorem 9.13, for any $\varepsilon>0, f \geq 2$, and $\ell>0$,

$$
\mathrm{P}\left(n^{-f / 2} \max _{i \leq p}\left|\sum_{j=1}^{n}\left(\left|x_{i j}\right|^{f}-\mathrm{E}\left|x_{i j}\right|^{f}\right)\right|>\varepsilon\right)=o\left(n^{-\ell}\right)
$$

Proof. Similar to the estimation for moments of $S_{1}$ given in the proof of Lemma 9.1, choosing an even integer $k_{n} \sim \eta_{n}^{-1 / 2} \nu^{-1} \log n$, we have

$$
\begin{aligned}
& \mathrm{E}\left|n^{-f / 2} \sum_{j=1}^{n}\left(\left|x_{i j}\right|^{f}-\mathrm{E}\left|x_{i j}\right|^{f}\right)\right|^{k} \\
\leq & \sum_{1 \leq s \leq k / 2} n^{-s} \eta_{n}^{-4 s} \nu^{s} s^{k} \\
\leq & \nu\left(n \eta_{n}^{4}\right)^{-1}\left(40 \eta_{n}\right)^{k f}=o\left(n^{\ell}\right)
\end{aligned}
$$

for $f \geq 2$ and any fixed $\ell$, where $\nu$ is the super bound of the fourth moments of the underlying variables. This completes the proof of the lemma.

Redefining the matrix $\mathbf{Y}_{n}^{(f)}$ in Lemma 5.13 to be $\left[\left|X_{u v}\right|^{f}\right]$, Lemma 5.13' states that, for any $\varepsilon$ and $\ell$,

$$
\begin{aligned}
& \mathrm{P}\left(\lambda_{\max }\left\{n^{-1} \mathbf{Y}_{n}^{(1)} \mathbf{Y}_{n}^{(1)^{*}}\right\}>7+\varepsilon\right)=o\left(n^{-\ell}\right), \\
& \mathrm{P}\left(\lambda_{\max }\left\{n^{-2} \mathbf{Y}_{n}^{(2)} \mathbf{Y}_{n}^{(2)^{*}}\right\}>y+\varepsilon\right)=o\left(n^{-\ell}\right), \\
& \mathrm{P}\left(\lambda_{\max }\left\{n^{-f} \mathbf{Y}_{n}^{(f)} \mathbf{Y}_{n}^{(f)^{*}}\right\}>\varepsilon\right)=o\left(n^{-\ell}\right) \text { for any } f>2 .
\end{aligned}
$$

For the first estimation, we have

$$
\lambda_{\max }\left\{n^{-1} \mathbf{Y}_{n}^{(1)} \mathbf{Y}_{n}^{(1)^{*}}\right\} \leq \mathbf{T}_{n}(1)+\frac{1}{n} \max _{i} \sum_{j=1}^{n}\left|x_{i j}\right|^{2}
$$

Thus,

$$
\begin{aligned}
& \mathrm{P}\left(\lambda_{\max }\left\{n^{-1} \mathbf{Y}_{n}^{(1)} \mathbf{Y}_{n}^{(1)^{*}}\right\}>7+\varepsilon\right) \\
\leq & \mathrm{P}\left(\left\|\mathbf{T}_{n}(1)\right\| \geq 6+\varepsilon / 2\right)+\mathrm{P}\left(\frac{1}{n} \max _{i} \sum_{j=1}^{n}\left|x_{i j}\right|^{2} \geq 1+\varepsilon / 2\right) \\
\leq & o\left(n^{-\ell}\right)
\end{aligned}
$$

where we have used Lemma $5.12^{\prime}$ for $\mathrm{P}\left(\left\|\mathbf{T}_{n}(1)\right\| \geq 6+\varepsilon / 2\right)=o\left(n^{-\ell}\right)$. The second probability can be estimated by Lemma 5.13'.

For the second and the third estimations, we use the Gerŝgorin bound ${ }^{2}$

$$
\begin{align*}
& \lambda_{\max }\left\{n^{-f} \mathbf{Y}_{n}^{(f)} \mathbf{Y}_{n}^{(f)^{*}}\right\} \\
\leq & \max _{i} n^{-f} \sum_{j=1}^{n}\left|x_{i j}\right|^{2 f} \\
& +\max _{i} n^{-f} \sum_{k \neq i} \sum_{j=1}^{n}\left|x_{i j}\right|^{f}\left|x_{k j}\right|^{f} \\
\leq & \max _{i} n^{-f} \sum_{j=1}^{n}\left|x_{i j}\right|^{2 f}+\left(\max _{i} n^{-f / 2} \sum_{j=1}^{n}\left|x_{i j}\right|^{f}\right) \\
& \times\left(\max _{j} n^{-f / 2} \sum_{k=1}^{p}\left|x_{k j}\right|^{f}\right) . \tag{9.12.15}
\end{align*}
$$

When $f>1$, then

$$
n^{-f} \sum_{j=1}^{n} \mathrm{E}\left|x_{i j}^{2 f}\right| \leq \eta_{n}^{2 f-2} \rightarrow 0
$$

Thus, in application of Lemma 5.13' , we may use

$$
\begin{aligned}
& \mathrm{P}\left(\max _{i} n^{-f / 2} \sum_{j=1}^{n}\left|x_{i j}\right|^{f} \geq \varepsilon=o\left(n^{-\ell}\right)\right), \text { for } f>1, \\
& \mathrm{P}\left(\lambda_{\max }\left\{n^{-2} \mathbf{Y}_{n}^{(2)} \mathbf{Y}_{n}^{(2)^{*}}\right\}>y+\varepsilon\right) \\
\leq & \mathrm{P}\left(\max _{i} n^{-2} \sum_{j=1}^{n}\left|x_{i j}\right|^{4} \geq \frac{\varepsilon}{2}\right)+\mathrm{P}\left(\max _{i} \frac{1}{n} \sum_{j=1}^{n}\left|x_{i j}^{2}\right| \geq 1+\frac{\varepsilon}{2+y}\right) \\
& +\mathrm{P}\left(\max _{j} \frac{1}{n} \sum_{i=1}^{p}\left|x_{i j}\right|^{2} \geq y+\frac{\varepsilon}{2+y}\right) \\
= & o\left(n^{-\ell}\right) .
\end{aligned}
$$

For $f>2$, we have
${ }^{2}$ Gerŝgorin's theorem states that any eigenvalue of the matrix $\mathbf{A}=\left(a_{i j}\right)$ must be enclosed in one of the circles with center $a_{k k}$ and radius $\sum_{j \neq k}\left|a_{j k}\right|$. Its proof is simple. Let $\lambda$ be an eigenvalue of $\mathbf{A}$ with eigenvector $\mathbf{x}=\left(x_{1}, \cdots, x_{k}\right)^{\prime}$. Suppose $\left|x_{k}\right|=\max _{j}\left(\left|x_{j}\right|\right)$. Then the conclusion follows from the equality

$$
\left(a_{k k}-\lambda\right) x_{k}=-\sum_{j \neq k} a_{k j} x_{j}
$$

$$
\begin{aligned}
& \mathrm{P}\left(\lambda_{\max }\left\{n^{-f} \mathbf{Y}_{n}^{(f)} \mathbf{Y}_{n}^{(f)^{*}}\right\}>\varepsilon\right) \\
\leq & \mathrm{P}\left(n^{-f} \max _{i} \sum_{j=1}^{n}\left|x_{1 j}\right|^{2 f}>\varepsilon / 2\right)+\mathrm{P}\left(n^{-f / 2} \max _{i} \sum_{j=1}^{n}\left|x_{i j}\right|^{f}>\sqrt{\varepsilon / 2}\right) \\
& +\mathrm{P}\left(n^{-f / 2} \max _{j} \sum_{k=1}^{p}\left|X_{k j}\right|^{f}>\sqrt{\varepsilon / 2}\right) \\
= & o\left(n^{-\ell}\right) .
\end{aligned}
$$

The proofs of Lemmas $5.14^{\prime}$ and $5.15^{\prime}$ are handled using the arguments in the proof of Theorem 5.10 and those used above: each quantity $L_{n}$ in the proof of Theorem 5.10 that is $o(1)$ a.s. can be shown to satisfy $\mathrm{P}\left(\left|L_{n}\right|>\varepsilon\right)=o\left(n^{-\ell}\right)$.

From Lemmas 5.12' and 5.15', there exists a positive $C$ such that, for every integer $k>0$ and positive $\varepsilon$ and $\ell$,

$$
\begin{equation*}
\mathrm{P}\left(\|\mathbf{T}-y \mathbf{I}\|^{k}>C k^{4} 2^{k} y^{k / 2}+\varepsilon\right)=o\left(n^{-\ell}\right) \tag{9.12.16}
\end{equation*}
$$

For given $\varepsilon>0$, let integer $k>0$ be such that

$$
\left|2 \sqrt{y}\left(1-\left(C k^{4}\right)^{1 / k}\right)\right|<\varepsilon / 2 .
$$

Then

$$
2 \sqrt{y}+\varepsilon>2 \sqrt{y}\left(C k^{4}\right)^{1 / k}+\varepsilon / 2 \geq\left(C k^{4} 2^{k} y^{k / 2}+(\varepsilon / 2)^{k}\right)^{1 / k} .
$$

Therefore, from (9.12.16), we get, for any $\ell>0$,

$$
\begin{equation*}
\mathrm{P}(\|\mathbf{T}-y \mathbf{I}\|>2 \sqrt{y}+\varepsilon)=o\left(n^{-\ell}\right) . \tag{9.12.17}
\end{equation*}
$$

From Lemma 9.1 with $\mathbf{A}=\mathbf{I}$ and $p=[\log n]$, and (9.12.17), we get for any fixed positive $\varepsilon$ and $\ell$,

$$
\begin{aligned}
& \mathrm{P}\left(\left\|\mathbf{S}_{n}-(1+y) \mathbf{I}\right\|>2 \sqrt{y}+\varepsilon\right) \\
\leq & \mathrm{P}\left(\left\|\mathbf{S}_{n}-\mathbf{I}-\mathbf{T}\right\|>\varepsilon / 2\right)+o\left(n^{-\ell}\right) \\
= & \mathrm{P}\left(\left.\max _{i \leq p}\left|n^{-1} \sum_{j=1}^{n}\right| X_{i j}\right|^{2}-1 \mid>\varepsilon / 2\right)+o\left(n^{-\ell}\right)=o\left(n^{-\ell}\right) .
\end{aligned}
$$

Therefore, for any positive $\mu>(1+\sqrt{y})^{2}$ and $\ell>0$,

$$
\begin{aligned}
& \mathrm{P}\left(\lambda_{\max }\left(\mathbf{S}_{n}\right)>\mu\right) \\
= & \mathrm{P}\left(\lambda_{\max }\left(\mathbf{S}_{n}-(1+y) \mathbf{I}\right)>\mu-(1+\sqrt{y})^{2}+2 \sqrt{y}\right) \\
\leq & \mathrm{P}\left(\left\|\mathbf{S}_{n}-(1+y) \mathbf{I}\right\|>2 \sqrt{y}+\mu-(1+\sqrt{y})^{2}\right)=o\left(n^{-\ell}\right) .
\end{aligned}
$$

Similarly, if $\mu<(1-\sqrt{y})^{2}$ and $\ell>0$,

$$
\mathrm{P}\left(\lambda_{\min }\left(\mathbf{S}_{n}\right)<\mu\right)
$$

$$
\leq \mathrm{P}\left(\left\|\mathbf{S}_{n}-(1+y) \mathbf{I}\right\|>2 \sqrt{y}+(1-\sqrt{y})^{2}-\mu\right)=o\left(n^{-\ell}\right)
$$

For $y>1$ and $\mu>(1+\sqrt{y})^{2}$, choose $\underline{\mu}$ such that $(1+1 / \sqrt{y})^{2}<\underline{\mu}<(n / p) \mu$ for all $n$ sufficiently large. Then, for these $n$ and any $\ell>0$,

$$
\begin{aligned}
& \mathrm{P}\left(\lambda_{\max }\left(\mathbf{S}_{n}\right)>\mu\right)=\mathrm{P}\left(\lambda_{\max }(1 / p) \mathbf{X}^{*} \mathbf{X}>(n / p) \mu\right) \\
\leq & \mathrm{P}\left(\lambda_{\max }(1 / p) \mathbf{X}^{*} \mathbf{X}>\underline{\mu}\right)=o\left(n^{-\ell}\right)
\end{aligned}
$$

Finally, for $y=1$ and any $\mu>4$, let $\underline{y}<1$ be such that $\underline{y} \mu>(1+\sqrt{\underline{y}})^{2}$. Let $m_{n}$ be a sequence of positive integers for which $p /\left(n+m_{n}\right) \rightarrow \underline{y}$. Notice that $n /\left(n+m_{n}\right)$ also converges to $\underline{y}$. Let $\underline{\mathbf{X}}$ be $p \times m_{n}$ with entries independent of $\mathbf{X}$ and distributed the same as those of $\mathbf{X}$. Choose $\underline{\mu}$ satisfying $(1+\sqrt{\underline{y}})^{2}<$ $\underline{\mu}<\left(n /\left(n+m_{n}\right)\right) \mu$ for all large $n$. For these $n$ and any $\ell>0$, we have

$$
\begin{array}{r}
\mathrm{P}\left(\lambda_{\max }\left(\mathbf{S}_{n}\right)>\mu\right) \leq \mathrm{P}\left(\lambda_{\max }\left(\mathbf{S}_{n}+(1 / n) \underline{\mathbf{X}}^{*}\right)>\mu\right) \\
\leq \\
\mathrm{P}\left(\lambda_{\max }\left(1 /\left(n+m_{n}\right)\right)\left(\mathbf{X X}^{*}+\underline{\mathbf{X}}^{*}\right)>\underline{\mu}\right)=o\left(n^{-\ell}\right)
\end{array}
$$

and we are done.

### 9.13 CLT for the $\boldsymbol{F}$-Matrix

The multivariate $F$-matrix, its LSD, and the Stieltjes transform of its LSD are defined and derived in Section 4.4. To facilitate the reading, we repeat them here. If $p / n_{1} \rightarrow y_{1} \in(0, \infty)$ and $p / n_{2} \rightarrow y_{2} \in(0,1)$, then the LSD has density

$$
\begin{aligned}
p(x) & = \begin{cases}\frac{\sqrt{4 x-\left(\left(1-y_{1}\right)+x\left(1-y_{2}\right)\right)^{2}}}{2 \pi x\left(y_{1}+y_{2} x\right)}, & \text { when } 4 x-\left(\left(1-y_{1}\right)+x\left(1-y_{2}\right)\right)^{2}>0 \\
0, & \text { otherwise }\end{cases} \\
& = \begin{cases}\frac{\left(1-y_{2}\right) \sqrt{(b-x)(x-a)}}{2 \pi x\left(y_{1}+y_{2} x\right)}, & \text { when } a<x<b, \\
0, & \text { otherwise },\end{cases}
\end{aligned}
$$

where $a, b=\left(\frac{1 \mp \sqrt{y_{1}+y_{2}-y_{1} y_{2}}}{1-y_{2}}\right)^{2}$. The LSD will have a point mass $1-1 / y_{1}$ at the origin when $y_{1}>1$.

Its Stieltjes transform (see Section 4.4) is

$$
s(z)=\frac{\left(1-y_{1}\right)-z\left(y_{1}+y_{2}\right)+\sqrt{\left(\left(1-y_{1}\right)+z\left(1-y_{2}\right)\right)^{2}-4 z}}{2 z\left(y_{1}+z y_{2}\right)}
$$

from which we have

$$
\underline{s}(z)=\frac{y_{1}\left(1-y_{1}\right)-z\left(2 y_{2}-y_{1} y_{2}+y_{1}^{2}\right)+y_{1} \sqrt{\left(\left(1-y_{1}\right)+z\left(1-y_{2}\right)\right)^{2}-4 z}}{2 z\left(y_{1}+z y_{2}\right)},
$$

where $\underline{s}(z)=-\frac{1-y_{1}}{z}+y_{1} s(z)$.
The CLT of the $F$-matrix has many important applications in multivariate statistical analysis. For example, in multivariate linear regression models $X=$ $\beta Z+\epsilon$, where $\beta=\left(\beta_{1}, \beta_{2}\right)$ is a parameter matrix, the log likelihood ratio statistic $T$, up to a constant multiplier, for the testing problem

$$
H_{0}: \beta_{1}=\beta_{1}^{*} \text { vs. } H_{1}: \beta_{1} \neq \beta_{1}^{*}
$$

can be expressed as a functional of the empirical spectral distribution of the $F$-matrix,

$$
T=\int f(x) d F^{\left\{n_{1}, n_{2}\right\}}(x)=-\frac{1}{p} \sum_{i} \log \left(1+\lambda_{i}\right)
$$

where the $\lambda_{i}$ 's are the eigenvalues of an $F$-matrix, $F^{\left\{n_{1}, n_{2}\right\}}(x)$ its ESD, and $f(x)=-\log (1+x)$. Similarly, it is known that the log likelihood ratio test of equality of covariance matrices of two populations $H_{0}: \Sigma_{1}=\Sigma_{2}$ is equivalent to a functional of the empirical spectral distribution of the $F$-matrix with $f(x)=\frac{y_{1}+y_{2}}{y_{2}} \log \left(y_{2} x+y_{1}\right)-\log (x)$. It is known that the Wilks approximation for log likelihood ratio statistics does not work well as the dimension $p$ proportionally increases with the sample size and thus we have to find an alternative limiting theorem to form the hypothesis test. We see then the importance in investigating the CLT of the LSS associated with multivariate $F$-matrices.

Throughout this section, we assume that

$$
y_{n_{1}}=p / n_{1} \rightarrow y_{1} \in(0, \infty) \quad \text { and } \quad y_{n_{2}}=p / n_{2} \rightarrow y_{2} \in(0,1)
$$

as $\min \left(n_{1}, n_{2}\right) \rightarrow \infty$.
Let $s^{\left\{n_{1}, n_{2}\right\}}(z)$ denote the Stieltjes transform of the ESD $F^{\left\{n_{1}, n_{2}\right\}}(x)$ of the $F$-matrix $\mathbf{S}_{1} \mathbf{S}_{2}^{-1}$ and $s^{\left\{y_{1}, y_{2}\right\}}(z)$ denote the Stieltjes transform of the $\operatorname{LSD} F^{\left\{y_{1}, y_{2}\right\}}(x)$. Let $\underline{s}^{\left\{n_{1}, n_{2}\right\}}(z)=-\frac{1-y_{n_{1}}}{z}+y_{n_{1}} s^{\left\{n_{1}, n_{2}\right\}}(z)$ and $\underline{s}^{\left\{y_{1}, y_{2}\right\}}(z)=$ $-\frac{1-y_{1}}{z}+y_{1} s^{\left\{y_{1}, y_{2}\right\}}(z)$. For brevity, $s^{\left\{y_{1}, y_{2}\right\}}(z)$ and $\underline{s}^{\left\{y_{1}, y_{2}\right\}}(z)$ will simply be written as $s(z)$ and $\underline{s}(z)$.

Let $s_{n_{2}}(z)$ denote the Stieltjes transform of the ESD $F_{n_{2}}(x)$ of $\mathbf{S}_{2}$ and $s_{y_{2}}(z)$ denote the Stieltjes transform of the LSD $F_{y_{2}}(x)$ of $\mathbf{S}_{2}$. Let $\underline{s}_{n_{2}}(z)=$ $-\frac{1-y_{n_{2}}}{z}+y_{n_{2}} s_{n_{2}}(z)$ and $\underline{s}_{y_{2}}(z)=-\frac{1-y_{2}}{z}+y_{2} s_{y_{2}}(z)$.

Let $H_{n_{2}}(x)$ and $H_{y_{2}}(x)$ denote the ESD and LSD of $\mathbf{S}_{2}^{-1}$. Note that $\frac{1}{\lambda}$ is a positive eigenvalue of $\mathbf{S}_{2}$ if $\lambda$ is a positive eigenvalue of $\mathbf{S}_{2}^{-1}$. Hence, we have $H_{n_{2}}(x-0)=1-F_{n_{2}}(1 / x)$ and $H_{y_{2}}(x)=1-F_{y_{2}}(1 / x)$ for all $x>0$.

### 9.13.1 CLT for LSS of the F-Matrix

Let $F^{\left\{n_{1}, n_{2}\right\}}(x)$ and $F^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(x)$ denote the ESD and LSD of the $F$-matrix $\mathbf{S}_{1} \mathbf{S}_{2}^{-1}$. The LSS of the $F$-matrix for functions $f_{1}, \ldots, f_{k}$ is

$$
\left(\int f_{1}(x) d \widetilde{G}_{n_{1}, n_{2}}(x), \cdots, \int f_{k}(x) d \widetilde{G}_{n_{1}, n_{2}}(x)\right)
$$

where

$$
\widetilde{G}_{\left\{n_{1}, n_{2}\right\}}(x)=p\left(F^{\left\{n_{1}, n_{2}\right\}}(x)-F^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(x)\right) .
$$

In fact, we have

$$
\begin{aligned}
\int f_{i}(x) d \widetilde{G}_{n_{1}, n_{2}}(x) & =\int f_{i}(x) d\left[p \cdot\left(F^{\left\{n_{1}, n_{2}\right\}}(x)-F^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(x)\right)\right] \\
& =\sum_{j=1}^{p} f_{i}\left(\lambda_{j}\right)-p \cdot \int_{a_{n}}^{b_{n}} \frac{f_{i}(x) \cdot\left(1-y_{n_{2}}\right) \sqrt{\left(b_{n}-x\right)\left(x-a_{n}\right)}}{2 \pi x \cdot\left(y_{n_{1}}+y_{n_{2}} x\right)} d x
\end{aligned}
$$

for $i=1, \cdots, k$, where $a_{n}=\frac{\left(1-h_{n}\right)^{2}}{\left(1-y_{n_{2}}\right)^{2}} \quad$ and $\quad b_{n}=\frac{\left(1+h_{n}\right)^{2}}{\left(1-y_{n_{2}}\right)^{2}}, h_{n}^{2}=y_{n_{1}}+y_{n_{2}}-$ $y_{n_{1}} y_{n_{2}}$, and the $\lambda_{j}$ 's are the eigenvalues of the $F$-matrix $\mathbf{S}_{1} \mathbf{S}_{2}^{-1}$.

We shall establish the following theorem due to Zheng [310].
Theorem 9.14. Assume that the $X$-variables satisfy the condition

$$
\frac{1}{n_{1} p} \sum_{i j} E\left|X_{i j}^{4}\right| \cdot I\left(\left|X_{i j}\right| \geq \sqrt{n \eta}\right) \rightarrow 0
$$

for any fixed $\eta>0$, and the $Y$-variables satisfy a similar condition. In addition, we assume:
(a) $\left\{X_{i_{1} j_{1}}, Y_{i_{2} j_{2}}, i_{1}, j_{1}, i_{2}, j_{2}\right\}$ are independent. The moments satisfy $E X_{i_{1} j_{1}}=E Y_{i_{2} j_{2}}=0, E\left|X_{i_{1} j_{1}}\right|^{2}=E\left|Y_{i_{2} j_{2}}\right|^{2}=1, E\left|X_{i_{1} j_{1}}\right|^{4}=\beta_{x}+\kappa+1$, and $E\left|X_{i_{2} j_{2}}\right|^{4}=\beta_{y}+\kappa+1$, where $\kappa=2$ if both the $X$-variables and $Y$-variables are real and $\kappa=1$ if they are complex. Furthermore, we assume $E X_{i_{1} j_{1}}^{2}=0$ and $E Y_{i_{2} j_{2}}^{2}=0$ if the variables are all complex.
(b) $y_{n_{1}}=\frac{p}{n_{1}} \rightarrow y_{1} \in(0,+\infty)$ and $y_{n_{2}}=\frac{p}{n_{2}} \rightarrow y_{2} \in(0,1)$.
(c) $f_{1}, \cdots, f_{k}$ are functions analytic in an open region containing the interval $[a, b]$, where

$$
a=\frac{\left(1-\sqrt{y_{1}}\right)^{2}}{\left(1-y_{2}\right)^{2}} \quad \text { and } \quad b=\frac{\left(1+\sqrt{y_{1}}\right)^{2}}{\left(1-y_{2}\right)^{2}}
$$

Let $h^{2}=y_{1}+y_{2}-y_{1} y_{2}$. Then the random vector

$$
\begin{aligned}
& \left(\begin{array}{c}
\int f_{1}(x) d \widetilde{G}_{n_{1}, n_{2}}(x) \\
\vdots \\
\int f_{k}(x) d \widetilde{G}_{n_{1}, n_{2}}(x)
\end{array}\right) \\
= & \left(\begin{array}{c}
\sum_{j=1}^{p} f_{1}\left(\lambda_{j}\right)-p \int_{a_{n}}^{b_{n}} \frac{f_{1}(x)\left(1-y_{n_{2}}\right) \sqrt{\left(b_{n}-x\right)\left(x-a_{n}\right)}}{2 \pi x \cdot\left(y_{n_{1}}+y_{n_{2}} x\right)} \\
\vdots \\
\vdots \\
\sum_{j=1}^{p} f_{k}\left(\lambda_{j}\right)-p \int_{a_{n}}^{b_{n}} \frac{f_{k}(x)\left(1-y_{n_{2}}\right) \sqrt{\left(b_{n}-x\right)\left(x-a_{n}\right)}}{2 \pi x \cdot\left(y_{n_{1}}+y_{n_{2}} x\right)} d x
\end{array}\right)
\end{aligned}
$$

converges weakly to a Gaussian vector $\left(X_{f_{1}}, \cdots, X_{f_{k}}\right)^{\prime}$ with means

$$
\mathrm{E} X_{f}=\lim _{r \downarrow 1}[(9.13 .1)+(9.13 .2)+(9.13 .3)+(9.13 .4)]
$$

where

$$
\begin{align*}
& \frac{\kappa-1}{4 \pi i} \oint_{|\xi|=1} f_{i}\left(\frac{|1+h \xi|^{2}}{\left(1-y_{2}\right)^{2}}\right)\left[\frac{1}{\xi-r^{-1}}+\frac{1}{\xi+r^{-1}}-\frac{1}{\xi-\frac{\sqrt{y_{2}}}{h}}-\frac{1}{\xi+\frac{\sqrt{y_{2}}}{h}}\right] d \xi \\
& \left.\frac{\beta_{x} \cdot y_{1}\left(1-y_{2}\right)^{2}}{2 \pi i \cdot h^{2}} \oint_{|\xi|=1} f_{i}\left(\frac{|1+h \xi|^{2}}{\left(1-y_{2}\right)^{2}}\right) \frac{1}{\left(\xi+\frac{y_{2}}{h}\right)^{3}} d \xi .1\right)  \tag{9.13.1}\\
& \frac{\kappa-1}{4 \pi i} \oint_{|\xi|=1} f_{i}\left(\frac{|1+h \xi|^{2}}{\left(1-y_{2}\right)^{2}}\right)\left[\frac{1}{\xi-\frac{\sqrt{y_{2}}}{h}}+\frac{1}{\xi+\frac{\sqrt{y_{2}}}{h r}}-\frac{2}{\xi+\frac{y_{2}}{h}}\right] d \xi \quad(9.13 .3)  \tag{9.13.3}\\
& \frac{\beta_{y} \cdot\left(1-y_{2}\right)}{4 \pi i} \oint_{|\xi|=1} f_{i}\left(\frac{|1+h \xi|^{2}}{\left(1-y_{2}\right)^{2}}\right) \frac{\xi^{2}-\frac{y_{2}}{h^{2}}}{\left(\xi+\frac{y_{2}}{h}\right)^{2}}\left[\frac{1}{\xi-\frac{\sqrt{y_{2}}}{h}} \frac{1}{\xi+\frac{\sqrt{y_{2}}}{h}}-\frac{2}{\xi+\frac{y_{2}}{h}}\right] d \xi \tag{9.13.4}
\end{align*}
$$

and covariance functions

$$
\operatorname{Cov}\left(X_{f_{i}}, X_{f_{j}}\right)=\lim _{r \downarrow 1}[(9.13 .5)+(9.13 .6)+(9.13 .7)],
$$

where

$$
\begin{gather*}
-\frac{\kappa}{4 \pi^{2}} \oint_{\left|\xi_{1}\right|=1} \oint_{\left|\xi_{2}\right|=1} \frac{f_{i}\left(\frac{\left|1+h \xi_{1}\right|^{2}}{\left(1-y_{2}\right)^{2}}\right) f_{j}\left(\frac{\left|1+h \xi_{2}\right|^{2}}{\left(1-y_{2}\right)^{2}}\right)}{\left(\xi_{1}-r \xi_{2}\right)^{2}} d \xi_{1} d \xi_{2}  \tag{9.13.5}\\
-\frac{\beta_{x} \cdot y_{1}\left(1-y_{2}\right)^{2}}{4 \pi^{2} h^{2}} \oint_{\left|\xi_{1}\right|=1} \frac{f_{i}\left(\frac{\left|1+h \xi_{1}\right|^{2}}{\left(1-y_{2}\right)^{2}}\right)}{\left(\xi_{1}+\frac{y_{2}}{h}\right)^{2}} d \xi_{1} \oint_{\left|\xi_{2}\right|=1} \frac{f_{j}\left(\frac{\left|1+h \xi_{2}\right|^{2}}{\left(1-y_{2}\right)^{2}}\right)}{\left(\xi_{2}+\frac{y_{2}}{h}\right)^{2}} d \xi_{2} \tag{9.13.6}
\end{gather*}
$$

$$
\begin{equation*}
-\frac{\beta_{y} \cdot y_{2}\left(1-y_{2}\right)^{2}}{4 \pi^{2} h^{2}} \oint_{\left|\xi_{1}\right|=1} \frac{f_{i}\left(\frac{\left|1+h \xi_{1}\right|^{2}}{\left(1-y_{2}\right)^{2}}\right)}{\left(\xi_{1}+\frac{y_{2}}{h}\right)^{2}} d \xi_{1} \oint_{\left|\xi_{2}\right|=1} \frac{f_{j}\left(\frac{\left|1+h \xi_{2}\right|^{2}}{\left(1-y_{2}\right)^{2}}\right)}{\left(\xi_{2}+\frac{y_{2}}{h}\right)^{2}} d \xi_{2} \tag{9.13.7}
\end{equation*}
$$

### 9.14 Proof of Theorem 9.14

Before proceeding with the proof of Theorem 9.14, we first present some lemmas.

### 9.14.1 Lemmas

Throughout this section, we assume that both the $X$ - and $Y$-variables are truncated and renormalized as described in the next subsection. Also, we will use the notation defined in Subsections 6.2 .2 and 6.2 .3 with $\mathbf{T}=\mathbf{S}_{2}^{-1}$.

Lemma 9.15. Suppose the conditions of Theorem 9.14 hold. Then, for any $z$ with $\Im z>0$, we have

$$
\begin{equation*}
\max _{i, j}\left|\mathbf{e}_{i}^{\prime} \mathrm{E}_{j} \mathbf{T}^{1 / 2} \mathbf{D}_{j}^{-1}(z) \mathbf{T}^{1 / 2} \mathbf{e}_{i}+\frac{1+z \underline{s}(z)}{z y_{1} \underline{s}(z)}\right| \xrightarrow{i . p .} 0 \tag{9.14.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\max _{i, j}\left|\mathbf{e}_{i}^{\prime} \mathrm{E}_{j} \mathbf{T}^{1 / 2} \mathbf{D}_{j}^{-1}(z) \mathbf{T}^{1 / 2}(\underline{s}(z) \mathbf{T}+\mathbf{I})^{-1} \mathbf{e}_{i}+\frac{1}{z} \int \frac{x \cdot d F_{y_{2}}(x)}{(x+\underline{s}(z))^{2}}\right| \xrightarrow{i . p p} 0 \tag{9.14.2}
\end{equation*}
$$

where $\mathbf{e}_{i}=(\underbrace{0, \cdots, 0}_{i-1}, 1,0, \cdots, 0)^{\prime}$ and $\mathrm{E}_{j}$ denotes the conditional expectation with respect to the $\sigma$-field generated by $\mathbf{X}_{\cdot 1}, \cdots, \mathbf{X}_{\cdot j}$ and $\mathbf{S}_{2}$ with the convention that $E_{0}$ is the conditional expectation given $\mathbf{S}_{2}$.

Similarly, we have

$$
\begin{equation*}
\max _{i, j}\left|\mathbf{e}_{i}^{\prime} \mathrm{E}_{-j}\left(\mathbf{S}_{2}-\frac{1}{n_{2}} \mathbf{Y}_{\cdot j} \mathbf{Y}_{\cdot j}^{*}-z \mathbf{I}\right)^{-1} \mathbf{e}_{i}+\frac{1}{z} \cdot \frac{1}{\underline{s}_{y_{2}}(z)+1}\right| \rightarrow 0 \quad \text { in } p \tag{9.14.3}
\end{equation*}
$$

where $\mathrm{E}_{-j}$ for $j \in\left[1, n_{2}\right]$ denotes the conditional expectation given $\mathbf{Y}_{j}, \mathbf{Y}_{j+1}, \ldots, \mathbf{Y}_{n_{2}}$, while $\mathrm{E}_{-n_{2}-1}$ denotes unconditional expectation.

Proof. First, we claim that for any random matrix $\mathbf{M}$ with a nonrandom bound $\|\mathbf{M}\| \leq K$, for any fixed $t>0, i \leq p$, and $z$ with $|\Im z|=v>0$, we have

$$
\mathrm{P}\left(\sup _{j \leq n_{2}}\left|\mathrm{E}_{j} \mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathbf{D}_{j}^{-1}(z) \mathbf{T}^{1 / 2} \mathbf{M} \mathbf{e}_{i}-\mathrm{E}_{j} \mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathbf{D}^{-1}(z) \mathbf{T}^{1 / 2} \mathbf{M} \mathbf{e}_{i}\right| \geq \varepsilon\right)=o\left(p^{-t}\right)
$$

In fact,

$$
\begin{aligned}
& \left|\mathrm{E}_{j} \mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathbf{D}_{j}^{-1}(z) \mathbf{T}^{1 / 2} \mathbf{M} \mathbf{e}_{i}-\mathrm{E}_{j} \mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathbf{D}^{-1}(z) \mathbf{T}^{1 / 2} \mathbf{M} \mathbf{e}_{i}\right| \\
= & \left|\mathrm{E}_{j} \frac{\mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j} \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1} \mathbf{T}^{1 / 2} \mathbf{M} \mathbf{e}_{i}}{1+\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1} \mathbf{r}_{j}}\right| \leq K \mathrm{E}_{j}\left|\mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j}\right|^{2} .
\end{aligned}
$$

By noting $\frac{1}{n}\left|\mathbf{e}_{i}^{\prime}\left(\mathbf{T}^{1 / 2} \mathbf{D}_{j}^{-1}(z) \mathbf{T D}_{j}^{-1}(z) \mathbf{T}^{1 / 2}\right) \mathbf{e}_{i}\right| \leq K / n$ and applying Lemma 9.1 by choosing $l=[\log n]$, one can easily prove (9.14.4).

To show the convergence of (9.14.1), we consider

$$
\mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathrm{E}_{j} \mathbf{D}^{-1}(z) \mathbf{T}^{1 / 2} \mathbf{e}_{i}=\mathrm{E}_{j} \mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathbf{D}^{-1}(z) \mathbf{T}^{1 / 2} \mathbf{e}_{i} .
$$

Note that

$$
\mathbf{T}^{1 / 2} \mathbf{D}^{-1}(z) \mathbf{T}^{1 / 2}=\left(\mathbf{S}_{1}-z \cdot \mathbf{S}_{2}\right)^{-1} \equiv \widetilde{\mathbf{D}}^{-1}(z)
$$

That is, the limits of the diagonal elements of

$$
\mathrm{E}_{j} \mathbf{T}^{1 / 2} \mathbf{D}^{-1}(z) \mathbf{T}^{1 / 2}=\mathbf{E}_{j} \widetilde{\mathbf{D}}^{-1}(z)
$$

are identical. To this end, employing Kolmogorov's inequality for martingales, we have

$$
\begin{aligned}
I_{i, l} & \equiv \mathrm{P}\left(\sup _{-n_{2} \leq j \leq n_{1}}\left|\mathrm{E}_{j} \mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathbf{D}^{-1}(z) \mathbf{T}^{1 / 2} \mathbf{e}_{i}-\mathrm{E}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathbf{D}^{-1}(z) \mathbf{T}^{1 / 2} \mathbf{e}_{i}\right| \geq \varepsilon\right) \\
& \leq \varepsilon^{-4} \mathrm{E}\left|\mathrm{E}_{n_{1}} \mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathbf{D}^{-1}(z) \mathbf{T}^{1 / 2} \mathbf{e}_{i}-\mathrm{E}_{-n_{2}-1} \mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathbf{D}^{-1}(z) \mathbf{T}^{1 / 2} \mathbf{e}_{i}\right|^{4} \\
& =\varepsilon^{-4} \mathrm{E}\left|\sum_{k=-n_{2}}^{n_{1}}\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right) \mathbf{e}_{i}^{\prime} \widetilde{\mathbf{D}}^{-1}(z) \mathbf{e}_{i}\right|^{4} \\
& =\mathrm{E}\left|\sum_{k=-n_{2}}^{n_{1}}\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right) \mathbf{e}_{i}^{\prime}\left(\widetilde{\mathbf{D}}^{-1}(z)-\widetilde{\mathbf{D}}_{j k}^{-1}(z)\right) \mathbf{e}_{i}\right|^{4},
\end{aligned}
$$

where

$$
\widetilde{\mathbf{D}}_{k}= \begin{cases}\widetilde{\mathbf{D}}-\frac{1}{n_{1}} \mathbf{X}_{k} \mathbf{X}_{k}^{*}, & \text { if } k>0 \\ \widetilde{\mathbf{D}}+\frac{z}{n_{2}} \mathbf{Y}_{-k+1} \mathbf{Y}_{-k+1}^{*}, & \text { if } k \leq 0\end{cases}
$$

Thus, by Burkholder's inequality,

$$
I_{i, l} \leq \frac{K}{\varepsilon^{4} n_{1}^{4}} \mathrm{E}\left|\sum_{k=1}^{n_{1}}\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right) \frac{\mathbf{e}_{i}^{\prime} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{X}_{\cdot k} \mathbf{X}_{. k}^{*} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{e}_{i}}{1+\mathbf{X}_{\cdot k}^{*} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{X}_{\cdot k} / n_{1}}\right|^{4}
$$

$$
\begin{aligned}
& +\frac{K}{\varepsilon^{4} n_{2}^{4}} \mathrm{E}\left|\sum_{k=-n_{2}}^{0}\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right) \frac{z e_{i}^{\prime} \widetilde{\mathbf{D}}_{-k+1}^{-1} \mathbf{Y} ._{-k+1} \mathbf{Y}_{-k+1}^{*} \widetilde{\mathbf{D}}_{-k+1}^{-1} \mathbf{e}_{i}}{1-z \mathbf{Y}_{\cdot-k+1}^{*} \widetilde{\mathbf{D}}_{-k+1}^{-1} \mathbf{Y} ._{-k+1} / n_{2}}\right|^{4} \\
& \leq \frac{K}{\varepsilon^{4} n_{1}^{4}} \cdot\left[\mathrm{E}\left(\sum_{k=1}^{n_{1}} \mathrm{E}_{k-1}\left|\frac{\mathbf{e}_{i}^{\prime} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{X}_{\cdot k} \mathbf{X}_{\cdot k}^{*} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{e}_{i}}{1+\mathbf{X}_{\cdot k}^{*} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{X} \mathbf{X}_{\cdot k} / n_{1}}\right|^{2}\right)^{2}\right. \\
& \left.+\sum_{k=1}^{n_{1}} \mathrm{E}\left|\frac{\mathbf{e}_{i}^{\prime} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{X}_{\cdot k} \mathbf{X}_{. k}^{*} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{e}_{i}}{1+\mathbf{X}_{\cdot k}^{*} \widetilde{\mathbf{D}}_{j k}^{-1} \mathbf{X}_{\cdot k} / n_{1}}\right|^{4}\right] \\
& +\frac{K}{\varepsilon^{4} n_{2}^{4}}\left[\mathrm{E}\left(\sum_{k=-n_{2}}^{0} \mathrm{E}_{k-1}\left|\frac{z \mathbf{e}_{i}^{\prime} \widetilde{\mathbf{D}}_{-k+1}^{-1} \mathbf{Y}_{\cdot-k+1} \mathbf{Y}_{\cdot-k+1}^{*} \widetilde{\mathbf{D}}_{-k+1}^{-1} \mathbf{e}_{i}}{1-z \mathbf{Y}_{\cdot-k+1}^{*} \widetilde{\mathbf{D}}_{-k+1}^{-1} \mathbf{Y} ._{-k+1} / n_{2}}\right|^{2}\right)^{2}\right. \\
& \left.+\sum_{k=-n_{2}}^{0}\left|\mathrm{E} \frac{z \mathbf{e}_{i}^{\prime} \widetilde{\mathbf{D}}_{-k+1}^{-1} \mathbf{Y}_{\cdot-k+1} \mathbf{Y}_{\cdot-k+1}^{*} \widetilde{\mathbf{D}}_{-k+1}^{-1} \mathbf{e}_{i}}{1-z \mathbf{Y}_{-k+1}^{*} \widetilde{\mathbf{D}}_{-k+1}^{-1} \mathbf{Y}_{\cdot-k+1} / n_{2}}\right|^{4}\right] \text {. }
\end{aligned}
$$

When $k>0$ and $|\Im z|=v>0$, (i.e., $z$ is on the horizontal part of the contour $\mathcal{C}$ ), it has been proved that

$$
\left|\frac{1}{1+\mathbf{X}_{\cdot k}^{*} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{X}_{\cdot k} / n_{1}}\right| \leq \frac{|z|}{v}
$$

Therefore, by Lemma 9.1, we have

$$
\begin{aligned}
& \frac{K}{\varepsilon^{4} n_{1}^{4}} \cdot \mathrm{E}\left(\sum_{k=1}^{n_{1}} \mathrm{E}_{k-1}\left|\frac{\mathbf{e}_{i}^{\prime} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{X}_{\cdot k} \mathbf{X}_{. k}^{*} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{e}_{i}}{1+\mathbf{X}_{\cdot k}^{*} \widetilde{\mathbf{D}}_{j k}^{-1} \mathbf{X}_{\cdot k} / n_{1}}\right|^{2}\right)^{2} \\
\leq & \frac{K}{\varepsilon^{4} n_{1}^{4}} \cdot \mathrm{E}\left(\sum_{k=1}^{n_{1}} \mathrm{E}_{k-1}\left|\mathbf{e}_{i}^{\prime} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{X}_{\cdot k} \mathbf{X}_{\cdot k}^{*} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{e}_{i}\right|^{2}\right)^{2}=O\left(n_{1}^{-2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \frac{K}{n_{1}^{4}} \cdot \sum_{k=1}^{n_{1}} \mathrm{E}\left|\frac{\mathbf{e}_{i}^{\prime} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{X}_{\cdot k} \mathbf{X}_{\cdot 1}^{*} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{e}_{i}}{1+\mathbf{X}_{\cdot k} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{X}_{\cdot k} / n_{1}}\right|^{4} \\
\leq & \frac{K|z|^{4}}{v^{4} n_{1}^{3}} \cdot \sum_{k=1}^{n_{1}} \mathrm{E}\left|\mathbf{e}_{i}^{\prime} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{X}_{\cdot k} \mathbf{X}_{\cdot 1}^{*} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{e}_{i}\right|^{4}=o\left(n_{1}^{-1}\right)
\end{aligned}
$$

Furthermore, by noting that

$$
\left|\frac{1}{1-z \mathbf{Y}_{.-k+1}^{*} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{Y}_{\cdot-k+1} / n_{2}}\right|=\left|\frac{\bar{z}}{\bar{z}-|z|^{2} \mathbf{Y}_{\cdot-k+1}^{*} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{Y}_{\cdot-k+1} / n_{2}}\right| \leq \frac{|z|}{v}
$$

we can similarly prove that

$$
\frac{K}{\varepsilon^{4} n_{2}^{4}} \mathrm{E}\left(\sum_{k=-n_{2}}^{0} \mathrm{E}_{k-1}\left|\frac{z \mathbf{e}_{i}^{\prime} \widetilde{\mathbf{D}}_{-k+1}^{-1} \mathbf{Y}_{\cdot-k+1} \mathbf{Y}_{\cdot-k+1}^{*} \widetilde{\mathbf{D}}_{-k+1}^{-1} \mathbf{e}_{i}}{1-z \mathbf{Y}_{\cdot-k+1}^{*} \widetilde{\mathbf{D}}_{-k+1}^{-1} \mathbf{Y}_{\cdot-k+1} / n_{2}}\right|^{2}\right)^{2}=O\left(n_{2}^{-2}\right)
$$

and

$$
\frac{K|z|^{4}}{n_{2}^{4}} \cdot \sum_{k=-n_{2}}^{0} \mathrm{E}\left|\frac{\mathbf{e}_{i}^{\prime} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{Y}_{.-k+1} \mathbf{Y}_{.-k+1}^{*} \widetilde{\mathbf{D}}_{j k}^{-1} \mathbf{e}_{i}}{1-z \mathbf{Y}_{.-k+1}^{*} \widetilde{\mathbf{D}}_{k}^{-1} \mathbf{Y}_{.-k+1} / n_{2}}\right|^{4}=o\left(n_{2}^{-1}\right)
$$

We therefore obtain

$$
\max _{i, j}\left|\mathrm{E}_{j} \mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathbf{D}^{-1}(z) \mathbf{T}^{1 / 2} \mathbf{e}_{i}-\mathrm{Ee}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathbf{D}^{-1}(z) \mathbf{T}^{1 / 2} e_{i}\right| \rightarrow 0 \text { in } \mathrm{p} .
$$

If the $X$ and $Y$ variables are identically distributed, then

$$
E \mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathbf{D}^{-1}(z) \mathbf{T}^{1 / 2} \mathbf{e}_{i}=\frac{1}{p} \operatorname{trE} \mathbf{T}^{1 / 2} \mathbf{D}^{-1}(z) \mathbf{T}^{1 / 2}
$$

Similar to (9.9.20), we have

$$
\begin{aligned}
\mathrm{Ee}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathbf{D}^{-1}(z) \mathbf{T}^{1 / 2} \mathbf{e}_{i} & =\frac{1}{p} \mathrm{E}\left[\operatorname{tr}\left(\mathbf{T D}^{-1}(z)\right)\right]=\frac{n_{1}}{p} \cdot\left(\frac{1}{b_{p}(z)}-1\right) \\
& \rightarrow-\frac{1+z \underline{s}(z)}{z y_{1} \underline{s}(z)}=-\int \frac{d F_{y_{2}}(x)}{z(x+\underline{s})}
\end{aligned}
$$

Thus, (9.14.1) follows.
We should in fact show that the limit above holds true under the conditions of Theorem 9.14. Let $\widetilde{\mathbf{D}}_{j, w}=\widetilde{\mathbf{D}}-\frac{1}{n_{1}} \mathbf{X}_{j} \mathbf{X}_{j}^{*}+\frac{1}{n_{1}} \mathbf{W}_{j} \mathbf{W}_{j}^{*}$, where $\mathbf{W}_{j}$ consists of iid entries distributed as $X_{11}$; that is, we change the $j$-th term $\frac{1}{n_{1}} \mathbf{X}_{j} \mathbf{X}_{j}^{*}$ with an analogue $\frac{1}{n_{1}} \mathbf{W}_{j} \mathbf{W}_{j}^{*}$ with iid entries. We have

$$
\begin{aligned}
& \operatorname{Ee}_{i}^{\prime} \widetilde{\mathbf{D}}^{-1} \mathbf{e}_{i}-\mathrm{Ee}_{i}^{\prime} \widetilde{\mathbf{D}}_{j, w}^{-1} \mathbf{e}_{i}=\operatorname{Ee}_{i}^{\prime}\left(\widetilde{\mathbf{D}}^{-1}-\widetilde{\mathbf{D}}_{j}^{-1}\right) \mathbf{e}_{i}-\mathrm{Ee}_{i}^{\prime}\left(\widetilde{\mathbf{D}}_{j, w}^{-1}-\widetilde{\mathbf{D}}_{j}^{-1}\right) \mathbf{e}_{i} \\
= & n_{1}^{-1} \mathrm{Ee}_{i}^{\prime} \widetilde{\mathbf{D}}_{j}^{-1}\left[\mathbf{X}_{j} \mathbf{X}_{j}^{*} \beta_{j}-\mathbf{W}_{j} \mathbf{W}_{j}^{*} \beta_{j, w}\right] \widetilde{\mathbf{D}}_{j}^{-1} \mathbf{e}_{i},
\end{aligned}
$$

where $\beta_{j, w}=\left(1+n_{1}^{-1} \mathbf{W}_{j}^{*} \widetilde{\mathbf{D}}_{j}^{-1} \mathbf{W}_{j}\right)^{-1}$. Let $\hat{\beta}_{j}=\left(1+n_{1}^{-1} \operatorname{tr} \widetilde{\mathbf{D}}_{j}^{-1}\right)^{-1}, \hat{\gamma}_{j}=$ $n_{1}^{-1}\left[\mathbf{X}_{j}^{*} \widetilde{\mathbf{D}}_{j}^{-1} \mathbf{X}_{j}-\operatorname{tr} \widetilde{\mathbf{D}}_{j}\right]$, and $\hat{\gamma}_{j, w}=n_{1}^{-1}\left[\mathbf{W}_{j}^{*} \widetilde{\mathbf{D}}_{j}^{-1} \mathbf{W}_{j}-\operatorname{tr} \widetilde{\mathbf{D}}_{j}\right]$. Noting that $\beta_{j, w}=\hat{\beta}_{j}-\hat{\beta}_{j} \beta_{j, w} \hat{\gamma}_{j, w}$ and a similar decomposition for $\beta_{j}$, we have

$$
\begin{aligned}
& \left|\operatorname{Ee}_{i}^{\prime} \widetilde{\mathbf{D}}^{-1} \mathbf{e}_{i}-\operatorname{Ee}_{i}^{\prime} \widetilde{\mathbf{D}}_{j, w}^{-1} \mathbf{e}_{i}\right| \\
= & n_{1}^{-1}\left|\operatorname{Ee}_{i}^{\prime} \widetilde{\mathbf{D}}_{j}^{-1}\left[\mathbf{X}_{j} \mathbf{X}_{j}^{*} \hat{\beta}_{j} \beta_{j} \hat{\gamma}_{j}-\mathbf{W}_{j} \mathbf{W}_{j}^{*} \beta_{j, w} \hat{\beta}_{j} \hat{\gamma}_{j, w}\right] \widetilde{\mathbf{D}}_{j}^{-1} \mathbf{e}_{i}\right|
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{K}{n_{1}}\left[\left(\mathrm{E}\left|\mathbf{e}_{i}^{\prime} \widetilde{\mathbf{D}}_{j}^{-1} \mathbf{X}_{j}\right|^{4} \mathrm{E}\left|\hat{\gamma}_{j}\right|^{2}\right)^{1 / 2}+\left(\mathrm{E}\left|\mathbf{e}_{i}^{\prime} \widetilde{\mathbf{D}}_{j}^{-1} \mathbf{W}_{j}\right|^{4} \mathrm{E}\left|\hat{\gamma}_{j, w}\right|^{2}\right)^{1 / 2}\right] \\
& =O\left(n_{1}^{-3 / 2}\right)
\end{aligned}
$$

Using the same approach, we can replace all terms $\frac{1}{n_{1}} \mathbf{X}_{j} \mathbf{X}_{j}^{*}$ in $\mathbf{S}_{1}$ by $\frac{1}{n_{1}} \mathbf{W}_{j} \mathbf{W}_{j}^{*}$. The total error will be bounded by $O\left(n_{1}^{-1 / 2}\right)$. Also, we replace all terms in $\mathbf{S}_{2}$ by iid entries with a total error bounded by $O\left(n_{2}^{-1 / 2}\right)$. Then, using the argument in the last paragraph, we can show that (9.14.1) holds under the conditions of Theorem 9.14.

In (9.14.1), letting $y_{2} \rightarrow 0$ or $\mathbf{T}=\mathbf{I}$, we obtain

$$
\max _{i, j}\left|\mathbf{e}_{i}^{\prime} \mathrm{E}_{j}\left(\mathbf{S}_{1}-z \mathbf{I}\right)^{-1} \mathbf{e}_{i}+\frac{1}{z\left(\underline{s}_{y_{1}}(z)+1\right)}\right| \rightarrow 0 \quad \text { in p. }
$$

By symmetry of $\mathbf{S}_{1}$ and $\mathbf{S}_{2}$, we have

$$
\max _{i, j}\left|\mathbf{e}_{i}^{\prime} \mathrm{E}_{j, y}\left(\mathbf{S}_{2}-z \mathbf{I}\right)^{-1} \mathbf{e}_{i}+\frac{1}{z\left(\underline{s}_{y_{2}}(z)+1\right)}\right| \rightarrow 0 \quad \text { in p. }
$$

This proves (9.14.3). Note that $-\frac{1}{z\left(\underline{s}_{y_{2}}(z)+1\right)}=\underline{s}_{y_{2}}(z)$.
Finally, we consider the limits of $\mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathbf{D}^{-1}(z)(\underline{s} \mathbf{T}+\mathbf{I})^{-1} \mathbf{T}^{1 / 2} \mathbf{e}_{i}$. Using the decomposition (9.9.12) and the similar arguments (9.9.13)-(9.9.16), one can prove that

$$
\mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathbf{D}^{-1}(z)(\underline{s} \mathbf{T}+\mathbf{I})^{-1} \mathbf{T}^{1 / 2} \mathbf{e}_{i}=-z^{-1} \mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2}(\mathbf{I}+\underline{s}(z) \mathbf{T})^{-2} \mathbf{T}^{1 / 2} \mathbf{e}_{i}+o(1)
$$

where $o(1)$ is uniform in $i \leq p$. To find the limit of the RHS of the above, we note that

$$
\begin{aligned}
& \mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2}(\mathbf{I}+\underline{s}(z) \mathbf{T})^{-2} \mathbf{T}^{1 / 2} \mathbf{e}_{i}=\mathbf{e}_{i}^{\prime}\left(\mathbf{S}_{2}+\underline{s}(z) \mathbf{I}\right)^{-2} \mathbf{S}_{2} \mathbf{e}_{i} \\
= & \mathbf{e}_{i}^{\prime}\left(\mathbf{S}_{2}+\underline{s}(z) \mathbf{I}\right)^{-1} \mathbf{e}_{i}-\underline{s}(z) \mathbf{e}_{i}^{\prime}\left(\mathbf{S}_{2}+\underline{s}(z) \mathbf{I}\right)^{-2} \mathbf{e}_{i} \\
= & \left.\mathbf{e}_{i}^{\prime}\left(\mathbf{S}_{2}+\underline{s}(z) \mathbf{I}\right)^{-1} \mathbf{e}_{i}+\underline{s}(z) \frac{d}{d s} \mathbf{e}_{i}^{\prime}\left(\mathbf{S}_{2}+s \mathbf{I}\right)^{-1} \mathbf{e}_{i} \right\rvert\, s=\underline{s}(z) .
\end{aligned}
$$

By (9.14.3), we have

$$
\begin{aligned}
& \mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2}(\mathbf{I}+\underline{s}(z) \mathbf{T})^{-2} \mathbf{T}^{1 / 2} \mathbf{e}_{i} \\
\rightarrow & \int \frac{d F_{y_{2}}(x)}{(x+\underline{s}(z))^{2}}-\int \frac{\underline{s}(z) d F_{y_{2}}(x)}{(x+\underline{s}(z))^{2}}=\int \frac{x d F_{y_{2}}(x)}{(x+\underline{s}(z))^{2}}
\end{aligned}
$$

This is (9.14.2). The proof of Lemma 9.15 is complete.
Lemma 9.16. Let $s_{0}(z)=\underline{s}_{y_{2}}(-\underline{s}(z))$. Then the following identities hold

$$
z=-\frac{s_{0}(z)\left(s_{0}(z)+1-y_{1}\right)}{\left(1-y_{2}\right) s_{0}(z)+1} \quad \text { and } \quad \underline{s}(z)=\frac{\left(1-y_{2}\right) s_{0}(z)+1}{s_{0}(z)\left(s_{0}(z)+1\right)}
$$

$$
\begin{gathered}
1-y_{1} \int \frac{\underline{s}^{2}(z) d F_{y_{2}}(x)}{(x+\underline{s}(z))^{2}}=\frac{\left(1-y_{2}\right) s_{0}^{2}(z)+2 s_{0}(z)+1-y_{1}}{\left(1-y_{2}\right) s_{0}^{2}(z)+2 s_{0}(z)+1}, \\
\int \frac{d F_{y_{2}}(x)}{x+\underline{s}(z)}=\frac{s_{0}(z)}{\left(1-y_{2}\right) s_{0}(z)+1} \\
\int \frac{x \cdot d F_{y_{2}}(x)}{(x+\underline{s}(z))^{2}}=\frac{s_{0}^{2}(z)}{\left(1-y_{2}\right) s_{0}^{2}(z)+2 s_{0}(z)+1} \\
s_{0}^{\prime}(z)=-\frac{\left(\left(1-y_{2}\right) s_{0}(z)+1\right)^{2}}{\left(1-y_{2}\right) s_{0}^{2}(z)+2 s_{0}(z)+1-y_{1}}
\end{gathered}
$$

and

$$
\begin{aligned}
\underline{s}^{\prime}(z) & =\frac{-\left(1-y_{2}\right)\left(s_{0}(z)+\frac{1}{1-y_{2}}\right)^{2}+\frac{y_{2}}{\left(1-y_{2}\right)}}{s_{0}^{2}(z) \cdot\left(s_{0}(z)+1\right)^{2}} \cdot s_{0}^{\prime}(z) \\
& =-\frac{\left(1-y_{2}\right) s_{0}^{2}+2 s_{0}+1}{s_{0}^{2}\left(s_{0}+1\right)^{2}} \cdot s_{0}^{\prime}(z)
\end{aligned}
$$

Proof. Because

$$
\begin{equation*}
\underline{s}_{y_{2}}(z)=-\frac{1-y_{2}}{z}+y_{2} \cdot s_{y_{2}}(z) \tag{9.14.5}
\end{equation*}
$$

we get $s_{y_{2}}^{\prime}(z)=-\frac{1-y_{2}}{y_{2}} \cdot \frac{1}{z^{2}}+\frac{1}{y_{2}} \cdot \underline{s}_{y_{2}}^{\prime}(z)$; that is,

$$
s_{y_{2}}^{\prime}(-\underline{s}(z))=-\frac{1-y_{2}}{y_{2}} \frac{1}{(\underline{s}(z))^{2}}+\frac{1}{y_{2}} \cdot \underline{s}_{y_{2}}^{\prime}(-\underline{s}(z))
$$

So we have

$$
\begin{equation*}
\int \frac{d F_{y_{2}}(x)}{(x+\underline{s}(z))^{2}}=s_{y_{2}}^{\prime}(-\underline{s}(z))=-\frac{1-y_{2}}{y_{2}} \cdot \frac{1}{(\underline{s}(z))^{2}}+\frac{1}{y_{2}} \cdot \underline{s}_{y_{2}}^{\prime}(-\underline{s}(z)) \tag{9.14.6}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
z & =-\frac{1}{\underline{s}(z)}+\int \frac{y_{1} d F_{y_{2}}(x)}{x+\underline{s}(z)} \\
& =-\frac{1}{\underline{s}(z)}-\frac{y_{1}\left(1-y_{2}\right)}{y_{2} \underline{s}(z)}+\frac{y_{1}}{y_{2}} \underline{s}_{y_{2}}(-\underline{s}(z))  \tag{9.14.7}\\
& =\frac{y_{1}+y_{2}-y_{1} y_{2}}{y_{2}} \cdot \frac{1}{-\underline{s}(z)}+\frac{y_{1}}{y_{2}} \underline{s}_{y_{2}}(-\underline{s}(z))
\end{align*}
$$

Using the notation $h^{2}=y_{1}+y_{2}-y_{1} y_{2}$ and differentiating both sides of the identity above, we obtain

$$
1=\frac{h^{2}}{y_{2}(\underline{s}(z))^{2}} \underline{s}^{\prime}(z)-\frac{y_{1}}{y_{2}} \underline{s}_{y_{2}}^{\prime}(-\underline{s}(z)) \underline{s}^{\prime}(z)
$$

This implies $\underline{s}^{\prime}(z)=\frac{y_{2}(\underline{s}(z))^{2}}{h^{2}-y_{1}(\underline{s}(z))^{2} \underline{s}_{y_{2}}^{\prime}(-\underline{s}(z))}$ or

$$
\begin{equation*}
y_{1}(\underline{s}(z))^{2} \underline{s}_{y_{2}}^{\prime}(-\underline{s}(z))=h^{2}-\frac{y_{2}(\underline{s}(z))^{2}}{\underline{s}^{\prime}(z)} . \tag{9.14.8}
\end{equation*}
$$

We herewith remind the reader that $\underline{s}_{y_{2}}^{\prime}(-\underline{s}(z))=\frac{d}{d \xi} \underline{s}_{y_{2}}(\xi)_{\mid \xi=-\underline{s}(z)}$ instead of $\frac{d}{d z} \underline{s}_{y_{2}}(-\underline{s}(z))$. So, by (9.14.6) and (9.14.8), we have

$$
\begin{equation*}
1-y_{1} \int \frac{(\underline{s}(z))^{2} d F_{y_{2}}(x)}{(x+\underline{s}(z))^{2}}=\frac{h^{2}}{y_{2}}-\frac{y_{1}(\underline{s}(z))^{2} \underline{s}_{2}^{\prime}(-\underline{s}(z))}{y_{2}}=\frac{(\underline{s}(z))^{2}}{\underline{s}^{\prime}(z)} \tag{9.14.9}
\end{equation*}
$$

The Stieltjes transform $\underline{s}_{2}(z)$ satisfies $z=-\frac{1}{\underline{s}_{y_{2}}(z)}+\frac{y_{2}}{1+\underline{s}_{y_{2}}(z)}$. Differentiating both sides, we obtain $1=\left(\frac{1}{\left(\underline{s}_{y_{2}}(z)\right)^{2}}-\frac{y_{2}}{\left(1+\underline{s}_{y_{2}}(z)\right)^{2}}\right) \underline{s}_{y_{2}}^{\prime}(z)$. Therefore, $\underline{s}_{y_{2}}^{\prime}(z)=$ $\frac{\left(\underline{s}_{y_{2}}(z)\right)^{2}}{1-y_{2}\left(\underline{s}_{y_{2}}(z)\right)^{2}\left(1+\underline{s}_{y_{2}}(z)\right)^{-2}}$ and thus

$$
\begin{equation*}
\underline{s}_{y_{2}}^{\prime}(-\underline{s}(z))=\frac{\left[\underline{s}_{y_{2}}(-\underline{s}(z))\right]^{2}}{1-y_{2} \cdot\left[\underline{s}_{y_{2}}(-\underline{s}(z))\right]^{2} \cdot\left[1+\underline{s}_{y_{2}}(-\underline{s}(z))\right]^{-2}} . \tag{9.14.10}
\end{equation*}
$$

Because $z=-\frac{1}{\underline{s}_{y_{2}}(z)}+\frac{y_{2}}{1+\underline{g}_{y_{2}}(z)}$, then we have

$$
-\underline{s}(z)=-\frac{1}{\underline{s}_{y_{2}}(-\underline{s}(z))}+\frac{y_{2}}{1+\underline{s}_{y_{2}}(-\underline{s}(z))}=-\frac{\left(1-y_{2}\right) \underline{s}_{y_{2}}(-\underline{s}(z))+1}{\underline{s}_{y_{2}}(-\underline{s}(z)) \cdot\left(\underline{s}_{y_{2}}(-\underline{s}(z))+1\right)} .
$$

Recall that $s_{0}=\underline{s}_{y_{2}}(-\underline{s}(z))$. By (9.14.7), we then obtain the first two conclusions of the lemma,

$$
\begin{equation*}
\underline{s}(z)=\frac{\left(1-y_{2}\right) s_{0}+1}{s_{0} \cdot\left(s_{0}+1\right)} \quad \text { and } \quad z=-\frac{s_{0}\left(s_{0}+1-y_{1}\right)}{\left(1-y_{2}\right) s_{0}+1} . \tag{9.14.11}
\end{equation*}
$$

Differentiating the second identity in (9.14.11), we obtain

$$
1=-\frac{\left[\left(2 s_{0}+1-y_{1}\right)\left(\left(1-y_{2}\right) s_{0}+1\right)-s_{0}\left(s_{0}+1-y_{1}\right)\left(1-y_{2}\right)\right] \underline{s}_{0}^{\prime}}{\left(\left(1-y_{2}\right) s_{0}+1\right)^{2}} .
$$

Solving $\underline{s}_{0}^{\prime}$, we obtain the sixth assertion of the lemma

$$
\underline{s}_{0}^{\prime}=-\frac{\left(\left(1-y_{2}\right) s_{0}+1\right)^{2}}{\left(1-y_{2}\right) s_{0}^{2}+2 s_{0}+1-y_{1}}
$$

By the identity $\underline{s}_{y_{2}}(-\underline{s}(z))=\frac{1-y_{2}}{\underline{s}(z)}+y_{2} \cdot s_{y_{2}}(-\underline{s}(z))$, we obtain

$$
\begin{aligned}
\int \frac{d F_{y_{2}}(x)}{x+\underline{s}(z)} & =s_{y_{2}}(-\underline{s}(z))=\frac{\underline{s}_{y_{2}}(-\underline{s}(z))}{y_{2}}-\frac{1-y_{2}}{y_{2}} \cdot \frac{1}{\underline{s}(z)} \\
& =\frac{\underline{s}_{y_{2}}(-\underline{s}(z))}{y_{2}}-\frac{1-y_{2}}{y_{2}} \cdot \frac{\underline{s}_{y_{2}}(-\underline{s}(z))\left(\underline{s}_{y_{2}}(-\underline{s}(z))+1\right)}{\left(1-y_{2}\right) \underline{s}_{y_{2}}(-\underline{s}(z))+1} \\
& =\frac{\underline{s}_{y_{2}}(-\underline{s}(z))}{\left(1-y_{2}\right) \underline{s}_{y_{2}}(-\underline{s}(z))+1}=\frac{s_{0}}{\left(1-y_{2}\right) s_{0}+1} .
\end{aligned}
$$

This is the fourth conclusion of the lemma. By (9.14.9), (9.14.10), and (9.14.11), we obtain the third conclusion of the lemma,

$$
\begin{align*}
1-y_{1} \underline{s}^{2} \int \frac{d F_{y_{2}}(x)}{(x+\underline{s})^{2}} & =\frac{h^{2}}{y_{2}}-\frac{y_{1}}{y_{2}} \frac{\left(\left(1-y_{2}\right) s_{0}+1\right)^{2} \cdot s_{0}^{2}\left(1+s_{0}\right)^{2}}{s_{0}^{2}\left(s_{0}+1\right)^{2} \cdot\left[\left(1+s_{0}\right)^{2}-y_{2} \cdot s_{0}^{2}\right]} \\
& =\frac{\left(1-y_{2}\right) s_{0}^{2}+2 s_{0}+1-y_{1}}{\left(1-y_{2}\right) s_{0}^{2}+2 s_{0}+1} \tag{9.14.12}
\end{align*}
$$

where $s_{0}^{2}+\frac{2}{1-y_{2}} s_{0}+\frac{1-y_{1}}{1-y_{2}}=\left(s_{0}+\frac{1+h}{1-y_{2}}\right) \cdot\left(s_{0}+\frac{1-h}{1-y_{2}}\right)$. Thus,

$$
\begin{aligned}
\int \frac{x \cdot d F_{y_{2}}(x)}{(x+\underline{s}(z))^{2}} & =\int \frac{d F_{y_{2}}(x)}{x+\underline{s}(z)}-\underline{s}(z) \int \frac{d F_{y_{2}}(x)}{(x+\underline{s}(z))^{2}} \\
& =\frac{s_{0}}{\left(1-y_{2}\right) s_{0}+1}-\frac{s_{0}\left(s_{0}+1\right)}{\left[\left(1-y_{2}\right) s_{0}^{2}+2 s_{0}+1\right] \cdot\left(1-y_{2}\right)\left(s_{0}+\frac{1}{1-y_{2}}\right)} \\
& =\frac{s_{0}^{2}}{\left(1-y_{2}\right) s_{0}^{2}+2 s_{0}+1} .
\end{aligned}
$$

This is the fifth line of the lemma.
By (9.14.11), we obtain the last line of the lemma,

$$
\begin{aligned}
\underline{s}^{\prime}(z) & =\frac{\left(1-y_{2}\right)\left(s_{0}\left(s_{0}+1\right)-\left(s_{0}+\frac{1}{1-y_{2}}\right)\left(2 s_{0}+1\right)\right) s_{0}^{\prime}}{s_{0}^{2}\left(s_{0}+1\right)^{2}} \\
& =\frac{-\left(1-y_{2}\right)\left(s_{0}+\frac{1}{1-y_{2}}\right)^{2}+\frac{y_{2}}{\left(1-y_{2}\right)}}{m_{0}^{2} \cdot\left(s_{0}+1\right)^{2}} \underline{s}_{0}^{\prime}=-\frac{\left(1-y_{2}\right) s_{0}^{2}+2 s_{0}+1}{s_{0}^{2}\left(s_{0}+1\right)^{2}} \cdot \underline{s}_{0}^{\prime}
\end{aligned}
$$

The proof of Lemma 9.16 is completed.
Lemma 9.17. Let $\mathbf{B}_{n}=\mathbf{S}_{2}^{-1 / 2} \mathbf{S}_{1} \mathbf{S}_{2}^{-1 / 2}$ with $\mathbf{T}=\mathbf{S}_{2}^{-1}$, under condition (a) of Theorem 9.14. When applying Lemma 9.11, the additional terms for the mean and covariance functions are

$$
\begin{equation*}
\frac{\beta_{x} \cdot y_{1} \cdot \underline{s}^{3}(z) \cdot \int \frac{d F_{y_{2}}(x)}{x+\underline{s}(z)} \int \frac{x \cdot d F_{y_{2}}(x)}{(x+\underline{s}(z))^{2}}}{1-y_{1} \int \underline{s}^{2}(z)(x+\underline{s}(z))^{-2} d F_{y_{2}}(x)} \tag{9.14.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{x} \cdot y_{1} \cdot \int \frac{\underline{s}^{\prime}\left(z_{1}\right) \cdot x \cdot d F_{y_{2}}(x)}{\left(x+\underline{s}\left(z_{1}\right)\right)^{2}} \int \frac{\underline{s}^{\prime}\left(z_{2}\right) \cdot x \cdot d F_{y_{2}}(x)}{\left(x+\underline{s}\left(z_{2}\right)\right)^{2}} . \tag{9.14.14}
\end{equation*}
$$

For $\mathbf{B}_{n}=\mathbf{S}_{2}$ with $\mathbf{T}=\mathbf{I}$, under condition (a) of Theorem 9.14, the additional terms for mean and covariance functions, with $z$ replaced by - $\underline{\text {, reduce to }}$

$$
\begin{equation*}
\frac{\beta_{y} \cdot y_{2} \cdot \underline{s}_{y_{2}}^{3}(-\underline{s}(z)) \cdot\left(1+\underline{s}_{y_{2}}(-\underline{s}(z))\right)^{-3}}{1-y_{2} \cdot \underline{s}_{y_{2}}^{2}(-\underline{s}(z)) \cdot\left(1+\underline{s}_{y_{2}}(-\underline{s}(z))\right)^{-2}} \tag{9.14.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{y} \cdot y_{2} \cdot \frac{\underline{s}_{y_{2}}^{\prime}\left(-\underline{s}\left(z_{1}\right)\right)}{\left(1+\underline{s}_{y_{2}}\left(-\underline{s}\left(z_{1}\right)\right)\right)^{2}} \cdot \frac{\underline{s}_{y_{2}}^{\prime}\left(-\underline{s}\left(z_{2}\right)\right)}{\left(1+\underline{s}_{y_{2}}\left(-\underline{s}\left(z_{2}\right)\right)\right)^{2}} \tag{9.14.16}
\end{equation*}
$$

Proof. We consider the case $\mathbf{B}_{n}=\mathbf{T}^{1 / 2} \mathbf{S}_{1} \mathbf{T}^{1 / 2}$, where $\mathbf{T}=\mathbf{S}_{2}^{-1}$ and $\mathbf{D}_{j}(z)=$ $\mathbf{B}_{n}-z I-\gamma_{j} \gamma_{j}^{*}, \gamma_{j}=\frac{1}{\sqrt{n_{1}}} \mathbf{T}^{1 / 2} \mathbf{X}_{j}$ in more general conditions. Going through the proof of Lemma 9.11 under the conditions of Theorem 9.14, we find that the process

$$
M_{n}(z)=n_{1}\left[\underline{s}^{\left\{n_{1}, n_{2}\right\}}(z)-\underline{s}_{F^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}}(z)\right]
$$

is still tight, where $\underline{s}_{F^{\left\{y_{n}, H_{n_{2}}\right\}}}(z)$ is the unique root, which has the same sign for the imaginary part as that of $z$, to the equation

$$
z=-\frac{1}{\underline{s}_{F^{\left\{y_{n_{2}}, H_{n_{2}}\right\}}}}+y_{n_{2}} \int \frac{t}{1+t \underline{s}_{F^{\left\{y_{n_{2}}, H_{n_{2}}\right\}}}} d H_{n_{2}}(t) .
$$

Also, its finite-dimensional distribution still satisfies the Lindeberg condition and thus $M_{n}(z)$ tends to a Gaussian process. Thus, we need only recalculate the asymptotic mean and covariance functions. Checking the proof of Lemma 9.11, one finds that the equations (9.9.7) and (9.11.1) give the covariance and mean functions of the limiting process $M(z)$ as

$$
\operatorname{Cov}\left(M\left(z_{1}\right), M\left(z_{2}\right)\right)=\frac{\partial^{2} D\left(z_{1}, z_{2}\right)}{\partial z_{1} \partial z_{2}}
$$

and

$$
\operatorname{E} M(z)=\frac{-\underline{s}(z) A_{p}(z)}{1-y_{1} \int \underline{s}^{2}(z)(x+\underline{s}(z))^{-2} d F_{y_{2}}(t)},
$$

where $D\left(z_{1}, z_{2}\right)$ is the limit of

$$
\begin{gathered}
D_{p}\left(z_{1}, z_{2}\right)=b_{p}\left(z_{1}\right) b_{p}\left(z_{2}\right) \sum_{j=1}^{n_{1}} \mathrm{E}_{j-1}\left[\mathrm { E } _ { j } \left(\frac{1}{n_{1}} \mathbf{X}_{\cdot j}^{*} \mathbf{T}^{1 / 2} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{T}^{1 / 2} \mathbf{X}_{\cdot j}\right.\right. \\
\left.\left.-\frac{1}{n_{1}} \operatorname{tr} \mathbf{T} \mathbf{D}_{j}^{-1}\left(z_{1}\right)\right) \times E_{j}\left(\frac{1}{n_{1}} \mathbf{X}_{\cdot j}^{*} T^{1 / 2} D_{j}^{-1}\left(z_{2}\right) T^{1 / 2} \mathbf{X}_{\cdot j}-\frac{1}{n_{1}} \operatorname{tr} T D_{j}^{-1}\left(z_{2}\right)\right)\right]
\end{gathered}
$$

and $A(z)$ is the limit of

$$
\begin{align*}
& A_{p}(z) \\
= & \frac{b_{p}^{2}}{n_{1}^{2}} \sum_{j=1}^{n}\left\{\operatorname{Etr}_{j}^{-1}(\underline{s} \mathbf{T}+\mathbf{I})^{-1} \mathbf{T} \mathbf{D}_{j}^{-1} \mathbf{T}-n_{1}^{2} \mathrm{E}\left[\left(\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1} \mathbf{r}_{j}-\frac{1}{n_{1}} \operatorname{tr}^{-1} \mathbf{D}\right)\right.\right. \\
& \left.\left.\left.\times\left(\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(\underline{s}(z) \mathbf{T}+\mathbf{I})^{-1} \mathbf{r}_{j}-\frac{1}{n_{1}} \operatorname{tr}_{\mathbf{D}}^{j}-\underline{s} \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T}\right)\right]\right\} \tag{9.14.18}
\end{align*}
$$

Applying (9.8.6) to the limits of $D_{p}$ and $A_{p}$, under the conditions of Theorem 9.14, the limit of the term induced by the first term on the RHS of (9.8.6) should be added to the expression of the asymptotic covariance; that is, (9.14.14). Also, the limit of $\operatorname{tr}\left(\mathbf{T}^{1 / 2} \mathbf{D}_{1}^{-1}(z)(\underline{s} \mathbf{T}+\mathbf{I})^{-1} \mathbf{T}^{1 / 2} \circ \mathbf{T}^{1 / 2} \mathbf{D}_{1}^{-1}(z) \mathbf{T}^{1 / 2}\right)$ should be added to the asymptotic mean; that is, (9.14.13). Please note that these terms may not have limits for general $\mathbf{T}$ as assumed in Theorem 9.10, but for $\mathbf{T}=\mathbf{S}_{2}^{-1}$ their limits do exist because of Lemma 9.15. Except for the terms of the mean and covariance functions given in Lemma 9.11, the additional terms to these functions are derived as follows.

We first consider EM(z). By Lemma 9.15, we have

$$
\begin{aligned}
A_{p}= & \frac{b_{p}^{2}}{n_{1}^{2}} \sum_{j=1}^{n}\left\{\beta_{x} \sum_{i=1}^{p} \mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathbf{D}_{j}^{-1} \mathbf{T}^{1 / 2} \mathbf{e}_{i} \cdot \mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathbf{D}_{j}^{-1}(\underline{s} \mathbf{T}+\mathbf{I})^{-1} \mathbf{T}^{1 / 2} \mathbf{e}_{i}\right. \\
& \left.-(\kappa-1) \operatorname{Etr}_{j}^{-1} \mathbf{T}(\underline{s} \mathbf{T}+\mathbf{I})^{-1} \mathbf{D}_{j}^{-1} \mathbf{T}\right\}+o(1) \\
= & y_{1} \beta_{x} \underline{s}^{2} \int \frac{d F_{y_{2}}(x)}{x+\underline{s}(z)} \int \frac{x \cdot d F_{y_{2}}(x)}{(x+\underline{s}(z))^{2}} \\
& -\frac{(\kappa-1) z^{2} \underline{s}^{2}}{n_{1}}\left\{\operatorname{Etr} \mathbf{D}^{-1} \mathbf{T}(\underline{s} \mathbf{T}+\mathbf{I})^{-1} \mathbf{D}^{-1} \mathbf{T}\right\}+o(1) .
\end{aligned}
$$

The limit of the second term on the RHS of the above can be derived being the same as given in Section 9.11. Thus the additional term to the mean is as given in Lemma 9.17; that is,

$$
\frac{\beta_{x} y_{1} \cdot \underline{s}^{3}(z) \int \frac{d F_{y_{2}}(x)}{x+s}(z) \int \frac{x \cdot d F_{y_{2}}(x)}{(x+s(z))^{2}}}{1-y_{1} \int \underline{s}^{2}(z)(x+\underline{s}(z))^{-2} d F_{y_{2}}(x)} .
$$

The additional term to $D_{p}$ is

$$
\frac{\beta_{x} b_{p}\left(z_{1}\right) b_{p}\left(z_{2}\right)}{n_{1}^{2}} \sum_{j=1}^{n_{1}} \sum_{i=1}^{p} \mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathrm{E}_{j} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{T}^{1 / 2} \mathbf{e}_{i} \cdot \mathbf{e}_{i}^{\prime} \mathbf{T}^{1 / 2} \mathrm{E}_{j} \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{T}^{1 / 2} \mathbf{e}_{i}
$$

which, by applying Lemma 9.15, tends to

$$
\beta_{x} y_{1} \int \frac{\underline{s}\left(z_{1}\right) d F_{y_{2}}(x)}{x+\underline{s}\left(z_{1}\right)} \int \frac{\underline{s}\left(z_{2}\right) d F_{y_{2}}(x)}{x+\underline{s}\left(z_{2}\right)}
$$

Thus the additional term for $\operatorname{Cov}\left(M\left(z_{1}\right), M\left(z_{2}\right)\right)$ is

$$
\beta_{x} y_{1} \cdot \int \frac{\underline{s}^{\prime}\left(z_{1}\right) \cdot x \cdot d F_{y_{2}}(x)}{\left(x+\underline{s}\left(z_{1}\right)\right)^{2}} \int \frac{\underline{s}^{\prime}\left(z_{2}\right) \cdot x \cdot d F_{y_{2}}(x)}{\left(x+\underline{s}\left(z_{2}\right)\right)^{2}} .
$$

The proof of the second part is just a simple application of the first part. The proof of Lemma 9.17 is completed.

### 9.14.2 Proof of Theorem 9.14

Following the techniques of truncation, centralization, and normalization procedures as done in Subsection 9.7.1, we can assume the following additional conditions hold:

- There is a sequence $\eta=\eta_{n} \downarrow 0$ such that $\left|X_{j k}\right| \leq \eta \sqrt{p}$ and $\left|Y_{j k}\right| \leq \eta \sqrt{p}$.
- $E X_{j k}=E Y_{j k}=0$ and $E\left|X_{j k}^{2}\right|=E\left|Y_{j k}^{2}\right|=1$.
- $\left|E X_{j k}^{4}\right|=\beta_{x}+\kappa+1+o(1)$ and $E\left|Y_{j k}^{4}\right|=\beta_{y}+\kappa+1+o(1)$.
- For the complex case, $E X_{j k}^{2}=o\left(p^{-1}\right)$ and $E Y_{j k}^{2}=o\left(p^{-1}\right)$.

Write

$$
\left.\begin{array}{rl}
n_{1}\left[\underline{s}^{\left\{n_{1}, n_{2}\right\}}(z)-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(z)\right]= & n_{1}
\end{array} \underline{s}^{\left\{n_{1}, n_{2}\right\}}(z)-\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}(z)\right], ~+n_{1}\left[\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}(z)-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(z)\right], ~ \$
$$

where $\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}(z)$ and $\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(z)$ are unique roots, whose imaginary parts have the same sign as that of $z$, to the equations

$$
\begin{aligned}
z & =-\frac{1}{\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}}+y_{n_{1}} \cdot \int \frac{t \cdot d H_{n_{2}}(t)}{1+t \underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}} \\
& =-\frac{1}{\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}}+y_{n_{1}} \cdot \int \frac{d F_{n_{2}}(t)}{t+\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}}
\end{aligned}
$$

and

$$
z=-\frac{1}{\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}}+y_{n_{1}} \cdot \int \frac{d F_{y_{n_{2}}}(t)}{t+\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}} .
$$

We proceed with the proof in two steps.
Step 1. Consider the conditional distribution of

$$
\begin{equation*}
n_{1}\left[\underline{s}^{\left\{n_{1}, n_{2}\right\}}(z)-\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}(z)\right], \tag{9.14.19}
\end{equation*}
$$

given the $\sigma$-field generated by all the possible $\mathbf{S}_{n_{2}}$ 's, which we will call $\mathscr{S}_{2}$. By Lemma 9.17, we have proved that the conditional distribution of

$$
n_{1}\left[\underline{s}^{\left\{n_{1}, n_{2}\right\}}(z)-\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}(z)\right]=p\left[s^{\left\{n_{1}, n_{2}\right\}}(z)-s^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}(z)\right]
$$

given $\mathscr{S}_{2}$ converges to a Gaussian process $M_{1}(z)$ on the contour $\mathcal{C}$ with mean function

$$
\begin{equation*}
\mathrm{E}\left(M_{1}(z) \mid \mathscr{S}_{2}\right)=\frac{(\kappa-1) y_{1} \int \underline{s}(z)^{3} x[x+\underline{s}(z)]^{-3} d F_{y_{n_{2}}}(x)}{\left[1-y_{1} \int \underline{s}^{2}(z)(x+\underline{s}(z))^{-2} d F_{y_{n_{2}}}(x)\right]^{2}}+(9.14 .13) \tag{9.14.20}
\end{equation*}
$$

for $z \in \mathcal{C}$ and the covariance function

$$
\begin{equation*}
\operatorname{Cov}\left(M_{1}\left(z_{1}\right), M_{1}\left(z_{2}\right) \mid \mathscr{S}_{2}\right)=\kappa \cdot\left(\frac{\underline{s}^{\prime}\left(z_{1}\right) \cdot \underline{s}^{\prime}\left(z_{2}\right)}{\left(\underline{s}\left(z_{1}\right)-\underline{s}\left(z_{2}\right)\right)^{2}}-\frac{1}{\left(z_{1}-z_{2}\right)^{2}}\right)+(9 \tag{9.14.14}
\end{equation*}
$$

for $z_{1}, z_{2} \in \mathcal{C}$. Note that the mean and covariance of the limiting distribution are independent of the conditioning $\mathscr{S}_{2}$, which shows that the limiting distribution of this part is independent of the limit of the next part because the asymptotic mean and covariances are nonrandom.

Step 2. We consider the CLT of

$$
\begin{equation*}
n_{1}\left[\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}(z)-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(z)\right]=p\left[s^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}(z)-s^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(z)\right] . \tag{9.14.22}
\end{equation*}
$$

By (9.7.1), under the conditions of Theorem 9.14, we have the equation

$$
\begin{aligned}
z & =-\frac{1}{\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}}+y_{n_{1}} \cdot \int \frac{t}{1+t \underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}} d H_{y_{n_{2}}}(t) \\
& =-\frac{1}{\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}}+y_{n_{1}} \cdot \int \frac{d F_{y_{n_{2}}}(t)}{t+\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}}
\end{aligned}
$$

On the other hand, $\underline{s}^{y_{n_{1}}, H_{n_{2}}}$ is the solution to the equation

$$
\begin{aligned}
z & =-\frac{1}{\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}}+y_{n_{1}} \cdot \int \frac{t \cdot d H_{n_{2}}(t)}{1+t \cdot \underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}} \\
& =-\frac{1}{\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}}+y_{n_{1}} \cdot \int \frac{d F_{n_{2}}(t)}{t+\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}} .
\end{aligned}
$$

By the definition of the Stieltjes transform, the two equations above become

$$
\begin{aligned}
& z=-\frac{1}{\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}}+y_{n_{1}} \cdot s_{y_{n_{2}}}\left(-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}\right), \\
& z=-\frac{1}{\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}}+y_{n_{1}} \cdot s_{n_{2}}\left(-\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}\right) .
\end{aligned}
$$

Upon taking the difference of the two identities above, we obtain

$$
\begin{aligned}
& \begin{aligned}
=\frac{\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}}{\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}} \cdot \underline{s}^{y_{n_{1}}, H_{n_{2}}} & +y_{n_{1}}[
\end{aligned} s_{n_{n_{2}}\left(-\underline{s}^{\left\{y_{1}, H_{n_{2}}\right\}}\right)-s_{n_{2}}\left(-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}\right)} \\
&\left.+s_{n_{2}}\left(-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}\right)-s_{y_{n_{2}}}\left(-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}\right)\right] \\
&=\frac{\underline{s}^{y_{n_{1}}, H_{n_{2}}}-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}}{\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}} \cdot \underline{s}^{y_{n_{1}}, H_{n_{2}}}}-y_{n_{1}} \int \frac{\left(\underline{s}^{y_{n_{1}}, H_{n_{2}}}-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}\right) d F_{n_{2}}(t)}{\left(t+\underline{s}^{y_{n_{1}}, H_{n_{2}}}\right)\left(t+\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}\right)} \\
&+y_{n_{1}}\left[s_{n_{2}}\left(-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}\right)-s_{y_{n_{2}}}\left(-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}\right)\right] .
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
& n_{1} \cdot\left[\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}(z)-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(z)\right] \\
& =-y_{n_{1}} \cdot \underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}} \cdot \underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}} \cdot \frac{n_{1}\left[s_{n_{2}}\left(-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}\right)-s_{y_{n_{2}}}\left(-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}\right)\right]}{1-y_{n_{1}} \cdot \int \frac{\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}} \cdot \underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}} d F_{n_{2}}(t)}{\left(t+\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}\right) \cdot\left(t+\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}\right)}} \\
& =-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}} \cdot \underline{s}^{y_{n_{1}}, H_{n_{2}}} \cdot \frac{n_{2}\left[\underline{s}_{n_{2}}\left(-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}\right)-\underline{s}_{y_{n_{2}}}\left(-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}\right)\right]}{1-y_{n_{1}} \cdot \int \frac{\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}} \cdot \underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}} d F_{n_{2}}(t)}{\left(t+\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}\right)\left(t+\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}\right)}} .
\end{aligned}
$$

Consider the CLT for

$$
n_{2} \cdot\left[\underline{s}_{n_{2}}\left(-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(z)\right)-\underline{s}_{y_{n_{2}}}\left(-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(z)\right)\right] .
$$

Because, for any $z \in \mathbb{C}^{+}, \underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(z) \rightarrow \underline{s}(z)$, to consider the limiting distribution of

$$
n_{2} \cdot\left[\underline{s}_{n_{2}}\left(-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(z)\right)-\underline{s}_{y_{n_{2}}}\left(-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(z)\right)\right]
$$

one only needs to consider the CLT for

$$
n_{2} \cdot\left[\underline{s}_{n_{2}}(-\underline{s}(z))-\underline{s}_{y_{n_{2}}}(-\underline{s}(z))\right],
$$

it can be shown that when $z$ runs along $\mathcal{C}$ clockwise, $-\underline{s}(z)$ will enclose the support of $F_{y_{2}}$ clockwise without intersecting the support. Then, by Lemma 9.17 and Lemma 9.11 (with minor modification), we have $n_{2}\left[\underline{s}_{n_{2}}(-\underline{s}(z))-\right.$ $\left.\underline{s}_{y_{n_{2}}}(-\underline{s}(z))\right]$ converging weakly to a Gaussian process $M_{2}(\cdot)$ on $z \in \mathcal{C}$ with mean function

$$
\begin{equation*}
\mathrm{E}\left(M_{2}(z)\right)=(\kappa-1) \cdot \frac{y_{2} \cdot\left[\underline{s}_{y_{2}}(-\underline{s}(z))\right]^{3} \cdot\left[1+\underline{s}_{y_{2}}(-\underline{s}(z))\right]^{-3}}{\left[1-y_{2} \cdot\left(\frac{\underline{s}_{y_{2}}(-\underline{s}(z))}{1+\underline{s}_{y_{2}}(-\underline{s}(z))}\right)^{2}\right]^{2}}+(9.14 .15) \tag{9.14.23}
\end{equation*}
$$

and $\operatorname{Cov}\left(M_{2}\left(z_{1}\right), M_{2}\left(z_{2}\right)\right)=$

$$
\begin{equation*}
\kappa \cdot\left(\frac{\underline{s}_{y_{2}}^{\prime}\left(-\underline{s}\left(z_{1}\right)\right) \cdot \underline{s}_{y_{2}}^{\prime}\left(-\underline{s}\left(z_{2}\right)\right)}{\left[\underline{s}_{y_{2}}\left(-\underline{s}\left(z_{1}\right)\right)-\underline{s}_{y_{2}}\left(-\underline{s}\left(z_{2}\right)\right)\right]^{2}}-\frac{1}{\left(\underline{s}\left(z_{1}\right)-\underline{s}\left(z_{2}\right)\right)^{2}}\right)+(9.14 .16) . \tag{9.14.24}
\end{equation*}
$$

for $z_{1}, z_{2} \in \mathcal{C}$. Because $\frac{-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(z) \cdot \underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}(z)}{1-y_{n_{1}} \cdot \int \frac{\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(z) \cdot \underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}} d F_{n_{2}}(t)}{\left(t+\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(z)\right)\left(t+\underline{s}^{\left\{y_{n_{1}}, H_{n}\right\}}\right)}}$ converges to $-\underline{s}^{\prime}(z)=\frac{-\underline{s}^{2}(z)}{1-y_{1} \cdot \underline{s}^{2}(z) \cdot \int \frac{d F_{y_{2}}(t)}{[t+\underline{s}(z)]^{2}}}$, we then conclude that

$$
n_{1} \cdot\left[\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}(z)-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(z)\right]
$$

converges weakly to a Gaussian process $M_{3}(\cdot)$ satisfying

$$
M_{3}(z)=-\underline{s}^{\prime}(z) \cdot M_{2}(z),
$$

with the means $\mathrm{E}\left(M_{3}(z)\right)=-\underline{s}^{\prime}(z) \cdot \mathrm{E} M_{2}(z)$ and covariance functions $\operatorname{Cov}\left(M_{3}\left(z_{1}\right), M_{3}\left(z_{2}\right)\right)=\underline{s}^{\prime}\left(z_{1}\right) \underline{s}^{\prime}\left(z_{2}\right) \cdot \operatorname{Cov}\left(M_{2}\left(z_{1}\right), M_{2}\left(z_{2}\right)\right)$. Because the limit of

$$
n_{1} \cdot\left[\underline{s}^{\left\{n_{1}, n_{2}\right\}}(z)-\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}(z)\right]
$$

conditioned on $\mathscr{S}_{2}$ is independent of the ESD of $S_{n_{2}}$, we know that the limits of
$n_{1} \cdot\left[\underline{s}^{\left\{n_{1}, n_{2}\right\}}(z)-\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}(z)\right] \quad$ and $\quad n_{1} \cdot\left[\underline{s}^{\left\{y_{n_{1}}, H_{n_{2}}\right\}}(z)-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(z)\right]$
are asymptotically independent. Thus we have $n_{1} \cdot\left[\underline{s}^{\left\{n_{1}, n_{2}\right\}}(z)-\underline{s}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(z)\right]$ converging weakly to a Gaussian process $M_{1}(z)+M_{3}(z)$, where $M_{1}(z)$ and $M_{3}(z)$ are independent. Thus, the mean function will be

$$
\mathrm{E}\left(M_{1}(z)+M_{3}(z)\right)=(9.14 .25)+(9.14 .26)+(9.14 .27)+(9.14 .28)
$$

where

$$
\begin{array}{r}
(\kappa-1) \cdot \frac{y_{1} \int \underline{s}^{3}(z) x[x+\underline{s}(z)]^{-3} d F_{y_{2}}(x)}{\left[1-y_{1} \int \underline{s}^{2}(z)(x+\underline{s}(z))^{-2} d F_{y_{2}}(x)\right]^{2}} \\
+\beta_{x} \cdot \frac{y_{1} \cdot \underline{s}^{3}(z) \cdot \int \frac{d F_{y_{2}}(x)}{x+\underline{s}(z)} \int \frac{x \cdot d F_{y_{2}}(x)}{(x+\underline{s}(z))^{2}}}{1-y_{1} \int \underline{s}^{2}(z)(x+\underline{s}(z))^{-2} d F_{y_{2}}(x)} \\
-(\kappa-1) \cdot \underline{s}^{\prime}(z) \frac{y_{2} \cdot\left[\underline{s}_{y_{2}}(-\underline{s}(z))\right]^{3} \cdot\left[1+\underline{s}_{y_{2}}(-\underline{s}(z))\right]^{-3}}{\left[1-y_{2} \cdot\left(\frac{\underline{s}_{y_{2}}(-\underline{s}(z))}{1+\underline{s}_{y_{2}}(-\underline{s}(z))}\right)^{2}\right]^{2}} \tag{9.14.27}
\end{array}
$$

$$
\begin{equation*}
-\beta_{y} \cdot \underline{s}^{\prime}(z) \frac{y_{2} \cdot \underline{s}_{y_{2}}^{3}(-\underline{s}(z)) \cdot\left(1+\underline{s}_{y_{2}}(-\underline{s}(z))\right)^{-3}}{1-y_{2} \cdot \underline{s}_{y_{2}}^{2}(-\underline{s}(z)) \cdot\left(1+\underline{s}_{y_{2}}(-\underline{s}(z))\right)^{-2}} \tag{9.14.28}
\end{equation*}
$$

and

$$
\begin{aligned}
& \operatorname{Cov}\left(M_{1}\left(z_{1}\right)+M_{3}\left(z_{1}\right), M_{1}\left(z_{2}\right)+M_{3}\left(z_{2}\right)\right) \\
= & (9.14 .29)+(9.14 .30)+(9.14 .31)-\frac{\kappa}{\left(z_{1}-z_{2}\right)^{2}},
\end{aligned}
$$

where

$$
\begin{array}{r}
\beta_{x} \cdot y_{1} \cdot \int \frac{\underline{s}^{\prime}\left(z_{1}\right) \cdot x \cdot d F_{y_{2}}(x)}{\left(x+\underline{s}\left(z_{1}\right)\right)^{2}} \int \frac{\underline{s}^{\prime}\left(z_{2}\right) \cdot x \cdot d F_{y_{2}}(x)}{\left(x+\underline{s}\left(z_{2}\right)\right)^{2}} \\
\kappa \cdot \frac{\underline{s}^{\prime}\left(z_{1}\right) \underline{s}^{\prime}\left(z_{2}\right) \underline{s}_{y_{2}}^{\prime}\left(-\underline{s}\left(z_{1}\right)\right) \cdot \underline{s}_{y_{2}}^{\prime}\left(-\underline{s}\left(z_{2}\right)\right)}{\left[\underline{s}_{y_{2}}\left(-\underline{s}\left(z_{1}\right)\right)-\underline{s}_{y_{2}}\left(-\underline{s}\left(z_{2}\right)\right)\right]^{2}} \\
\beta_{y} \cdot y_{2} \cdot \frac{\underline{s}^{\prime}\left(z_{1}\right) \underline{s}_{y_{2}}^{\prime}\left(-\underline{s}\left(z_{1}\right)\right)}{\left(1+\underline{s}_{y_{2}}\left(-\underline{s}\left(z_{1}\right)\right)\right)^{2}} \cdot \frac{\underline{s}^{\prime}\left(z_{2}\right) \underline{s}_{y_{2}}^{\prime}\left(-\underline{s}\left(z_{2}\right)\right)}{\left(1+\underline{s}_{y_{2}}\left(-\underline{s}\left(z_{2}\right)\right)\right)^{2}} . \tag{9.14.31}
\end{array}
$$

If we choose the contour $\mathcal{C}$ enclosing the interval $[a, b]$, where $a, b=\frac{(1 \mp h)^{2}}{\left(1-y_{2}\right)^{2}}$, we show that $\int f(x) d G(x)=-\frac{1}{2 \pi i} \int_{\mathcal{C}} f(z) s_{G}(z) d z$ with probability 1 for all large $n$. In fact, if $y_{n_{1}}<1$, then by the exact spectrum separation theorem, with probability 1 , for all large $p$, all eigenvalues of the $F$-matrix fall within the contour $\mathcal{C}$ and hence the equality above is true. When $y_{1}>1$, by the exact spectrum separation, the $F$-matrix has exactly $p-n$ zero eigenvalues and all the $n$ positive eigenvalues fall in the contour $\mathcal{C}$. The equality of $\int f(x) d G(x)=$ $-\frac{1}{2 \pi i} \int_{\mathcal{C}} f(z) s_{G}(z) d z$ remains true for all large $p$.

Then, we obtain that the CLT for the LSS of the $F$-matrix

$$
\left(\int f_{1}(x) \widetilde{G}_{n_{1}, n_{2}}(x), \cdots, \int f_{k}(x) d \widetilde{G}_{n_{1}, n_{2}}(x)\right)
$$

converges weakly to a Gaussian vector $\left(X_{f_{1}}, \cdots, X_{f_{k}}\right)$, where

$$
\mathrm{E} X_{f_{i}}=-\frac{1}{2 \pi i} \oint f_{i}(z) E\left(M_{1}(z)+M_{3}(z)\right) d z
$$

and

$$
\begin{aligned}
& \operatorname{Cov}\left(X_{f_{i}}, X_{f_{j}}\right) \\
= & -\frac{1}{4 \pi^{2}} \oint \oint f_{i}(z) f_{j}(z) \operatorname{Cov}\left(M_{1}\left(z_{1}\right)+M_{3}\left(z_{1}\right), M_{1}\left(z_{2}\right)+M_{3}\left(z_{2}\right)\right) d z_{1} d z_{2} .
\end{aligned}
$$

Recall that $s_{0}(z)=\underline{s}_{y_{2}}(-\underline{s}(z))$. Then, by Lemma 9.16 , we have

$$
-\frac{\oint f_{i}(z) \cdot(9.14 .25) d z}{2 \pi i}=\frac{\kappa-1}{4 \pi i} \oint f_{i}(z) d \log \left(\frac{\left(1-y_{2}\right) s_{0}^{2}(z)+2 s_{0}(z)+1-y_{1}}{\left(1-y_{2}\right) s_{0}^{2}(z)+2 s_{0}(z)+1}\right)
$$

$$
\begin{gathered}
-\frac{\oint f_{i}(z) \cdot(9.14 .26) d z}{2 \pi i}=\frac{\beta_{x} \cdot y_{1}}{2 \pi i} \oint \frac{f_{i}(z)}{\left(s_{0}(z)+1\right)^{3}} d s_{0}(z) \\
-\frac{\oint f_{i}(z) \cdot(9.14 .27) d z}{2 \pi i}=\frac{\kappa-1}{4 \pi i} \oint f_{i}(z) d \log \left(1-\frac{y_{2} \cdot s_{0}^{2}(z)}{\left(1+s_{0}(z)\right)^{2}}\right) \\
-\frac{\oint f_{i}(z) \cdot(9.14 .28) d z}{2 \pi i} \\
=\frac{\beta_{y}}{4 \pi i} \oint f_{i}(z)\left(1-\frac{y_{2} \cdot s_{0}^{2}(z)}{\left(1+s_{0}(z)\right)^{2}}\right) \quad d \log \left(1-\frac{y_{2} \cdot s_{0}^{2}(z)}{\left(1+s_{0}(z)\right)^{2}}\right)
\end{gathered}
$$

and

$$
\begin{aligned}
-\frac{\oint \oint f_{i}\left(z_{1}\right) f_{j}\left(z_{2}\right) \cdot(9.14 .29) d z}{4 \pi^{2}} & =-\frac{\beta_{x} \cdot y_{1}}{4 \pi^{2}} \oint \oint \frac{f_{i}\left(z_{1}\right) f_{j}\left(z_{2}\right) d s_{0}\left(z_{1}\right) d s_{0}\left(z_{2}\right)}{\left(m_{0}\left(z_{1}\right)+1\right)^{2}\left(s_{0}\left(z_{2}\right)+1\right)^{2}} \\
-\frac{\oint \oint f_{i}\left(z_{1}\right) f_{j}\left(z_{2}\right) \cdot(9.14 .30) d z}{4 \pi^{2}} & =-\frac{\kappa}{4 \pi^{2}} \oint \oint \frac{f_{i}\left(z_{1}\right) f_{j}\left(z_{2}\right) d s_{0}\left(z_{1}\right) d s_{0}\left(z_{2}\right)}{\left(s_{0}\left(z_{1}\right)-s_{0}\left(z_{2}\right)\right)^{2}} \\
-\frac{\oint \oint f_{i}\left(z_{1}\right) f_{j}\left(z_{2}\right) \cdot(9.14 .31) d z}{4 \pi^{2}} & =-\frac{\beta_{y} \cdot y_{2}}{4 \pi^{2}} \oint \oint \frac{f_{i}\left(z_{1}\right) f_{j}\left(z_{2}\right) d s_{0}\left(z_{1}\right) d s_{0}\left(z_{2}\right)}{\left(s_{0}\left(z_{1}\right)+1\right)^{2}\left(s_{0}\left(z_{2}\right)+1\right)^{2}} .
\end{aligned}
$$

The support set of the limiting spectral distribution $F_{y_{1}, y_{2}}(x)$ of the $F$-matrix is

$$
\begin{equation*}
\left[a=\frac{(1-h)^{2}}{\left(1-y_{2}\right)^{2}}, b=\frac{(1+h)^{2}}{\left(1-y_{2}\right)^{2}}\right], \tag{9.14.32}
\end{equation*}
$$

when $y_{1} \leq 1$ or the interval above with a singleton $\{0\}$ when $y_{1}>1$. Because $-\underline{s}(a)$ and $-\underline{s}(b)$ are real numbers outside the support set $\left[\left(1-\sqrt{y_{2}}\right)^{2},(1+\right.$ $\left.\left.\sqrt{y_{2}}\right)^{2}\right]$ of $F_{y_{2}}(x)$, then by $(9.14 .11)$ we know that $\underline{s}_{y_{2}}(-\underline{s}(a))$ and $\underline{s}_{y_{2}}(-\underline{s}(b))$ are real numbers that are the real roots of equations

$$
a=\frac{\underline{s}_{y_{2}}(-\underline{s}(a)) \cdot\left[\underline{s}_{y_{2}}(-\underline{s}(a))+1-y_{1}\right]}{\left[\underline{s}_{y_{2}}(-\underline{s}(a))-\frac{1}{y_{2}-1}\right] \cdot\left(y_{2}-1\right)}
$$

and

$$
b=\frac{\underline{s}_{y_{2}}(-\underline{s}(b)) \cdot\left[\underline{s}_{y_{2}}(-\underline{s}(b))+1-y_{1}\right]}{\left[\underline{s}_{y_{2}}(-\underline{s}(b))-\frac{1}{y_{2}-1}\right] \cdot\left(y_{2}-1\right)} .
$$

So we obtain $\underline{s}_{y_{2}}(-\underline{s}(b))=-\frac{1+h}{1-y_{2}}$ and $\underline{s}_{y_{2}}(-\underline{s}(a))=-\frac{1-h}{1-y_{2}}$. Clearly, when $z$ runs in the positive direction around the support interval $[a, b]$ of $F^{\left\{y_{1}, y_{2}\right\}}(x), \underline{s}_{y_{2}}(-\underline{s}(z))$ runs in the positive direction around the interval

$$
I=\left(\begin{array}{ll}
-\frac{1+h}{1-y_{2}}, & -\frac{1-h}{1-y_{2}}
\end{array}\right) .
$$

Let $s_{0}(z)=-\frac{1+h r \xi}{1-y_{2}}$, where $r>1$ but very close to $1,|\xi|=1$. Then, by Lemma 9.16, we have

$$
z=-\frac{s_{0}(z)\left(s_{0}(z)+1-y_{1}\right)}{\left(1-y_{2}\right)\left(s_{0}(z)+\frac{1}{1-y_{2}}\right)} .
$$

This shows that when $\xi$ runs a cycle along the unit circle anticlockwise, $z$ runs a cycle anticlockwise and the cycle encloses the interval $[a, b]$, where $a, b=\frac{(1 \mp h)^{2}}{\left(1-y_{2}\right)^{2}}$. Therefore, one can make $r \downarrow 1$ as finding their values, so we have

$$
\begin{gather*}
-\frac{1}{2 \pi i} \oint f_{i}(z) \cdot(9.14 .25) d z=\frac{\kappa-1}{4 \pi i} \lim _{r \downarrow 1} \oint_{|\xi|=1} f_{i}\left(\frac{|1+h \xi|^{2}}{\left(1-y_{2}\right)^{2}}\right) \\
\times\left[\frac{1}{\xi-r^{-1}}+\frac{1}{\xi+r^{-1}}-\frac{1}{\xi-\frac{\sqrt{y_{2}}}{h}}-\frac{1}{\xi+\frac{\sqrt{y_{2}}}{h}}\right] d \xi  \tag{9.14.33}\\
-\frac{1}{2 \pi i} \oint f_{i}(z) \cdot(9.14 .26) d z=\frac{\beta_{x} \cdot y_{1} \cdot\left(1-y_{2}\right)^{2}}{2 \pi i \cdot h^{2}} \\
\times \oint_{|\xi|=1} f_{i}\left(\frac{|1+h \xi|^{2}}{\left(1-y_{2}\right)^{2}}\right) \frac{1}{\left(\xi+\frac{y_{2}}{h}\right)^{3}} d \xi  \tag{9.14.34}\\
-\frac{1}{2 \pi i} \oint f_{i}(z) \cdot(9.14 .27) d z=\frac{\kappa-1}{4 \pi i} \oint_{|\xi|=1} f_{i} \\
\times  \tag{9.14.35}\\
\times\left(\frac{|1+h \xi|^{2}}{\left(1-y_{2}\right)^{2}}\right)\left[\frac{1}{\xi-\frac{\sqrt{y_{2}}}{h r}}+\frac{1}{\xi+\frac{\sqrt{y_{2}}}{h}}-\frac{2}{\xi+\frac{y_{2}}{h}}\right] d \xi \\
-\frac{1}{2 \pi i} \oint  \tag{9.14.36}\\
f_{i}(z) \cdot(9.14 .28) d z=\frac{\beta_{y}}{} \cdot\left(1-y_{2}\right) \\
4 \pi i
\end{gather*} \oint_{|\xi|=1} f_{i}\left(\frac{|1+h \xi|^{2}}{\left(1-y_{2}\right)^{2}}\right) .
$$

By Lemma 9.16, we have
$\underline{s}^{\prime}(z)=-\frac{\left(1-y_{2}\right) s_{0}^{2}(z)+2 s_{0}+1}{s_{0}^{2}(z) \cdot\left(s_{0}(z)+1\right)^{2}} \cdot s_{0}^{\prime}(z)=\frac{\left(1-y_{2}\right)^{2}}{h r} \cdot \frac{\left(\xi+\frac{\sqrt{y_{2}}}{h r}\right)\left(\xi-\frac{\sqrt{y_{2}}}{h r}\right) \xi^{\prime}}{\left(\xi+\frac{y_{2}}{h r}\right)^{2}\left(\xi+\frac{1}{h r}\right)^{2}}$
and

$$
\underline{s}(z)=-\frac{\left(1-y_{2}\right)^{2}}{h r} \frac{\xi}{\left(\xi+\frac{1}{h r}\right)\left(\xi+\frac{y_{2}}{h r}\right)} .
$$

Making the variable change gives $s_{0}\left(z_{j}\right)=-\frac{1+h r_{j} \xi_{j}}{1-y_{2}}$, where $r_{2}>r_{1}>1$. Because the quantities are independent of $r_{2}>r_{1}>1$ provided they are small enough, one can make $r_{2} \downarrow 1$ when finding their values. That is,

$$
\begin{align*}
& -\frac{1}{4 \pi^{2}} \oint \oint f_{i}\left(z_{1}\right) f_{j}\left(z_{2}\right) \cdot(9.14 .29) d z_{1} d z_{2}= \\
& -\frac{\beta_{x} \cdot y_{1}\left(1-y_{2}\right)^{2}}{4 \pi^{2} \cdot h^{2}} \oint_{\left|\xi_{1}\right|=1} \frac{f_{i}\left(\frac{\left|1+h \xi_{1}\right|^{2}}{\left(1-y_{2}\right)^{2}}\right)}{\left(\xi_{1}+\frac{y_{2}}{h}\right)^{2}} d \xi_{1} \oint_{\left|\xi_{2}\right|=1} \frac{f_{j}\left(\frac{\left|1+h \xi_{2}\right|^{2}}{\left(1-y_{2} 2^{2}\right.}\right)}{\left(\xi_{2}+\frac{y_{2}}{h}\right)^{2}} d \xi_{2}  \tag{9.14.37}\\
& -\frac{1}{4 \pi^{2}} \oint \oint f_{i}\left(z_{1}\right) f_{j}\left(z_{2}\right) \cdot(9.14 .30) d z_{1} d z_{2}= \\
& -\frac{\kappa}{4 \pi^{2}} \lim _{r \downarrow 1} \oint_{\left|\xi_{1}\right|=1} \oint_{\left|\xi_{2}\right|=1} \frac{f_{i}\left(\frac{\left|1+h \xi_{1}\right|^{2}}{\left(1-y_{2}\right)^{2}}\right) f_{j}\left(\frac{\left|1+h \xi_{2}\right|^{2}}{\left(1-y_{2}\right)^{2}}\right)}{\left(\xi_{1}-r \xi_{2}\right)^{2}} d \xi_{1} d \xi_{2}  \tag{9.14.38}\\
& -\frac{1}{4 \pi^{2}} \oint \oint f_{i}\left(z_{1}\right) f_{j}\left(z_{2}\right) \cdot(9.14 .31) d z_{1} d z_{2}=-\frac{\beta_{y} \cdot y_{2}\left(1-y_{2}\right)^{2}}{4 \pi^{2} \cdot h^{2}} \\
& \oint_{\left|\xi_{1}\right|=1} \frac{f_{i}\left(\frac{\left|1+h \xi_{1}\right|^{2}}{\left(1-y_{2}\right)^{2}}\right)}{\left(\xi_{1}+\frac{y_{2}}{h}\right)^{2}} d \xi_{1} \oint_{\left|\xi_{2}\right|=1} \frac{f_{j}\left(\frac{\left|1+h \xi_{2}\right|^{2}}{\left(1-y_{2}\right)^{2}}\right)}{\left(\xi_{2}+\frac{y_{2}}{h}\right)^{2}} d \xi_{2} . \tag{9.14.39}
\end{align*}
$$

This finishes the proof of Theorem 9.14.

### 9.15 CLT for the LSS of a Large Dimensional Beta-Matrix

As a consequence of the result on the $F$-matrix, we establish a CLT for the LSS of the beta-matrix $\boldsymbol{\beta}_{\left\{n_{1}, n_{2}\right\}}=\mathbf{S}_{2}\left(\mathbf{S}_{2}+d \cdot \mathbf{S}_{1}\right)^{-1}$, a matrix function of the $F$-matrix, where $d$ is a positive number. If $\lambda$ is an eigenvalue of the beta-matrix $\boldsymbol{\beta}_{\left\{n_{1}, n_{2}\right\}}$, then $\frac{1}{d}\left(\frac{1}{\lambda}-1\right)$ is an eigenvalue of the $F$-matrix $\mathbf{S}_{1} \mathbf{S}_{2}^{-1}$, therefore, the ESD of the beta-matrix is

$$
F_{\beta}^{\left\{n_{1}, n_{2}\right\}}(x)=1-F^{\left\{n_{1}, n_{2}\right\}}\left(\frac{1}{d}\left(\frac{1}{x}-1\right)_{-}\right), x>0
$$

where $F^{\left\{n_{1}, n_{2}\right\}}\left(x_{-}\right)$is the left-limit at $x$; that is $1-F^{\left\{n_{1}, n_{2}\right\}}\left(\frac{1}{d}\left(\frac{1}{x}-1\right)\right)-\frac{1}{p}$ if $x$ is an eigenvalue of $\boldsymbol{\beta}_{\left\{n_{1}, n_{2}\right\}}$. Similarly, we obtain

$$
F_{\beta}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(x)=1-F^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}\left(\frac{1}{d}\left(\frac{1}{x}-1\right)_{-}\right) .
$$

Then, we have the following lemma.
Lemma 9.18. For the beta-matrix $\mathbf{S}_{2}\left(\mathbf{S}_{2}+d \cdot \mathbf{S}_{1}\right)^{-1}$, where $d$ is a positive number, we have

$$
\begin{gathered}
\left(\int f_{1}(x) d \widehat{G}_{n_{1}, n_{2}}(x), \cdots, \int f_{k}(x) d \widehat{G}_{n_{1}, n_{2}}(x)\right) \\
=-\left(\int f_{1}\left(\frac{1}{d x+1}\right) d \widetilde{G}_{n_{1}, n_{2}}(x), \cdots, \int f_{k}\left(\frac{1}{d x+1}\right) d \widetilde{G}_{n_{1}, n_{2}}(x)\right),
\end{gathered}
$$

where $\widehat{G}_{n_{1}, n_{2}}(x)=p\left(F_{\beta}^{\left\{n_{1}, n_{2}\right\}}(x)-F_{\beta}^{\left\{y_{n_{1}}, y_{n_{2}}\right\}}(x)\right)$ and $F_{\beta}^{\left\{y_{1}, y_{2}\right\}}(x)$ is the $L S D$ of the beta-matrix.

As an application of the $F$-matrix, the following theorem establishes a CLT for the LSS of a beta-matrix that is a matrix function of the $F$-matrix and is useful in large dimensional data analysis.

Theorem 9.19. The LSS of the beta-matrix $\mathbf{S}_{2}\left(\mathbf{S}_{2}+d \mathbf{S}_{1}\right)^{-1}$, where d is a positive number, is

$$
\begin{equation*}
\left(\int f_{1}(x) d \widehat{G}_{n_{1}, n_{2}}(x), \cdots, \int f_{k}(x) d \widehat{G}_{n_{1}, n_{2}}(x)\right) \tag{9.15.1}
\end{equation*}
$$

Under the conditions in (a), (b) and (i), (ii), (9.15.1) converges weakly to a Gaussian vector $\left(X_{f_{1}}, \cdots, X_{f_{k}}\right)$ whose means and covariances are the same as in Theorem 9.14 except $f_{i}(x)$ and $f_{j}(x)$ are replaced by $-f_{i}\left(\frac{1}{d \cdot x+1}\right)$ and $-f_{j}\left(\frac{1}{d \cdot x+1}\right)$, respectively.

### 9.16 Some Examples

Here, we give asymptotic means and variance-covariances of some often-used LSSs of the $F$-matrix when $\mathbf{S}_{1}$ and $\mathbf{S}_{2}$ are real variables. These results can be used directly for many problems in multivariate statistical analysis.

Example 9.20. If $f=\log (a+b x), f^{\prime}=\log \left(a^{\prime}+b^{\prime} x\right)$, and $a, a^{\prime}, b, b^{\prime}>0$, then

$$
E X_{f}=\frac{1}{2} \log \left(\frac{\left(c^{2}-d^{2}\right) h^{2}}{\left(c h-y_{2} d\right)^{2}}\right)
$$

and

$$
\operatorname{Cov}\left(X_{f}, X_{f^{\prime}}\right)=2 \log \left(\frac{c c^{\prime}}{\left(c c^{\prime}-d d^{\prime}\right)}\right)
$$

where $c>d>0, c^{\prime}>d^{\prime}>0$ satisfying $c^{2}+d^{2}=a\left(1-y_{2}\right)^{2}+b\left(1+h^{2}\right)$, $c^{\prime 2}+d^{\prime 2}=a^{\prime}\left(1-y_{2}\right)^{2}+b^{\prime}\left(1+h^{2}\right), c d=b h$, and $c^{\prime} d^{\prime}=b^{\prime} h$.

Proof. In fact, we have
$\mathrm{E}\left(X_{f}\right)=\lim _{r \downarrow 1} \frac{1}{4 \pi i} \oint_{|\xi|=1} \log \left(|c+d \xi|^{2}\right)\left(\frac{1}{r \xi+1}+\frac{1}{r \xi-1}-\frac{2}{\xi+h^{-1} y_{2}}\right) d \xi$

$$
\begin{aligned}
= & \lim _{r \downarrow 1} \frac{1}{4 \pi i} \oint_{|\xi|=1} \log \left(\left|c+d \xi^{-1}\right|^{2}\right)\left(\frac{1}{r \xi^{-1}+1}+\frac{1}{r \xi^{-1}-1}\right. \\
& \left.-\frac{2}{\xi^{-1}+h^{-1} y_{2}}\right) \xi^{-2} d \xi \\
= & \lim _{r \downarrow 1}\left\{\frac { 1 } { 8 \pi i } \oint _ { | \xi | = 1 } \operatorname { l o g } ( | c + d \xi | ^ { 2 } ) \left(\frac{1}{r \xi+1}+\frac{1}{r \xi-1}-\frac{2}{\xi+h^{-1} y_{2}}\right.\right. \\
& \left.\left.+\frac{1}{\xi(r+\xi)}+\frac{1}{\xi(r-\xi)}-\frac{2}{\xi\left(1+h^{-1} y_{2} \xi\right)}\right) d \xi\right\} \\
= & \lim _{r \downarrow 1} \Re\left\{\frac { 1 } { 8 \pi i } \int _ { | \xi | = 1 } \operatorname { l o g } ( ( c + d \xi ) ^ { 2 } ) \left(\frac{1}{r \xi+1}+\frac{1}{r \xi-1}-\frac{2}{\xi+h^{-1} y_{2}}\right.\right. \\
& \left.\left.+\frac{1}{\xi(r+\xi)}+\frac{1}{\xi(r-\xi)}-\frac{2}{\xi\left(1+h^{-1} y_{2} \xi\right)}\right) d \xi\right\} \\
= & \frac{1}{4}\left(\log \left[\left(c^{2}-d^{2}\right)^{2}\right]-2 \log \left[\left(c-y_{2} d h^{-1}\right)^{2}\right]\right)=\frac{1}{2} \log \left(\frac{\left(c^{2}-d^{2}\right) h^{2}}{\left(c h-y_{2} d\right)^{2}}\right) .
\end{aligned}
$$

Furthermore,

$$
\begin{aligned}
& \operatorname{Cov}\left(X_{f}, X_{f^{\prime}}\right) \\
= & -\lim _{r \downarrow 1} \frac{1}{2 \pi^{2}} \oint_{\left|\xi_{1}\right|=\left|\xi_{2}\right|=1} \log \left(\left|c+d \xi_{1}\right|^{2}\right) \log \left(\left|c^{\prime}+d^{\prime} \xi_{2}\right|^{2}\right) \frac{d \xi_{1} d \xi_{2}}{\left(\xi_{1}-r \xi_{2}\right)^{2}} \\
= & -\lim _{r \downarrow 1} \frac{1}{4 \pi^{2}} \oint_{\left|\xi_{1}\right|=1} \log \left(\left|c+d \xi_{1}\right|^{2}\right) d \xi_{1}\left[\oint_{\left|\xi_{2}\right|=1}\right. \\
& \left.\left(\log \left(\left(c^{\prime}+d^{\prime} \xi_{2}\right)^{2}\right)+\log \left(\left(c^{\prime}+d^{\prime} \bar{\xi}_{2}\right)^{2}\right)\right) \frac{d \xi_{2}}{\left(\xi_{1}-r \xi_{2}\right)^{2}}\right] \\
& \left(\operatorname{since} \log \left(\left|c^{\prime}+d^{\prime} \xi_{2}\right|^{2}\right)=\frac{1}{2}\left[\log \left(\left(c^{\prime}+d^{\prime} \xi_{2}\right)^{2}\right)+\log \left(\left(c^{\prime}+d^{\prime} \bar{\xi}_{2}\right)^{2}\right)\right]\right) \\
= & -\lim _{r \downarrow 1} \frac{1}{4 \pi^{2}} \oint_{\left|\xi_{1}\right|=1} \log \left(\left|c+d \xi_{1}\right|^{2}\right) d \xi_{1}\left[\oint_{\left|\xi_{2}\right|=1} \log \left(\left(c^{\prime}+d^{\prime} \xi_{2}\right)^{2}\right)\right. \\
& \left.\left(\frac{1}{\left(\xi_{1}-r \xi_{2}\right)^{2}}+\frac{1}{\left(\xi_{1} \xi_{2}-r\right)^{2}}\right) d \xi_{2}\right]\left(\operatorname{transforming} \xi_{2}^{-1}=\bar{\xi}_{2} \rightarrow \xi_{2}\right) \\
= & \lim _{r \downarrow 1} \frac{d^{\prime}}{\pi i} \oint_{\left|\xi_{1}\right|=1} \frac{1}{c^{\prime} r^{2}+d^{\prime} r \xi_{1}} \log \left(\left|c+d \xi_{1}\right|^{2}\right) d \xi_{1}(\operatorname{second} \text { term is analytic }) \\
= & \frac{d^{\prime}}{2 \pi i} \oint_{\left|\xi_{1}\right|=1} \frac{1}{c^{\prime}+d^{\prime} \xi_{1}}\left(\log \left(\left(c+d \xi_{1}\right)^{2}\right)+\log \left(\left(c+d \bar{\xi}_{1}\right)^{2}\right)\right) d \xi_{1} \\
= & \frac{d^{\prime}}{2 \pi i} \oint_{\left|\xi_{1}\right|=1} \log \left(\left(c+d \xi_{1}\right)^{2}\right)\left(\frac{1}{c^{\prime}+d^{\prime} \xi_{1}}+\frac{1}{\xi_{1}\left(c^{\prime} \xi_{1}+d^{\prime}\right)}\right) d \xi_{1} \\
= & \log \left(c^{2}\right)-\log \left(c-d d^{\prime} / c^{\prime}\right)^{2}=2 \log \left(\frac{c c^{\prime}}{c c^{\prime}-d d^{\prime}}\right) .
\end{aligned}
$$

The proof is complete.
Example 9.21. For any positive integers $k \geq r \geq 1$ and $f(x)=x^{r}$ and $g(x)=$ $x^{k}$, we have

$$
\begin{aligned}
& E\left(X_{f}\right) \\
= & \frac{1}{4 \pi i} \lim _{l \downarrow 1} \oint_{|\xi|=1} \frac{(1+h \xi)^{r}\left(1+h \xi^{-1}\right)^{r}}{\left(1-y_{2}\right)^{2 r}}\left(\frac{1}{\xi+l^{-1}}+\frac{1}{\xi-l^{-1}}-\frac{2}{\xi+\frac{y_{2}}{h l}}\right) d \xi \\
= & \frac{1}{2\left(1-y_{2}\right)^{2 r}}\left[(1-h)^{2 r}+(1+h)^{2 r}-2\left(1-y_{2}\right)^{r}\left(1-\frac{h^{2}}{y_{2}}\right)^{r}\right. \\
& \left.-\sum_{\substack{i \leq r, j \geq 0, k \geq 0 \\
i-j=2 k+1}}\binom{r}{j}\binom{r}{i} h^{j+i}+2 \sum_{\substack{i \leq r, j \geq 0, k \geq 0 \\
i-j=k+1}}\binom{r}{j}\binom{r}{i} h^{j+i}\left(-\frac{h}{y_{2}}\right)^{k-1}\right]
\end{aligned}
$$

and

$$
\left.\begin{array}{rl} 
& \operatorname{Cov}\left(X_{f}, X_{g}\right) \\
= & -\frac{1}{2 \pi^{2}} \lim _{l \downarrow 1} \oint_{\left|\xi_{1}\right|=\left|\xi_{2}\right|=1} \frac{\left|1+h \xi_{1}\right|^{2 r} \cdot\left|1+h \xi_{2}\right|^{2 k}}{\left(1-y_{2}\right)^{2 r+2 k} \cdot\left(\xi_{1}-l \xi_{2}\right)^{2}} d \xi_{1} d \xi_{2} \\
= & \frac{2 \cdot r!\cdot k!}{\left(y_{2}-1\right)^{2 r+2 k}} \sum_{j=0}^{r-1}(j+1) \cdot \\
& \left\{\left(\sum_{l_{3}=j+1}^{\left[\frac{1+j+r}{2}\right]} \frac{\left(y_{1}+y_{2}-y_{1} y_{2}+1\right)^{r-2 l_{3}} \cdot\left(y_{1}+y_{2}-y_{1} y_{2}\right)^{l_{3}}}{\left(-1-j+l_{3}\right)!\cdot\left(1+j+r-2 l_{3}\right)!\cdot l_{3}!}\right)\right. \\
& \left.\times\left(\sum_{l_{3}^{\prime}=0}^{\left[\frac{k-j-1}{2}\right]} \frac{\left.\left(y_{1}+y_{2}-y_{1} y_{2}+1\right)^{k-2 l_{3}^{\prime}}\right)\left(y_{1}+y_{2}-y_{1} y_{2}\right)^{l_{3}^{\prime}}}{\left(j+1+l_{3}^{\prime}\right)!\cdot\left(k-j-1-2 l_{3}^{\prime}\right)!\cdot l_{3}^{\prime}!}\right)\right\}
\end{array}\right)
$$

where $[a]$ is the integer part of $a$; that is, the maximum integer less than or equal to $a$.

Example 9.22. If $f=e^{x}$, then

$$
\begin{aligned}
E\left(X_{f}\right)= & \frac{1}{2}\left[e^{\frac{(1-h)^{2}}{\left(1-y_{2}\right)^{2}}}+e^{\frac{(1+h)^{2}}{\left(1-y_{2}\right)^{2}}}-2 e^{\frac{\left(1-\frac{h^{2}}{y_{2}}\right)}{\left(1-y_{2}\right)^{2}}}\right. \\
& -e^{\frac{2}{\left(1-y_{2}\right)^{2}}} \sum_{\substack{j, k, l \geq 0 \\
j-k=2 l+1}} \frac{h^{j+k}}{j!k!\left(1-y_{2}\right)^{2 j+2 k}} \\
& \left.-2 e^{\frac{2}{\left(1-y_{2}\right)^{2}}} \sum_{\substack{j, k, l \geq 0 \\
j-k=2 l+1}} \frac{h^{j+k}}{j!k!\left(1-y_{2}\right)^{2 j+2 k}}\left(-\frac{h}{y_{2}}\right)^{l-1}\right] .
\end{aligned}
$$

$$
\begin{gathered}
\operatorname{Var}\left(X_{f}\right)=-\frac{1}{2 \pi^{2}} \lim _{l \downarrow 1} \oint_{\left|\xi_{1}\right|=1} \oint_{\left|\xi_{2}\right|=1} \frac{e^{\frac{\left|1+h \xi_{1}\right|^{2}}{\left(1-y_{2}\right)^{2}}} \cdot e^{\frac{\left|1+h \xi_{2}\right|^{2}}{\left(1-y_{2}\right)^{2}}}}{\left(\xi_{1}-l \xi_{2}\right)^{2}} d \xi_{1} d \xi_{2} \\
=\sum_{j, k=1}^{+\infty} \frac{1}{j!k!}\left[\lim _{1 \downarrow 1}\left(-\frac{1}{2 \pi^{2}} \oint_{\left|\xi_{1}\right|=1} \oint_{\left|\xi_{2}\right|=1} \frac{\left|1+h \xi_{1}\right|^{2 j} \cdot\left|1+h \xi_{2}\right|^{2 k}}{\left(1-y_{2}\right)^{2 j+2 k} \cdot\left(\xi_{1}-r \xi_{2}\right)^{2}} d \xi_{1} d \xi_{2}\right)\right] .
\end{gathered}
$$

## Chapter 10

## Eigenvectors of Sample Covariance Matrices

Thus far, all results in this book have been concerned with the limiting behavior of eigenvalues of large dimensional random matrices. As mentioned in the introduction, the development of RMT has been attributed to the investigation of the energy level distribution of a large number of particles in QM; in other words, the original interests of RMT were confined to eigenvalue distributions of large dimensional random matrices. In the beginning, most of the important results in RMT were related to a certain deterministic behavior, to the extent that their empirical distributions tend toward nonrandom ones as the dimension tends to infinity. Moreover, this behavior is invariant under the distribution of the variables making up the matrix.

Along with the rapid development and wide application of modern computer techniques in various disciplines, large dimensional data analysis has sprung up, resulting in wide application of the theory of spectral analysis of large dimensional random matrices to various areas, such as statistics, signal processing, finance, and economics. Stemming from practical applications, RMT has deepened its interest toward the investigation of second-order accuracy of the ESD, as introduced in the previous chapter. Meanwhile, practical applications of RMT have also raised the need to understand the limiting behavior of eigenvectors of large dimensional random matrices. For example, in PCA (principal component analysis), the eigenvectors corresponding to a few of the largest eigenvalues of random matrices (that is, the directions of the principal components) are of special interest. Therefore, the limiting behavior of eigenvectors of large dimensional random matrices becomes an important issue in RMT.

However, the investigation on eigenvectors has been relatively weaker than that on eigenvalues in the literature due to the difficulty of mathematical formulation since the dimension increases with the sample size. In the literature there were found only five papers, by Silverstein, up to 1990, concerning real sample covariance matrices, until Bai, Miao, and Pan [22]. In this chapter, we shall introduce some known results and some conjectures.

### 10.1 Formulation and Conjectures

As an introduction, we first consider the behavior of eigenvectors of the $p \times p$ sample covariance matrix $\mathbf{S}_{p}$ studied in Chapter 3 when the $x_{i j}$ are real, standardized, and iid. We will examine properties on the orthogonal $p \times p$ matrix $\mathbf{O}_{p}$, with columns containing the eigenvectors of $\mathbf{S}$, which we will call the eigenmatrix of $\mathbf{S}_{p}$, when viewed as a random element in $\mathscr{O}_{p}$, the space of $p \times p$ orthogonal matrices. This space is measurable when considered as a metric space with the metric taken as the operator norm of the difference of two matrices. Ambiguities do arise in defining the eigenmatrix of $\mathbf{S}_{p}$, due to the fact that there are $2^{p}$ different choices by changing the directions of the column eigenvectors. Whenever an eigenvalue has multiplicity greater than 1, the eigenmatrix will have infinitely many different choices for a given $\mathbf{S}_{p}$. However, it is later shown that there is a natural way to define a measure $\nu_{p}$ on $\mathscr{O}_{p}$ for which we can write $\mathbf{S}_{p}$ in its spectral decomposition $\mathbf{O}_{p} \Lambda_{p} \mathbf{O}_{p}^{\prime}$ with $\Lambda_{p}$ diagonal, its diagonal entries being the eigenvalues of $\mathbf{S}_{p}$, arranged, say, in ascending order, $\mathbf{O}_{p}$ orthogonal, columns consisting of the eigenvectors of $\mathbf{S}_{p}$, and $\mathbf{O}_{p}$ being $\nu_{p}$-distributed.

We will investigate the behavior of $\mathbf{O}_{p}$ both with respect to its random versus deterministic tendencies and possible nondependence on the distribution of $x_{11}$. The former issue is readily settled when one considers $x_{11}$ to be $N(0,1)$. Indeed, in this case, $n \mathbf{S}_{p}$ is a Wishart matrix, and the behavior of its eigenvectors is known. Before a description of this behavior can be made, some further definitions and properties need to be introduced.

### 10.1.1 Haar Measure and Haar Matrices

Besides being measurable, $\mathscr{O}_{p}$ forms a group under matrix multiplication. It is also a compact topological group: it is compact and the mappings $f_{1}: \mathscr{O}_{p} \times$ $\mathscr{O}_{p} \rightarrow \mathscr{O}_{p}$ and $f_{2}: \mathscr{O}_{p} \rightarrow \mathscr{O}_{p}$ defined by $f_{1}\left(\mathbf{O}_{1}, \mathbf{O}_{2}\right)=\mathbf{O}_{1} \mathbf{O}_{2}$ and $f_{2}(\mathbf{O})=\mathbf{O}^{-1}$ are continuous. The space $\mathscr{O}_{p}$ is typically called the $p \times p$ orthogonal group. Because of these properties on $\mathscr{O}_{p}$, there exists a unique probability measure $h_{p}$, called the uniform or Haar measure, defined as follows.

Definition 10.1. The probability measure $h_{p}$ defined on the Borel $\sigma$-field $\mathscr{B}_{o p}$ of Borel subsets of $\mathcal{O}_{p}$ is called Haar measure if, for any Borel set $A \in \mathscr{B}_{o p}$ and orthogonal matrix $\mathbf{O} \in \mathscr{O}_{p}, h_{p}(\mathbf{O} A)=h_{p}(A)$, where $\mathbf{O} A$ denotes the set of all $\mathbf{O A}, \mathbf{A} \in A$.

If a $p$-dimensional random orthogonal matrix $\mathbf{H}_{p}$ is distributed according to Haar measure $h_{p}$, then it is called a $p$-dimensional Haar matrix.
(Haar measures defined on general topological groups can be found in Halmos [145].) It is remarked here that the definition of Haar measure is equivalent to $h_{p}(A \mathbf{O})=h_{p}(A)$, with $A \mathbf{O}$ analogously defined (Halmos [145]).

Now, we quote some simple properties of Haar matrices.

Property 1. If $\mathbf{H}_{p}$ is $h_{p}$-distributed, then for any unit p-vector $\mathbf{x}_{p}, \mathbf{y}_{p}=$ $\mathbf{H}_{p} \mathbf{x}_{p}$ is uniformly distributed on the unit p-sphere.

Proof. For any orthogonal $p \times p$ matrix $\mathbf{O}, \mathbf{O} \mathbf{y}_{p}=\mathbf{O H x} \mathbf{x}_{p}=\mathscr{H} \mathbf{x}_{p}=\mathbf{y}_{p}$. Thus we have the distribution of $\mathbf{y}_{p}$ invariant under orthogonal transformations. Using the fact that this uniquely characterizes the uniform distribution on the unit $p$-sphere (see, for example, Silverstein [265]), we get our result.

Property 2. If $\mathbf{H}_{p}$ is $h_{p}$-distributed, then $\mathbf{H}_{p}^{\prime}$ is also $h_{p}$-distributed.
Proof. Let $\mathbf{O} \in \mathcal{O}_{p}, A$ be a Borel subset of $\mathcal{O}_{p}$, and $A^{\prime}$ denote the set of all transposes of elements in $A$. Then

$$
\mathrm{P}\left(\mathbf{O H}_{p}^{\prime} \in A\right)=\mathrm{P}\left(\mathbf{H}_{p} \in A^{\prime} \mathbf{O}\right)=h_{p}\left(A^{\prime}\right)=\mathrm{P}\left(\mathbf{H}_{p} \in A^{\prime}\right)=\mathrm{P}\left(\mathbf{H}_{p}^{\prime} \in A\right),
$$

which implies $\mathbf{H}_{p}^{\prime}$ is Haar-distributed.
Property 3. If $\mathbf{Z}$ is a $p \times p$ matrix with entries iid $N(0,1)$, then $\mathbf{U}=$ $\mathbf{Z}\left(\mathbf{Z}^{\prime} \mathbf{Z}\right)^{-1 / 2}$ and $\mathbf{V}=\left(\mathbf{Z} \mathbf{Z}^{\prime}\right)^{-1 / 2} \mathbf{Z}$ are $h_{p}$-distributed.

The proof for $\mathbf{U}$ follows from the fact that, for any orthogonal matrix $\mathbf{O}$, $\mathbf{O U}=\mathbf{O Z}\left(\mathbf{Z}^{\prime} \mathbf{Z}\right)^{-1 / 2}=\mathbf{O Z}\left((\mathbf{O Z})^{\prime} \mathbf{O Z}\right)^{-1 / 2} \stackrel{\mathscr{O}}{=} \mathbf{Z}\left(\mathbf{Z}^{\prime} \mathbf{Z}\right)^{-1 / 2}=\mathbf{U}$. The proof for $\mathbf{V}$ is similar.

Property 4. Assume that on a common probability space, for each $p, \mathbf{H}_{p}$ is $h_{p}$-distributed and $\mathbf{x}_{p}$ is a unit p-vector. Let $\mathbf{y}_{p}=\left(y_{1}, \cdots, y_{p}\right)^{\prime}=\mathbf{H}_{p}^{\prime} \mathbf{x}_{p}$ and $f$ a bounded continuous function. Then, as $p \rightarrow \infty$,

$$
\begin{equation*}
\frac{1}{p} \sum_{j=1}^{p} f\left(\sqrt{p} y_{j}\right) \rightarrow \int f(x) \varphi(x) d x, \text { a.s. } \tag{10.1.1}
\end{equation*}
$$

where $\varphi(x)$ is the density of $N(0,1)$.
Proof. Let $\Phi$ denote the standard normal distribution function. By Properties 1 and $2, \mathbf{y}_{p}$ is uniformly distributed over the unit $p$-sphere, and hence its distribution is the same as $\mathbf{z}_{p} /\left\|\mathbf{z}_{p}\right\|$, where $\mathbf{z}_{p}=\left(z_{1}, \cdots, z_{p}\right)^{\prime}$, whose entries are iid $N(0,1)$. We may assume $\mathbf{y}_{p}=\mathbf{z}_{p} /\left\|\mathbf{z}_{p}\right\|$. Consider the empirical distribution function of the entries of $\sqrt{p} \mathbf{y}_{p}$,

$$
F_{p}(x)=\frac{1}{p} \sum_{i=1}^{p} I_{(-\infty, x]}\left(\sqrt{p} y_{i}\right)=\frac{1}{p} \sum_{i=1}^{p} I_{\left(-\infty,\left(\left\|\mathbf{z}_{p}\right\| / \sqrt{p}\right) x\right]}\left(z_{i}\right),
$$

$I_{A}$ denoting the indicator function on the set $A$. By the strong law of large numbers, we have $\left\|\mathbf{z}_{p}\right\| / \sqrt{p} \xrightarrow{\text { a.s. }} 1$. Therefore, for any $\epsilon>0$, we have with probability 1

$$
\begin{aligned}
\underset{p}{\liminf } \frac{1}{p} \sum_{i=1}^{p} I_{(-\infty, x-\epsilon]}\left(z_{i}\right) & \leq \underset{p}{\lim \inf } F_{p}(x) \\
& \leq \limsup _{p} F_{p}(x) \leq \underset{p}{\limsup } \frac{1}{p} \sum_{i=1}^{p} I_{(-\infty, x+\epsilon]}\left(z_{i}\right)
\end{aligned}
$$

By the strong law of large numbers, the two extremes are equal almost surely to $\Phi(x-\epsilon)$ and $\Phi(x+\epsilon)$, respectively. Since $\epsilon$ is arbitrary, we get

$$
F_{p} \xrightarrow{\mathscr{O}} \Phi, \quad \text { a.s., as } p \rightarrow \infty
$$

where $\xrightarrow{\mathscr{O}}$ denotes weak convergence on probability measures on $\mathbb{R}$. The result follows.

Property 5. Let $D([0,1])$ denote the space of functions on $[0,1]$ with discontinuities of the first kind (right-continuous with left-hand limits, abbreviated to rcll), endowed with the Skorohod metric. If $\mathbf{y}_{p}$ is defined as in Property 4 for an arbitrary unit $\mathbf{x}_{p} \in \mathbb{R}^{p}$, then as $p \rightarrow \infty$, the random element

$$
\begin{equation*}
X_{p}(t)=\sqrt{\frac{p}{2}} \sum_{j=1}^{[p t]}\left(\left|y_{j}^{2}\right|-\frac{1}{p}\right) \xrightarrow{\mathscr{B}} W_{0} \tag{10.1.2}
\end{equation*}
$$

where $\xrightarrow{\mathscr{B}}$ denotes weak convergence on $D[0,1],[a]$ is the integer part of a, and $W_{0}$ is a Brownian bridge (also called tied down Brownian motion).

Proof. As in the previous property, we can assume $\mathbf{y}_{p}=\mathbf{z}_{p} /\left\|\mathbf{z}_{p}\right\|$, the entries of $\mathbf{z}_{p}$ being iid $N(0,1)$. Therefore,

$$
\begin{aligned}
X_{p}(t) & =\sqrt{\frac{p}{2}} \sum_{j=1}^{[p t]}\left(\frac{z_{j}^{2}}{\|\mathbf{z}\|^{2}}-\frac{1}{p}\right) \\
& =\frac{p}{\|\mathbf{z}\|^{2}} \frac{1}{\sqrt{2}} \frac{1}{\sqrt{p}}\left(\sum_{j=1}^{[p t]}\left(z_{j}^{2}-1\right)-\frac{[p t]}{p} \sum_{k=1}^{p}\left(z_{k}^{2}-1\right)\right)
\end{aligned}
$$

Using Donsker's theorem and consequences of measurable mappings on $D[0,1]$, along with the fact that $\|\mathbf{z}\|^{2} / p \rightarrow 1$, a.s., with $W$ denoting standard Brownian motion, we get $X_{p} \xrightarrow{\mathscr{O}} W(t)-t W(1)=W_{0}(t)$.

Property 6. Let $n \mathbf{S}_{p}$ be a $p \times p$ standard Wishart matrix with degrees of freedom $n$ and $\mathbf{O}_{p}$ be the eigenmatrix of $\mathbf{S}_{p}$. Assume also that the signs of the first row of $\mathbf{O}_{p}$ are iid, each symmetrically distributed. Then $\mathbf{O}_{p}$ is $h_{p^{-}}$ distributed.

We refer the reader to Anderson [5].

### 10.1.2 Universality

We then see from the last property that when the entries making up $\mathbf{S}_{p}$ are $N(0,1), \mathbf{O}_{p}$, the eigenmatrix of $\mathbf{S}_{p}$, is Haar-distributed. Thus, for large $p$, in contrast to the eigenvalues of $\mathbf{S}_{p}$ behaving in a deterministic manner, the eigenvectors display completely chaotic behavior from realization to realization. Indeed, $\mathbf{H}_{p}$ is equally likely to be contained in any ball in $\mathcal{O}_{p}$ having the same radius (since any ball can be transformed to any other ball with the same radius by multiplying each element of the first ball with an orthogonal matrix).

As is seen for the eigenvalues of large dimensional random matrices, their limiting properties under certain moment conditions made on the underlying distributions are the same as when the entries are normally distributed. Thus, it is conceivable that the same is true in some sense for eigenmatrices of real sample covariance matrices as $p / n \rightarrow y>0$. We shall address the possibility that, for large $p$, and $x_{11}$ not $N(0,1), \nu_{p}$ (the distribution of $\mathbf{O}_{p}$ ) and $h_{p}$ are in some way "close" to each other. We use the term asymptotic Haar or Haar conjecture to characterize this imprecise definition on sequences $\left\{\mu_{p}\right\}$ where, for each $p, \mu_{p}$ is a Borel probability measure on $\mathcal{O}_{p}$.

Formal definitions of asymptotic Haar on $\left\{\mu_{p}\right\}$ can certainly be made. For example, we could require for all $\epsilon>0$ that we have, for all $p$ sufficiently large, $\left|\mu_{p}(A)-h_{p}(A)\right|<\epsilon$ for every Borel set $A \subset \mathcal{O}_{p}$. However, because atomic (discrete) measures would not satisfy this definition, it would eliminate all $\mu_{p}$ arising from discrete $x_{11}$. Let $S_{p, o}$ denote the collection of all open balls in $\mathcal{O}_{p}$. Then an appropriate definition of asymptotic Haar that would not immediately eliminate atomic $\mu_{p}$ could be the following: for every $\epsilon>0$, we have for all $p$ sufficiently large $\left|\mu_{p}(A)-h_{p}(A)\right|<\epsilon$ for every $A \in S_{p, o}$.

In view of Properties 1 and 2, as an indication that $\left\{\mu_{p}\right\}$ is asymptotic Haar, one may consider the vector $\mathbf{y}_{p}=\mathbf{O}_{p}^{\prime} \mathbf{x}_{p},\left\|\mathbf{x}_{p}\right\|=1$, when $\mathbf{O}_{p}$ is $\mu_{p^{-}}$ distributed, and define asymptotic uniformity on the unit $p$-sphere, for example, by requiring for any $\epsilon>0$ and open ball $A$ of the unit $p$-sphere that we have $\left|\mathrm{P}\left(\mathbf{y}_{p} \in A\right)-s_{p}(A)\right|<\epsilon$ for all sufficiently large $p$, where $s_{p}$ is the uniform probability measure on the unit $p$-sphere.

Instead of seeking a particular definition of asymptotic Haar or its consequences, attention should be drawn to the properties the sequence $\left\{h_{p}\right\}$ possesses, which are listed in the previous section, in particular Properties 4 and 5. They involve sequences of mappings, which have potential analytical tractability from $\mathbf{S}_{p}$, and map the $\mathcal{O}_{p}$ 's into a common space. Property 4 maps $\mathcal{O}_{p}$ to the real line and considers nonrandom limit behavior. Simulations strongly suggest that the result holds for more general $\left\{\nu_{p}\right\}$, but a strategy to prove it has not been made.

The remainder of this chapter will focus on Property 5. There the mappings from the $\mathcal{O}_{p}$ 's go into $D[0,1]$ and we consider distributional behavior. We convert this property to one on general $\left\{\mu_{p}\right\}$. We say that $\left\{\mu_{p}\right\}$ satisfies Property $5^{\prime}$ if for $\mathbf{O}_{p} \mu_{p}$-distributed we have for any sequence $\left\{\mathbf{x}_{p}\right\}, \mathbf{x}_{p} \in \mathbb{R}^{p}$ of
unit vectors, with $X_{p}$ defined as in Property 5 from the entries of $\mathbf{y}_{p}=\mathbf{O}_{p}^{\prime} \mathbf{x}_{p}$, as $p \rightarrow \infty$,

$$
X_{p} \xrightarrow{\mathscr{O}} W_{0}
$$

### 10.2 A Necessary Condition for Property 5'

It seems reasonable to consider Property $5^{\prime}$ as a necessary condition for asymptotic Haar. However, when investigating the eigenvectors of the sample convariance matrix $\mathbf{S}_{p}$, we get the following somewhat surprising result.

Theorem 10.2. Assume that $\mathrm{E}\left(x_{11}^{4}\right)<\infty$. If $\left\{\nu_{p}\right\}$ satisfies Property $5^{\prime}$, then $\mathrm{E}\left(x_{11}^{4}\right)=3$.

Proof. Since we are dealing with distributional behavior, we may assume the $x_{i j}$ stem from a double array of iid random variables. With $\lambda_{\max }$ denoting the largest eigenvalue of $\mathbf{S}_{p}$, we then have from Theorem 5.8

$$
\begin{equation*}
\lim _{p \rightarrow \infty} \lambda_{\max }=(1+\sqrt{y})^{2} \quad \text { a.s. } \tag{10.2.1}
\end{equation*}
$$

We present here a review of the essentials of the Skorohod topologies on two metric spaces of rcll functions without explicitly defining the metric. On $D[0,1]$, elements $x_{n}$ in this set converge to $x$ in this set if and only if there exist functions $\lambda_{n}:[0,1] \rightarrow[0,1]$, continuous and strictly increasing with $\lambda_{n}(0)=0, \lambda_{n}(1)=1$, such that

$$
\lim _{n \rightarrow \infty} \sup _{t \in[0,1]} \max \left(\left|x_{n}\left(\lambda_{n}(t)\right)-x(t)\right|,\left|\lambda_{n}(t)-t\right|\right)=0
$$

Billingsley [57] introduces $D[0,1]$ in detail.
Let $D_{0}[0, \infty)$ denote the space of rcll functions $x(t)$ defined on $[0, \infty)$ such that $\lim _{t \rightarrow \infty} x(t)$ exists and is finite. Elements $x_{n}$ converge to $x$ in its topology if and only if there exist functions $\lambda_{n}:[0, \infty) \rightarrow[0, \infty)$, continuous and strictly increasing with $\lambda_{n}(0)=0, \lim _{t \rightarrow \infty} \lambda_{n}(t)=\infty$, such that

$$
\lim _{n \rightarrow \infty} \sup _{t \in[0, \infty)} \max \left(\left|x_{n}\left(\lambda_{n}(t)\right)-x(t)\right|,\left|\lambda_{n}(t)-t\right|\right)=0
$$

(see Lindvall [198]).
For both $D[0,1]$ and $D_{0}[0, \infty)$, it is straightforward to verify that when the limiting $x$ is continuous, convergence in the Skorohod topology is equivalent to uniform convergence.

We let $\mathscr{D}[0,1]$ and $\mathscr{D}_{0}[0, \infty)$ denote the respective $\sigma$-fields of Borel sets of $D[0,1]$ and $D_{0}[0, \infty)$.

From Theorem 3.6, we know that $F^{\mathbf{S}_{p}}$, the ESD of $\mathbf{S}_{p}$, converges a.s. in distribution to $F_{y}(x)$ defined in (3.1.1) (with $\sigma^{2}=1$ ), the standard M-P law.

Since the limit is continuous on $[0, \infty)$, this convergence is uniform:

$$
\sup _{t \in[0, \infty)}\left|F^{\mathbf{S}_{p}}(t)-F_{y}(t)\right| \xrightarrow{\text { a.s. }} 0 \quad \text { as } p \rightarrow \infty .
$$

It follows then that

$$
\begin{equation*}
F^{\mathbf{S}_{p}} \xrightarrow{\text { a.s. }} F_{y} \quad \text { as } p \rightarrow \infty \text { in } D_{0}[0, \infty) \tag{10.2.2}
\end{equation*}
$$

Let $\underline{D}_{0}[0, \infty)$ denote the collection of all subprobability distribution functions on $[0, \infty)$. Clearly $\underline{D}_{0}[0, \infty) \subset D_{0}[0, \infty)$ and is closed in the Skorohod topology. Let $\mathscr{\mathscr { D }}_{0}[0, \infty)$ denote its $\sigma$-field of Borel sets.

Assume now that $\left\{\nu_{p}\right\}$ satisfies Property $5^{\prime}$. We have that $\left(X_{p}, F^{\mathbf{S}_{p}}\right)$ are random elements of the product space $D[0,1] \times \underline{D}_{0}[0, \infty)$. Since the limit of the $F^{\mathbf{S}_{p}}$ is nonrandom, we have from (10.2.2) and Theorem 4.4 of Billingsley [57] that

$$
\begin{equation*}
\left(X_{p}, F^{\mathbf{S}_{p}}\right) \xrightarrow{\mathscr{O}}\left(W_{0}, F_{y}\right) \quad \text { as } p \rightarrow \infty \tag{10.2.3}
\end{equation*}
$$

The mapping $\psi: D[0,1] \times \underline{D}_{0}[0, \infty) \rightarrow D_{0}[0, \infty)$ defined by $\psi(x, \varphi)=$ $x \circ \varphi$ is well defined, and using the same argument as in Billingsley [57], p. 232, it is measurable; that is, $\psi^{-1} \mathscr{D}_{0}[0, \infty) \subset \mathscr{D}[0,1] \times \mathscr{D}_{0}[0, \infty)$. (Note that the proof of measurability relies on the fact that the mappings $\pi_{t_{1}, \ldots, t_{k}}$ : $D_{0}[0, \infty) \rightarrow \mathbb{R}^{k}$ defined by $\pi_{t_{1}, \ldots, t_{k}}(x)=\left(x\left(t_{1}\right), \ldots, x\left(t_{k}\right)\right)$ are measurable for all $k$ and nonnegative $t_{1}, \ldots, t_{k}$, and their inverse images over all Borel sets in $\mathbb{R}^{k}$ generate $\mathscr{D}_{0}$; see Lindvall [198] p. 117.) Using the same argument as in Billingsley [57], p. 145, we see that the mapping $\psi$ is continuous whenever both $x$ and $\varphi$ are continuous.

For a positive integer $m \leq p$, let $D(p, m)$ denote the $p \times p$ matrix containing zeros, except for 1's in its first $m$ diagonal positions. We then have

$$
\psi\left(X_{p}, F^{\mathbf{S}_{p}}\right)(x)=X_{p}\left(F^{\mathbf{S}_{p}}(x)\right)=\frac{\sqrt{p}}{\sqrt{2}}\left(\mathbf{x}_{p}^{\prime} \mathbf{O}_{p} D\left(p,\left[p F^{\mathbf{S}_{p}}(x)\right]\right) \mathbf{O}_{p}^{\prime} \mathbf{x}_{p}-F^{\mathbf{S}_{p}}(x)\right)
$$

We see that $\mathbf{x}_{p}^{\prime} \mathbf{O}_{p} D\left(p,\left[p F^{\mathbf{S}_{p}}(x)\right]\right) \mathbf{O}_{p}^{\prime} \mathbf{x}_{p}$ is a (random) probability distribution function, the mass points being the eigenvalues of $\mathbf{S}_{p}$, while the mass values are the squares of the components of $\mathbf{O}_{p}^{\prime} \mathbf{x}_{p}$.

Since $\mathrm{P}\left(W_{0} \in C[0,1]\right)=1$, where $C[0,1]$ denotes the space of continuous functions on $[0,1]$ (Billingsley [57]) and $F_{y}$ is continuous, we get from Corollary 1 to Theorem 5.1 of Billingsley

$$
\begin{align*}
X_{p}\left(F^{\mathbf{S}_{p}}\right) & \xrightarrow[\rightarrow]{\mathscr{O}} W_{0}\left(F_{y}(x)\right) \\
& \equiv W_{x}^{y} \quad \text { in } D_{0}[0, \infty) \text { as } p \rightarrow \infty \tag{10.2.4}
\end{align*}
$$

For every positive integer $r$, using integration by parts, we have

$$
\frac{\sqrt{p}}{\sqrt{2}}\left(\mathbf{x}_{p}^{\prime} \mathbf{S}_{p}^{r} \mathbf{x}_{p}-(1 / p) \operatorname{tr} \mathbf{S}_{p}^{r}\right)=\int_{0}^{\infty} x^{r} d X_{p}\left(F^{\mathbf{S}_{p}}(x)\right)
$$

$$
\begin{equation*}
=-\int_{0}^{\infty} r x^{r-1} X_{p}\left(F^{\mathbf{S}_{p}}(x)\right) d x \tag{10.2.5}
\end{equation*}
$$

where we have used the fact that, with probability $1, X_{p}\left(F^{\mathbf{S}_{p}}(x)\right)$ is zero outside a bounded set.

It is straightforward to verify that, for any $b>0$, the mapping that takes $\phi \in D_{0}[0, \infty)$ to $\int_{0}^{b} r x^{r-1} y \phi(x) d x$ is continuous. Therefore, from (10.2.4) and Corollary 1 to Theorem 5.1 of Billingsley [57], we have

$$
\begin{equation*}
\int_{0}^{b} r x^{r-1} X_{p}\left(F^{\mathbf{S}_{p}}(x)\right) d x \xrightarrow{\mathscr{O}} \int_{0}^{b} r x^{r-1} W_{x}^{y} d x \quad p \rightarrow \infty \tag{10.2.6}
\end{equation*}
$$

From (10.2.1), we see that when $b>(1+\sqrt{y})^{2}$

$$
\int_{0}^{\infty} r x^{r-1} X_{p}\left(F^{\mathbf{S}_{p}}(x)\right) d x-\int_{0}^{b} r x^{r-1} X_{p}\left(F^{\mathbf{S}_{p}}(x)\right) d x \xrightarrow{\text { a.s. }} 0 \quad \text { as } p \rightarrow \infty
$$

This, (10.2.5), and (10.2.6) yield

$$
\begin{equation*}
\frac{\sqrt{p}}{\sqrt{2}}\left(\mathbf{x}_{p}^{\prime} \mathbf{S}_{p}^{r} \mathbf{x}_{p}-(1 / p) \operatorname{tr} \mathbf{S}_{p}^{r}\right) \xrightarrow{\mathscr{O}}-\int_{0}^{b} r x^{r-1} W_{x}^{y} d x=-\int_{(1-\sqrt{y})^{2}}^{(1+\sqrt{y})^{2}} r x^{r-1} W_{x}^{y} d x \tag{10.2.7}
\end{equation*}
$$

as $p \rightarrow \infty$. The limiting distribution, being the limit of Riemann sums, each sum being Gaussian, must necessarily be Gaussian, with mean 0 and covariance

$$
\sigma_{y, r_{1}, r_{2}}^{2}=\iint_{(1-\sqrt{y})^{2}}^{(1+\sqrt{y})^{2}} r_{1} r_{2} s^{r_{1}-1} t^{r_{2}-1}\left[F_{y}(s \wedge t)-F_{y}(s) F_{y}(t)\right] d s d t
$$

where $F_{y}$ is the distribution function of the M-P law with index $y$. By the extended Hoeffding lemma, ${ }^{1}$ we conclude that

[^4]From this, for any square integrable differentiable functions $f, g$, if both are increasing, by letting $x \rightarrow f(x), y \rightarrow g(y)$,

$$
\begin{aligned}
& \operatorname{Cov}(f(X), g(Y)) \\
= & \iint[\mathrm{P}(f(X) \leq x, g(Y) \leq y)-\mathrm{P}(f(X) \leq x) \mathrm{P}(g(Y) \leq y)] d x d y \\
= & \iint f^{\prime}(x) g^{\prime}(y)[\mathrm{P}(X \leq x, Y \leq y)-\mathrm{P}(X \leq x) \mathrm{P}(Y \leq y)] d x d y .
\end{aligned}
$$

For functions of bounded variation, the equality above can be proved by writing $f$ and $g$ as differences of two increasing functions.

$$
\begin{equation*}
\sigma_{y, r_{1}, r_{2}}^{2}=\operatorname{Cov}\left(M_{y}^{r_{1}}, M_{y}^{r_{2}}\right)=\beta_{r_{1}+r_{2}}-\beta_{r_{1}} \beta_{r_{2}} \tag{10.2.8}
\end{equation*}
$$

where $M_{y}$ is the random variable distributed according to the M-P law and

$$
\beta_{r}=\sum_{j=0}^{r-1} \frac{1}{j+1}\binom{r}{j}\binom{r-1}{j} y^{j}
$$

Especially, when $r=1, \sigma_{y, 1,1}^{2}=\beta_{2}-\beta_{1}^{2}=y$. Hence, we have

$$
\begin{equation*}
-\int_{(1-\sqrt{y})^{2}}^{(1+\sqrt{y})^{2}} W_{x}^{y} d x=N(0, y) \tag{10.2.9}
\end{equation*}
$$

With $\mathbf{x}_{p}=(1,0, \ldots, 0)^{\prime}$, by ordinary CLT, we have

$$
\frac{\sqrt{p}}{\sqrt{2}}\left(\mathbf{x}_{p}^{\prime} \mathbf{S}_{p} \mathbf{x}_{p}-1\right) \sqrt{p / n} \frac{1}{\sqrt{2 n}} \sum_{j}\left(x_{1 j}^{2}-1\right) \xrightarrow{\mathscr{B}} N\left(0,(y / 2)\left(\mathrm{E}\left(x_{11}^{4}\right)-1\right)\right) .
$$

Because Property $5^{\prime}$ requires that the limits be independent of the choice of $\mathbf{x}_{p}$, we conclude that $\frac{y}{2}\left(\mathrm{E} x_{11}^{4}-1\right)=y$, which implies $\mathrm{E} x_{11}^{4}=3$. The proof of the theorem is complete.

Thus property 5 ' requires, under the assumption of a finite fourth moment, the first, second, and fourth moments of $x_{11}$ to be identical to those of a Gaussian variable. This suggests the possibility that only Wishart $\mathbf{S}_{p}$ will satisfy this property, which at present has not been established.

We see from the proof that Property $5^{\prime}$ and $\mathrm{E}\left(x_{11}^{4}\right)<\infty$ yield (10.2.7), which can be viewed as the convergence of moments of $X_{p}\left(F^{\mathbf{S}_{p}}\right)$. It is worthwhile to consider whether this limiting result is true, partly for its own contribution in displaying eigenvector behavior but mainly because it will be shown later to be important in verifying weak convergence of $X_{p}$ under certain assumptions on $\mathbf{x}_{p}$ and the distribution of $x_{11}$. The next section gives a complete analysis of (10.2.7).

### 10.3 Moments of $\boldsymbol{X}_{\boldsymbol{p}}\left(\boldsymbol{F}^{\mathrm{S}_{p}}\right)$

In this section, we will prove the following theorem.
Theorem 10.3. Assume no a priori conditions on the moments of $x_{11}$.
(a) We have

$$
\begin{equation*}
\left\{\sqrt{p / 2}\left(\mathbf{x}_{p}^{\prime} \mathbf{S}_{p}^{r} \mathbf{x}_{p}-(1 / p) \operatorname{tr} S^{r}\right)\right\}_{r=1}^{\infty} \xrightarrow{\mathscr{B}}\left\{-\int_{(1-\sqrt{y})^{2}}^{(1+\sqrt{y})^{2}} r x^{r-1} W_{x}^{y} d x\right\}_{r=1}^{\infty} \tag{10.3.1}
\end{equation*}
$$

in $\mathbb{R}^{\infty}$ as $p \rightarrow \infty$ for every sequence $\mathbf{x}_{p}, \mathbf{x}_{p} \in \mathbb{R}^{p}\left\|\mathbf{x}_{p}\right\|=1$ if and only if

$$
\begin{equation*}
\mathrm{E}\left(x_{11}\right)=0, \quad \mathrm{E}\left(x_{11}^{2}\right)=1, \quad \mathrm{E}\left(x_{11}^{4}\right)=3 . \tag{10.3.2}
\end{equation*}
$$

(b) If $\int_{0}^{\infty} x d X_{p}\left(F_{p}(x)\right)$ is to converge in distribution to a random variable for each of the $\mathbf{x}_{p}$ sequences

$$
\left\{(1,0, \ldots, 0)^{\prime}\right\}, \quad\left\{(1 / \sqrt{p}, \ldots, 1 / \sqrt{p})^{\prime}\right\}
$$

then necessarily $\mathrm{E}\left(x_{11}^{4}\right)<\infty$ and $\mathrm{E}\left(x_{11}\right)=0$.
(c) If $\mathrm{E}\left(x_{11}^{4}\right)<\infty$ but

$$
\frac{\mathrm{E}\left(x_{11}-\mathrm{E}\left(x_{11}\right)\right)^{4}}{\operatorname{Var}^{2}\left(x_{11}\right)} \neq 3
$$

then there exist sequences $\left\{\mathbf{x}_{p}\right\}$ of unit vectors for which

$$
\left(\int_{0}^{\infty} x d X_{p}\left(F_{p}(x)\right), \int_{0}^{\infty} x^{2} d X_{p}\left(F_{p}(x)\right)\right)
$$

fails to converge in distribution.
The proof will be given in the following subsections.

### 10.3.1 Proof of (10.3.1) $\Rightarrow$ (10.3.2)

Assume (10.3.1). By choosing $\mathbf{x}_{p}=(1,0, \cdots, 0)^{\prime}$, by (10.3.1) with $r=1$ and (10.2.9), we have

$$
\begin{equation*}
\frac{(p-1)}{\sqrt{2 p} n} \sum_{j=1}^{n} x_{1 j}^{2}-\frac{1}{\sqrt{2 p} n} \sum_{i=2}^{p} \sum_{j=1}^{n} x_{i j}^{2} \xrightarrow{\mathscr{B}} N(0, y) \tag{10.3.3}
\end{equation*}
$$

By necessary and sufficient conditions for the CLT of sums of independent random variables (see Loève [200], Section 23.5, p. 238), we conclude that

$$
\begin{equation*}
\frac{(p-1)^{2}}{2 n p} \operatorname{Var}\left(x_{11}^{2} I\left(\left|x_{11}^{2}\right|<\sqrt{n}\right)\right)+\frac{(p-1)}{2 p n} \operatorname{Var}\left(X_{11}^{2} I\left(\left|x_{11}^{2}\right|<\sqrt{p} n\right)\right) \rightarrow y \tag{10.3.4}
\end{equation*}
$$

Noting $\frac{(p-1)^{2}}{2 n p} \rightarrow \frac{y}{2}$, the limit above implies that $\operatorname{Var}\left(X_{11}^{2}\right)=2$ and then Ex $x_{11}^{4}<\infty$.

Next, consider the convergence for $\mathbf{x}_{p}=\mathbf{1} / \sqrt{p}$. We will have

$$
\begin{equation*}
\frac{1}{\sqrt{2 p} n} \sum_{i \neq k \leq p} \sum_{j=1}^{n}\left(x_{i j} x_{k j}\right) \xrightarrow{\mathscr{B}} N(0, y) . \tag{10.3.5}
\end{equation*}
$$

The expectation and variance of the left-hand side are $\frac{\sqrt{p}(p-1)}{\sqrt{2}}\left(\mathrm{E} x_{11}\right)^{2}$ and $\frac{p-1}{n} \operatorname{Var}\left(x_{11} x_{12}\right)$, which imply $\mathrm{E} x_{11}=0$ for otherwise the LHS tends to infinity.

Finally, consider the convergence for $\mathbf{x}_{p}=\frac{1}{\sqrt{2}}(1,1,0, \cdots, 0)^{\prime}$. Then, by (10.3.1), we have

$$
\frac{1}{\sqrt{2 p} n}\left[\frac{p-2}{2} \sum_{\substack{i=1,2 \\ j \leq n}}\left(x_{i j}^{2}-\mathrm{E} x_{11}\right)-\sum_{\substack{3 \leq i \leq p \\ j \leq n}}\left(x_{i j}^{2}-\mathrm{E} x_{11}^{2}\right)+p \sum_{j=1}^{n} x_{1 j} x_{2 j}\right] \xrightarrow{\mathscr{O}} N(0, y) .
$$

On the other hand, by the CLT, we know that the LHS tends to normal with mean zero and variance $\frac{y}{2}\left(1+\left(\mathrm{E} x_{11}^{2}\right)^{2}\right)$. Equating it to $y$, we obtain $\mathrm{E} x_{11}^{2}=1$. Then, by $\operatorname{Var}\left(x_{11}^{2}\right)=2$ shown before, we obtain $\mathrm{E} x_{11}^{4}=3$. This completes the proof of (10.3.2).

### 10.3.2 Proof of (b)

When $\int_{0}^{\infty} x d X_{p}\left(F_{p}(x)\right)$ converges in distribution to a random variable for $\mathbf{x}_{p}=(1,0, \ldots, 0)^{\prime}$, we conclude that the LHS of (10.3.3) tends to a random variable in distribution that must be an infinitely divisible law. By Section 23.4, p. 323, of Loève [200], we conclude that the LHS of (10.3.4) tends to a nonnegative constant. By the same reasoning as argued in the last subsection, we conclude that $\mathrm{E} x_{11}^{4}<\infty$.

When $\int_{0}^{\infty} x d X_{p}\left(F_{p}(x)\right)$ with $\mathbf{x}_{p}=\mathbf{1} / \sqrt{p}$ converges in distribution to a random variable, we conclude that the LHS of (10.3.5) tends to a random variable in distribution. Similarly, by considering its mean and variance, we obtain $\mathrm{E} x_{11}=0$. This completes the proof of (b).

### 10.3.3 Proof of (10.3.2) $\Rightarrow(10.3 .1)$

Assume (10.3.2). As in Theorem 10.2, we can assume (10.2.1). We begin by truncating and centralizing the $x_{i j}$. Following the truncation given in Subsection 5.2.1, we may select a sequence $\delta=\delta_{n} \rightarrow 0$ and let $\hat{x}_{i j}=\hat{x}_{i j}(p)=$ $x_{i j} I\left(\left|x_{i j}\right| \leq \delta \sqrt{p}\right)$ and $\widehat{\mathbf{S}}_{p}=(1 / n) \widehat{\mathbf{X}}_{p} \widehat{\mathbf{X}}_{p}^{\prime}$, where $\widehat{\mathbf{X}}_{p}=\left(\hat{x}_{i j}\right)$. Then we can prove that with probability 1 , for all large $p, \mathbf{S}_{p}=\widehat{\mathbf{S}}_{p}$ (that is, for any measurable function $f_{p}$ on $p \times p$ matrices),

$$
\begin{equation*}
\left|f_{p}\left(\mathbf{S}_{p}\right)-f_{p}\left(\widehat{\mathbf{S}}_{p}\right)\right| \xrightarrow{\text { a.s. }} 0 \quad \text { as } p \rightarrow \infty . \tag{10.3.6}
\end{equation*}
$$

Let $\tilde{\mathbf{S}}_{p}=(1 / n)\left(\widehat{\mathbf{X}}_{p}-\mathrm{E}\left(\hat{x}_{11}\right) \mathbf{1}_{p} \mathbf{1}_{n}^{\prime}\right)\left(\widehat{\mathbf{X}}_{p}-\mathrm{E}\left(\hat{x}_{11}\right) \mathbf{1}_{p} \mathbf{1}_{n}^{\prime}\right)^{\prime}$, where $\mathbf{1}_{m}$ denotes the $m$-dimensional vector consisting of 1's. By Theorem A.46, we have

$$
\begin{gather*}
\max _{j \leq p} \sqrt{p}\left|\lambda_{j}^{1 / 2}\left(\widehat{\mathbf{S}}_{p}\right)-\lambda_{j}^{1 / 2}\left(\tilde{\mathbf{S}}_{p}\right)\right| \leq\left\|(\sqrt{p / n}) \mathrm{E}\left(\hat{x}_{11}\right) \mathbf{1}_{p} \mathbf{1}_{n}^{\prime}\right\| \\
=p\left|\mathrm{E}\left(\hat{x}_{11}\right)\right| \rightarrow 0 \quad \text { as } p \rightarrow \infty \tag{10.3.7}
\end{gather*}
$$

where we have used the fact that $\mathrm{E}\left(x_{11}\right)=0, \mathrm{E}\left(x_{11}^{4}\right)<\infty$ implies $\mathrm{E}\left(x_{11}\right)=$ $o\left(p^{-3 / 2}\right)$. Consequently, $\lambda_{\max }\left(\tilde{\mathbf{S}}_{p}\right) \xrightarrow{\text { a.s. }}(1+\sqrt{y})^{2}$ as $p \rightarrow \infty$.

It is straightforward to show for any $p \times p$ matrices $\mathbf{A}, \mathbf{B}$, and integer $r \geq 1$ that $\left\|(\mathbf{A}+\mathbf{B})^{r}-\mathbf{B}^{r}\right\| \leq r\|\mathbf{A}\|(\|\mathbf{A}\|+\|\mathbf{B}\|)^{r-1}$. Therefore, with probability 1 , for all large $p$,

$$
\begin{aligned}
& \sqrt{p}\left|\mathbf{x}_{p}^{\prime}\left(\tilde{\mathbf{S}}_{p}\right)^{r} \mathbf{x}_{p}-\mathbf{x}_{p}^{\prime}\left(\widehat{\mathbf{S}}_{p}\right)^{r} \mathbf{x}_{p}\right| \leq \sqrt{p}\left\|\left(\tilde{\mathbf{S}}_{p}\right)^{r}-\left(\widehat{\mathbf{S}}_{p}^{\prime}\right)^{r}\right\| \\
\leq & \sqrt{p} r\left\|\tilde{\mathbf{S}}_{p}-\widehat{\mathbf{S}}_{p}\right\|\left(\lambda_{\max }\left(\tilde{\mathbf{S}}_{p}\right)+2 \lambda_{\max }\left(\widehat{\mathbf{S}}_{p}\right)\right)^{r-1} \\
\leq & \sqrt{p} r 3^{r-1}(1+\sqrt{y})^{2 r-2}\left\|\tilde{\mathbf{S}}_{p}-\widehat{\mathbf{S}}_{p}\right\| .
\end{aligned}
$$

We also have for any $p \times n$ matrices $\mathbf{A}, \mathbf{B}$ of the same dimension $\| \mathbf{A A}^{\prime}-$ $\mathbf{B B}^{\prime}\|\leq\| \mathbf{A}-\mathbf{B} \|(\|\mathbf{A}\|+\|\mathbf{B}\|)$. Therefore,

$$
\begin{aligned}
& \sqrt{p}\left\|\tilde{\mathbf{S}}_{p}-\widehat{\mathbf{S}}_{p}\right\| \leq \sqrt{p}\left\|(1 / \sqrt{n}) \mathrm{E}\left(\hat{x}_{11}\right) \mathbf{1}_{p} \mathbf{1}_{n}^{\prime}\right\|\left(\lambda_{\max }^{1 / 2}\left(\tilde{\mathbf{S}}_{p}\right)+\lambda_{\max }^{1 / 2}\left(\widehat{\mathbf{S}}_{p}\right)\right) \\
& \quad=p\left|\mathrm{E}\left(\hat{x}_{11}\right)\right|\left(\lambda_{\max }^{1 / 2}\left(\tilde{\mathbf{S}}_{p}\right)+\lambda_{\max }^{1 / 2}\left(\widehat{\mathbf{S}}_{p}\right)\right) \xrightarrow{\text { a.s. }} 0 \quad \text { as } p \rightarrow \infty .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\sqrt{p}\left|\mathbf{x}_{p}^{\prime}\left(\tilde{\mathbf{S}}_{p}\right)^{r} \mathbf{x}_{p}-\mathbf{x}_{p}^{\prime}\left(\widehat{\mathbf{S}}_{p}\right)^{r} \mathbf{x}_{p}\right| \xrightarrow{\text { a.s. }} 0 \quad \text { as } p \rightarrow \infty . \tag{10.3.8}
\end{equation*}
$$

Let $\tilde{\lambda}_{i}, \hat{\lambda}_{i}$ denote the respective eigenvalues of $\tilde{\mathbf{S}}_{p}, \widehat{\mathbf{S}}_{p}$, arranged in nondecreasing order. We have

$$
\begin{array}{r}
\sqrt{p}\left|(1 / p) \operatorname{tr}\left(\tilde{\mathbf{S}}_{p}\right)^{r}-(1 / p) \operatorname{tr}\left(\widehat{\mathbf{S}}_{p}\right)^{r}\right| \leq \sqrt{p} \max _{i \leq p}\left|\tilde{\lambda}_{i}^{r}-\hat{\lambda}_{i}^{r}\right| \\
\leq 2 r \sqrt{p} \max _{i \leq p}\left|\tilde{\lambda}_{i}^{1 / 2}-\hat{\lambda}_{i}^{1 / 2}\right|\left(\max \left(\lambda_{\max }\left(\tilde{\mathbf{S}}_{p}\right), \lambda_{\max }\left(\widehat{\mathbf{S}}_{p}\right)\right)\right)^{\frac{1}{2}(2 r-1)} \xrightarrow{\text { a.s. }} 0 \tag{10.3.9}
\end{array}
$$

as $p \rightarrow \infty$. Therefore, by (10.3.6), (10.3.7), (10.3.8), and (10.3.3), we have for each integer $r \geq 1$,

$$
\left|\sqrt{p / 2}\left(\mathbf{x}_{p}^{\prime} \mathbf{S}_{p}^{r} \mathbf{x}_{p}-(1 / p) \operatorname{tr}\left(\mathbf{S}_{p}^{r}\right)\right)-\sqrt{p / 2}\left(\mathbf{x}_{p}^{\prime} \tilde{\mathbf{S}}_{p}^{r} \mathbf{x}_{p}-(1 / p) \operatorname{tr}\left(\tilde{\mathbf{S}}_{p}^{r}\right)\right)\right| \xrightarrow{\text { a.s. }} 0
$$

as $p \rightarrow \infty$. We see then that, returning to the original notation, it is sufficient to prove (10.3.2) assuming $\mathrm{E}\left(x_{11}\right)=0,\left|x_{11}\right| \leq \delta \sqrt{p}, \mathrm{E}\left(x_{11}^{2}\right) \rightarrow 1, \mathrm{E}\left(x_{11}^{4}\right) \rightarrow 3$, as $p \rightarrow \infty$. By the existence of the fourth moment, we also have

$$
\begin{equation*}
\mathrm{E}\left(\left|x_{11}\right|^{\ell}\right)=o\left(p^{(\ell-4) / 2}\right) \quad \text { for } \ell>4 \tag{10.3.10}
\end{equation*}
$$

We proceed with verifying two lemmas.

Lemma 10.4. After truncation, for any integer $r \geq 1, p^{-1 / 2}\left(\operatorname{tr}\left(\mathbf{S}_{p}^{r}\right)-\right.$ $\left.\mathrm{E}\left(\operatorname{tr}\left(\mathbf{S}_{p}^{r}\right)\right)\right) \xrightarrow{\text { i.p. }} 0$ as $p \rightarrow \infty$.

Proof. After truncation, by (3.2.4), we have $\mathrm{E}\left|\operatorname{tr}\left(\mathbf{S}_{p}^{r}\right)-\mathrm{E}\left(\operatorname{tr}\left(\mathbf{S}_{p}^{r}\right)\right)\right|^{4}=o\left(p^{2}\right)$, which proves the lemma.

Lemma 10.5. For any integer $r \geq 1, \sqrt{p}\left(\mathrm{E}\left(\mathbf{x}_{p}^{\prime} \mathbf{S}_{p}^{r} \mathbf{x}_{p}\right)-\mathrm{E}\left((1 / n) \operatorname{tr}\left(\mathbf{S}_{p}^{r}\right)\right)\right) \rightarrow 0$ as $p \rightarrow \infty$.

Proof. Using the fact that the diagonal elements of $\mathbf{S}_{p}^{r}$ are identically distributed, we have

$$
\begin{equation*}
n^{r}\left(\mathrm{E}\left(\mathbf{x}_{p}^{\prime} \mathbf{S}_{p}^{r} \mathbf{x}_{p}\right)-\mathrm{E}\left(\frac{1}{p} \operatorname{tr}\left(\mathbf{S}_{p}^{r}\right)\right)\right)=\sum_{i \neq j} x_{i} x_{j} \sum_{\substack{i_{2}, \ldots, i_{r} \\ k_{1}, \ldots, k_{r}}} \mathrm{E}\left(x_{i k_{1}} x_{i_{2} k_{1}} \cdots x_{j k_{r}}\right) \tag{10.3.11}
\end{equation*}
$$

In accordance with Subsection 3.1.2, we draw a chain graph of $2 r$ edges, $i_{t} \rightarrow k_{t}$ and $k_{t} \rightarrow i_{t+1}$, where $i_{1}=i, i_{r+1}=j$, and $t=1, \cdots, r$. An example of such a graph is shown in Fig. 10.1.


Fig. 10.1 A chain graph.

If there is a single edge, the corresponding term is 0 . Therefore, we need only consider graphs that have no single edges. Suppose there are $\ell$ noncoincident edges with multiplicities $\nu_{1}, \cdots, \nu_{\ell}$. We have the constraint that $\nu_{t} \geq 2$ and $\nu_{1}+\cdots+\nu_{\ell}=2 r$. Because the vertices $i$ and $j$ are the initial and end vertices of the chain and $i \neq j$, the degrees of the vertices $i$ and $j$ must be odd. Hence, there is at least one noncoincident edge connecting each of the vertices $i$ and $j$ and having a multiplicity $\geq 3$. Therefore, the term is bounded by

$$
B(\delta \sqrt{n})^{2 r-2 \ell-2} \leq B n^{r-\ell-1}
$$

Because the graph is connected, the number of noncoincident vertices is not greater than $\ell+1$ (including $i$ and $j$ ).

Noting that $\left|\sum_{i \neq j} x_{i} x_{j}\right| \leq p-1$, the RHS of (10.3.11) is bounded by

$$
B n^{-r} n^{r-\ell-1} n^{\ell-1} \sum_{i \neq j}\left|x_{i} x_{j}\right| \leq O\left(n^{-1}\right)
$$

From this the lemma follows.
Because of Lemmas 10.4 and 10.5, we see that (10.3.1) is equivalent to

$$
\begin{equation*}
\left\{\sqrt{p / 2}\left(\mathbf{x}_{p}^{\prime} \mathbf{S}_{p}^{r} \mathbf{x}_{p}-\mathrm{E}\left(\mathbf{x}_{p}^{\prime} \mathbf{S}_{p}^{r} \mathbf{x}_{p}\right)\right)\right\}_{r=1}^{\infty} \xrightarrow{\mathscr{D}}\left\{N_{r}\right\}_{r=1}^{\infty} \tag{10.3.12}
\end{equation*}
$$

in $\mathbb{R}^{\infty}$ as $p \rightarrow \infty$, where $\left\{N_{r}\right\}$ are jointly normally distributed with mean 0 and covariance $\sigma_{y, r_{1}, r_{2}}^{2}$ given in (10.2.8). We will use a multidimensional version of the method of moments (see Section B.1) to show that all mixed moments of the entries in (10.3.12) are bounded and that any asymptotic behavior depends solely on $\mathrm{E}\left(x_{11}\right), \mathrm{E}\left(x_{11}^{2}\right)$, and $\mathrm{E}\left(x_{11}^{4}\right)$. We know that (10.3.1) is true when $x_{11}$ is $N(0,1)$ and, because of the two lemmas, (10.3.12) holds as well. Bounded mixed moments will imply, when $x_{11}$ is $N(0,1)$, that the mixed moments of (10.3.12) converge to their proper values. The dependence of the limiting behavior of the mixed moments on $\mathrm{E}\left(x_{11}\right), \mathrm{E}\left(x_{11}^{2}\right)$, and $\mathrm{E}\left(x_{11}^{2}\right)$ implies that the moments in general will converge to the same values. The fact that a multivariate normal distribution is uniquely determined by its moments will then imply (10.3.12).

To apply the moment convergence theorem, we need a second step of truncation and centralization. Let $\tilde{x}_{i j}=x_{i j} I\left(\left|x_{i j}\right|<\log p\right)-\mathrm{E} x_{i j} I\left(\left|x_{i j}\right|<\right.$ $\log p)$ and write $\widetilde{\mathbf{S}}_{p}=n^{-1} \sum_{k=1}^{n} \tilde{x}_{i k} \tilde{x}_{j k}$. To this end, we need the following lemma.

Select index sets

$$
\begin{aligned}
I & =\left\{i_{1}^{1}, i_{2}^{1}, \cdots, i_{1}^{m}, i_{2}^{m}\right\} \\
J & =\left\{j_{2}^{1}, \cdots, j_{r_{1}}^{1}, \cdots, j_{2}^{m}, \cdots, j_{r_{m}}^{m}\right\} \\
K & =\left\{k_{1}^{1}, \cdots, k_{r_{1}}^{1}, \cdots, k_{1}^{m}, \cdots, k_{r_{m}}^{m}\right\},
\end{aligned}
$$

where $r_{1}, \cdots, r_{m}$ and the indices are positive integers. For each $t=1, \cdots, m$, construct a chain graph $G_{t}$ with vertices $\left\{i_{1}^{t}, i_{2}^{t}, j_{2}^{t}, \cdots, j_{r_{t}}^{t}, k_{1}^{t}, \cdots, k_{r_{t}}^{t}\right\}$ and $2 r_{t}$ edges:

$$
\left\{\left(i_{1}^{t}, k_{1}^{t}\right),\left(k_{1}^{t}, j_{2}^{t}\right),\left(j_{2}^{t}, k_{2}^{t}\right), \cdots,\left(j_{r_{t}}^{t}, k_{r_{t}}^{t}\right),\left(k_{r_{t}}^{t}, i_{2}^{t}\right)\right\}
$$

Combine the chain graphs $G=\bigcup_{t=1}^{m} G_{t}$. An example of $G$ with $m=2$ is shown in Fig. 10.2. The indices are called $I$-, $J$-, and $K$-indices in accordance with the index set they belong to. A noncoincident vertex is called an $L$ vertex if it consists of only one $I$-index and some $J$-indices. A noncoincident
vertex is called a $J$-(or $K$-)vertex if it consists of only $J$-( $K$ - correspondingly) indices. A vertex is called a $D$-vertex if it is a $J$ - or $K$-vertex. Denote the numbers of $D$ - or $L$-vertices by $d$ and $l$, respectively. We also denote by $r^{\prime}$ the number of noncoincident edges and write $r=r_{1}+\cdots+r_{m}$. Let $\iota_{\alpha}$ denote the number of noncoincident edges of multiplicity $\alpha$. Then we have the following lemma.

Lemma 10.6. If $G$ does not have single edges and no subgraph $G_{t}$ is separated from all others by edges (i.e., having at least one edge coincident with edges of other subgraphs), we have

$$
d \leq \begin{cases}r-\frac{3}{4} l-\frac{1}{2} m-\frac{1}{2} g=2 r^{\prime}-\frac{3}{4} l-\frac{1}{2}\left(m+2 \iota_{2}+\iota_{3}\right), & \text { if } m \leq 2 \\ r-\frac{3}{4} l-\frac{1}{2} m-\frac{1}{4} g, & \text { for any } m>2\end{cases}
$$

where $g=\iota_{5}+2 \iota_{6}+\cdots$.


Fig. 10.2 A chain graph. The solid arrows form one chain and the broken arrows form another chain.

Proof. Consider the graph $\widetilde{G}$ of noncoincident edges and their vertices of $G$. A subgraph $\Gamma$ of $\widetilde{G}$ is called a regular subtree if (i) it is a tree, (ii) all its edges have multiplicity 2 , (iii) all its vertices consist of $I_{d}$-indices, and (iv) only one root connects to the rest of $\widetilde{G}$. A regular subtree is called maximal if it is not a proper subgraph of another regular subtree. Note that all edges of a regular subtree must come from one subgraph $G_{t}$. If a maximal regular subtree of $\mu$ edges is removed from $\widetilde{G}$, what is left is a graph combined from $m$ subgraphs of sizes $r_{1}, \cdots, r_{t-1}, r_{t}-\mu, r_{t+1}, \cdots, r_{m}$. Now, remove all maximal regular subtrees. Suppose the total number of edges of all maximal regular subtrees
is $\nu_{1}$. In the remaining graph, the numbers $r, r^{\prime}, d$, and $\iota_{2}$ are reduced by $\nu_{1}$, and other numbers do not change.

Next, we consider the remaining graph $\Gamma$. If there is a root of multiplicity 2 , its end vertex must be a $K$-vertex of subgraph $G_{t}$ and the suspending vertex must consist of an $I$-index and a $J$-index, both of which belong to $G_{t}$, for otherwise it would have been removed if both are $J$-indices or the subgraph $G_{t}$ is separated from others by edges if both are $I$-indices. Such a root is called an irregular root. If we remove this root and relabel the $J$-index as the removed $I$-index, the resulting graph is still a graph of the same kind with $r_{t}, d$, and $\iota_{2}$ reduced by 1 and other numbers remain unchanged. Denote the number of irregular roots by $\nu_{2}$. After removing all irregular roots, in the final remaining graph $\Gamma$, the numbers $r, r^{\prime}, d$, and $\iota_{2}$ will be further reduced by $\nu_{2}$ and other numbers remain unchanged.

In the remaining graph, if an $I_{d}$-vertex is an end vertex, the multiplicity of the edge connecting the $I_{d}$-vertex is larger than or equal to 4 . Otherwise, the $I_{d}$-vertex connects at least two noncoincident edges. In both cases, the degree of the $I_{d}$-vertex is not less than 4. Because the degree of an $I_{d}$-vertex must be even, the number of noncoincident edges of odd multiplicities must be even. Now, we first consider the $d_{k} K$-vertices. If a $K$-vertex $K_{i}$ connects $\iota_{\alpha}(i)$ noncoincident edges of multiplicity $\alpha$, then its degree is

$$
\vartheta_{i}=\sum_{\alpha \geq 2} \alpha \iota_{\alpha}(i) \geq 4+\sum_{\substack{\alpha \geq 3 \\ \text { odd }}}(\alpha-2) \iota_{\alpha}(i)+\sum_{\substack{\alpha \geq 4 \\ \text { even }}}(\alpha-4) \iota_{\alpha}(i) .
$$

Summing these inequalities, we obtain

$$
\begin{aligned}
2 \tilde{r} & \geq 4 d_{k}+\sum_{\substack{\alpha \geq 3 \\
\text { odd }}}(\alpha-2) \iota_{\alpha}+\sum_{\substack{\alpha \geq 4 \\
\text { even }}}(\alpha-4) \iota_{\alpha} \\
& \geq 4 d_{k}+l+g
\end{aligned}
$$

where we have used the fact that each $I$-vertex must connect at least one noncoincident edge of odd multiplicity. Therefore, we obtain

$$
\tilde{r} \geq 2 d_{k}+\frac{1}{2}(l+g)
$$

Next, we consider the $\tilde{r}-m J$-indices. There are at least $l J$-indices coincident with the $l L$-vertices, and thus we obtain

$$
\tilde{r}-m \geq 2 d_{j}+l
$$

where $d_{j}$ is the number of $J$-vertices. Combining the two inequalities above and noting that $\tilde{d}=d_{k}+d_{j}$, we obtain

$$
\tilde{d} \leq \tilde{r}-\frac{3}{4} l-\frac{1}{2} m-\frac{1}{4} g .
$$

This proves the case where $m>2$. If $m \leq 2$, there are at most four $I$-indices. In this case, an edge of multiplicity $\alpha>4$ always has a vertex consisting of at least $(\alpha-4) / 2 J$-indices. If the vertex is an $L$-vertex, then it consists of $(\alpha-1) / 2 J$-indices. Therefore, the second inequality becomes

$$
\tilde{r}-m \geq 2 d_{j}+l+g / 2
$$

Then

$$
\tilde{d} \leq \tilde{r}-\frac{3}{4} l-\frac{1}{2}(m+g) .
$$

The lemma then follows by noting that $r=\tilde{r}+\nu_{1}+\nu_{2}$ and $d=\tilde{d}+\nu_{1}+\nu_{2}$.

## Second step of truncation and centralization

Expanding both $\mathbf{x}_{p}^{\prime} \mathbf{S}_{p} \mathbf{x}_{p}-\operatorname{Ex}_{p}^{\prime} \widetilde{\mathbf{S}}_{p} \mathbf{x}_{p}$, we obtain

$$
\begin{align*}
& p \mathrm{E}\left[\left(\mathbf{x}_{p}^{\prime} \mathbf{S}_{p}^{r} \mathbf{x}_{p}-\mathrm{E}\left(\mathbf{x}_{p}^{\prime} \mathbf{S}_{p}^{r} \mathbf{x}_{p}\right)\right)-\left(\mathbf{x}_{p}^{\prime} \widetilde{\mathbf{S}}_{p}^{r} \mathbf{x}_{p}-\mathrm{E}\left(\mathbf{x}_{p}^{\prime} \widetilde{\mathbf{S}}_{p}^{r} \mathbf{x}_{p}\right)\right)\right]^{2} \\
= & p n^{-2 r} \sum^{*} x_{i_{1}^{1}} x_{i_{2}^{1}} x_{i_{1}^{2}} x_{i_{2}^{2}} \mathrm{E}\left[\left(x_{i_{1}^{1} k_{1}^{1}} x_{j_{2}^{1} k_{1}^{1}} x_{j_{2}^{1} k_{2}^{1}} \cdots x_{j_{r_{1}}^{1} k_{r}^{1}} x_{i_{2}^{1} k_{r}^{1}}\right.\right. \\
& -\mathrm{E}\left(x_{i_{1}^{1} k_{1}^{1}} x_{j_{2}^{1} k_{1}^{1}} x_{j_{2}^{1} k_{2}^{1}} \cdots x_{j_{r}^{1} k_{r}^{1}} x_{i_{2}^{1} k_{r}^{1}}\right)+\tilde{x}_{i_{1}^{1} k_{1}^{1}} \tilde{x}_{j_{2}^{1} k_{1}^{1}} \tilde{x}_{j_{2}^{1} k_{2}^{1}} \cdots \tilde{x}_{j_{r_{1}} k_{r}^{1}} \tilde{x}_{i_{2}^{1} k_{r}^{1}} \\
& \left.-\mathrm{E}\left(\tilde{x}_{i_{1}^{1} k_{1}^{1}} \tilde{x}_{j_{2}^{1} k_{1}^{1}} \tilde{x}_{j_{2}^{1} k_{2}^{1}} \cdots \tilde{x}_{j_{r}^{1}} k_{r}^{1} \tilde{x}_{i_{2}^{1} k_{r}^{1}}\right)\right)\left(x_{i_{1}^{2} k_{1}^{2}} x_{j_{2}^{2} k_{1}^{2}} x_{j_{2}^{2} k_{2}^{2}} \cdots x_{j_{r_{1}}^{2} k_{r}^{2}} x_{i_{2}^{2} k_{r}^{2}}\right. \\
& -\mathrm{E}\left(x_{i_{1}^{2} k_{1}^{2}} x_{j_{2}^{2} k_{1}^{2}} x_{j_{2}^{2} k_{2}^{2}} \cdots x_{j_{r}^{2} k_{r}^{2}} x_{i_{2}^{2} k_{r}^{2}}\right)-\tilde{x}_{i_{1}^{2} k_{1}^{2}} \tilde{x}_{j_{2}^{2} k_{1}^{2}} \tilde{x}_{j_{2}^{2} k_{2}^{2}} \cdots \tilde{x}_{j_{r}^{2} k_{r}^{2}}^{2} \tilde{i}_{2}^{2} k_{r}^{1} \\
& \left.\left.+\mathrm{E}\left(\tilde{x}_{i_{1}^{2} k_{1}^{2}}^{2} \tilde{x}_{2}^{2} k_{1}^{2} \tilde{x}_{j_{2}^{2} k_{2}^{2}} \cdots \tilde{x}_{j_{r}^{2} k_{r}^{2}} \tilde{x}_{i_{2}^{2}}^{2} k_{r}^{2}\right)\right)\right], \tag{10.3.13}
\end{align*}
$$

where the summation $\sum^{*}$ is taken for

$$
\begin{gathered}
i_{1}^{1}, i_{2}^{1}, j_{2}^{1}, \ldots, j_{r}^{1} \leq p, k_{1}^{1}, \ldots, k_{r}^{1} \leq n \\
i_{1}^{2}, i_{2}^{2}, j_{2}^{2}, \ldots, j_{r}^{2} \leq p, k_{1}^{m}, \ldots, k_{r}^{m} \leq n
\end{gathered}
$$

Using these indices, we construct graphs $G_{1}, G_{2}$, and the combined $G$ and use the notation defined in Lemma 10.6.

The absolute value of the sum of terms corresponding to a graph with numbers $d, l$, and $g$ of the RHS of (10.3.13) is less than

$$
C p n^{-2 r} p^{d+l / 2}\left(\delta_{p} \sqrt{p}\right)^{g},
$$

where we have used the inequality $\sum\left|x_{i}\right| \leq \sqrt{p}$. By Lemma 10.6, the sum tends to 0 if $g>0$ or $l>0$ or $d<2 r-1$. When $g=l=0$ and $d=2 r-1$, there are two cases: either $\iota_{2}=2 r$ or $\iota_{2}=2 r-2$ and $\iota_{4}=1$. That means the expansion of the expectation in (10.3.13) contains only the second and fourth moments of $x_{11}$ and $\tilde{x}_{11}$. Because of the truncation, both the second and fourth moments of $x_{11}$ and $\tilde{x}_{11}$ will tend to the same corresponding value. Thus we conclude that the absolute value of the expectation in (10.3.13) tends
to 0 and thus the LHS of (10.3.13) tends to 0 .

## Completion of the proof of (10.3.1)

We shall complete the proof of (10.3.1) by showing (10.3.12) under the assumption $\left|x_{i j}\right| \leq \log p$.

Any mixed moment can be written as

$$
\begin{equation*}
p^{m / 2} \mathrm{E}\left[\left(\mathbf{x}_{p}^{\prime} \mathbf{S}_{p}^{r_{1}} \mathbf{x}_{p}-\mathrm{E}\left(\mathbf{x}_{p}^{\prime} \mathbf{S}_{p}^{r_{1}} \mathbf{x}_{p}\right)\right) \cdots\left(\mathbf{x}_{p}^{\prime} \mathbf{S}_{p}^{r_{m}} \mathbf{x}_{p}-\mathrm{E}\left(\mathbf{x}_{p}^{\prime} \mathbf{S}_{p}^{r_{m}} \mathbf{x}_{p}\right)\right)\right] \tag{10.3.14}
\end{equation*}
$$

where the integer $m \geq 2$ and positive integers $r_{1}, \ldots, r_{m}$ are arbitrary. Expanding further, we have

$$
\begin{align*}
& \left(n^{r} p^{-m / 2}\right) \times(10.3 .14) \\
= & \sum^{* *} x_{i_{1}^{1}} x_{i_{2}^{1}} \cdots x_{i_{1}^{m}} x_{i_{2}^{m}} \mathrm{E}\left[\left(x_{i_{1}^{1} k_{1}^{1}} x_{j_{2}^{1} k_{1}^{1}} x_{j_{2}^{1} k_{2}^{1}} \cdots x_{j_{r_{1}}^{1} k_{r_{1}}^{1}} x_{i_{2}^{1} k_{r_{1}}^{1}}\right.\right. \\
& \left.-\mathrm{E}\left(x_{i_{1}^{1} k_{1}^{1}} x_{j_{2}^{1} k_{1}^{1}} x_{j_{2}^{1} k_{2}^{1}} \cdots x_{j_{r_{1}}^{1} k_{r_{1}}^{1}} x_{i_{2}^{1} k_{r_{1}}^{1}}\right)\right) \\
& \cdots\left(x_{i_{1}^{m} k_{1}^{m}} x_{j_{2}^{m}} k_{1}^{m} x_{j_{2}^{m} k_{2}^{m}} \cdots x_{j_{r_{m}}^{m} k_{r_{m}}^{m}} x_{i_{2}^{m} k_{r_{m}}^{m}}\right. \\
& \left.\left.-\mathrm{E}\left(x_{i_{1}^{m} k_{1}^{m}} x_{j_{2}^{m} k_{1}^{m}} x_{j_{2}^{m} k_{2}^{m}} \cdots x_{j_{r_{m}}^{m} k_{r_{m}}^{m}} x_{i_{2}^{m} k_{r_{m}}^{m}}\right)\right)\right] \tag{10.3.15}
\end{align*}
$$

where the summation $\sum^{* *}$ is taken for

$$
\begin{gathered}
i_{1}^{1}, i_{2}^{1}, j_{2}^{1}, \ldots, j_{r_{1}}^{1} \leq p, k_{1}^{1}, \ldots, k_{r_{1}}^{1} \leq n \\
\vdots \\
i_{1}^{m}, i_{2}^{m}, j_{2}^{m}, \ldots, j_{r_{m}}^{m} \leq p, k_{1}^{m}, \ldots, k_{r_{m}}^{m} \leq n
\end{gathered}
$$

Using the notation of Lemma 10.6, we use the indices $i_{1}^{t}, i_{2}^{t}, j_{2}^{t}, \ldots, j_{r_{t}}^{t}(\leq$ p), $k_{1}^{t}, \ldots, k_{r_{t}}^{t}(\leq n)$ to construct a graph $G_{t}$ and let $G=G_{1} \cup \cdots \cup G_{m}$.

We see a zero term if in the corresponding graph
(1) there is a single edge in $G$, or
(2) there is a graph $G_{t}$ that does not have any coincident edges with another graph $G_{t^{\prime}}, t^{\prime} \neq t$.

Then the contribution to (10.3.15) of those terms associated with such a graph $G$ is bounded in absolute value by

$$
\begin{equation*}
K p^{(l / 2)+d} \mathrm{E}\left(\left|x_{i^{1} k_{1}^{1}} \cdots x_{j^{1} k_{r_{1}}^{1}} \cdots x_{i^{m} k_{1}^{m}} \cdots x_{j^{m} k_{r_{m}}^{m}}\right|\right) \tag{10.3.16}
\end{equation*}
$$

Here we have used the fact that $\left|\sum x_{i}\right| \leq p^{1 / 2}$.
The expectation is bounded by

$$
C(\log p)^{\sum_{\alpha=5}^{2 r}(\alpha-4) \iota_{\alpha}} \leq \begin{cases}C(\log p)^{g} \leq(\log p)^{r} & \text { if } g>0  \tag{10.3.17}\\ C & \text { otherwise }\end{cases}
$$

By (10.3.16), (10.3.17), and Lemma 10.6, we conclude that the sum of all terms in the expansion of (10.3.14) corresponding to a graph with $g>0$ or $l>0$ or $d<r-m / 2$ will tend to 0 . When $d=r-m / 2, l=0$, and $g=0$, the limit of (10.3.14) will only depend on $\mathrm{E} x_{11}^{2}$ and $\mathrm{E} x_{11}^{4}$ and the powers $r_{1}, \cdots, r_{m}$.

Hence the proof of (10.3.1) is complete.

### 10.3.4 Proof of (c)

To verify (c), we see that because of (b) we can assume $\mathrm{E}\left(x_{11}\right)=0$ and without loss of generality we can assume $\mathrm{E}\left(x_{11}^{2}\right)=1$. We expand

$$
\begin{align*}
& \mathrm{E}\left(\left(\sqrt{p / 2} \mathbf{x}_{p}^{\prime} \mathbf{S}_{p} \mathbf{x}_{p}-\mathrm{E}\left(\sqrt{p / 2} \mathbf{x}_{p}^{\prime} \mathbf{S}_{p} \mathbf{x}_{p}\right)\right)\left(\sqrt{p / 2} \mathbf{x}_{p}^{\prime} \mathbf{S}_{p}^{2} \mathbf{x}_{p}-\mathrm{E}\left(\sqrt{p / 2} \mathbf{x}_{p}^{\prime} \mathbf{S}_{p}^{2} \mathbf{x}_{p}\right)\right)\right) \\
& \quad \sim\left(\sum_{i \neq j} x_{i}^{2} x_{j}^{2}\right)\left(2 y+y^{2}\right)+\left(\sum_{i} x_{i}^{4}\right)\left(\mathrm{E}\left(x_{11}^{4}\right)-1\right)\left(y+(1 / 2) y^{2}\right) \\
& =\left(2 y+y^{2}\right)+\left(\sum_{i} x_{i}^{4}\right)\left(\mathrm{E}\left(x_{11}^{4}\right)-1\right)\left(y+(1 / 2) y^{2}-\left(2 y+y^{2}\right)\right) \tag{10.3.18}
\end{align*}
$$

The coefficient of $\sum_{i} x_{i}^{4}$ is zero if and only if $\mathrm{E}\left(x_{11}^{4}\right)=3$. If $\mathrm{E}\left(x_{11}^{4}\right) \neq 3$, then since $\sum_{i} x_{i}^{4}$ can range between $1 / p$ and 1 , sequences $\left\{\mathbf{x}_{p}\right\}$ can be formed where (10.3.18) will not converge. Since we have shown, after truncation, that all mixed moments are bounded, for these sequences the ordered pair of variables in (c) will not converge in distribution. Therefore, (c) follows.

### 10.4 An Example of Weak Convergence

We see now that, when $\mathrm{E}\left(x_{11}^{4}\right)<\infty$, the condition $\mathrm{E}\left(x_{11}^{4}\right)=3$, which is necessary (because of Theorem 10.2) for Property 5 ' to hold, is enough for the moments of the process $X_{p}\left(F^{\mathbf{S}_{p}}\right)$ to converge weakly to those of $W_{a}^{y}$. Theorem 10.3 could be viewed as a display of similarity between $\left\{\nu_{p}\right\}$ and $\left\{h_{p}\right\}$ when the first, second, and fourth moments of $x_{11}$ match those of a Gaussian. But its importance will be demonstrated in the main theorem presented in this section, which is a partial solution to the question of whether $\left\{\nu_{p}\right\}$ satisfies Property $5{ }^{\prime}$.

Theorem 10.7. Assume $x_{11}$ is symmetric (that is, symmetrically distributed about 0) and $\mathrm{E}\left(x_{11}^{4}\right)<\infty$. Then, when $\mathbf{x}_{p}=\left( \pm \frac{1}{\sqrt{p}}, \pm \frac{1}{\sqrt{p}}, \cdots, \pm \frac{1}{\sqrt{p}}\right)^{\prime}, \mathbf{O}_{p}$ is $\nu$-distributed, and $X_{p}$ is defined as in the equality of (10.1.2), then the limit of (10.1.2) holds.

From the theorem, one can easily argue other choices of $\mathbf{x}_{p}$ for which the limit (10.1.2) holds, namely vectors close enough to those in the theorem so that the resulting $X_{p}$ approaches in the Skorohod metric random functions satisfying (10.1.2). It will become apparent that the techniques used in the proof of Theorem 10.7 cannot easily be extended to $\mathbf{x}_{p}$ having more variability in the magnitude of its components, while the symmetry requirement may be weakened with a deeper analysis. At present, the possibility exists that only for the $x_{11}$ mean-zero Gaussian will (10.1.2) be satisfied for all $\left\{\mathbf{x}_{p}\right\}$.

Theorem 10.7 adds another possible way of classifying the distribution of $\mathbf{O}_{p}$ as to its closeness to Haar measure. The eigenvectors of $\mathbf{S}_{p}$ with $x_{11}$ symmetric and fourth moment finite display a certain amount of uniform behavior, and $\mathbf{O}_{p}$ can possibly be even more closely related to Haar measure if $\mathrm{E}\left(v_{11}^{4}\right)=3$, due to Theorem 10.3.

For the proof of Theorem 10.7, we first recall in the proof of Theorem 10.2 that it is shown that (10.1.2), (10.2.1), and (10.2.2) imply (10.2.4). The proof of Theorem 10.7 verifies the truth of the implication in the other direction and then the truth of (10.2.4). The proof of Theorem 10.3 will be modified to show (10.3.1) still holds for the $\mathbf{x}_{p}$ 's and $x_{11}$ assumed in Theorem 10.7 and without a condition on the fourth moment of $x_{11}$ other than its being finite. It will be seen that (10.3.1) yields uniqueness of weakly converging subsequences whose limits are continuous functions. With the assumptions made on $\mathbf{x}_{p}$ and $x_{11}$, tightness of $\left\{X_{p}\left(F^{\mathbf{S}_{p}}\right)\right\}$ and the continuity of weakly convergent subsequences can be proven. This is the main issue for whether (10.1.2) holds more generally, due to Theorem 10.3 and parts of the proof that hold in a general setting.

The proof will be carried out in the next three subsections. Subsection 10.4.1 presents a formal description of $\mathbf{O}_{p}$ to account for the ambiguities mentioned at the beginning, followed by a result that converts the problem to one of showing weak convergence of $X_{p}\left(F^{\mathbf{S}_{p}}\right)$ on $D[0, \infty)$, the space of rcll functions on $[0, \infty)$. Subsection 10.4 .2 contains results on random elements in $D[0, b]$ for any $b>0$ that are extensions of certain criteria for weak convergence given in Billingsley [57]. In Subsection 10.4.3, the proof is completed by showing the conditions in Subsection 10.4.2 are met. Some of the results will be stated more generally than presently needed to render them applicable for future use.

Throughout the remainder of this section, we let $F_{p}$ denote $F^{\mathbf{S}_{p}}$.

### 10.4.1 Converting to $D[0, \infty)$

Let us first give a more detailed description of the distribution of $\mathbf{O}_{p}$ that will lead us to a concrete construction of $\mathbf{y}_{p} \equiv \mathbf{O}_{p}^{\prime} \mathbf{x}_{p}$. For an eigenvalue $\lambda$ of $\mathbf{S}_{p}$ with multiplicity $r$, we assume the corresponding $r$ columns of $\mathbf{O}_{p}$ to be generated uniformly; that is, its distribution is the same as $\mathbf{O}_{p, r} \mathbf{\mathbf { O } _ { r }}$, where
$\mathbf{O}_{p, r}$ is $p \times r$ containing $r$ orthonormal columns from the eigenspace of $\lambda$, and $\mathbf{O}_{r} \in \mathscr{O}_{r}$ is Haar-distributed, independent of $\mathbf{S}_{p}$. The $\mathbf{O}_{r}$ 's corresponding to distinct eigenvalues are also assumed to be independent. Thus we have a natural way of constructing the random orthogonal matrix of eigenvectors of $\mathbf{S}_{p}$, resulting in a unique measure $\nu_{p}$ on $\mathscr{O}_{p}$.

The coordinates of $\mathbf{y}_{p}$ corresponding to $\lambda$ are then of the form

$$
\left(\mathbf{O}_{p, r} \mathbf{O}_{r}\right)^{\prime} \mathbf{x}_{p}=\mathbf{O}_{r}^{\prime} \mathbf{O}_{p, r}^{\prime} \mathbf{x}_{p}=\left\|\mathbf{O}_{p, r}^{\prime} \mathbf{x}_{p}\right\| \mathbf{w}_{r}
$$

where $\mathbf{w}_{r}$ is uniformly distributed on the unit sphere in $\mathbb{R}^{r}$. We will use the fact that the distribution of $\mathbf{w}_{r}$ is the same as that of a normalized vector of iid mean-zero Gaussian components. Notice that $\left\|\mathbf{O}_{p, r}^{\prime} \mathbf{x}_{p}\right\|$ is the length of the projection of $\mathbf{x}_{p}$ on the eigenspace of $\lambda$. Thus, $\mathbf{y}_{p}$ can be represented as follows.

Enlarge the sample space defining $\mathbf{S}_{p}$ to allow the construction of $z_{1}, z_{2}, \ldots, z_{n}$, iid $N(0,1)$ random variables independent of $\mathbf{S}_{p}$. For a given $\mathbf{S}_{p}$, let $\lambda_{(1)}<\lambda_{(2)}<\cdots<\lambda_{(t)}$ be the $t$ distinct eigenvalues with multiplicities $m_{1}, m_{2}, \ldots, m_{t}$. For $i=1,2, \ldots, t$, let $a_{i}$ be the length of the projection of $\mathbf{x}_{p}$ on the eigenspace of $\lambda_{(i)}$. Define $m_{0}=0$. Then, for each $i$, we define the coordinates

$$
\left(y_{m_{1}+\cdots+m_{i-1}+1}, y_{m_{1}+\cdots+m_{i-1}+2}, \cdots, y_{m_{1}+\cdots+m_{i}}\right)^{\prime}
$$

of $\mathbf{y}_{p}$ to be the respective coordinates of

$$
\begin{equation*}
a_{i} \cdot \frac{\left(z_{m_{1}+\cdots+m_{i-1}+1}, z_{m_{1}+\cdots+m_{i-1}+2}, \ldots, z_{m_{1}+\cdots+m_{i}}\right)^{\prime}}{\sqrt{\sum_{k=1}^{m_{i}} z_{m_{1}+\cdots+m_{i-1}+k}^{2}}} \tag{10.4.1}
\end{equation*}
$$

We are now in a position to prove the following theorem
Theorem 10.8. If $X_{p}\left(F_{p}\right) \xrightarrow{\mathscr{B}} W_{x}^{y}$ in $D[0, \infty), F_{p} \xrightarrow{\text { i.p. }} F_{y}$, and $\lambda_{\max } \xrightarrow{\text { i.p. }}$ $(1+\sqrt{y})^{2}$, then we have $X_{p} \xrightarrow{\mathscr{D}} W_{0}$.

Proof. By the extended Skorohod theorem (see the footnote on page 68), we may assume that convergence of $F_{p}$ and $\lambda_{\max }$ is a.s. We will continue to rely on basic results in Billingsley [57] showing weak convergence of random elements of a metric space (most notably Theorems 4.1 and 4.4 and Corollary 1 to Theorem 5.1), in particular the results on the function spaces $D[0,1]$ and $C[0,1]$. For the topology and conditions of weak convergence in $D[0, \infty)$, see Lindvall [198]. For our purposes, the only information needed regarding $D[0, \infty)$ beyond that of Billingsley [57] is the fact that weak convergence of a sequence of random functions on $D[0, \infty)$ is equivalent to the following: for every $B>0$, there exists a constant $b>B$ such that the sequence on $D[0, b]$ (under the natural projection) converges weakly. Let $\rho$ denote the sup metric used on $C[0,1]$ and $D[0,1]$ (used only in the latter when limiting distributions lie in $C[0,1]$ with probability 1 ), that is, for $x, y \in D[0,1]$,

$$
\rho(x, y)=\sup _{t \in[0,1]}|x(t)-y(t)| .
$$

Similar to the proof in Theorem 10.2, we need one further general result on weak convergence, which is an extension of the material on pp. 144-145 in Billingsley [57] concerning random changes of time. Let

$$
\underline{D}[0,1]=\{x \in D[0,1]: x \text { is nonnegative and nondecreasing }\} .
$$

Since it is a closed subset of $D[0,1]$, we take the topology of $\underline{D}[0,1]$ to be the Skorohod topology of $D[0,1]$ relativized to it. The mapping

$$
h: D[0, \infty) \times \underline{D}[0,1] \longrightarrow D[0,1]
$$

defined by $h(x, \varphi)=x \circ \varphi$ is measurable (the same argument as in Billingsley [57], p. 232, except the range of the integer $i$ in (39) is now extended to all natural numbers). It is a simple matter to show that $h$ is continuous for each

$$
(x, \varphi) \in C[0, \infty) \times(C[0,1] \cap \underline{D}[0,1])
$$

Therefore, we have (by Corollary 1 to Theorem 5.1 of Billingsley [57])

$$
\begin{align*}
& \left(Y_{n}, \Phi_{n}\right) \xrightarrow{\mathscr{D}}(Y, \Phi) \text { in } D[0, \infty) \times \underline{D}[0,1] \\
& \mathrm{P}(Y \in C[0, \infty))=\mathrm{P}(\Phi \in C[0,1])=1  \tag{10.4.2}\\
& \quad \Rightarrow Y_{n} \circ \Phi_{n} \xrightarrow{\mathscr{O}} Y \circ \Phi \text { in } D[0,1] .
\end{align*}
$$

We can now proceed with the proof of the theorem. For $t \in[0,1]$, let $F_{p}^{-1}(t)=$ largest $\lambda_{j}$ such that $F_{p}\left(\lambda_{j}\right) \leq t\left(0\right.$ for $\left.t<F_{p}(0)\right)$. We have $X_{p}\left(F_{p}\left(F_{p}^{-1}(t)\right)\right)=X_{p}(t)$ (although $F_{p}\left(F_{p}^{-1}(t)\right) \neq t$ ) except on intervals $[m / n,(m+1) / n)$, where $\lambda_{m}=\lambda_{m+1}$. Let $F_{y}^{-1}(t)$ be the inverse of $F_{y}(x)$ for $x \in\left((1-\sqrt{y})^{2},(1+\sqrt{y})^{2}\right]$.

We consider first the case $y \leq 1$. Let $F_{y}^{-1}(0)=(1-\sqrt{y})^{2}$. It is straightforward to show, for all $t \in(0,1], F_{p}^{-1}(t) \xrightarrow{\text { a.s. }} F_{y}^{-1}(t)$. Let $\tilde{F}_{p}^{-1}(t)=$ $\max \left((1-\sqrt{y})^{2}, F_{p}^{-1}(t)\right)$. Then, for all $t \in[0,1], \tilde{F}_{p}^{-1}(t) \rightarrow F_{y}^{-1}(t)$, and since $\lambda_{\text {max }} \xrightarrow{\text { a.s. }}(1+\sqrt{y})^{2}$, we have $\rho\left(\tilde{F}_{p}^{-1}, F_{y}^{-1}\right) \xrightarrow{\text { a.s. }} 0$. Therefore, from (10.4.2) (and Theorem 4.4 of Billingsley [57]) we have

$$
X_{p}\left(F_{p}\left(\tilde{F}_{p}^{-1}\right)\right) \xrightarrow{\mathscr{O}} W_{F_{y}^{-1}}^{y}=W_{0}\left(F_{y}\left(F_{y}^{-1}\right)\right)=W_{0}, \text { in } D[0,1] .
$$

Since $F_{y}(x)=0$ for $x \in\left[0,(1-\sqrt{y})^{2}\right]$, we have $X_{p}\left(F_{p}\right) \xrightarrow{\mathscr{O}} 0$ in $D[0,(1-$ $\left.\sqrt{y})^{2}\right]$, which implies $X_{p}\left(F_{p}\right) \xrightarrow{i . p .} 0$ in $D\left[0,(1-\sqrt{y})^{2}\right]$, and since the zero function lies in $C\left[0,(1-\sqrt{y})^{2}\right]$, we conclude that

$$
\sup _{x \in\left[0,(1-\sqrt{y})^{2}\right]}\left|X_{p}\left(F_{p}(x)\right)\right| \xrightarrow{i . p .} 0 .
$$

We then have

$$
\rho\left(X_{p}\left(F_{p}\left(F_{p}^{-1}\right)\right), X_{p}\left(F_{p}\left(\tilde{F}_{p}^{-1}\right)\right)\right) \leq 2 \times \sup _{x \in\left[0,(1-\sqrt{y})^{2}\right]}\left|X_{p}\left(F_{p}(x)\right)\right| \xrightarrow{i \cdot p .} 0 .
$$

Therefore, we have (by Theorem 4.1 of Billingsley [57])

$$
X_{p}\left(F_{p}\left(F_{p}^{-1}\right)\right) \xrightarrow{\mathscr{B}} W_{0} \text { in } D[0,1] .
$$

Notice that if $x_{11}$ has a density, then we would be done with this case of the proof since for $p \leq n$ the eigenvalues would be distinct with probability 1 , so that $X_{p}\left(F_{p}\left(F_{p}^{-1}\right)\right)=X_{p}$ almost surely. However, for more general $x_{11}$, the multiplicities of the eigenvalues need to be accounted for.

For each $\mathbf{S}_{p}$, let $\lambda_{(1)}<\lambda_{(2)}<\cdots<\lambda_{(\nu)},\left(m_{1}, m_{2}, \ldots, m_{\nu}\right)$, and $\left(a_{1}, a_{2}, \ldots, a_{\nu}\right)$ be defined above (10.4.1). We have from (10.4.1) that

$$
\begin{equation*}
\rho\left(X_{p}, X_{p}\left(F_{p}\left(F_{p}^{-1}\right)\right)\right)=\max _{\substack{1 \leq i \leq \nu \\ 1 \leq j \leq m_{i}}} \sqrt{\frac{p}{2}}\left|\frac{\sum_{\ell=1}^{j} z_{m_{1}+\cdots+m_{i-1}+\ell}^{2}}{\sum_{k=1}^{m_{i}} z_{m_{1}+\cdots+m_{i-1}+k}^{2}}-\frac{j}{p}\right| . \tag{10.4.3}
\end{equation*}
$$

The measurable function $h$ on $D[0,1]$ defined by

$$
h(x)=\rho(x(\cdot), x(\cdot-0))
$$

is continuous on $C[0,1]$ (note that $h(x)=\lim _{\delta \downarrow 0} w(x, \delta)$, where $w(x, \delta)$ is the modulus of continuity of $x$ ) and is identically zero on $C[0,1]$. Therefore (using Corollary 1 to Theorem 5.1 of Billingsley [57]) $h\left(X_{p}\left(F_{p}\left(F_{p}^{-1}(\cdot)\right)\right)\right) \xrightarrow{\mathscr{O}} 0$, which is equivalent to

$$
\begin{equation*}
\max _{1 \leq i \leq \nu} \sqrt{\frac{p}{2}}\left|a_{i}^{2}-\frac{m_{i}}{p}\right| \xrightarrow{i . p .} 0 . \tag{10.4.4}
\end{equation*}
$$

For each $i \leq \nu$ and $j \leq m_{i}$, we have

$$
\begin{align*}
& \sqrt{\frac{p}{2}}\left(a_{i}^{2} \frac{\sum_{\ell=1}^{j} z_{m_{1}+\cdots+m_{i-1}+\ell}^{2}}{\sum_{k=1}^{m_{i}} z_{m_{1}+\cdots+m_{i-1}+k}^{2}}-\frac{j}{p}\right) \\
& =\sqrt{\frac{p}{2}}\left(a_{i}^{2}-\frac{m_{i}}{p}\right) \frac{\sum_{\ell=1}^{j} z_{m_{1}+\cdots+m_{i-1}+\ell}^{2}}{\sum_{k=1}^{m_{i}} z_{m_{1}+\cdots+m_{i-1}+k}^{2}}  \tag{a}\\
+\sqrt{\frac{p}{2}} \frac{m_{i}}{p}\left(a_{i}^{2}\right. & \sum_{\ell=1}^{j} z_{m_{1}+\cdots+m_{i-1}+\ell}^{2}  \tag{b}\\
\sum_{k=1}^{m_{i}} z_{m_{1}+\cdots+m_{i-1}+k}^{2} & \left.\frac{j}{m_{i}}\right) .
\end{align*}
$$

From (10.4.4), we have that the maximum of the absolute value of (a) over $1 \leq i \leq \nu$ converges in probability to zero. For the maximum of (b),
we see that the ratio of chi-square random variables is beta-distributed with parameters $p=j / 2, q=\left(m_{i}-j\right) / 2$. Such a random variable with $p=$ $r / 2, q=(m-r) / 2$ has mean $r / m$ and fourth central moment bounded by $C r^{2} / m^{4}$, where $C$ does not depend on $r$ and $m$. Let $b_{m_{i}, j}$ represent the expression in parentheses in (b). Let $\epsilon>0$ be arbitrary. We use Theorem 12.2 of Billingsley after making the following associations: $S_{j}=\sqrt{m_{i}} b_{m_{i}, j}$, $m=m_{i}, u_{\ell}=\sqrt{C} / m_{i}, \gamma=4, \alpha=2$, and $\lambda=\epsilon \sqrt{2 p / m_{i}}$. We then have the existence of $C^{\prime}>0$ for which

$$
\mathrm{P}\left(\left.\max _{1 \leq j \leq m_{i}}\left|\sqrt{\frac{p}{2}} \frac{m_{i}}{p} b_{m_{i}, j}\right|>\epsilon \right\rvert\, \mathbf{S}_{p}\right) \leq \frac{C^{\prime} m_{i}^{2}}{4 p^{2} \epsilon^{4}}
$$

By Boole's inequality, we have

$$
\mathrm{P}\left(\left.\max _{\substack{1 \leq i \leq \nu \\ 1 \leq j \leq m_{i}}}\left|\sqrt{\frac{p}{2}} \frac{m_{i}}{p} b_{m_{i}, j}\right|>\epsilon \right\rvert\, \mathbf{S}_{p}\right) \leq \frac{C^{\prime}}{4 \epsilon^{4}} \max _{1 \leq i \leq \nu} \frac{m_{i}}{p}
$$

Therefore

$$
\begin{equation*}
\mathrm{P}\left(\max _{\substack{1 \leq i \leq \nu \\ 1 \leq j \leq m_{i}}}\left|\sqrt{\frac{p}{2}} \frac{m_{i}}{p} b_{m_{i}, j}\right|>\epsilon\right) \leq \frac{C^{\prime}}{4 \epsilon^{4}} \mathrm{E}\left(\max _{1 \leq i \leq \nu} \frac{m_{i}}{p}\right) \tag{10.4.5}
\end{equation*}
$$

Because $F_{y}$ is continuous on $(-\infty, \infty)$, we have $F_{p}(x) \xrightarrow{\text { a.s. }} F_{y}(x) \Rightarrow$ $\sup _{x \in[0, \infty)}\left|F_{p}(x)-F_{y}(x)\right| \xrightarrow{\text { a.s. }} 0 \Rightarrow \sup _{x \in[0, \infty)}\left|F_{p}(x)-F_{p}(x-0)\right| \xrightarrow{\text { a.s. }} 0$, which is equivalent to $\max _{1 \leq i \leq \nu} m_{i} / p \xrightarrow{\text { a.s. }} 0$. Therefore, by the dominated convergence theorem, we have the LHS of $(10.4 .5) \rightarrow 0$. We therefore have (10.4.3) $\xrightarrow{\text { i.p. }} 0$, and we conclude (again from Theorem 4.1 of Billingsley [57]) that $X_{p} \xrightarrow{\mathscr{O}} W_{0}$ in $D[0,1]$.

For $y>1$, we assume $p$ is sufficiently large that $p / n>1$. Then $F_{p}(0)=$ $m_{1} / p \geq 1-(n / p)>0$. For $t \in[0,1-(1 / y)]$, define $F_{y}^{-1}(t)=(1-\sqrt{y})^{2}$. For $t \in(1-(1 / y), 1]$, we have $F_{p}^{-1}(t) \xrightarrow{\text { a.s. }} F_{y}^{-1}(t)$. Define as before $\tilde{F}_{p}^{-1}(t)=$ $\max \left((1-\sqrt{y})^{2}, F_{p}^{-1}(t)\right)$. Again, $\rho\left(\tilde{F}_{p}^{-1}, F_{y}^{-1}\right) \xrightarrow{\text { a.s. }} 0$, and from (10.4.2) (and Theorem 4.4 of Billingsley) we have

$$
X_{p}\left(F_{p}\left(\tilde{F}_{p}^{-1}\right)\right) \xrightarrow{\mathscr{B}} W_{0}\left(F_{y}\left(F_{y}^{-1}\right)\right)= \begin{cases}W_{0}(1-(1 / y)), & \text { for } t \in[0,1-(1 / y)], \\ W_{0}(t), & \text { for } t \in[1-(1 / y), 1]\end{cases}
$$

in $D[0,1]$.
Since the mapping $h$ defined on $D[0, b]$ by $h(x)=\sup _{t \in[0, b]}|x(t)-x(b)|$ is continuous for all $x \in C[0, b]$, we have by Theorem 5.1 of Billingsley [57]

$$
\rho\left(X_{p}\left(F_{p}\left(F_{p}^{-1}\right)\right), X_{p}\left(F_{p}\left(\tilde{F}_{p}^{-1}\right)\right)\right)
$$

$$
\begin{aligned}
& =\sup _{x \in\left[0,(1-\sqrt{y})^{2}\right]}\left|X_{p}\left(F_{p}(x)\right)-X_{p}\left(F_{p}\left((1-\sqrt{y})^{2}\right)\right)\right| \\
& \xrightarrow{\mathscr{D}} \sup _{x \in\left[0,(1-\sqrt{y})^{2}\right]}\left|W_{0}\left(F_{y}(x)\right)-W_{0}\left(F_{y}\left((1-\sqrt{y})^{2}\right)\right)\right|=0,
\end{aligned}
$$

which implies

$$
\rho\left(X_{p}\left(F_{p}\left(F_{p}^{-1}\right)\right), X_{p}\left(F_{p}\left(\tilde{F}_{p}^{-1}\right)\right)\right) \xrightarrow{i \cdot p .} 0 .
$$

Therefore (by Theorem 4.1 of Billingsley [57])

$$
X_{p}\left(F_{p}\left(F_{p}^{-1}\right)\right) \xrightarrow{\mathscr{D}} W_{0}\left(F_{y}\left(F_{y}^{-1}\right)\right) .
$$

For $t<F_{p}(0)+\frac{1}{p}$,

$$
\begin{gathered}
X_{p}(t)=\sqrt{\frac{p}{2}}\left(a_{1}^{2} \frac{\sum_{i=1}^{[p t]} z_{i}^{2}}{\sum_{\ell=1}^{p F_{p}(0)} z_{\ell}^{2}}-\frac{[p t]}{p}\right) \\
=\frac{a_{1}^{2}}{\sqrt{F_{p}(0)}} \sqrt{\frac{p F_{p}(0)}{2}}\left(\frac{\sum_{i=1}^{[p t]} z_{i}^{2}}{\sum_{\ell=1}^{p F_{p}(0)} z_{\ell}^{2}}-\frac{[p t]}{p F_{p}(0)}\right)+\frac{[p t]}{p F_{p}(0)} \sqrt{\frac{p}{2}}\left(a_{1}^{2}-F_{p}(0)\right) .
\end{gathered}
$$

Notice that $\sqrt{\frac{p}{2}}\left(a_{1}^{2}-F_{p}(0)\right)=X_{p}\left(F_{p}(0)\right)$.
For $t \in[0,1]$, let $\varphi_{p}(t)=\min \left(t / F_{p}(0), 1\right), \varphi(t)=\min (t /(1-(1 / y)), 1)$, and

$$
Y_{p}(t)=\sqrt{\frac{p}{2}}\left(\frac{\sum_{i=1}^{[p t]} z_{i}^{2}}{\sum_{\ell=1}^{p} z_{\ell}^{2}}-\frac{[p t]}{p}\right) .
$$

Then $\varphi_{n} \xrightarrow{\text { i.p. }} \varphi$ in $D_{0} \equiv\{x \in \underline{D}[0,1]: x(1) \leq 1\}$ (see Billingsley [57], p. 144 ), and for $t<F_{p}(0)+\frac{1}{p}$

$$
Y_{p F_{p}(0)}\left(\varphi_{p}(t)\right)=\sqrt{\frac{p F_{p}(0)}{2}}\left(\frac{\sum_{i=1}^{[p t]} z_{i}^{2}}{\sum_{\ell=1}^{p F_{p}(0)} z_{\ell}^{2}}-\frac{[p t]}{p F_{p}(0)}\right) .
$$

For all $t \in[0,1]$, let

$$
\begin{gathered}
H_{p}(t)=\frac{a_{1}^{2}}{\sqrt{F_{p}(0)}} Y_{p F_{p}(0)}\left(\varphi_{p}(t)\right) \\
+X_{p}\left(F_{p}(0)\right)\left(\frac{\left[p F_{p}(0) \varphi_{p}(t)\right]}{p F_{p}(0)}-1\right)+X_{p}\left(F_{p}\left(F_{p}^{-1}(t)\right)\right)
\end{gathered}
$$

Then $H_{p}(t)=X_{p}(t)$ except on intervals $[m / p,(m+1) / p)$, where $0<\lambda_{m}=$ $\lambda_{m+1}$. We will show $H_{p} \xrightarrow{\mathscr{O}} W_{0}$ in $D[0,1]$.

Let $\psi_{p}(t)=F_{p}(0) t, \psi(t)=(1-(1 / y)) t$, and

$$
V_{p}(t)=\frac{1}{\sqrt{2 p}} \sum_{i=1}^{[p t]}\left(z_{i}^{2}-1\right)
$$

Then $\psi_{p} \xrightarrow{\text { i.p. }} \psi$ in $D_{0}$ and

$$
\begin{equation*}
Y_{p}(t)=\frac{V_{p}(t)-([p t] / p) V_{p}(1)}{1+\sqrt{2 / p} V_{p}(1)} \tag{10.4.6}
\end{equation*}
$$

Since $X_{p}\left(F_{p}\left(F_{p}^{-1}\right)\right)$ and $V_{p}$ are independent, we have (using Theorems 4.4 and 16.1 of Billingsley [57])

$$
\left(X_{p}\left(F_{p}\left(F_{p}^{-1}\right)\right), V_{p}, \varphi_{p}, \psi_{p}\right) \xrightarrow{\mathscr{O}}\left(W_{0}\left(F_{y}\left(F_{y}^{-1}\right)\right), \bar{W}, \varphi, \psi\right),
$$

where $\bar{W}$ is a Weiner process, independent of $W_{0}$. We immediately get (Billingsley [57], p. 145)

$$
\left(X_{p}\left(F_{p}\left(F_{p}^{-1}\right)\right), V_{p} \circ \psi_{p}, \varphi_{p}\right) \xrightarrow{\mathscr{O}}\left(W_{0}\left(F_{y}\left(F_{y}^{-1}\right)\right), \bar{W} \circ \psi, \varphi\right) .
$$

Since $V_{p}\left(\psi_{p}(t)\right)=\sqrt{F_{p}(0)} V_{p F_{p}(0)}(t)$, we have

$$
\rho\left(V_{p} \circ \psi_{p}, \sqrt{1-(1 / y)} V_{p F_{p}(0)}\right)=\left|\sqrt{F_{p}(0)}-\sqrt{1-(1 / y)}\right| \sup _{t \in[0,1]}\left|V_{p F_{p}(0)}(t)\right| \xrightarrow{i . p .} 0 .
$$

Therefore

$$
\begin{equation*}
\left(X_{p}\left(F_{p}\left(F_{p}^{-1}\right)\right), V_{p F_{p}(0)}, \varphi_{p}\right) \xrightarrow{\mathscr{O}}\left(W_{0}\left(F_{y}\left(F_{y}^{-1}\right)\right), \frac{1}{\sqrt{1-(1 / y)}} \bar{W} \circ \psi, \varphi\right) \tag{10.4.7}
\end{equation*}
$$

Notice that $\frac{1}{\sqrt{1-(1 / y)}} \bar{W} \circ \psi$ is again a Weiner process, independent of $W_{0}$.
From (10.4.6), we have

$$
Y_{p}(t)-\left(V_{p}(t)-t V_{p}(1)\right)=V_{p}(t) \frac{t-[p t] / p+\sqrt{2 / p}\left(t V_{p}(1)-V_{p}(t)\right)}{1+\sqrt{2 / p} V_{p}(1)}
$$

Therefore

$$
\begin{equation*}
\rho\left(Y_{p F_{p}(0)}(t), V_{p F_{p}(0)}(t)-t V_{p F_{p}(0)}(1)\right) \xrightarrow{i . p .} 0 . \tag{10.4.8}
\end{equation*}
$$

From (10.4.7), (10.4.1), and the fact that $\bar{W}(t)-t \bar{W}(1)$ is a Brownian bridge, it follows that

$$
\left(X_{p}\left(F_{p}\left(F_{p}^{-1}\right)\right), Y_{p F_{p}(0)}, \varphi_{p}\right) \xrightarrow{\mathscr{O}}\left(W_{0}\left(F_{y}\left(F_{y}^{-1}\right)\right), \widehat{W}_{0}, \varphi\right),
$$

where $\widehat{W}_{0}$ is another Brownian bridge, independent of $W_{0}$.
The mapping $h: D[0,1] \times D[0,1] \times D_{0} \rightarrow D[0,1]$ defined by

$$
h\left(x_{1}, x_{2}, z\right)=\sqrt{1-(1 / y)} x_{2} \circ z+x_{1}(0)(z-1)+x_{1}
$$

is measurable and continuous on $C[0,1] \times C[0,1] \times\left(D_{0} \cap C[0,1]\right)$. Also, from (10.4.4) we have $a_{1}^{2} \xrightarrow{i \cdot p .} 1-(1 / y)$. Finally, it is easy to verify

$$
\frac{\left[p F_{p}(0) \varphi_{p}\right]}{p F_{p}(0)} \xrightarrow{\text { i.p. }} \varphi \quad \text { in } D_{0} .
$$

Therefore, we can conclude (using Theorem 4.1 and Corollary 1 of Theorem 5.1 of Billingsley [57]) that

$$
H_{p} \xrightarrow{\mathscr{O}} \sqrt{1-(1 / y)} \widehat{W}_{0} \circ \varphi+W_{0}(1-(1 / y))(\varphi-1)+W_{0}\left(F_{y}\left(F_{y}^{-1}\right)\right) \equiv H .
$$

It is immediately clear that $H$ is a mean 0 Gaussian process lying in $C[0,1]$. It is a routine matter to verify for $0 \leq s \leq t \leq 1$ that

$$
\mathrm{E}\left(H_{s} H_{t}\right)=s(1-t) .
$$

Therefore, $H$ is a Brownian bridge.
We see that $\rho\left(X_{p}, H_{p}\right)$ is the same as the RHS of (10.4.3) except $i=1$ is excluded. The arguments leading to (10.4.4) and (10.4.5) $(2 \leq i \leq t)$ are exactly the same as before. The fact that $\max _{2 \leq i \leq t} m_{i} / p \xrightarrow{i . p .} 0$ follows from the case $y \leq 1$ since the nonzero eigenvalues (including multiplicities) of $A A^{\prime}$ and $A^{\prime} A$ are identical for any rectangular $A$. Thus

$$
\rho\left(X_{p}, H_{p}\right) \xrightarrow{i \cdot p .} 0
$$

and we have $X_{p}$ converging weakly to a Brownian bridge.

### 10.4.2 A New Condition for Weak Convergence

In this section, we establish two results on random elements of $D[0, b]$ needed for the proof of Theorem 10.7. In the following, we denote the modulus of continuity of $x \in D[0, b]$ by $w(x, \cdot)$ :

$$
w(x, \delta)=\sup _{|s-t|<\delta}|x(s)-x(t)|, \quad \delta \in(0, b] .
$$

To simplify the analysis, we assume, for now, $b=1$.
Theorem 10.9. Let $\left\{X_{p}\right\}$ be a sequence of random elements of $D[0,1]$ whose probability measures satisfy the assumptions of Theorem 15.5 of Billingsley [57]; that is, $\left\{X_{p}(0)\right\}$ is tight, and for every positive $\epsilon$ and $\eta$, there exists a $\delta \in(0,1)$ and an integer $n_{0}$, such that, for all $n>n_{0}, \mathrm{P}\left(w\left(X_{p}, \delta\right) \geq \epsilon\right) \leq \eta$. If there exists a random element $X$ with $\mathrm{P}(X \in C[0,1])=1$ and such that

$$
\begin{equation*}
\left\{\int_{0}^{1} t^{r} X_{p}(t) d t\right\}_{r=0}^{\infty} \xrightarrow{\mathscr{B}}\left\{\int_{0}^{1} t^{r} X(t) d t\right\}_{r=0}^{\infty} \quad \text { as } n \rightarrow \infty \tag{10.4.9}
\end{equation*}
$$

(( $\mathscr{D})$ in (10.4.9) denoting convergence in distribution on $\left.\mathbb{R}^{\infty}\right)$, then $X_{p} \xrightarrow{\mathscr{B}} X$.
Proof. Note that the mappings

$$
x \rightarrow \int_{0}^{1} t^{r} x(t) d t
$$

are continuous in $D[0,1]$. Therefore, by Theorems 5.1 and 15.5 of Billingsley [57], $X_{p} \xrightarrow{\mathscr{O}} X$ will follow if we can show that the distribution of $X$ is uniquely determined by the distribution of

$$
\begin{equation*}
\left\{\int_{0}^{1} t^{r} X(t) d t\right\}_{r=0}^{\infty} \tag{10.4.10}
\end{equation*}
$$

Since the finite-dimensional distributions of $X$ uniquely determine the distribution of $X$, it suffices to show for any integer $m$ and numbers $a_{i}, t_{i}$, $i=0,1, \ldots, m$ with $0=t_{0}<t_{1}<\cdots<t_{m}=1$ that the distribution of

$$
\begin{equation*}
\sum_{i=0}^{m} a_{i} X\left(t_{i}\right) \tag{10.4.11}
\end{equation*}
$$

is uniquely determined by the distribution of (10.4.10).
Let $\left\{f_{n}\right\}, f$ be uniformly bounded measurable functions on $[0,1]$ such that $f_{n} \rightarrow f$ pointwise as $n \rightarrow \infty$. Using the dominated convergence theorem, we have

$$
\begin{equation*}
\int_{0}^{1} f_{n}(t) X(t) d t \rightarrow \int_{0}^{1} f(t) X(t) d t \quad \text { as } n \rightarrow \infty \tag{10.4.12}
\end{equation*}
$$

Let $\epsilon>0$ be any number less than half the minimum distance between the $t_{i}$ 's. Notice that for the indicator function $I([a, b])$ we have the sequence of continuous "ramp" functions $\left\{R_{n}(t)\right\}$ with

$$
R_{n}(t)= \begin{cases}1 & t \in[a, b] \\ 0 & t \in[a-1 / n, b+1 / n]^{c}\end{cases}
$$

and linear on each of the sets $[a-1 / n, a],[b, b+1 / n]$, satisfying $R_{n} \downarrow I([a, b])$ as $n \rightarrow \infty$. Notice also that we can approximate any ramp function uniformly on $[0,1]$ by polynomials. Therefore, using (10.4.12) for polynomials appropriately chosen, we find that the distribution of

$$
\begin{equation*}
\sum_{i=0}^{m-1} a_{i} \int_{t_{i}}^{t_{i}+\epsilon} X(t) d t+a_{m} \int_{1-\epsilon}^{1} X(t) d t \tag{10.4.13}
\end{equation*}
$$

is uniquely determined by the distribution of (10.4.10).
Dividing (10.4.13) by $\epsilon$ and letting $\epsilon \rightarrow 0$, we get a.s. convergence to (10.4.11) (since $X \in C[0,1]$ with probability 1 ) and we are done.

Theorem 10.10. Let $X$ be a random element of $D[0,1]$. Suppose there exist constants $B>0, \gamma \geq 0, \alpha>1$, and a random nondecreasing, rightcontinuous function $F:[0,1] \rightarrow[0, B]$ such that, for all $0 \leq t_{1} \leq t_{2} \leq 1$ and $\lambda>0$,

$$
\begin{equation*}
\mathrm{P}\left(\left|X\left(t_{2}\right)-X\left(t_{1}\right)\right| \geq \lambda\right) \leq \frac{1}{\lambda^{\gamma}} \mathrm{E}\left[\left(F\left(t_{2}\right)-F\left(t_{1}\right)\right)^{\alpha}\right] \tag{10.4.14}
\end{equation*}
$$

Then, for every $\epsilon>0$ and $\delta$ an inverse of a positive integer, we have

$$
\begin{equation*}
\mathrm{P}(w(X, \delta) \geq 3 \epsilon) \leq \frac{K B}{\epsilon^{\gamma}} \mathrm{E}\left[\max _{j<\delta^{-1}}(F((j+1) \delta)-F(j \delta))^{\alpha-1}\right] \tag{10.4.15}
\end{equation*}
$$

where $j$ ranges on positive integers and $K$ depends only on $\gamma$ and $\alpha$.
The theorem is proven by modifying the proofs of the first three theorems in Section 12 of Billingsley [57]. It is essentially an extension of part of a result contained in Theorem 12.3 of Billingsley [57]. The original arguments, for the most part, remain unchanged. We will indicate only the specific changes and refer the reader to Billingsley [57] for details. The extensions of two of the theorems in Billingsley [57] will be given below as lemmas. However, some definitions must first be given.

Let $\xi_{1}, \ldots, \xi_{m}$ be random variables, and $S_{k}=\xi_{1}+\cdots+\xi_{k}\left(S_{0}=0\right)$. Let

$$
\begin{gathered}
M_{m}=\max _{0 \leq k \leq m}\left|S_{k}\right| \\
M_{m}^{\prime}=\max _{0 \leq k \leq m} \min \left(\left|S_{k}\right|,\left|S_{m}-S_{k}\right|\right)
\end{gathered}
$$

Lemma 10.11. (Extension to Theorem 12.1 of Billingsley [57]). Suppose $u_{1}, \ldots, u_{m}$ are nonnegative random variables such that

$$
\begin{gathered}
\mathrm{P}\left(\left|S_{j}-S_{i}\right| \geq \lambda,\left|S_{k}-S_{j}\right| \geq \lambda\right) \leq \frac{1}{\lambda^{2 \gamma}} \mathrm{E}\left[\left(\sum_{i<\ell \leq k} u_{\ell}\right)^{2 \alpha}\right]<\infty \\
0 \leq i \leq j \leq k \leq m
\end{gathered}
$$

for some $\alpha>\frac{1}{2}, \gamma \geq 0$, and for all $\lambda>0$. Then, for all $\lambda>0$,

$$
\begin{equation*}
\mathrm{P}\left(M_{m}^{\prime} \geq \lambda\right) \leq \frac{K}{\lambda^{2 \gamma}} \mathrm{E}\left[\left(u_{1}+\cdots+u_{m}\right)^{2 \alpha}\right] \tag{10.4.16}
\end{equation*}
$$

where $K=K_{\gamma, \alpha}$ depends only on $\gamma$ and $\alpha$.
Proof. We follow Billingsley [57], p. 91. The constant $K$ is chosen in the same way, and the proof proceeds by induction on $m$. The arguments for $m=1$
and 2 are the same except that for the latter $\left(u_{1}+u_{2}\right)^{2 \alpha}$ is replaced by $\mathrm{E}\left(u_{1}+u_{2}\right)^{2 \alpha}$. Assuming (10.4.16) is true for all integers less than $m$, we find an integer $h, 1 \leq h \leq m$, such that

$$
\frac{\mathrm{E}\left[\left(u_{1}+\cdots+u_{h-1}\right)^{2 \alpha}\right]}{\mathrm{E}\left[\left(u_{1}+\cdots+u_{m}\right)^{2 \alpha}\right]} \leq \frac{1}{2} \leq \frac{\mathrm{E}\left[\left(u_{1}+\cdots+u_{h}\right)^{2 \alpha}\right]}{\mathrm{E}\left[\left(u_{1}+\cdots+u_{m}\right)^{2 \alpha}\right]},
$$

the sum on the left-hand side being 0 if $h=1$.
Since $2 \alpha>1$, we have for all nonnegative $x$ and $y$

$$
x^{2 \alpha}+y^{2 \alpha} \leq(x+y)^{2 \alpha}
$$

We then have

$$
\begin{gathered}
\mathrm{E}\left[\left(u_{h+1}+\cdots+u_{m}\right)^{2 \alpha}\right] \leq \mathrm{E}\left[\left(u_{1}+\cdots+u_{m}\right)^{2 \alpha}\right]-\mathrm{E}\left[\left(u_{1}+\cdots+u_{h}\right)^{2 \alpha}\right] \\
\quad \leq \mathrm{E}\left[\left(u_{1}+\cdots+u_{m}\right)^{2 \alpha}\right]\left(1-\frac{1}{2}\right)=\frac{1}{2} \mathrm{E}\left[\left(u_{1}+\cdots+u_{m}\right)^{2 \alpha}\right]
\end{gathered}
$$

Therefore, defining $U_{1}, U_{2}, D_{1}, D_{2}$ as in Billingsley [57], we get the same inequalities as in (12.30)-(12.33) of Billingsley [57], p. 92, with $u^{2 \alpha}$ replaced by $\mathrm{E}\left[\left(u_{1}+\cdots+u_{m}\right)^{2 \alpha}\right]$. The rest of the proof follows exactly.

Lemma 10.12. (Extension to Theorem 12.2 of Billingsley [57]). If, for random nonnegative $u_{\ell}$, there exist $\alpha>1$ and $\gamma \geq 0$ such that, for all $\lambda>0$,

$$
\mathrm{P}\left(\left|S_{j}-S_{i}\right| \geq \lambda\right) \leq \frac{1}{\lambda^{\gamma}} \mathrm{E}\left[\left(\sum_{i<\ell \leq j} u_{\ell}\right)^{2 \alpha}\right]<\infty, \quad 0 \leq i \leq j \leq m,
$$

then

$$
\mathrm{P}\left(M_{n} \geq \lambda\right) \leq \frac{K_{\gamma, \alpha}^{\prime}}{\lambda \gamma} \mathrm{E}\left[\left(u_{1}+\cdots+u_{m}\right)^{2 \alpha}\right], \quad \quad K_{\gamma, \alpha}^{\prime}=2^{\gamma}\left(1+K_{\gamma / 2, \alpha / 2}\right)
$$

Proof. Following Billingsley [57], we have for $0 \leq i \leq j \leq k \leq m$

$$
\begin{gathered}
\mathrm{P}\left(\left|S_{j}-S_{i}\right| \geq \lambda,\left|S_{k}-S_{j}\right| \geq \lambda\right) \leq \mathrm{P}^{\frac{1}{2}}\left(\left|S_{j}-S_{i}\right| \geq \lambda\right) \mathrm{P}^{\frac{1}{2}}\left(\left|S_{k}-S_{j}\right| \geq \lambda\right) \\
\leq \frac{1}{\lambda \gamma} \mathrm{E}\left[\left(\sum_{i<\ell \leq k} u_{\ell}\right)^{2 \alpha}\right]
\end{gathered}
$$

so Lemma 10.4 .9 is satisfied with constants $\gamma / 2, \alpha / 2$. The rest follows exactly as in Billingsley [57], p. 94, with $\left(u_{1}+\cdots+u_{m}\right)^{\alpha}$ in (12.46) and (12.47) replaced by the expected value of the same quantity.

We can now proceed with the proof of Theorem 10.10. Following the proof of Theorem 12.3 of Billingsley [57], we fix positive integers $j<\delta^{-1}$ and $m$ and define

$$
\xi_{i}=X\left(j \delta+\frac{i}{m} \delta\right)-X\left(j \delta+\frac{i-1}{m} \delta\right), \quad i=1,2, \ldots, m
$$

The partial sums of the $\xi_{i}$ 's satisfy Lemma 10.12 with

$$
u_{i}=F\left(j \delta+\frac{i}{m} \delta\right)-F\left(j \delta+\frac{i-1}{m} \delta\right) .
$$

Therefore

$$
\mathrm{P}\left(\max _{1 \leq i \leq m}\left|X\left(j \delta+\frac{i}{m} \delta\right)-X(j \delta)\right| \geq \epsilon\right) \leq \frac{K}{\epsilon^{\gamma}} \mathrm{E}\left[(F((j+1) \delta)-F(j \delta))^{\alpha}\right]
$$

with $K=K_{\gamma, \alpha}^{\prime}$.
Since $X \in D[0,1]$, we have

$$
\begin{gathered}
\mathrm{P}\left(\sup _{j \delta \leq s \leq(j+1) \delta}|X(s)-X(j \delta)|>\epsilon\right) \\
=\mathrm{P}\left(\max _{1 \leq i \leq m}\left|X\left(j \delta+\frac{i}{m} \delta\right)-X(j \delta)\right|>\epsilon \text { for all } m \text { sufficiently large }\right) \\
\leq \liminf _{m} \mathrm{P}\left(\max _{1 \leq i \leq m}\left|X\left(j \delta+\frac{i}{m} \delta\right)-X(j \delta)\right| \geq \epsilon\right) \\
\leq \frac{K}{\epsilon^{\gamma}} \mathrm{E}\left[(F((j+1) \delta)-F(j \delta))^{\alpha}\right] .
\end{gathered}
$$

By considering a sequence of numbers approaching $\epsilon$ from below, we get from the continuity theorem on probability measures

$$
\begin{equation*}
\mathrm{P}\left(\sup _{j \delta \leq s \leq(j+1) \delta}|X(s)-X(j \delta)| \geq \epsilon\right) \leq \frac{K}{\epsilon^{\gamma}} \mathrm{E}\left[(F((j+1) \delta)-F(j \delta))^{\alpha}\right] . \tag{10.4.17}
\end{equation*}
$$

Summing both sides of (10.4.17) over all $j<\delta^{-1}$ and using the corollary to Theorem 8.3 of Billingsley [57], we get

$$
\begin{aligned}
& \mathrm{P}(w(X, \delta) \geq 3 \epsilon) \leq \frac{K}{\epsilon^{\gamma}} \mathrm{E}\left[\sum_{j<\delta^{-1}}(F((j+1) \delta)-F(j \delta))^{\alpha}\right] \\
& \leq \frac{K}{\epsilon^{\gamma}} \mathrm{E}\left[\max _{j<\delta^{-1}}(F((j+1) \delta)-F(j \delta))^{\alpha-1}(F(1)-F(0))\right] \\
& \quad \leq \frac{K B}{\epsilon^{\gamma}} \mathrm{E}\left[\max _{j<\delta^{-1}}(F((j+1) \delta)-F(j \delta))^{\alpha-1}\right],
\end{aligned}
$$

and we are done.
For general $D[0, b]$, we simply replace (10.4.9) by

$$
\begin{equation*}
\left.\left\{\int_{0}^{b} t^{r} X_{p}(t) d t\right\}_{r=0}^{\infty} \stackrel{\mathscr{P}}{\int} \int_{0}^{b} t^{r} X(t) d t\right\}_{r=0}^{\infty} \text { as } n \rightarrow \infty \tag{10.4.18}
\end{equation*}
$$

and (10.4.15) by

$$
\begin{equation*}
\mathrm{P}(w(X, b \delta) \geq 3 \epsilon) \leq \frac{K B}{\epsilon^{\gamma}} \mathrm{E}\left[\max _{j<\delta-1}(F(b(j+1) \delta)-F(b j \delta))^{\alpha-1}\right], \tag{10.4.19}
\end{equation*}
$$

$j$ and $\delta^{-1}$ still positive integers.

### 10.4.3 Completing the Proof

We finish up by verifying the conditions of Theorem 10.9.
Theorem 10.13. Let $\mathrm{E}\left(x_{11}\right)=0, \mathrm{E}\left(x_{11}^{2}\right)=1$, and $\mathrm{E}\left(x_{11}^{4}\right)<\infty$. Suppose the sequence of vectors $\left\{\mathbf{x}_{p}\right\}, \mathbf{x}_{p}=\left(x_{p 1}, x_{p 2}, \ldots, x_{p p}\right)^{\prime},\left\|\mathbf{x}_{p}\right\|=1$ satisfies

$$
\begin{equation*}
\sum_{i=1}^{p} x_{p i}^{4} \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{10.4.20}
\end{equation*}
$$

Then (10.3.1) holds.
Proof. We return to the proof of Theorem 10.3 and consider the sum of nonnegligible terms contributing to (10.3.14) in the limit. If there is an $I_{1}$-vertex consisting of four or more $I_{1}$-indices, such terms are negligible because of condition (10.4.20). Thus, all $I_{1}$-indices must be pairwise matched. Also, by Lemma 10.6 , the nonnegligible terms should satisfy $d=r-m / 2$. This is impossible if $m$ is odd. Thus, the limit of the mixed moment is 0 if $m$ is odd.

Now, let us consider the case where $m$ is even. Due to the fact that (2) is avoided, the graph $G$ consists of at most $m / 2$ connected subgraphs. Also, a graph of $r^{\prime}$ noncoincident edges has at most $r^{\prime}+m / 2$ noncoincident vertices. Because there are exactly $m$ noncoincident vertices, each of which matches with two $I_{1}$-indices, we have $d \leq r^{\prime}-m / 2$. Therefore $r=r^{\prime}$, which implies that all noncoincident edges have multiplicity 2 . We conclude that the asymptotic behavior of (10.3.14) depends only on $\mathrm{E}\left(x_{11}^{2}\right)$, and we are done.

Let $\mathbb{R}_{+}=[0, \infty)$ and $\mathscr{B}_{+}, \mathscr{B}_{+}^{4}$ denote the Borel $\sigma$-fields on, respectively, $\mathbb{R}_{+}$and $\mathbb{R}_{+}^{4}$. For any $p \times p$ symmetric, nonnegative definite matrix $\mathbf{B}_{p}$ and any $A \in \mathscr{B}_{+}$, let $\mathbf{P}^{\mathbf{B}_{p}}(A)$ denote the projection matrix on the subspace of $\mathbb{R}^{p}$ spanned by the eigenvectors of $\mathbf{B}_{p}$ having eigenvalues in $A$ (the collection of projections $\left\{\mathbf{P}^{\mathbf{B}_{p}}((-\infty, a]): a \in \mathbb{R}\right\}$ is usually referred to as the spectral family of $\mathbf{B}_{p}$ ). We have $\operatorname{tr} \mathbf{P}^{\mathbf{B}_{p}}(A)$ equal to the number of eigenvalues of $\mathbf{B}_{p}$ contained in $A$. If $\mathbf{B}_{p}$ is random, then it is straightforward to verify the following facts.

Fact 1. For every $\mathbf{x}_{p} \in \mathbb{R}^{p},\left\|\mathbf{x}_{p}\right\|=1, \mathbf{x}_{p}^{\prime} \mathbf{P}^{\mathbf{B}_{p}}(\cdot) \mathbf{x}_{p}$ is a random probability measure on $\mathbb{R}_{+}$placing mass on the eigenvalues of $\mathbf{B}_{p}$.

Fact 2. For any four entries $P_{i_{1} j_{1}}^{\mathbf{B}_{p}}(\cdot), P_{i_{2} j_{2}}^{\mathbf{B}_{p}}(\cdot), P_{i_{3} j_{3}}^{\mathbf{B}_{p}}(\cdot), P_{i_{4} j_{4}}^{\mathbf{B}_{p}}(\cdot)$ of $\mathbf{P}^{\mathbf{B}_{p}}(\cdot)$, the function defined on rectangles $A_{1} \times A_{2} \times A_{3} \times A_{4} \in \mathscr{B}_{+}^{4}$ by

$$
\begin{equation*}
\mathrm{E}\left(P_{i_{1} j_{1}}^{\mathbf{B}_{p}}\left(A_{1}\right) P_{i_{2} j_{2}}^{\mathbf{B}_{p}}\left(A_{2}\right) P_{i_{3} j_{3}}^{\mathbf{B}_{p}}\left(A_{3}\right) P_{i_{4} j_{4}}^{\mathbf{B}_{p}}\left(A_{4}\right)\right) \tag{10.4.21}
\end{equation*}
$$

generates a signed measure $m_{p}^{\mathbf{B}_{p}}=m_{p}^{\mathbf{B}_{p},\left(i_{1}, j_{1}, \ldots, i_{4}, j_{4}\right)}$ on $\left(\mathbb{R}_{+}^{4}, \mathscr{B}_{+}^{4}\right)$ such that $\left|m_{n}^{\mathbf{B}_{p}}(A)\right| \leq 1$ for every $A \in \mathscr{B}_{+}^{4}$.

When $\mathbf{B}_{p}=\mathbf{S}_{p}$ we also have the following facts.
Fact 3. For any $A \in \mathscr{B}_{+}$, the distribution of $\mathbf{P}^{\mathbf{S}_{p}}(A)$ is invariant under permutation transformations; that is, $\mathbf{P}^{\mathbf{S}_{p}}(A) \stackrel{\mathscr{D}}{=} \mathbf{O}_{p} \mathbf{P}^{\mathbf{S}_{p}}(A) \mathbf{O}_{p}^{\prime}$ for any permutation matrix $\mathbf{O}_{p}$ (using the fact that $\mathbf{P}^{\mathbf{B}_{p}}(\cdot)$ is uniquely determined by $\left\{\mathbf{B}_{p}^{r}\right\}_{r=1}^{\infty}$ along with $\mathbf{O}_{p} \mathbf{P}^{\mathbf{B}_{p}}(\cdot) \mathbf{O}_{p}^{\prime}=P^{\left.\mathbf{O}_{p} \mathbf{B}_{p} \mathbf{O}_{p}^{\prime}(\cdot) \text { and }\left\{\mathbf{S}_{p}^{r}\right\}_{r=1}^{\infty} \mathscr{\mathscr { D }}\left\{\left(\mathbf{O}_{p} \mathbf{S}_{p} \mathbf{O}_{p}^{\prime}\right)^{r}\right\}_{r=1}^{\infty}\right) \text {. } . . . . ~}$

Fact 4. For $0 \leq x_{1} \leq x_{2}$,

$$
\begin{gathered}
\frac{1}{p} \operatorname{tr}^{\mathbf{P}_{p}}\left(\left[0, x_{1}\right]\right)=F_{p}\left(x_{1}\right), \\
X_{p}\left(F_{p}\left(x_{1}\right)\right)=\sqrt{\frac{n}{2}}\left(\mathbf{x}_{p}^{\prime} \mathbf{P}^{\mathbf{S}_{p}}\left(\left[0, x_{1}\right]\right) \mathbf{x}_{p}-\frac{1}{p} \operatorname{tr}\left(\mathbf{P}^{\mathbf{S}_{p}}\left(\left[0, x_{1}\right]\right)\right)\right),
\end{gathered}
$$

and

$$
X_{p}\left(F_{p}\left(x_{2}\right)\right)-X_{p}\left(F_{p}\left(x_{1}\right)\right)=\sqrt{\frac{p}{2}}\left(\mathbf{x}_{p}^{\prime} \mathbf{P}^{\mathbf{S}_{p}}\left(\left(x_{1}, x_{2}\right]\right) \mathbf{x}_{p}-\frac{1}{p} \operatorname{tr}\left(\mathbf{P}^{\mathbf{S}_{p}}\left(\left(x_{1}, x_{2}\right]\right)\right)\right) .
$$

Lemma 10.14. Assume $x_{11}$ is symmetric. If one of the indices $i_{1}, j_{1}, \cdots$, $i_{4}, j_{4}$ appears an odd number of times, then $m_{p}^{\mathbf{S}_{p}} \equiv 0$.

Proof. Let $\mathbf{O}_{i}$ be the diagonal matrix with diagonal entries 1 except the $i$-th, which is -1 . Then, by assumption we have $\mathbf{S}_{p} \stackrel{\mathscr{D}}{=} \mathbf{O}_{i} \mathbf{S}_{p} \mathbf{O}_{i}$ and hence $m_{p}^{\mathbf{S}_{p}}=$ $m_{p}^{\mathbf{O}_{i} \mathbf{S}_{p} \mathbf{O}_{i}}$. On the other hand, similar to Fact 3, one can show that $\mathbf{P}^{\mathbf{O}_{i} \mathbf{S}_{p} \mathbf{O}_{i}}=$ $\mathbf{O}_{i} \mathbf{P}^{\mathbf{S}_{p}} \mathbf{O}_{i}$ and hence $m_{p}^{\mathbf{O}_{i} \mathbf{S}_{p} \mathbf{O}_{i}}=(-1)^{\alpha} m_{p}^{\mathbf{S}_{p}}$, where $\alpha$ is the frequency of $i$ among $\left\{i_{1}, j_{1}, \cdots, i_{4}, j_{4}\right\}$. Thus the lemma follows.

Theorem 10.15. Assume $x_{11}$ is symmetric and $\mathbf{x}_{p}=( \pm 1 / \sqrt{p}, \pm 1 / \sqrt{p}$, $\cdots, \pm 1 / \sqrt{p})^{\prime}$. Let $G_{p}(x)=4 F_{p}(x)$. Then

$$
\begin{equation*}
\mathrm{E}\left(\left(X_{p}\left(F_{p}(0)\right)\right)^{4}\right) \leq \mathrm{E}\left(\left(G_{p}(0)\right)^{2}\right), \tag{10.4.22}
\end{equation*}
$$

and for any $0 \leq x_{1} \leq x_{2}$

$$
\begin{equation*}
\mathrm{E}\left(\left(X_{p}\left(F_{p}\left(x_{2}\right)\right)-X_{p}\left(F_{p}\left(x_{1}\right)\right)\right)^{4}\right) \leq \mathrm{E}\left(\left(G_{p}\left(x_{2}\right)-G_{p}\left(x_{1}\right)\right)^{2}\right) . \tag{10.4.23}
\end{equation*}
$$

Proof. With $A=\{0\}$ in (10.4.22), and $A=\left(x_{1}, x_{2}\right]$ in (10.4.23), we use Fact 4 to find the LHS of (10.4.22) and (10.4.23) equal to

$$
\begin{equation*}
\frac{1}{4 p^{2}} \mathrm{E}\left(\sum_{i \neq j} \gamma_{i j} P_{i j}^{\mathbf{S}_{p}}(A)\right)^{4} \tag{10.4.24}
\end{equation*}
$$

where $\gamma_{i j}=\operatorname{sgn}\left(\left(\mathbf{x}_{p}\right)_{i}\left(\mathbf{x}_{p}\right)_{j}\right)$. For the remainder of the argument, we simplify the notation by suppressing the dependence of the projection matrix on $\mathbf{S}_{p}$ and $A$. Upon expanding (10.4.24), we use Fact 3 to combine identically distributed factors, and Lemma 10.14 to arrive at

$$
\begin{align*}
(10.4 .24)= & \frac{(p-1)}{p}\left(12(p-2) \mathrm{E}\left(P_{12}^{2} P_{13}^{2}\right)+3(p-2)(p-3) \mathrm{E}\left(P_{12}^{2} P_{34}^{2}\right)\right. \\
& \left.+12(p-2)(p-3) \mathrm{E}\left(P_{12} P_{23} P_{34} P_{14}\right)+2 \mathrm{E}\left(P_{12}^{4}\right)\right) . \tag{10.4.25}
\end{align*}
$$

We can write the second and third expected values in (10.4.25) in terms of the first expected value and expected values involving $P_{11}, P_{22}$, and $P_{12}$ by making further use of Fact 3 and the fact that $\mathbf{P}$ is a projection matrix (i.e., $\mathbf{P}^{2}=\mathbf{P}$ ). For example, we take the expected value of both sides of the identity

$$
P_{12} P_{23}\left(\sum_{j \geq 4} P_{3 j} P_{1 j}+P_{31} P_{11}+P_{32} P_{12}+P_{33} P_{13}\right)=P_{12} P_{23} P_{13}
$$

and get

$$
(p-3) \mathrm{E}\left(P_{12} P_{23} P_{34} P_{14}\right)+2 \mathrm{E}\left(P_{11} P_{12} P_{23} P_{31}\right)+\mathrm{E}\left(P_{12}^{2} P_{13}^{2}\right)=\mathrm{E}\left(P_{12} P_{23} P_{13}\right)
$$

Proceeding in the same way, we find

$$
(p-2) \mathrm{E}\left(P_{11} P_{12} P_{23} P_{31}\right)+\mathrm{E}\left(P_{11}^{2} P_{12}^{2}\right)+\mathrm{E}\left(P_{11} P_{22} P_{12}^{2}\right)=\mathrm{E}\left(P_{11} P_{12}^{2}\right)
$$

and

$$
(p-2) \mathrm{E}\left(P_{12} P_{23} P_{13}\right)+2 \mathrm{E}\left(P_{11} P_{12}^{2}\right)=\mathrm{E}\left(P_{12}^{2}\right)
$$

Therefore,

$$
(p-2)(p-3) \mathrm{E}\left(P_{12} P_{23} P_{34} P_{14}\right)
$$

$=\mathrm{E}\left(P_{12}^{2}\right)+2 \mathrm{E}\left(P_{11} P_{22} P_{12}^{2}\right)+2 \mathrm{E}\left(P_{11}^{2} P_{12}^{2}\right)-(p-2) \mathrm{E}\left(P_{12}^{2} P_{13}^{2}\right)-4 \mathrm{E}\left(P_{11} P_{12}^{2}\right)$.
Since $P_{11} \geq \max \left(P_{11} P_{22}, P_{11}^{2}\right)$ and $P_{12}^{2} \leq P_{11} P_{22}$ (since $P$ is nonnegative definite), we have

$$
(p-2)(p-3) \mathrm{E}\left(P_{12} P_{23} P_{34} P_{14}\right) \leq \mathrm{E}\left(P_{11} P_{22}\right)-(p-2) \mathrm{E}\left(P_{12}^{2} P_{13}^{2}\right)
$$

Similar arguments will yield

$$
\begin{gathered}
(p-3) \mathrm{E}\left(P_{12}^{2} P_{34}^{2}\right)+2 \mathrm{E}\left(P_{12}^{2} P_{13}^{2}\right)+\mathrm{E}\left(P_{12}^{2} P_{33}^{2}\right)=\mathrm{E}\left(P_{12}^{2} P_{33}\right), \\
(p-2) \mathrm{E}\left(P_{12}^{2} P_{13}^{2}\right)+\mathrm{E}\left({ }_{12}^{4}\right)+\mathrm{E}\left(P_{11}^{2} P_{12}^{2}\right)=\mathrm{E}\left(P_{11} P_{12}^{2}\right)
\end{gathered}
$$

After multiplying the first equation by $n-2$ and adding it to the second, we get

$$
\begin{gathered}
(p-2)(p-3) \mathrm{E}\left(P_{12}^{2} P_{34}^{2}\right)+3(p-2) \mathrm{E}\left(P_{12}^{2} P_{13}^{2}\right) \\
=(p-2) \mathrm{E}\left(P_{12}^{2} P_{33}\right)-(p-2) \mathrm{E}\left(P_{12}^{2} P_{33}^{2}\right)+\mathrm{E}\left(P_{11} P_{12}^{2}\right)-\mathrm{E}\left(P_{11}^{2} P_{12}^{2}\right)-\mathrm{E}\left(P_{12}^{4}\right) \\
=\mathrm{E}\left(P_{11} P_{22}\right)+\mathrm{E}\left(P_{11}^{2} P_{22}^{2}\right)-2 \mathrm{E}\left(P_{11} P_{22}^{2}\right)-\mathrm{E}\left(P_{12}^{4}\right) \\
\leq \mathrm{E}\left(P_{11} P_{22}\right)-\mathrm{E}\left(P_{12}^{4}\right)
\end{gathered}
$$

Combining the expressions above, we obtain

$$
(10.4 .24) \leq 15 \frac{(p-1)}{p} \mathrm{E}\left(P_{11} P_{22}\right)
$$

Therefore, using Facts 3 and 4, we get

$$
\begin{aligned}
& (10.4 .24) \leq \frac{15}{p^{2}} \mathrm{E}\left(\sum_{i \neq j} P_{i i} P_{j j}\right) \leq \mathrm{E}\left(\left(\frac{4}{p} \operatorname{tr} P\right)^{2}\right) \\
& = \begin{cases}\mathrm{E}\left(\left(G_{p}(0)\right)^{2}\right) & \text { for } A=\{0\}, \\
\mathrm{E}\left(\left(G_{p}\left(x_{2}\right)-G_{p}\left(x_{1}\right)\right)^{2}\right) & \text { for } A=\left(x_{1}, x_{2}\right],\end{cases}
\end{aligned}
$$

and we are done.
We can now complete the proof of Theorem 10.7. Choose any $b>(1+\sqrt{y})^{2}$. As in the proof of Theorem 10.2, we may assume (10.2.1) and, by Theorem 10.13, (10.3.1), which implies
so that (10.4.18) is satisfied. By Theorems 10.10 and 10.15 , we have (10.4.19) with $X=X_{p}\left(F_{p}\right), F=4 F_{p}, B=4, \gamma=4$, and $\alpha=2$. From Theorem 3.6 and Theorem 5.1 of Billingsley [57], we have, for every $\delta \in(0, b]$,

$$
w\left(F_{p}, \delta\right) \xrightarrow{i . p .} w\left(F_{y}, \delta\right) \quad \text { as } p \rightarrow \infty .
$$

Since $F_{y}$ is continuous on $[0, \infty)$, we apply the dominated convergence theorem to the RHS of (10.4.19) and find that, for every $\epsilon>0, \mathrm{P}\left(w\left(X_{p}\left(F_{p}\right), \delta\right) \geq\right.$ $\epsilon$ ) can be made arbitrarily small for all $p$ sufficiently large by choosing $\delta$ appropriately. Therefore, by Theorem 10.4.9, $X_{p}\left(F_{p}\right) \xrightarrow{\mathscr{O}} W_{x}^{y}$ in $D[0, b]$, which implies $X_{p}\left(F_{p}(\cdot)\right) \xrightarrow{\mathscr{O}} W_{x}^{y}$ in $D[0, \infty)$, and by Theorem 10.8 we conclude that $X_{p} \xrightarrow{\mathscr{O}} W^{\circ}$.

### 10.5 Extension of (10.2.6) to $\mathrm{B}_{n}=\mathrm{T}^{1 / 2} \mathrm{~S}_{p} \mathrm{~T}^{1 / 2}$

First, we point out that the random variables $X_{p}\left(F_{p}^{\mathbf{S}_{p}}(x)\right)$ can be written as

$$
X_{p}\left(F_{p}^{\mathbf{S}_{p}}(x)\right)=\sqrt{p / 2}\left(F_{*}^{\mathbf{S}_{p}}(x)-F_{p}^{\mathbf{S}_{p}}(x)\right)
$$

where $F_{*}^{\mathbf{S}_{p}}$ is another empirical spectral distribution that puts mass $\left|y_{i}\right|^{2}$ at the place $\lambda_{i}$. We shall call it the eigenvector ESD or simply VESD. Throughout this section, we shall consider the linear functionals of $X_{p}\left(F_{p}^{\mathbf{B}_{n}}\right)$ associated with the matrix $\mathbf{B}_{n}=\mathbf{T}^{1 / 2} \mathbf{S}_{p} \mathbf{T}^{1 / 2}$, where the random variables may be complex.

### 10.5.1 First-Order Limit

Theorem 10.16. Suppose:
(1) For each $p x_{i j}=x_{i j}^{(p)}, i, j=1,2, \cdots$, are iid complex random variables with $\mathrm{E} x_{11}=0$ and $\mathrm{E}\left|x_{11}^{2}\right|=1$.

$$
\begin{equation*}
\mathbf{x}_{p} \in \mathbb{C}_{1}^{p}=\left\{\mathbf{x} \in \mathbb{C}^{p},\|\mathbf{x}\|=1\right\} \text { and } \lim _{p \rightarrow \infty} \frac{p}{n}=y \in(0, \infty) \tag{2}
\end{equation*}
$$

(3) $\mathbf{T}$ is $p \times p$ nonrandom Hermitian (or symmetric in the real case) nonnegative definite with its spectral norm bounded in $p$, with $H_{p}=F^{\mathbf{T}} \xrightarrow{\mathscr{B}} H$ a proper distribution function and with $\mathbf{x}_{p}^{*}(\mathbf{T}-z \mathbf{I})^{-1} \mathbf{x}_{p} \rightarrow s_{F^{H}}(z)$, where $s_{F^{H}}(z)$ denotes the Stieltjes transform of $H(t)$.
Then, it holds that

$$
F_{*}^{\mathbf{B}_{p}}(x) \rightarrow F^{y, H}(x) \quad \text { a.s. }
$$

Remark 10.17. If $\mathbf{T}=b \mathbf{I}$ for some positive constant $b$ or more generally $\lambda_{\max }(\mathbf{T})-\lambda_{\min }(\mathbf{T}) \rightarrow 0$, the condition $\mathbf{x}_{p}^{*}(\mathbf{T}-z \mathbf{I})^{-1} \mathbf{x}_{p} \rightarrow m_{F^{H}}(z)$ holds uniformly for all $\mathbf{x}_{p} \in \mathbb{C}_{1}^{p}$. In other cases, this condition may not hold for all $\mathbf{x}_{p} \in \mathbb{C}_{1}^{p}$. However, there always exists some $\mathbf{x}_{p} \in \mathbb{C}_{1}^{p}$ such that this condition holds, say $\mathbf{x}_{p}=\left(\mathbf{u}_{1}+\cdots+\mathbf{u}_{p}\right) / \sqrt{p}$, where $\mathbf{u}_{1}, \cdots, \mathbf{u}_{n}$ are the orthonormal eigenvectors in the spectral decomposition of $\mathbf{T}$.

Applying Theorem 10.16, we get the following interesting results.
Corollary 10.18. Let $\left(\mathbf{B}_{p}^{m}\right)_{i i}, m=1,2, \cdots$, denote the $i$-th diagonal elements of matrices $\mathbf{B}_{p}^{m}$. Under the conditions of Theorem 10.16 for $\mathbf{x}_{p}=\mathbf{e}_{p i}$, we have, for any fixed $m$,

$$
\lim _{p \rightarrow \infty}\left|\left(\mathbf{B}_{p}^{m}\right)_{i i}-\int x^{m} d F^{y, H}(x)\right| \rightarrow 0 \quad \text { a.s. }
$$

where $\mathbf{e}_{p i}$ is the p-vector with $i$-th element 1 and others 0.
Remark 10.19. If $\mathbf{T}=b \mathbf{I}$ for some positive constant $b$ or more generally $\lambda_{\max }(\mathbf{T})-\lambda_{\min }(\mathbf{T}) \rightarrow 0$, there is a better result,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \max _{i}\left|\left(\mathbf{B}_{p}^{m}\right)_{i i}-\int x^{m} d F^{y, H}(x)\right| \rightarrow 0 \quad \text { a.s. } \tag{10.5.26}
\end{equation*}
$$

(The proof of this corollary follows easily from the uniform convergence of condition (3) of Theorem 10.16 for all $\mathbf{x}_{p} \in \mathbb{C}_{1}^{p}$, with careful checking of the proof of Theorem 10.16.)

More generally, we have the following corollary.
Corollary 10.20. If $f(x)$ is a bounded function and the assumptions of Theorem 10.16 are satisfied, then

$$
\sum_{j=1}^{p}\left|y_{j}^{2}\right| f\left(\lambda_{j}\right)-\frac{1}{p} \sum_{j=1}^{p} f\left(\lambda_{j}\right) \rightarrow 0 \quad \text { a.s. }
$$

### 10.5.2 CLT of Linear Functionals of $\mathrm{B}_{p}$

Theorem 10.21. In addition to the conditions of Theorem 10.16, we assume that $\mathrm{E}\left|x_{11}^{4}\right|<\infty$ and
(4) $g_{1}, \cdots, g_{k}$ are defined and analytic on an open region $\mathcal{D}$ of the complex plane that contains the real interval

$$
\begin{equation*}
\left[\liminf _{p} \lambda_{\min }^{\mathbf{T}} I_{(0,1)}(y)(1-\sqrt{y})^{2}, \underset{p}{\limsup } \lambda_{\max }^{\mathbf{T}}(1+\sqrt{y})^{2}\right] . \tag{10.5.27}
\end{equation*}
$$

$$
\begin{equation*}
\sup _{z} \sqrt{n}\left|\mathbf{x}_{p}^{*}\left(\underline{s}_{F^{y_{n}, H_{n}}}(z) \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{x}_{p}-\int \frac{1}{\underline{s}_{F^{y_{n}, H_{n}}}(z) t+1} d H_{n}(t)\right| \rightarrow 0 \text { as } \tag{5}
\end{equation*}
$$

Then the following conclusions hold:
(a) The random vectors

$$
\begin{equation*}
\left(\int g_{1}(x) d G_{n}(x), \cdots, \int g_{k}(x) d G_{n}(x)\right) \tag{10.5.28}
\end{equation*}
$$

form a tight sequence.
(b) If $x_{11}$ and $\mathbf{T}$ are real and $\mathrm{E} x_{11}^{4}=3$, the random vector above converges weakly to a Gaussian vector $X_{g_{1}}, \cdots, X_{g_{k}}$, with zero means and covariance function

$$
\begin{align*}
& \operatorname{Cov}\left(X_{g_{1}}, X_{g_{2}}\right)  \tag{10.5.29}\\
= & -\frac{1}{2 \pi^{2}} \int_{\mathcal{C}_{1}} \int_{\mathcal{C}_{2}} g_{1}\left(z_{1}\right) g_{2}\left(z_{2}\right) \frac{\left(z_{2} \underline{m}\left(z_{2}\right)-z_{1} \underline{m}\left(z_{1}\right)\right)^{2}}{y^{2} z_{1} z_{2}\left(z_{2}-z_{1}\right)\left(\underline{m}\left(z_{2}\right)-\underline{m}\left(z_{1}\right)\right)} d z_{1} d z_{2} .
\end{align*}
$$

The contours $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ in the equality above are disjoint, both contained in the analytic region for the functions $\left(g_{1}, \cdots, g_{k}\right)$ and both enclosing the support of $F^{y_{n}, H_{n}}$ for all large $p$.
(c) If $x_{11}$ is complex, with $\mathrm{E} x_{11}^{2}=0$ and $\mathrm{E}\left|x_{11}\right|^{4}=2$, then the conclusions (a) and (b) still hold but the covariance function reduces to half of the quantity given in (10.5.29).

Remark 10.22. If $\mathbf{T}=b \mathbf{I}$ for some positive constant $b$ or more generally $\sqrt{p}\left(\lambda_{\max }(\mathbf{T})-\lambda_{\min }(\mathbf{T})\right) \rightarrow 0$, then condition (5) holds uniformly for all $\mathbf{x}_{p} \in \mathbb{C}_{1}^{p}$.

Theorem 10.23. Besides the assumptions of Theorem 10.21, $H(x)$ satisfies

$$
\begin{equation*}
\int \frac{d H(t)}{\left(1+t \underline{m}\left(z_{1}\right)\right)\left(1+t \underline{s}\left(z_{2}\right)\right)}-\int \frac{d H(t)}{\left(1+t \underline{s}\left(z_{1}\right)\right)} \int \frac{d H(t)}{\left(1+t \underline{s}\left(z_{2}\right)\right)}=0 \tag{10.5.30}
\end{equation*}
$$

Then all results of Theorem 10.21 remain true. Moreover, formula (10.5.29) can be simplified to

$$
\begin{align*}
& \operatorname{Cov}\left(X_{g_{1}}, X_{g_{2}}\right)  \tag{10.5.31}\\
= & \frac{2}{y}\left(\int g_{1}(x) g_{2}(x) d F^{y, H}(x)-\int g_{1}\left(x_{1}\right) d F^{y, H}\left(x_{1}\right) \int g_{2}\left(x_{2}\right) d F^{y, H}\left(x_{2}\right)\right) .
\end{align*}
$$

Remark 10.24. Obviously, (10.5.30) holds when $\mathbf{T}=b \mathbf{I}$. Actually, (10.5.30) holds if and only if $H(x)$ is a degenerate distribution. To see it, one only needs to choose $z_{2}$ to be the complex conjugate of $z_{1}$.

### 10.6 Proof of Theorem 10.16

Without loss of generality, we assume that $\|\mathbf{T}\| \leq 1$, where $\|\cdot\|$ denotes the spectral norm on the matrices; i.e., the largest singular values.

For $C>0$, let $\tilde{x}_{i j}=x_{i j} I\left(\left|x_{i j}\right| \leq C\right)-\mathrm{E} x_{i j} I\left(\left|x_{i j}\right| \leq C\right)$ and $\tilde{\mathbf{B}}_{p}=$ $\frac{1}{n} \mathbf{T}^{\frac{1}{2}} \tilde{\mathbf{X}}_{p} \tilde{\mathbf{X}}_{p}^{*} \mathbf{T}^{\frac{1}{2}}$, where $\tilde{\mathbf{X}}_{p}=\left(\tilde{x}_{i j}\right)$.

Let $v=\Im z>0$. Since $x_{i j}-\tilde{x}_{i j}=x_{i j} I\left(\left|x_{i j}\right|>C\right)-\mathrm{E} x_{i j} I\left(\left|x_{i j}\right|>C\right)$ and $\left\|\left(\mathbf{B}_{p}-z \mathbf{I}\right)^{-1}\right\|$ is bounded by $\frac{1}{v}$, by Theorem 5.8 we have

$$
\begin{align*}
& \left|\mathbf{x}_{p}^{*}\left(\mathbf{B}_{p}-z \mathbf{I}\right)^{-1} \mathbf{x}_{p}-\mathbf{x}_{p}^{*}\left(\tilde{\mathbf{B}}_{p}-z \mathbf{I}\right)^{-1} \mathbf{x}_{p}\right| \\
\leq & \left\|\left(\mathbf{B}_{p}-z \mathbf{I}\right)^{-1}\right\|\left\|\left(\mathbf{B}_{p}-\overline{\mathbf{B}}_{p}\right)\right\|\left\|\left(\tilde{\mathbf{B}}_{p}-z \mathbf{I}\right)^{-1}\right\| \\
\leq & \frac{1}{n v^{2}}\left\|\mathbf{X}_{p}-\tilde{\mathbf{X}}_{p}\right\|\left\|\mathbf{X}_{p}^{*}\right\|+\left\|\tilde{\mathbf{X}}_{p}\right\|\left\|\mathbf{X}_{p}^{*}-\tilde{\mathbf{X}}_{p}^{*}\right\| \tag{10.6.1}
\end{align*}
$$

$$
\begin{aligned}
& \rightarrow \frac{(1+\sqrt{y})^{2}}{v^{2}}\left[\mathrm{E}^{1 / 2}\left|x_{11}-\tilde{x}_{11}\right|^{2}\left(\mathrm{E}^{1 / 2}\left|\tilde{x}_{11}\right|^{2}+\mathrm{E}^{1 / 2}\left|x_{11}\right|^{2}\right)\right] \quad \text { a.s. } \\
& \leq \frac{2(1+\sqrt{y})^{2}}{v^{2}} \mathrm{E}^{1 / 2}\left|x_{11}\right|^{2} \mathbf{I}\left(\left|x_{11}\right|>C\right)
\end{aligned}
$$

The bound above can be made arbitrarily small by choosing $C$ sufficiently large. Since $\lim _{C \rightarrow \infty} \mathrm{E}\left|\bar{x}_{11}\right|^{2}=1$, after proper rescaling of $\tilde{x}_{i j}$, the difference can still be made arbitrarily small. Hence, in what follows, it is enough to assume $\left|x_{i j}\right| \leq C, \mathrm{E} x_{11}=0$, and $\mathrm{E}\left|x_{11}\right|^{2}=1$.

Next, we will show that

$$
\begin{equation*}
\mathbf{x}_{p}^{*}\left(\mathbf{B}_{p}-z \mathbf{I}\right)^{-1} \mathbf{x}_{p}-\mathbf{x}_{p}^{*} \mathrm{E}\left(\mathbf{B}_{p}-z \mathbf{I}\right)^{-1} \mathbf{x}_{p} \rightarrow 0 \quad \text { a.s. } \tag{10.6.2}
\end{equation*}
$$

Let $\mathbf{r}_{j}$ denote the $j$-th column of $\frac{1}{\sqrt{n}} \mathbf{T}^{\frac{1}{2}} \mathbf{X}_{p}, \mathbf{D}(z)=\mathbf{B}_{p}-z \mathbf{I}, \mathbf{D}_{j}(z)=$ $\mathbf{D}(z)-\mathbf{r}_{j} \mathbf{r}_{j}^{*}$,

$$
\begin{gather*}
\alpha_{j}(z)=\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{x}_{p} \mathbf{x}_{p}^{*}\left(\mathrm{E} \underline{s}_{p}(z) \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{r}_{j}-\frac{1}{n} \mathbf{x}_{p}^{*}\left(\mathrm{E} \underline{s}_{p}(z) \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T} \mathbf{D}_{j}^{-1}(z) \mathbf{x}_{p}, \\
\xi_{j}(z)=\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j}-\frac{1}{n} \operatorname{tr} \mathbf{T} \mathbf{D}_{j}^{-1}(z), \\
\gamma_{j}=\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j}-\frac{1}{n} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{T D}_{j}^{-1}(z) \mathbf{x}_{p} \tag{10.6.3}
\end{gather*}
$$

and

$$
\beta_{j}(z)=\frac{1}{1+\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j}}, \quad b_{j}(z)=\frac{1}{1+n^{-1} \operatorname{tr}_{\mathbf{T}}^{j}}{ }_{j}^{-1}(z)
$$

Noting that $\left|\beta_{j}(z)\right| \leq|z| / v,\left\|\mathbf{D}_{j}^{-1}(z)\right\| \leq 1 / v$, by Lemma B.26, we have

$$
\begin{equation*}
\mathrm{E}\left|\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j}\right|^{r}=O\left(\frac{1}{n^{r}}\right), \mathrm{E}\left|\xi_{j}(z)\right|^{r}=O\left(\frac{1}{n^{r / 2}}\right) \tag{10.6.4}
\end{equation*}
$$

Define the $\sigma$-field $\mathscr{F}_{j}=\sigma\left(\mathbf{r}_{1}, \cdots, \mathbf{r}_{j}\right)$, and let $\mathrm{E}_{j}(\cdot)$ denote conditional expectation with respect to the $\sigma$-field $\mathscr{F}_{j}$ and $\mathrm{E}_{0}(\cdot)$ denote unconditional expectation. Note that

$$
\begin{align*}
& \quad \mathbf{x}_{p}^{*}\left(\mathbf{B}_{p}-z \mathbf{I}\right)^{-1} \mathbf{x}_{p}-\mathbf{x}_{p}^{*} \mathrm{E}\left(\mathbf{B}_{p}-z \mathbf{I}\right)^{-1} \mathbf{x}_{p}  \tag{10.6.5}\\
& =\sum_{j=1}^{n} \mathbf{x}_{p}^{*} \mathbf{E}_{j} \mathbf{D}^{-1}(z) \mathbf{x}_{p}-\mathbf{x}_{p}^{*} \mathrm{E}_{j-1} \mathbf{D}^{-1}(z) \mathbf{x}_{p} \\
& =\sum_{j=1}^{n} \mathbf{x}_{p}^{*} \mathrm{E}_{j}\left(\mathbf{D}^{-1}(z)-\mathbf{D}_{j}^{-1}(z)\right) \mathbf{x}_{p}-\mathbf{x}_{p}^{*} \mathrm{E}_{j-1}\left(\mathbf{D}^{-1}(z)-\mathbf{D}_{j}^{-1}(z)\right) \mathbf{x}_{p} \\
& = \\
& -\sum_{j=1}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}(z) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j}
\end{align*}
$$

$$
=-\sum_{j=1}^{n}\left[\mathrm{E}_{j} b_{j}(z) \gamma_{j}(z)-\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j} \beta_{j}(z) b_{j}(z) \xi_{j}(z)\right.
$$

By the fact that $\left|\frac{1}{1+\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j}}\right| \leq \frac{|z|}{v}$ and making use of the Burkholder inequality, (10.6.4), and the martingale expression (10.6.5), we have

$$
\begin{aligned}
& E\left|\mathbf{x}_{p}^{*}\left(\mathbf{B}_{p}-z \mathbf{I}\right)^{-1} \mathbf{x}_{p}-\mathbf{x}_{p}^{*} \mathrm{E}\left(\mathbf{B}_{p}-z \mathbf{I}\right)^{-1} \mathbf{x}_{p}\right|^{r} \\
\leq & E\left[\sum_{j=1}^{n} \mathrm{E}_{j-1}\left|\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}(z) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j}\right|^{2}\right]^{\frac{r}{2}} \\
& +\mathrm{E} \sum_{j=1}^{n}\left|\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}(z) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j}\right|^{r} \\
\leq & E\left[\sum_{j=1}^{n} \frac{K|z|^{2}}{v^{2}} \mathrm{E}_{j-1}\left|\gamma_{j}(z)\right|^{2}+\mathrm{E}_{j-1}\left|\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j} \xi_{j}(z)\right|^{2}\right]^{\frac{r}{2}} \\
& +\sum_{j=1}^{n} \frac{K|z|^{r}}{v^{r}} \mathrm{E}\left|\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j}\right|^{r} \\
\leq & K\left[p^{-\frac{r}{2}}+p^{-r+1}\right] .
\end{aligned}
$$

Thus, (10.6.2) follows from the Borel-Cantelli lemma, by taking $r>2$.
Write

$$
\mathbf{D}(z)-\left(-z \mathrm{E} \underline{s}_{p}(z) \mathbf{T}-z \mathbf{I}\right)=\sum_{j=1}^{n} \mathbf{r}_{j} \mathbf{r}_{j}^{*}-\left(-z \mathrm{E} \underline{s}_{p}(z)\right) \mathbf{T}
$$

Using equalities

$$
\mathbf{r}_{j}^{*} \mathbf{D}^{-1}(z)=\beta_{j}(z) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z)
$$

and

$$
\begin{equation*}
\underline{s}_{p}(z)=-\frac{1}{z n} \sum_{j=1}^{n} \beta_{j}(z) \tag{10.6.6}
\end{equation*}
$$

(see (6.2.4)), we obtain

$$
\begin{aligned}
& \mathrm{ED}^{-1}(z)-\left(-z \mathrm{E} \underline{s}_{p}(z) \mathbf{T}-z \mathbf{I}\right)^{-1} \\
= & \left(z \mathrm{E} \underline{s}_{p}(z) \mathbf{T}+z \mathbf{I}\right)^{-1} \mathrm{E}\left[\sum_{j=1}^{n} \mathbf{r}_{j} \mathbf{r}_{j}^{*}-\left(-z \mathrm{E} \underline{s}_{p}(z)\right) \mathbf{T D}^{-1}(z)\right] \\
= & \frac{1}{z} \sum_{j=1}^{n} \mathrm{E} \beta_{j}(z)\left[\left(\mathrm{E} \underline{s}_{p}(z) \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{r}_{j} \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z)-\frac{1}{n}\left(\mathrm{E} \underline{s}_{p}(z) \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T E} \mathbf{D}^{-1}(z)\right] .
\end{aligned}
$$

Multiplying by $\mathbf{x}_{p}^{*}$ on the left and $\mathbf{x}_{p}$ on the right, we have

$$
\begin{align*}
& \mathbf{x}_{p}^{*} \mathrm{ED}^{-1}(z) \mathbf{x}_{p}-\mathbf{x}_{p}^{*}\left(-z \mathrm{E} \underline{s}_{p}(z) \mathbf{T}-z \mathbf{I}\right)^{-1} \mathbf{x}_{p} \\
= & n \frac{1}{z} \mathrm{E} \beta_{1}(z)\left[\mathbf{r}_{1}^{*} \mathbf{D}_{1}^{-1}(z) \mathbf{x}_{p} \mathbf{x}_{p}^{*}\left(\mathrm{E} \underline{s}_{p}(z) \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{r}_{1}\right.  \tag{10.6.7}\\
& \left.-\frac{1}{n} \mathbf{x}_{p}^{*}\left(\mathrm{E}_{p}(z) \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T E} \mathbf{D}^{-1}(z) \mathbf{x}_{p}\right] \\
\triangleq & \delta_{1}+\delta_{2}+\delta_{3}
\end{align*}
$$

where

$$
\begin{aligned}
& \delta_{1}=\frac{n}{z} \mathrm{E} \beta_{1}(z) \alpha_{1}(z), \\
& \delta_{2}=\frac{1}{z} \mathrm{E}\left[\beta_{1}(z) \mathbf{x}_{p}^{*}\left(\mathrm{E} \underline{s}_{p}(z) \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T}\left(\mathbf{D}_{1}^{-1}(z)-\mathbf{D}^{-1}(z)\right) \mathbf{x}_{p}\right], \\
& \delta_{3}=\frac{1}{z} \mathrm{E}\left[\beta_{1}(z) \mathbf{x}_{p}^{*}\left(\mathrm{E} \underline{s}_{p}(z) \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T}\left(\mathbf{D}^{-1}(z)-\mathrm{ED}^{-1}(z)\right) \mathbf{x}_{p}\right] .
\end{aligned}
$$

Similar to (10.6.4), by Lemma B.26, for $r \geq 2$, we have

$$
\mathrm{E}\left|\alpha_{j}(z)\right|^{r}=O\left(\frac{1}{n^{r}}\right)
$$

Therefore,

$$
\delta_{1}=\frac{n}{z} \mathrm{E} b_{1}(z) \beta_{1}(z) \xi_{1}(z) \alpha_{1}(z)=O\left(n^{-1 / 2}\right)
$$

It follows that

$$
\begin{aligned}
\left|\delta_{2}\right| & =\frac{1}{|z|}\left|\mathrm{E}\left[\beta_{1}^{2}(z) \mathbf{x}_{p}^{*}\left(\mathrm{E} \underline{s}_{p}(z) \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T D}_{1}^{-1}(z) \mathbf{r}_{1} \mathbf{r}_{1}^{*} \mathbf{D}_{1}^{-1}(z) \mathbf{x}_{p}\right]\right| \\
& \leq K\left(\mathrm{E}\left|\mathbf{x}_{p}^{*}\left(\mathrm{E} \underline{s}_{p}(z) \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T} \mathbf{D}_{1}^{-1}(z) \mathbf{r}_{1}\right|^{2} \mathrm{E}\left|\mathbf{r}_{1}^{*} \mathbf{D}_{1}^{-1}(z) \mathbf{x}_{p}\right|^{2}\right)^{1 / 2} \\
& =O\left(n^{-1}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\left|\delta_{3}\right| & =\frac{1}{|z|}\left|\mathrm{E}\left[\beta_{1}(z) b_{1}(z) \xi_{1}(z) \mathbf{x}_{p}^{*}\left(\mathrm{E}_{p}(z) \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T}\left(\mathbf{D}^{-1}(z)-\mathrm{ED}^{-1}(z)\right) \mathbf{x}_{p}\right]\right| \\
& \leq K \mathrm{E}\left|\xi_{1}(z)\right|=O\left(n^{-1 / 2}\right)
\end{aligned}
$$

Combining the three bounds above and (10.6.7), we can conclude that

$$
\begin{equation*}
\mathbf{x}_{p}^{*} \mathrm{ED}^{-1}(z) \mathbf{x}_{p}-\mathbf{x}_{p}^{*}\left(-z \mathrm{E} \underline{s}_{p}(z) \mathbf{T}-z I\right)^{-1} \mathbf{x}_{p} \rightarrow 0 \tag{10.6.8}
\end{equation*}
$$

It has been proven in Section 9.11 that, under the conditions of Theorem $10.16, \mathrm{E}_{\underline{s}}(z) \rightarrow \underline{s}(z)$, which is the solution to equation (9.7.1). We then conclude that

$$
\mathbf{x}_{p}^{*} E \mathbf{D}^{-1}(z) \mathbf{x}_{p}-\mathbf{x}_{p}^{*}(-z \underline{s}(z) \mathbf{T}-z I)^{-1} \mathbf{x}_{p} \rightarrow 0
$$

By condition (3) of Theorem 10.16, we finally obtain

$$
\mathbf{x}_{p}^{*} \mathrm{ED}^{-1}(z) \mathbf{x}_{p} \rightarrow \int \frac{d H(t)}{-z \underline{s} t-z}
$$

which completes the proof of Theorem 10.16.

### 10.7 Proof of Theorem 10.21

The proof of Theorem 10.21 will be separated into several subsections.

### 10.7.1 An Intermediate Lemma

To complete the proof of Theorem 10.21, we need the intermediate Lemma 10.25 below.

Write

$$
M_{p}(z)=\sqrt{n}\left(s_{F_{*}^{\mathbf{B}_{p}}}(z)-s_{F^{y_{p}, H_{p}}}(z)\right)
$$

which is defined on a contour $\mathcal{C}$ in the complex plane, where $\mathcal{C}$ and the numbers $u_{r}, u_{l}, \mu_{1}, \mu_{2}$, and $v_{0}>0$ are the same as defined in Section 9.8.

Similar to Section 9.8, we consider $M_{p}^{*}(z)$, a truncated version of $M_{p}(z)$. Choose a sequence of positive numbers $\left\{\delta_{p}\right\}$ such that for $0<\rho<1$

$$
\begin{equation*}
\delta_{p} \downarrow 0, \quad \delta_{p} \geq p^{-\rho} \tag{10.7.1}
\end{equation*}
$$

Write

$$
M_{p}^{*}(z)=\left\{\begin{array}{l}
M_{p}(z) \\
\text { if } \quad z \in \mathcal{C}_{0} \cup \overline{\mathcal{C}}_{0} \\
\frac{p v+\delta_{p}}{2 \delta_{p}} M_{p}\left(u_{r}+i n^{-1} \delta_{p}\right)+\frac{\delta_{p}-p v}{2 \delta_{p}} M_{p}\left(u_{r}-i p^{-1} \delta_{p}\right) \\
\text { if } u=u_{r}, v \in\left[-p^{-1} \delta_{p}, p^{-1} \delta_{p}\right] \\
\frac{p v+\delta_{p}}{2 \delta_{p}} M_{p}\left(u_{l}+i p^{-1} \delta_{p}\right)+\frac{\delta_{p}-p v}{2 \delta_{p}} M_{p}\left(u_{l}-i p^{-1} \delta_{p}\right) \\
\text { if } u=u_{l}>0, v \in\left[-p^{-1} \delta_{p}, p^{-1} \delta_{p}\right] .
\end{array}\right.
$$

$M_{p}^{*}(z)$ can be viewed as a random element in the metric space $C\left(\mathcal{C}, \mathbb{R}^{2}\right)$ of continuous functions from $\mathcal{C}$ to $\mathbb{R}^{2}$. We shall prove the following lemma.

Lemma 10.25. Under the assumptions of Theorem 10.16 and (4) and (5) of Theorem 10.21, $M_{p}^{*}(z)$ forms a tight sequence on $\mathcal{C}$. Furthermore, when the conditions in (b) and (c) of Theorem 10.21 on $x_{11}$ hold, for $z \in \mathcal{C}, M_{p}^{*}(z)$ converges to a Gaussian process $M(\cdot)$ with zero mean and for $z_{1}, z_{2} \in \mathcal{C}$, under the assumptions in (b),

$$
\begin{equation*}
\operatorname{Cov}\left(M\left(z_{1}\right), M\left(z_{2}\right)\right)=\frac{2\left(z_{2} \underline{s}\left(z_{2}\right)-z_{1} \underline{s}\left(z_{1}\right)\right)^{2}}{y^{2} z_{1} z_{2}\left(z_{2}-z_{1}\right)\left(\underline{s}\left(z_{2}\right)-\underline{s}\left(z_{1}\right)\right)}, \tag{10.7.2}
\end{equation*}
$$

while under the assumptions in (c), a covariance function similar to (10.7.2) is half of the value of (10.7.2).

To prove Theorem 10.21, it suffices to prove Lemma 10.25. Before proving the lemma, we first truncate and recentralize the variables $x_{i j}$. Choose $\eta_{p} \rightarrow 0$ and such that $\mathrm{E}\left|x_{11}^{4}\right| I\left(\left|x_{11}\right|>\eta_{p} \sqrt{p}\right)=o\left(\eta_{n}^{4}\right)$. Truncate the variables $x_{i j}$ at $\eta_{p} p^{1 / 2}$ and recentralize them. Similar to Subsection 10.3.3, one can prove that the truncation and recentralization do not affect the limiting result. Therefore, we may assume that the following additional conditions hold:

$$
\left|x_{i j}\right| \leq \eta_{p} \sqrt{p}, \mathrm{E} x_{11}=0, \mathrm{E}\left|x_{11}\right|^{2}=1+o\left(p^{-1}\right)
$$

and

$$
\begin{cases}\mathrm{E}\left|x_{11}\right|^{4}=3+o(1), & \text { for the real case, } \\ \mathrm{E} x_{11}^{2}=o\left(p^{-1}\right), \mathrm{E}\left|x_{11}\right|^{4}=2+o(1), & \text { for the complex case } .\end{cases}
$$

The proof of Lemma 10.25 will be given in the next two subsections.

### 10.7.2 Convergence of the Finite-Dimensional Distributions

For $z \in \mathcal{C}_{0}$, let

$$
M_{p}^{1}(z)=\sqrt{n}\left(s_{F_{*}^{\mathbf{B}_{p}}}(z)-\mathrm{E} s_{F_{*}^{\mathbf{B}_{p}}}(z)\right)
$$

and

$$
M_{p}^{2}(z)=\sqrt{n}\left(\mathrm{E} s_{F_{*}}^{\mathbf{B}_{p}}(z)-s_{F^{y_{p}, H_{p}}}(z)\right) .
$$

Then

$$
M_{p}(z)=M_{p}^{1}(z)+M_{p}^{2}(z)
$$

In this part, for any positive integer $r$ and complex numbers $a_{1}, \cdots, a_{r}$, we will show that

$$
\sum_{i=1}^{r} a_{i} M_{p}^{1}\left(z_{i}\right) \quad\left(\Im z_{i} \neq 0\right)
$$

converges in distribution to a Gaussian random variable and will derive the covariance function (10.7.2).

Before proceeding with the proofs, we first recall some known facts and results. For any nonrandom matrices $\mathbf{C}$ and $\mathbf{Q}$ and positive constant $2 \leq \ell \leq$ $8 \log p$, by using Lemma 9.1 for some constant $K$, we have

$$
\begin{equation*}
\mathrm{E}\left|\mathbf{r}_{1}^{*} \mathbf{C r}_{1}-n^{-1} \operatorname{tr} \mathbf{T C}\right|^{\ell} \leq K^{\ell}\|\mathbf{C}\|^{\ell} \eta_{p}^{2 \ell-4} p^{-1} \tag{10.7.3}
\end{equation*}
$$

$$
\begin{align*}
\mathrm{E}\left|\mathbf{r}_{1}^{*} \mathbf{C} \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{Q} \mathbf{r}_{1}-n^{-1} \mathbf{x}_{p}^{*} \mathbf{Q} \mathbf{T} \mathbf{C} \mathbf{x}_{p}\right|^{\ell} & \leq K^{\ell}\|\mathbf{C}\|^{\ell}\|\mathbf{Q}\|^{\ell} \eta_{p}^{2 \ell-4} p^{-2}  \tag{10.7.4}\\
\mathrm{E}\left|\mathbf{r}_{1}^{*} \mathbf{C} \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{Q} \mathbf{r}_{1}\right|^{\ell} & \leq K^{\ell}\|\mathbf{C}\|^{\ell}\|\mathbf{Q}\|^{\ell} \eta_{p}^{2 \ell-4} p^{-2} \tag{10.7.5}
\end{align*}
$$

Let $v=\Im z$. To facilitate the analysis, we will assume $v>0$. By (10.6.5), we have

$$
\sqrt{n}\left(s_{F_{*}^{\mathbf{B}_{p}}}(z)-\mathrm{E}_{F_{*}^{\mathbf{B}_{p}}}(z)\right)=-\sqrt{n} \sum_{j=1}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}(z) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j} .
$$

Since

$$
\beta_{j}(z)=b_{j}(z)-\beta_{j}(z) b_{j}(z) \xi_{j}(z)=b_{j}(z)-b_{j}^{2}(z) \xi_{j}(z)+b_{j}^{2}(z) \beta_{j}(z) \xi_{j}^{2}(z)
$$

we then get

$$
\begin{aligned}
& \left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}(z) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j} \\
= & \mathrm{E}_{j} b_{j}(z) \gamma_{j}(z)-\mathrm{E}_{j}\left(b_{j}^{2}(z) \xi_{j}(z) \frac{1}{n} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{T D}_{j}^{-1}(z) \mathbf{x}_{p}\right) \\
& +\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right)\left(b_{j}^{2}(z) \beta_{j}(z) \xi_{j}^{2}(z) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j}-b_{j}^{2}(z) \xi_{j}(z) \gamma_{j}(z)\right)
\end{aligned}
$$

where $\gamma_{j}=\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j}-\frac{1}{n} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{T} \mathbf{D}_{j}^{-1}(z) \mathbf{x}_{p}$.
Applying (10.7.3),

$$
\begin{gathered}
\mathrm{E}\left|\sqrt{n} \sum_{j=1}^{n} \mathrm{E}_{j}\left(b_{j}^{2}(z) \xi_{j}(z) \frac{1}{n} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{T} \mathbf{D}_{j}^{-1}(z) \mathbf{x}_{p}\right)\right|^{2} \\
=\frac{1}{n} \sum_{j=1}^{n} \mathrm{E}\left|\mathrm{E}_{j}\left(b_{j}^{2}(z) \xi_{j}(z) \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{T} \mathbf{D}_{j}^{-1}(z) \mathbf{x}_{p}\right)\right|^{2} \leq K \frac{|z|^{4}}{v^{8}} \mathrm{E}\left|\xi_{1}(z)\right|^{2}=O\left(p^{-1}\right),
\end{gathered}
$$

which implies that $\sqrt{n} \sum_{j=1}^{n} \mathrm{E}_{j}\left(b_{j}^{2}(z) \xi_{j}(z) \frac{1}{n} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{T} \mathbf{D}_{j}^{-1}(z) \mathbf{x}_{p}\right) \xrightarrow{i . p .} 0$.
By (10.7.3), (10.7.5), and Hölder's inequality with $\ell=\log p$ and $l=$ $\log p /(\log p-1)$, we have

$$
\begin{aligned}
& \mathrm{E} \mid \sqrt{n} \sum_{j=1}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right)\left(\left.b_{j}^{2}(z) \beta_{j}(z) \xi_{j}^{2}(z) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j}\right|^{2}\right. \\
\leq & K\left(\frac{|z|}{v}\right)^{6} n \sum_{j=1}^{n}\left(\mathrm{E}\left|\xi_{j}^{4}(z) \| \gamma_{j}^{2}(z)\right|+\frac{1}{n^{2}} \mathrm{E}\left|\xi_{j}^{4}(z)\right|\left|\mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{T D}_{j}^{-1}(z) \mathbf{x}_{p}\right|^{2}\right) \\
\leq & K\left(\frac{|z|}{v}\right)^{6} n \sum_{j=1}^{n}\left(\mathrm{E}\left|\xi_{j}^{4 \ell}(z)\right|\right)^{1 / \ell}\left(\mathrm{E}\left|\gamma_{j}^{2 l}(z)\right|\right)^{1 / l}+O\left(p^{-1}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq K n^{2}\left(\eta_{p}^{8 \ell-4} p^{-1}\right)^{1 / \ell}\left(\eta_{p}^{4 l-4} p^{-2}\right)^{1 / l}+O\left(p^{-1}\right) \\
& =o(1)
\end{aligned}
$$

which implies that

$$
\sqrt{n} \sum_{j=1}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) b_{j}^{2}(z) \beta_{j}(z) \xi_{j}^{2}(z) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}(z) \mathbf{r}_{j} \xrightarrow{i . p .} 0 .
$$

Using a similar argument, we have

$$
\sqrt{n} \sum_{j=1}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) b_{j}^{2}(z) \xi_{j}(z) \gamma_{j}(z) \xrightarrow{i . p .} 0 .
$$

The estimates (6.2.36), (9.9.20), and (10.7.4) yield

$$
\begin{gathered}
\mathrm{E}\left|\left(b_{j}(z)+z \underline{s}(z)\right) \gamma_{j}(z)\right|^{2}=\mathrm{E}\left[\mathrm{E}\left(\left|\left(b_{j}(z)+z \underline{s}(z)\right) \gamma_{j}(z)\right|^{2} \mid \mathscr{B}\left(\mathbf{r}_{i}, i \neq j\right)\right)\right] \\
=\mathrm{E}\left[\left|b_{j}(z)+z \underline{s}(z)\right|^{2} \mathrm{E}\left(\left|\gamma_{j}(z)\right|^{2} \mid \mathscr{B}\left(\mathbf{r}_{i}, i \neq j\right)\right)\right]=o\left(p^{-2}\right)
\end{gathered}
$$

which gives us

$$
\sqrt{n} \sum_{j=1}^{n} \mathrm{E}_{j}\left[\left(b_{j}(z)+z \underline{s}(z)\right) \gamma_{j}(z)\right] \xrightarrow{i . p .} 0,
$$

where $\mathscr{B}(\cdot)$ denotes the Borel field generated by the random variables indicated in the brackets.

Note that the results above also hold when $\Im z \leq-v_{0}$ by symmetry. Hence, for the finite dimensional convergence, we need only consider the sum

$$
\sum_{i=1}^{r} a_{i} \sum_{j=1}^{n} Y_{j}\left(z_{i}\right)=\sum_{j=1}^{n} \sum_{i=1}^{r} a_{i} Y_{j}\left(z_{i}\right)
$$

where $Y_{j}\left(z_{i}\right)=-\sqrt{n} z_{i} \underline{\underline{s}}\left(z_{i}\right) \mathrm{E}_{j} \gamma_{j}\left(z_{i}\right)$ and $\gamma_{j}$ is defined in (10.6.3).
Next, we will show that $Y_{j}\left(z_{i}\right)$ satisfies the Lindeberg condition; that is, for any $\varepsilon>0$,

$$
\begin{equation*}
\sum_{j=1}^{n} \mathrm{E}\left|Y_{j}\left(z_{i}\right)\right|^{2} I\left(\left|Y_{j}\left(z_{i}\right)\right| \geq \varepsilon\right) \rightarrow 0 \tag{10.7.6}
\end{equation*}
$$

Write $\gamma_{j}\left(z_{i}\right)=\gamma_{j}^{(1)}+\gamma_{j}^{(2)}+\gamma_{j}^{(3)}+\gamma_{j}^{(4)}$, where

$$
\begin{aligned}
& \gamma_{j}^{(1)}=\frac{1}{n} \sum_{k \neq l} \mathbf{e}_{k}^{\prime} \mathbf{D}_{j}^{-1}\left(z_{i}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{i}\right) \mathbf{e}_{l} \bar{x}_{k j} x_{l j} \\
& \gamma_{j}^{(2)}=\frac{1}{n} \sum_{k=1}^{p} \mathbf{e}_{k}^{\prime} \mathbf{D}_{j}^{-1}\left(z_{i}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{i}\right) \mathbf{e}_{k}
\end{aligned}
$$

$$
\begin{aligned}
& \times {\left[\left|x_{k j}^{2}\right| I\left(\left|x_{k j}^{2}\right|<\log p\right)-\mathrm{E}\left|x_{k j}^{2}\right| I\left(\left|x_{k j}^{2}\right|<\log p\right)\right] } \\
& \gamma_{j}^{(3)}=\frac{1}{n} \sum_{k=1}^{p} \mathbf{e}_{k}^{\prime} \mathbf{D}_{j}^{-1}\left(z_{i}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{i}\right) \mathbf{e}_{k} \\
& \times\left[\left|x_{k j}^{2}\right| I\left(\left|x_{k j}^{2}\right| \geq \log p\right)-\mathrm{E}\left|x_{k j}^{2}\right| I\left(\left|x_{k j}^{2}\right| \geq \log p\right)\right] \\
& \gamma_{j}^{(4)}= \frac{1}{n} \sum_{k=1}^{p} \mathbf{e}_{k}^{\prime} \mathbf{D}_{j}^{-1}\left(z_{i}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{i}\right) \mathbf{e}_{k}\left[\mathrm{E}\left|x_{k j}^{2}\right|-1\right]=O\left(p^{-1}\right)
\end{aligned}
$$

Similar to the proof of Lemma B.26, we can prove that

$$
\begin{equation*}
\mathrm{E}\left|\gamma_{j}^{(1)}\right|^{4}=O\left(p^{-4}\right), \mathrm{E}\left|\gamma_{j}^{(2)}\right|^{4}=O\left(p^{-4} \log ^{2} p\right), \quad \text { and } \mathrm{E}\left|\gamma_{j}^{(3)}\right|^{2}=o\left(p^{-2}\right) \tag{10.7.7}
\end{equation*}
$$

where the $o(1)$ comes from the fact that $\mathrm{E} \mid x_{k j}^{4} \|\left(\left|x_{k j}^{2}\right| \geq \log p\right) \rightarrow 0$. Consequently, (10.7.6) follows from the observation that

$$
\begin{aligned}
& \sum_{j=1}^{n} \mathrm{E}\left|Y_{j}\left(z_{i}\right)\right|^{2} I\left(\left|Y_{j}\left(z_{i}\right)\right| \geq \varepsilon\right) \\
\leq & 4 \sum_{j=1}^{n} \sum_{l=1}^{4} \mathrm{E}\left|Y_{j}^{(l)}\left(z_{i}\right)\right|^{2} I\left(\left|Y_{j}^{(l)}\left(z_{i}\right)\right| \geq \varepsilon / 4\right) \\
\leq & \frac{64}{\varepsilon^{2}} \sum_{j=1}^{n} \sum_{l=1}^{2} \mathrm{E}\left|Y_{j}^{(l)}\left(z_{i}\right)\right|^{4}+\sum_{j=1}^{n} \mathrm{E}\left|Y_{j}^{(3)}\left(z_{i}\right)^{2}\right| \rightarrow 0
\end{aligned}
$$

where $Y_{j}^{(l)}\left(z_{i}\right)=-\sqrt{n} z_{i} \underline{s}\left(z_{i}\right) \gamma_{j}^{(l)}, l \leq 4$.
By Lemma 9.12 , we only need to show that, for $z_{1}, z_{2} \in \mathbb{C} \backslash \mathbb{R}$,

$$
\begin{equation*}
\sum_{j=1}^{n} \mathrm{E}_{j-1}\left(Y_{j}\left(z_{1}\right) Y_{j}\left(z_{2}\right)\right) \tag{10.7.8}
\end{equation*}
$$

converges in probability to a constant under the assumptions in (b) or (c). It is easy to verify that

$$
\begin{equation*}
\left|\operatorname{trE}_{j}\left(\mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right)\right) \mathbf{T} E_{j}\left(\mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{T}\right)\right| \leq \frac{1}{\left|v_{1} v_{2}\right|^{2}} \tag{10.7.9}
\end{equation*}
$$

where $v_{1}=\Im\left(z_{1}\right)$ and $v_{2}=\Im\left(z_{2}\right)$. It follows that, for the complex case, applying (9.8.6), (10.7.8) now becomes

$$
\begin{aligned}
& z_{1} z_{2} \underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right) \frac{1}{n} \sum_{j=1}^{n} \mathrm{E}_{j-1} \operatorname{trE}_{j}\left(\mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right)\right) \mathbf{T} \\
& \quad \times \mathrm{E}_{j}\left(\mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{T}\right)+o_{p}(1)
\end{aligned}
$$

$$
\begin{align*}
& =z_{1} z_{2} \underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right) \frac{1}{n} \sum_{j=1}^{n} \mathrm{E}_{j-1}\left(\mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p}\right) \\
&  \tag{10.7.10}\\
& \times\left(\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{x}_{p}\right)+o_{p}(1)
\end{align*}
$$

where $\breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right)$ is similarly defined as $\mathbf{D}_{j}^{-1}\left(z_{2}\right)$ by $\left(\mathbf{r}_{1}, \cdots, \mathbf{r}_{j-1}, \breve{\mathbf{r}}_{j+1}, \cdots, \breve{\mathbf{r}}_{n}\right)$, where $\breve{\mathbf{r}}_{j+1}, \cdots, \breve{\mathbf{r}}_{N}$ are iid copies of $\mathbf{r}_{j+1}, \cdots, \mathbf{r}_{n}$.

For the real case, (10.7.8) will be twice the amount of (10.7.10).
Define

$$
\begin{gathered}
\mathbf{D}_{i j}(z)=\mathbf{D}(z)-\mathbf{r}_{i} \mathbf{R}_{i}^{*}-\mathbf{r}_{j} \mathbf{r}_{j}^{*}, \quad \mathbf{H}^{-1}\left(z_{1}\right)=\left(z_{1} \mathbf{I}-\frac{n-1}{n} b_{p 1}\left(z_{1}\right) \mathbf{T}\right)^{-1} \\
\beta_{i j}(z)=\frac{1}{1+\mathbf{r}_{i}^{*} \mathbf{D}_{i j}^{-1}(z) \mathbf{r}_{i}}, \quad \text { and } \quad b_{p 1}(z)=\frac{1}{1+n^{-1} \operatorname{Etr}^{\mathbf{T}} \mathbf{D}_{12}^{-1}(z)}
\end{gathered}
$$

Write

$$
\begin{align*}
& \mathbf{x}_{p}^{*}\left(\mathbf{D}_{j}^{-1}\left(z_{1}\right)-\mathrm{E}_{j-1} \mathbf{D}_{j}^{-1}\left(z_{1}\right)\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \\
= & \sum_{t=j}^{n} \mathbf{x}_{p}^{*}\left(\mathrm{E}_{t} \mathbf{D}_{j}^{-1}\left(z_{1}\right)-\mathrm{E}_{t-1} \mathbf{D}_{j}^{-1}\left(z_{1}\right)\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} . \tag{10.7.11}
\end{align*}
$$

By (10.7.11), we notice that

$$
\begin{aligned}
& \quad \mathrm{E}_{j-1}\left(\mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p}\right)\left(\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{x}_{p}\right) \\
& =\sum_{t=j}^{n} \mathrm{E}_{j-1} \mathbf{x}_{p}^{*}\left(\mathrm{E}_{t} \mathbf{D}_{j}^{-1}\left(z_{1}\right)-\mathrm{E}_{t-1} \mathbf{D}_{j}^{-1}\left(z_{1}\right)\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \\
& \quad \times \mathbf{T}\left(\mathrm{E}_{t} \mathbf{D}_{j}^{-1}\left(z_{1}\right)-\mathrm{E}_{t-1} \mathbf{D}_{j}^{-1}\left(z_{1}\right)\right) \mathbf{x}_{p} \\
& \quad+\mathrm{E}_{j-1}\left(\mathbf{x}_{p}^{*}\left(\mathrm{E}_{j-1} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{T}\right) \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p}\right)\left(\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T}\left(\mathrm{E}_{j-1} \mathbf{D}_{j}^{-1}\left(z_{1}\right)\right) \mathbf{x}_{p}\right) \\
& =\mathrm{E}_{j-1}\left(\mathbf{x}_{p}^{*}\left(\mathrm{E}_{j-1} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{T}\right) \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p}\right) \\
& \quad \times\left(\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T}\left(\mathrm{E}_{j-1} \mathbf{D}_{j}^{-1}\left(z_{1}\right)\right) \mathbf{x}_{p}\right)+O\left(p^{-1}\right),
\end{aligned}
$$

where we have used the fact that

$$
\begin{gathered}
\mid \mathrm{E}_{j-1} \mathbf{x}_{p}^{*}\left(\mathrm{E}_{t} \mathbf{D}_{j}^{-1}\left(z_{1}\right)-\mathrm{E}_{t-1} \mathbf{D}_{j}^{-1}\left(z_{1}\right)\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \times \\
\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T}\left(\mathrm{E}_{t} \mathbf{D}_{j}^{-1}\left(z_{1}\right)-E_{t-1} \mathbf{D}_{j}^{-1}\left(z_{1}\right)\right) \mathbf{x}_{p} \mid \\
\leq 4\left(\mathrm{E}_{j-1} \mid \beta_{t j}\left(z_{1}\right) \mathbf{x}_{p}^{*}\left(\mathbf { D } _ { t j } ^ { - 1 } ( z _ { 1 } ) \mathbf { r } _ { t } \mathbf { r } _ { t } ^ { * } \left(\left.\mathbf{D}_{t j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p}\right|^{2}\right.\right.\right. \\
\left.\times \mathrm{E}_{j-1}\left|\beta_{t j}\left(z_{1}\right) \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T}\left(\mathbf{D}_{t j}^{-1}\left(z_{1}\right) \mathbf{r}_{t} \mathbf{r}_{t}^{*} \mathbf{B}_{j}^{-1}\left(z_{1}\right)\right) \mathbf{x}_{p}\right|^{2}\right)^{1 / 2}=O\left(p^{-2}\right)
\end{gathered}
$$

Similarly, one can prove that

$$
\begin{aligned}
& \mathrm{E}_{j-1}\left(\mathbf{x}_{p}^{*}\left(\mathrm{E}_{j-1} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{T}\right) \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p}\right)\left(\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T}\left(\mathrm{E}_{j-1} \mathbf{D}_{j}^{-1}\left(z_{1}\right)\right) \mathbf{x}_{p}\right) \\
= & \mathrm{E}_{j-1}\left(\mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p}\right) \mathrm{E}_{j-1}\left(\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{x}_{p}\right)+O\left(p^{-1}\right)
\end{aligned}
$$

Then, using the decomposition (9.9.12), we obtain

$$
\begin{align*}
& \mathrm{E}_{j-1}\left(\mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p}\right) \mathrm{E}_{j-1}\left(\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{x}_{p}\right) \\
= & -\mathrm{E}_{j-1}\left(\mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p}\right) \mathrm{E}_{j-1}\left(\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{T} \mathbf{x}_{p}\right) \\
& +\mathbf{A}\left(z_{1}, z_{2}\right)+\mathbf{B}\left(z_{1}, z_{2}\right)+\mathbf{C}\left(z_{1}, z_{2}\right), \tag{10.7.13}
\end{align*}
$$

where

$$
\begin{gathered}
\mathbf{A}\left(z_{1}, z_{2}\right)=b_{p 1}\left(z_{1}\right) \mathrm{E}_{j-1}\left(\mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p}\right) \mathrm{E}_{j-1}\left(\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T A}\left(z_{1}\right) \mathbf{x}_{p}\right), \\
\mathbf{B}\left(z_{1}, z_{2}\right)=\mathrm{E}_{j-1}\left(\mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p}\right) \mathrm{E}_{j-1}\left(\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T B}\left(z_{1}\right) \mathbf{x}_{p}\right),
\end{gathered}
$$

and

$$
\mathbf{C}\left(z_{1}, z_{2}\right)=\mathrm{E}_{j-1}\left(\mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p}\right)\left(\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T C}\left(z_{1}\right) \mathbf{x}_{p}\right)
$$

We next prove that

$$
\begin{equation*}
\mathrm{E}\left|\mathbf{B}\left(z_{1}, z_{2}\right)\right|=o(1) \quad \text { and } \quad \mathrm{E}\left|\mathbf{C}\left(z_{1}, z_{2}\right)\right|=o(1) \tag{10.7.14}
\end{equation*}
$$

Note that although $\mathbf{B}$ and $\mathbf{C}$ depend on $j$ implicitly, $\mathbf{E}\left|\mathbf{B}\left(z_{1}, z_{2}\right)\right|$ and $\mathrm{E}\left|\mathbf{C}\left(z_{1}, z_{2}\right)\right|$ are independent of $j$ since the entries of $\mathbf{X}_{p}$ are iid.

Then, we have

$$
\begin{aligned}
& \quad \mathrm{E}\left|\mathbf{B}\left(z_{1}, z_{2}\right)\right| \leq \frac{1}{\left|v_{1} v_{2}\right|} \mathrm{E}\left|\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T B}\left(z_{1}\right) \mathbf{x}_{p}\right| \\
& \leq \frac{1}{\left|v_{1} v_{2}\right|} \sum_{i \neq j}\left(\mathrm{E}\left|\beta_{i j}\left(z_{1}\right)-b_{p 1}\left(z_{1}\right)\right|^{2}\right. \\
& \left.\quad \times \mathrm{E}\left|\mathbf{r}_{i}^{*} \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*}\left(\breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right)\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{r}_{i}\right|^{2}\right)^{1 / 2}
\end{aligned}
$$

When $i>j, \mathbf{r}_{i}$ is independent of $\breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right)$. As the proof of (10.6.4), we have

$$
\begin{equation*}
\mathrm{E}\left|\mathbf{r}_{i}^{*} \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*}\left(\breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right)\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{r}_{i}\right|^{2}=O\left(p^{-2}\right) \tag{10.7.15}
\end{equation*}
$$

When $i<j$, substituting $\breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right)$ by $\breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right)-\breve{\beta}_{i j}\left(z_{2}\right) \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{r}_{i} \mathbf{r}_{i}^{*} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right)$, we can also obtain the inequality above. Noting that

$$
\begin{equation*}
\mathrm{E}\left|\beta_{i j}\left(z_{1}\right)-b_{p 1}\left(z_{1}\right)\right|^{2}=\mathrm{E}\left|\beta_{i j}\left(z_{1}\right) b_{p 1}\left(z_{1}\right) \xi_{i j}\right|^{2}=O\left(n^{-1}\right) \tag{10.7.16}
\end{equation*}
$$

where $\xi_{i j}(z)=\mathbf{r}_{i}^{*} \mathbf{D}_{i j}^{-1}(z) \mathbf{r}_{i}-\frac{1}{n} \mathbf{D}_{i j}^{-1}(z)$ and $\breve{\beta}_{i j}\left(z_{2}\right)$ is similarly defined as $\beta_{i j}\left(z_{2}\right)$, combining (10.7.15)-(10.7.16), we conclude that

$$
\mathrm{E}\left|\mathbf{B}\left(z_{1}, z_{2}\right)\right|=o(1) .
$$

The argument for $\mathbf{C}\left(z_{1}, z_{2}\right)$ is similar to that of $\mathbf{B}\left(z_{1}, z_{2}\right)$, just simpler, and is therefore omitted. Hence (10.7.14) holds.

Next, write

$$
\begin{equation*}
\mathbf{A}\left(z_{1}, z_{2}\right)=\mathbf{A}_{1}\left(z_{1}, z_{2}\right)+\mathbf{A}_{2}\left(z_{1}, z_{2}\right)+\mathbf{A}_{3}\left(z_{1}, z_{2}\right) \tag{10.7.17}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathbf{A}_{1}\left(z_{1}, z_{2}\right)= & \sum_{i<j} b_{p 1}\left(z_{1}\right) \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \beta_{i j}\left(z_{1}\right) \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{r}_{i} \mathbf{r}_{i}^{*} \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \\
& \times \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\left(\mathbf{r}_{i} \mathbf{r}_{i}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{x}_{p}, \\
\mathbf{A}_{2}\left(z_{1}, z_{2}\right)= & \sum_{i<j} b_{p 1}\left(z_{1}\right) \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{r}_{i} \mathbf{r}_{i}^{*} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \breve{\beta}_{i j}\left(z_{2}\right) \mathbf{x}_{p} \\
& \times \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\left(\mathbf{r}_{i} \mathbf{r}_{i}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{x}_{p},
\end{aligned}
$$

and

$$
\begin{aligned}
\mathbf{A}_{3}\left(z_{1}, z_{2}\right)= & \sum_{i<j} b_{p 1}\left(z_{1}\right) \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \\
& \times \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\left(\mathbf{r}_{i} \mathbf{r}_{i}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{x}_{p}
\end{aligned}
$$

Splitting $\breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right)$ as the sum of $\breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right)$ and $-\breve{\beta}_{i j}\left(z_{2}\right) \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{r}_{i} \mathbf{r}_{i}^{*} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right)$ as in the proof of (10.7.16), one can show that

$$
\begin{aligned}
\mathrm{E}\left|\mathbf{A}_{1}\left(z_{1}, z_{2}\right)\right| \leq & \sum_{i<j}\left|b_{p 1}\left(z_{1}\right)\right|\left(\mathrm{E}\left|\mathbf{x}_{p}^{*} \beta_{i j}\left(z_{1}\right) \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{r}_{i} \mathbf{r}_{i}^{*} \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p}\right|^{2}\right. \\
& \left.\times \mathrm{E}\left|\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\left(\mathbf{r}_{i} \mathbf{r}_{i}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{x}_{p}\right|^{2}\right)^{1 / 2} \\
= & O\left(n^{-1 / 2}\right)
\end{aligned}
$$

By the same argument, we have

$$
\mathrm{E}\left|\mathbf{A}_{2}\left(z_{1}, z_{2}\right)\right|=O\left(n^{-1}\right)
$$

To deal with $\mathbf{A}_{3}\left(z_{1}, z_{2}\right)$, we again split $\breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right)$ into the sum of $\breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right)$ and $-\breve{\beta}_{i j}\left(z_{2}\right) \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{r}_{i} \mathbf{r}_{i}^{*} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right)$. We first show that

$$
\begin{aligned}
\mathbf{A}_{31}\left(z_{1}, z_{2}\right)= & \sum_{i<j} b_{p 1}\left(z_{1}\right) \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \\
& \times \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\left(\mathbf{r}_{i} \mathbf{r}_{i}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{x}_{p}
\end{aligned}
$$

$$
\begin{equation*}
=o_{p}(1) \tag{10.7.18}
\end{equation*}
$$

Further, we have

$$
\begin{aligned}
&= \mathrm{E}\left|\mathbf{A}_{31}\left(z_{1}, z_{2}\right)\right|^{2} \\
& \sum_{i_{1}, i_{2}<j}\left|b_{p 1}\left(z_{1}\right)\right|^{2} \mathrm{EE}_{j-1} \mathbf{x}_{p}^{*} \mathbf{D}_{i_{1} j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{i_{1} j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{D}_{i_{2} j}^{-1}\left(\bar{z}_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{i_{2} j}^{-1}\left(\bar{z}_{2}\right) \mathbf{x}_{p} \\
& \times \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i_{1} j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\left(\mathbf{r}_{i_{1}} \mathbf{r}_{i_{1}}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i_{1} j}^{-1}\left(z_{1}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i_{2} j}^{-1}\left(\bar{z}_{2}\right) \\
& \times \mathbf{T} \mathbf{H}^{-1}\left(\bar{z}_{1}\right)\left(\mathbf{r}_{i_{2}} \mathbf{r}_{i_{2}}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i_{2} j}^{-1}\left(\bar{z}_{1}\right) \mathbf{x}_{p}
\end{aligned}
$$

When $i_{1}=i_{2}$, the term in the expression above is bounded by

$$
K \mathrm{E}\left|\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i_{1} j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\left(\mathbf{r}_{i_{1}} \mathbf{r}_{i_{1}}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{x}_{p}\right|^{2}=O\left(n^{-2}\right)
$$

For $i_{1} \neq i_{2}<j$, define

$$
\beta_{i_{1} i_{2} j}\left(z_{1}\right)=\frac{1}{1+\mathbf{r}_{i_{2}}^{*} \mathbf{D}_{i_{1} i_{2} j}^{-1}\left(z_{1}\right) \mathbf{r}_{i_{2}}}, \mathbf{D}_{i_{1} i_{2} j}\left(z_{1}\right)=\mathbf{D}\left(z_{1}\right)-\mathbf{r}_{i_{1}} \mathbf{r}_{i_{1}}^{*}-\mathbf{r}_{i_{2}} \mathbf{r}_{i_{2}}^{*}-\mathbf{r}_{j} \mathbf{r}_{j}^{*}
$$

and similarly define $\breve{\beta}_{i_{1}, i_{2}, j}\left(z_{2}\right)$ and $\breve{\mathbf{D}}_{i_{1} i_{2} j}\left(z_{2}\right)$.
We have

$$
\begin{aligned}
& \mid \mathrm{EE}_{j-1} \mathbf{x}_{p}^{*} \mathbf{D}_{i_{1}, i_{2}, j}^{-1}\left(z_{1}\right) \mathbf{r}_{i_{2}} \mathbf{r}_{i_{2}}^{*} \mathbf{D}_{i_{1}, i_{2}, j}^{-1}\left(z_{1}\right) \beta_{i_{1}, i_{2}, j}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{i_{1} j}^{-1}\left(z_{2}\right) \\
& \times \mathbf{x}_{p} \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{D}_{i_{2} j}^{-1}\left(\bar{z}_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{i_{2} j}^{-1}\left(\bar{z}_{2}\right) \mathbf{x}_{p} \\
& \times E_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i_{1} j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\left(\mathbf{r}_{i_{1}} \mathbf{r}_{i_{1}}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i_{1} j}^{-1}\left(z_{1}\right) \mathbf{x}_{p} \\
& \times \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i_{2} j}^{-1}\left(\bar{z}_{2}\right) \mathbf{T H}{ }^{-1}\left(\bar{z}_{1}\right)\left(\mathbf{r}_{i_{2}} \mathbf{r}_{i_{2}}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i_{2} j}^{-1}\left(\bar{z}_{1}\right) \mathbf{x}_{p} \mid \\
& \leq K\left(\mathrm{E}\left|\mathbf{x}_{p}^{*} \mathbf{D}_{i_{1}, i_{2}, j}^{-1}\left(z_{1}\right) \mathbf{r}_{i_{2}} \mathbf{r}_{i_{2}}^{*} \mathbf{D}_{i_{1}, i_{2}, j}^{-1}\left(z_{1}\right) \beta_{i_{1}, i_{2}, j}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{i_{1} j}^{-1}\left(z_{2}\right) \mathbf{x}_{p}\right|^{2}\right)^{1 / 2} \\
& \times\left(\mathrm{E}\left|\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i_{1} j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\left(\mathbf{r}_{i_{1}} \mathbf{r}_{i_{1}}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i_{1} j}^{-1}\left(z_{1}\right) \mathbf{x}_{p}\right|^{4}\right)^{1 / 4} \\
& \times\left(\mathrm{E}\left|\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i_{2} j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\left(\mathbf{r}_{i_{2}} \mathbf{r}_{i_{2}}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i_{2} j}^{-1}\left(z_{1}\right) \mathbf{x}_{p}\right|^{4}\right)^{1 / 4} \\
& =O\left(n^{-5 / 2}\right) \text {, } \\
& \mid \mathrm{EE}_{j-1} \mathbf{x}_{p}^{*} \mathbf{D}_{i_{1}, i_{2}, j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{i_{1}, i_{2}, j}^{-1}\left(z_{2}\right) \mathbf{r}_{i_{2}} \mathbf{r}_{i_{2}}^{*} \breve{\mathbf{D}}_{i_{1}, i_{2}, j}^{-1}\left(z_{2}\right) \breve{\beta}_{i_{1}, i_{2}, j}\left(z_{2}\right) \mathbf{x}_{p} \\
& \times \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{D}_{i_{2} j}^{-1}\left(\bar{z}_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{i_{2} j}^{-1}\left(\bar{z}_{2}\right) \mathbf{x}_{p} \\
& \times \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i_{1} j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\left(\mathbf{r}_{i_{1}} \mathbf{r}_{i_{1}}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i_{1} j}^{-1}\left(z_{1}\right) \mathbf{x}_{p} \\
& \times \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i_{2} j}^{-1}\left(\bar{z}_{2}\right) \mathbf{T H} \mathbf{H}^{-1}\left(\bar{z}_{1}\right)\left(\mathbf{r}_{i_{2}} \mathbf{r}_{i_{2}}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i_{2} j}^{-1}\left(\bar{z}_{1}\right) \mathbf{x}_{p} \mid \\
& \leq K\left(\mathrm{E}\left|\mathbf{x}_{p}^{*} \mathbf{D}_{i_{1}, i_{2}, j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{i_{1}, i_{2}, j}^{-1}\left(z_{2}\right) \mathbf{r}_{i_{2}} \mathbf{r}_{i_{2}}^{*} \breve{\mathbf{D}}_{i_{1}, i_{2}, j}^{-1}\left(z_{2}\right) \breve{\beta}_{i_{1}, i_{2}, j}\left(z_{2}\right) \mathbf{x}_{p}\right|^{2}\right)^{1 / 2} \\
& \times\left(\mathrm{E}\left|\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i_{1} j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\left(\mathbf{r}_{i_{1}} \mathbf{r}_{i_{1}}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i_{1} j}^{-1}\left(z_{1}\right) \mathbf{x}_{p}\right|^{4}\right)^{1 / 4} \\
& \times\left(\mathrm{E}\left|\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i_{2} j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\left(\mathbf{r}_{i_{2}} \mathbf{r}_{i_{2}}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i_{2} j}^{-1}\left(z_{1}\right) \mathbf{x}_{p}\right|^{4}\right)^{1 / 4}
\end{aligned}
$$

$$
=O\left(n^{-5 / 2}\right)
$$

and, by (9.8.6),

$$
\begin{aligned}
& \mid \mathrm{EE}_{j-1} \mathbf{x}_{p}^{*} \mathbf{D}_{i_{1}, i_{2}, j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{i_{1}, i_{2}, j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{D}_{i_{2} j}^{-1}\left(\bar{z}_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{i_{2} j}^{-1}\left(\bar{z}_{2}\right) \mathbf{x}_{p} \\
& \times \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i_{1}, i_{2}, j}^{-1}\left(z_{2}\right) \mathbf{r}_{i_{2}} \mathbf{r}_{i_{2}}^{*} \breve{\mathbf{D}}_{i_{1}, i_{2}, j}^{-1}\left(z_{2}\right) \breve{\beta}_{i_{1}, i_{2}, j}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\left(\mathbf{r}_{i_{1}} \mathbf{r}_{i_{1}}^{*}-n^{-1} \mathbf{T}\right) \\
& \mathbf{D}_{i_{1} j}^{-1}\left(z_{1}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i_{2} j}^{-1}\left(\bar{z}_{2}\right) \mathbf{T H}^{-1}\left(\bar{z}_{1}\right)\left(\mathbf{r}_{i_{2}} \mathbf{r}_{i_{2}}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i_{2} j}^{-1}\left(\bar{z}_{1}\right) \mathbf{x}_{p} \mid \\
& \leq K\left(\mathrm{E} \mid \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i_{1}, i_{2}, j}^{-1}\left(z_{2}\right) \mathbf{r}_{i_{2}} \mathbf{r}_{i_{2}}^{*} \breve{\mathbf{D}}_{i_{1}, i_{2}, j}^{-1}\left(z_{2}\right) \breve{\beta}_{i_{1}, i_{2}, j}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\left(\mathbf{r}_{i_{1}} \mathbf{r}_{i_{1}}^{*}-n^{-1} \mathbf{T}\right)\right. \\
& \times\left.\times\left.\mathbf{D}_{i_{1} j}^{-1}\left(z_{1}\right) \mathbf{x}_{p}\right|^{2}\right)^{1 / 2}\left(\mathrm{E}\left|\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i_{2} j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\left(\mathbf{r}_{i_{2}} \mathbf{r}_{i_{2}}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i_{2} j}^{-1}\left(z_{1}\right) \mathbf{x}_{p}\right|^{2}\right)^{1 / 2} \\
& \leq K\left(\mathrm{E} \mid \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i_{1}, i_{2}, j}^{-1}\left(z_{2}\right) \mathbf{r}_{i_{2}} \mathbf{r}_{i_{2}}^{*} \breve{\mathbf{D}}_{i_{1}, i_{2}, j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\right. \\
&\left.\times\left.\left(\mathbf{r}_{i_{1}} \mathbf{r}_{i_{1}}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i_{1} j}^{-1}\left(z_{1}\right) \mathbf{x}_{p}\right|^{2}\right)^{1 / 2} \times O\left(n^{-1}\right) \\
& \leq K\left(\mathrm{Ex}_{p}^{*} \breve{\mathbf{D}}_{i_{1}, i_{2}, j}^{-1}\left(z_{2}\right) \mathbf{r}_{i_{2}} \mathbf{r}_{i_{2}}^{*} \breve{\mathbf{D}}_{i_{1}, i_{2}, j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{T} \mathbf{H}^{-1}\left(\bar{z}_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{i_{1}, i_{2}, j}^{-1}\left(\bar{z}_{2}\right) \mathbf{r}_{i_{2}}\right. \\
&\left.\times \mathbf{r}_{i_{2}}^{*} \breve{\mathbf{D}}_{i_{1}, i_{2}, j}^{-1}\left(\bar{z}_{2}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{i_{1}, j}^{-1}\left(\bar{z}_{1}\right) \mathbf{T} \mathbf{D}_{i_{1} j}^{-1}\left(z_{1}\right) \mathbf{x}_{p}\right)^{1 / 2} \times O\left(n^{-2}\right) \\
& \leq K\left(\mathrm{E}\left|\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i_{1}, i_{2}, j}^{-1}\left(z_{2}\right) \mathbf{r}_{i_{2}} \mathbf{r}_{i_{2}}^{*} \breve{\mathbf{D}}_{i_{1}, i_{2}, j}^{-1}\left(\bar{z}_{2}\right) \mathbf{x}_{p}\right|^{2}\right)^{1 / 4} \\
& \times\left(\mathrm{E} \mid \mathbf{r}_{i_{2}}^{*} \breve{\mathbf{D}}_{i_{1}, i_{2}, j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{T} \mathbf{H}^{-1}\left(\bar{z}_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{i_{1}, i_{2} j}^{-1}\left(\bar{z}_{2}\right) \mathbf{r}_{i_{2}}^{2}\right)^{1 / 4} \times O\left(n^{-2}\right) \\
& O\left(n^{-9 / 4}\right) .
\end{aligned}
$$

Then, the conclusion (10.7.18) follows from the three estimates above.
Therefore,

$$
\begin{aligned}
\mathbf{A}_{3}\left(z_{1}, z_{2}\right) & =\mathbf{A}_{32}\left(z_{1}, z_{2}\right)+o_{p}(1) \\
\mathbf{A}_{32}\left(z_{1}, z_{2}\right) & =-\sum_{i<j} b_{p 1}\left(z_{1}\right) \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{x}_{p}
\end{aligned}
$$

$$
\begin{aligned}
& \times \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{r}_{i} \mathbf{r}_{i}^{*} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \breve{\beta}_{i j}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\left(\mathbf{r}_{i} \mathbf{r}_{i}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{x}_{p} \\
=- & \sum_{i<j} b_{p 1}\left(z_{1}\right) \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \\
& \times \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{r}_{i} \mathbf{r}_{i}^{*} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \breve{\beta}_{i j}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{r}_{i} \mathbf{r}_{i}^{*} \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{x}_{p}+o_{p}(1) .
\end{aligned}
$$

By (6.2.36), (10.7.3), and (10.7.5), for $i<j$, we have

$$
\begin{align*}
\mathrm{E} & \mid \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{r}_{i} \mathbf{r}_{i}^{*} \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{x}_{p}\left(\mathbf{r}_{i}^{*} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \breve{\beta}_{i j}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{r}_{i}\right.  \tag{10.7.19}\\
& \left.-n^{-1} b_{p 1}\left(z_{2}\right) \operatorname{tr} \mathbf{T} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\right) \mid \\
\leq & \left(\mathrm{E} \mid \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{r}_{i} \mathbf{r}_{i}^{*} \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{x}_{p}^{2}\right)^{1 / 2}\left[\left(\mathrm{E}\left|\breve{\beta}_{i j}\left(z_{2}\right)\right|^{2} \mid \mathbf{r}_{i}^{*} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{r}_{i}\right.\right. \\
& \left.-\left.n^{-1} \operatorname{tr} \mathbf{T} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\right|^{2}\right)^{1 / 2}
\end{align*}
$$

$$
\begin{aligned}
& \left.+\left(\mathrm{E}\left|\breve{\beta}_{i j}\left(z_{2}\right)-b_{p 1}\left(z_{2}\right)\right|^{2}\left|n^{-1} \operatorname{tr} \mathbf{T} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\right|^{2}\right)^{1 / 2}\right] \\
= & O\left(n^{-3 / 2}\right) .
\end{aligned}
$$

Collecting the proofs from (10.7.13) to (10.7.19), we have shown that

$$
\begin{aligned}
& \mathbf{A}\left(z_{1}, z_{2}\right)=-b_{p 1}\left(z_{1}\right) b_{n 1}\left(z_{2}\right) \sum_{i<j} \mathbf{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathrm{E}_{j-1} \\
& \times\left(\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{r}_{i} \mathbf{r}_{i}^{*} \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{x}_{p} n^{-1} \operatorname{tr} \mathbf{T r} \mathbf{T} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\right)+o_{p}(1) .
\end{aligned}
$$

Similar to the proof of (10.7.18), we may further replace $\mathbf{r}_{i} \mathbf{r}_{i}^{*}$ in the expression above by $n^{-1} \mathbf{T}$; that is

$$
\begin{aligned}
& \mathbf{A}\left(z_{1}, z_{2}\right)=-b_{p 1}\left(z_{1}\right) b_{p 1}\left(z_{2}\right) n^{-2} \sum_{i<j} \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathrm{E}_{j-1} \\
& \times\left(\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{x}_{p} \operatorname{tr} \mathbf{T} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\right)+o_{p}(1) .
\end{aligned}
$$

Reversing the procedure above, one finds that we may also replace $\mathbf{D}_{i j}^{-1}\left(z_{1}\right)$ and $\breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right)$ in $\mathbf{A}\left(z_{1}, z_{2}\right)$ by $\mathbf{D}_{j}^{-1}\left(z_{1}\right)$ and $\mathbf{D}_{j}^{-1}\left(z_{2}\right)$, respectively; that is,

$$
\begin{aligned}
& \mathbf{A}\left(z_{1}, z_{2}\right)=-\frac{b_{n 1}\left(z_{1}\right) b_{n 1}\left(z_{2}\right)(j-1)}{n^{2}} \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathrm{E}_{j-1} \\
& \times\left(\mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{x}_{p} \operatorname{tr} \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\right)+o_{p}(1)
\end{aligned}
$$

Using the martingale decomposition (10.7.11), one can further show that

$$
\begin{aligned}
& \mathbf{A}\left(z_{1}, z_{2}\right)=-\frac{b_{p 1}\left(z_{1}\right) b_{p 1}\left(z_{2}\right)(j-1)}{n^{2}} \mathbf{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \\
& \times \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{x}_{p} \mathrm{E}_{j-1} \operatorname{tr} \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)+o_{p}(1)
\end{aligned}
$$

It is easy to verify that

$$
n^{-1} \operatorname{tr}\left(\mathbf{T} M\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)\right)=o_{p}(1)
$$

when $M\left(z_{2}\right)$ is either $\breve{\mathbf{A}}\left(z_{2}\right), \breve{\mathbf{B}}\left(z_{2}\right)$, or $\breve{\mathbf{C}}\left(z_{2}\right)$. Thus, substituting the decomposition (9.9.12) for $\breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right)$ in the approximation above for $\mathbf{A}\left(z_{1}, z_{2}\right)$, one finds that

$$
\begin{align*}
\mathbf{A}\left(z_{1}, z_{2}\right)= & \frac{b_{p 1}\left(z_{1}\right) b_{p 1}\left(z_{2}\right)(j-1)}{n^{2}} \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \\
& \times \mathbf{T D}_{j}^{-1}\left(z_{1}\right) \mathbf{x}_{p} \mathrm{E}_{j-1} \operatorname{tr} \mathbf{T} \mathbf{H}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right)+o_{p}(1) . \tag{10.7.20}
\end{align*}
$$

Finally, let us consider the first term of (10.7.13). Using the expression for $\mathbf{D}_{j}^{-1}\left(z_{1}\right)$ in (9.9.12), we get

$$
\begin{align*}
& -\mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{x}_{p} \\
= & W_{1}\left(z_{1}, z_{2}\right)+W_{2}\left(z_{1}, z_{2}\right)+W_{3}\left(z_{1}, z_{2}\right)+W_{4}\left(z_{1}, z_{2}\right) \tag{10.7.21}
\end{align*}
$$

where

$$
\begin{aligned}
W_{1}\left(z_{1}, z_{2}\right)= & \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{x}_{p}, \\
W_{2}\left(z_{1}, z_{2}\right)= & -b_{p 1}\left(z_{1}\right) \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{A}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \\
& \times \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{x}_{p}, \\
W_{3}\left(z_{1}, z_{2}\right)= & -\mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{B}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{x}_{p},
\end{aligned}
$$

and

$$
W_{4}\left(z_{1}, z_{2}\right)=-\mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{C}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{x}_{p}
$$

By the same argument as in (10.7.14), one can get

$$
\begin{equation*}
\mathrm{E}\left|W_{3}\left(z_{1}, z_{2}\right)\right|=o(1) \quad \text { and } \quad \mathrm{E}\left|W_{4}\left(z_{1}, z_{2}\right)\right|=o(1) \tag{10.7.22}
\end{equation*}
$$

Furthermore, as when dealing with $\mathbf{A}\left(z_{1}, z_{2}\right)$, the first $\breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right)$ in $W_{2}\left(z_{1}, z_{2}\right)$ can be replaced by $-b_{p 1}\left(z_{2}\right) \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{r}_{i} \mathbf{r}_{i}^{*} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right)$; that is,

$$
\begin{aligned}
& W_{2}\left(z_{1}, z_{2}\right) \\
= & b_{p 1}\left(z_{1}\right) b_{p 1}\left(z_{2}\right) \sum_{i<j} \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{H}^{-1}\left(z_{1}\right)\left(\mathbf{r}_{i} \mathbf{r}_{i}^{*}-n^{-1} \mathbf{T}\right) \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{T} \\
& \times \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{r}_{i} \mathbf{r}_{i}^{*} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{x}_{p}+o_{p}(1) \\
= & b_{p 1}\left(z_{1}\right) b_{p 1}\left(z_{2}\right) \sum_{i<j} \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{r}_{i} \mathbf{r}_{i}^{*} \mathbf{D}_{i j}^{-1}\left(z_{1}\right) \mathbf{T} \\
& \times \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{r}_{i} \mathbf{r}_{i}^{*} \breve{\mathbf{D}}_{i j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{x}_{p}+o_{p}(1) \\
= & \frac{b_{p 1}\left(z_{1}\right) b_{p 1}\left(z_{2}\right)(j-1)}{n^{2}} \mathbf{E}_{j-1}\left(\mathbf{x}_{p}^{*} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \operatorname{tr} \mathbf{T} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right)\right) \\
& \times \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{x}_{p}+o_{p}(1) .
\end{aligned}
$$

It can also be verified that

$$
\mathbf{x}_{p}^{*} M\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{x}_{p}=o_{p}(1)
$$

when $M\left(z_{2}\right)$ takes $\breve{\mathbf{A}}\left(z_{2}\right), \breve{\mathbf{B}}\left(z_{2}\right)$, or $\breve{\mathbf{C}}\left(z_{2}\right)$. Therefore, $W_{2}\left(z_{1}, z_{2}\right)$ can be further approximated by

$$
\begin{align*}
& W_{2}\left(z_{1}, z_{2}\right)=\frac{b_{p 1}\left(z_{1}\right) b_{p 1}\left(z_{2}\right)(j-1)}{n^{2}}\left(\mathbf{x}_{p}^{*} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{2}\right) \mathbf{x}_{p}\right)^{2} \\
& \times \mathrm{E}_{j-1} \operatorname{tr}\left(\mathbf{T D}_{j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}^{-1}\left(z_{2}\right)\right)+o_{p}(1) . \tag{10.7.23}
\end{align*}
$$

In (9.9.21), it is proven that

$$
\begin{aligned}
& \mathrm{E}_{j-1} \operatorname{tr}\left(\mathbf{T D}_{j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right)\right) \\
&=\left.\frac{\operatorname{tr}(\mathbf{T H}}{}{ }^{-1}\left(z_{1}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{2}\right)\right)+o_{p}(1) \\
& 1-\frac{j-1}{n^{2}} z_{1} z_{2} \underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right) \operatorname{tr}\left(\mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{T H}\right.
\end{aligned}
$$

In the same way, $W_{1}\left(z_{1}, z_{2}\right)$ can be approximated by

$$
\begin{align*}
& W_{1}\left(z_{1}, z_{2}\right) \\
= & \mathbf{x}_{p}^{*} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{H}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{x}_{p}+o_{p}(1) . \tag{10.7.24}
\end{align*}
$$

Consequently, from (10.7.13)-(10.7.24), we obtain

$$
\begin{align*}
& \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{T} \mathrm{E}_{j}\left(\breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathrm{E}_{j-1} \mathbf{x}_{p}^{*} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right)\right) \mathbf{T} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{x}_{p} \\
& \times\left[1-\frac{j-1}{n} b_{p 1}\left(z_{1}\right) b_{p 1}\left(z_{2}\right) \frac{1}{n} \operatorname{tr} \mathbf{H}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{T}\right] \\
= & \mathbf{x}_{p}^{*} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{H}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{x}_{p} \\
& \left(1+\frac{j-1}{n} b_{p 1}\left(z_{1}\right) b_{p 1}\left(z_{2}\right) \frac{1}{n} \mathrm{E}_{j-1} \operatorname{tr}\left(\mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{T} \breve{\mathbf{D}}_{j}^{-1}\left(z_{2}\right) \mathbf{T}\right)\right)+o_{p}(1) . \tag{10.7.25}
\end{align*}
$$

Recall that $b_{p 1}(z) \rightarrow-z \underline{s}(z)$ and $F^{\mathbf{T}} \rightarrow H$. Hence,

$$
\begin{align*}
d\left(z_{1}, z_{2}\right) & :=\lim b_{p 1}\left(z_{1}\right) b_{p 1}\left(z_{2}\right) \frac{1}{N} \operatorname{tr}\left(\mathbf{H}^{-1}\left(z_{1}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{2}\right) \mathbf{T}\right) \\
& =\int \frac{c t^{2} \underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right)}{\left(1+\underline{s}\left(z_{1}\right)\right)\left(1+t \underline{s}\left(z_{2}\right)\right)} d H(t) \\
& =1+\frac{\underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right)\left(z_{1}-z_{2}\right)}{\underline{s}\left(z_{2}\right)-\underline{s}\left(z_{1}\right)} \tag{10.7.26}
\end{align*}
$$

By the conditions of Theorem 10.21,

$$
\begin{align*}
h\left(z_{1}, z_{2}\right) & =\lim z_{1} z_{2} \underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right) \mathbf{x}_{p}^{*} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{H}^{-1}\left(z_{2}\right) \mathbf{T} \mathbf{H}^{-1}\left(z_{1}\right) \mathbf{x}_{p} \\
& =\frac{\underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right)}{z_{1} z_{2}}\left(\int \frac{t^{2} \underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right)}{\left(1+t \underline{s}\left(z_{1}\right)\right)\left(1+t \underline{s}\left(z_{2}\right)\right)} d H(t)\right)^{2} \\
& =\frac{\underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right)}{z_{1} z_{2}}\left(\int \frac{t d H(t)}{\left(1+t \underline{s}\left(z_{1}\right)\right)\left(1+t \underline{s}\left(z_{2}\right)\right)}\right)^{2} \\
& =\frac{\underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right)}{z_{1} z_{2}}\left(\frac{z_{1} m\left(z_{1}\right)-z_{2} m\left(z_{2}\right)}{\left(\underline{s}\left(z_{2}\right)-\underline{s}\left(z_{1}\right)\right)}\right)^{2} \tag{10.7.27}
\end{align*}
$$

From (10.7.13) and (10.7.25)-(10.7.27), we get
$(10.7 .10) \xrightarrow{\text { i.p. }} h\left(z_{1}, z_{2}\right)\left(\int_{0}^{1} \frac{1}{\left(1-t d\left(z_{1}, z_{2}\right)\right)} d t+\int_{0}^{1} \frac{t d\left(z_{1}, z_{2}\right)}{\left(1-t d\left(z_{1}, z_{2}\right)\right)^{2}} d t\right)$

$$
=\frac{h\left(z_{1}, z_{2}\right)}{1-d\left(z_{1}, z_{2}\right)}=\frac{\left(z_{2} \underline{s}\left(z_{2}\right)-z_{1} \underline{s}\left(z_{1}\right)\right)^{2}}{c^{2} z_{1} z_{2}\left(z_{2}-z_{1}\right)\left(\underline{s}\left(z_{2}\right)-\underline{s}\left(z_{1}\right)\right)} .
$$

### 10.7.3 Tightness of $M_{n}^{1}(z)$ and Convergence of $M_{n}^{2}(z)$

First, we proceed to the proof of the tightness of $M_{n}^{1}(z)$ by verifying that

$$
\begin{equation*}
\mathrm{E} \frac{\left|M_{n}^{1}\left(z_{1}\right)-M_{n}^{1}\left(z_{2}\right)\right|^{2}}{\left|z_{1}-z_{2}\right|^{2}} \leq K \quad \text { if } \quad z_{1}, z_{2} \in \mathcal{C} \tag{10.7.28}
\end{equation*}
$$

By (10.7.4), we obtain

$$
\mathrm{E}\left|\sum_{j=1}^{n} Y_{j}\left(z_{i}\right)\right|^{2}=\sum_{j=1}^{n} \mathrm{E}\left|Y_{j}\left(z_{i}\right)\right|^{2} \leq K
$$

Therefore, we only need to consider $z_{1}, z_{2}$ when they are close to each other. Write

$$
Q\left(z_{1}, z_{2}\right)=\sqrt{n} \mathbf{x}_{p}\left(\mathbf{D}-z_{1} \mathbf{I}\right)^{-1}\left(\mathbf{D}-z_{2} \mathbf{I}\right)^{-1} \mathbf{x}_{p}
$$

Recalling the definition of $M_{n}^{1}$, we have

$$
\begin{aligned}
& \frac{\left|M_{n}^{1}\left(z_{1}\right)-M_{n}^{1}\left(z_{2}\right)\right|}{\left|z_{1}-z_{2}\right|} \\
\leq & \begin{cases}\left|Q\left(z_{1}, z_{2}\right)-\mathrm{E} Q\left(z_{1}, z_{2}\right)\right|, & \text { if } \min \left(\left|\Im\left(z_{1}\right)\right|,\left|\Im\left(z_{2}\right)\right|\right) \geq \delta_{p} p^{-1}, \\
\sum_{*=+,-}^{*=+}\left|Q\left(z_{1}, z_{*}\right)-\mathrm{E} Q\left(z_{1}, z_{*}\right)\right|, & \text { if }\left|\Im\left(z_{1}\right)\right| \geq \delta_{p} p^{-1} \&\left|\Im\left(z_{2}\right)\right| \leq \delta_{p} p^{-1}, \\
\sum_{*=+,-}^{\left|Q\left(z_{2}, z_{*}\right)-\mathrm{E} Q\left(z_{2}, z_{*}\right)\right|,} & \text { if }\left|\Im\left(z_{2}\right)\right| \geq \delta_{p} p^{-1} \quad \&\left|\Im\left(z_{1}\right)\right| \leq \delta_{p} p^{-1}, \\
\left|Q\left(z_{+}, z_{-}\right)-\mathrm{E} Q\left(z_{+}, z_{-}\right)\right|, & \text {otherwise },\end{cases}
\end{aligned}
$$

where $\Re\left(z_{ \pm}\right)=u_{r}$ or $u_{l}$, and $\Im\left(z_{ \pm}\right)= \pm \delta_{p} p^{-1}$. We only give a proof of (10.7.28) for the case $\Im\left(z_{1}\right), \Im\left(z_{2}\right) \geq \delta_{p} p^{-1}$.

From the identity above (9.10.7), we get

$$
\begin{align*}
\frac{M_{n}^{1}\left(z_{1}\right)-M_{n}^{1}\left(z_{2}\right)}{z_{1}-z_{2}} & =\sqrt{n} \sum_{j=1}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \mathbf{x}_{p}^{*} \mathbf{D}^{-1}\left(z_{1}\right) \mathbf{D}^{-1}\left(z_{2}\right) \mathbf{x}_{p}  \tag{10.7.29}\\
= & V_{1}\left(z_{1}, z_{2}\right)+V_{2}\left(z_{1}, z_{2}\right)+V_{3}\left(z_{1}, z_{2}\right)
\end{align*}
$$

where

$$
V_{1}\left(z_{1}, z_{2}\right)=\sqrt{n} \sum_{j=1}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}\left(z_{1}\right) \beta_{j}\left(z_{2}\right) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \times
$$

$$
\begin{gathered}
\mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j} \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{r}_{j} \\
V_{2}\left(z_{1}, z_{2}\right)=\sqrt{n} \sum_{j=1}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}\left(z_{1}\right) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{r}_{j}
\end{gathered}
$$

and

$$
V_{3}\left(z_{1}, z_{2}\right)=\sqrt{n} \sum_{j=1}^{n}\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}\left(z_{2}\right) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j} .
$$

Applying (10.7.1) and the bounds for $\beta_{j}(z)$ and $\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j}$ argued below (9.10.2), we obtain

$$
\begin{aligned}
& \mathrm{E}\left|V_{1}\left(z_{1}, z_{2}\right)\right|^{2} \\
&= n \sum_{j=1}^{n} \mathrm{E} \mid\left(\mathrm{E}_{j}-\mathrm{E}_{j-1}\right) \beta_{j}\left(z_{1}\right) \beta_{j}\left(z_{2}\right) \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{r}_{j} \\
&\left.\quad \mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{r}_{j}\right|^{2} \\
& \leq K n^{2}\left(\mathrm{E}\left|\mathbf{r}_{j}^{*} \mathbf{D}_{j}^{-1}\left(z_{2}\right) \mathbf{x}_{p} \mathbf{x}_{p}^{*} \mathbf{D}_{j}^{-1}\left(z_{1}\right) \mathbf{r}_{j}\right|^{2}+v^{-12} n^{2} P\left(\left\|\mathbf{B}_{p}\right\|>u_{r} \text { or } \lambda_{\min }^{\mathbf{B}_{p}}<u_{l}\right)\right) \\
& \leq K .
\end{aligned}
$$

Here, to derive the inequality above, we have also used (9.7.8) and (9.7.9). It is easy to see that (9.7.8) and (9.7.9) hold for our truncated variables as well. Similarly, the argument above can also be used to handle $V_{2}\left(z_{1}, z_{2}\right)$ and $V_{3}\left(z_{1}, z_{2}\right)$. Therefore, we have completed the proof of (10.7.28).

Next we will consider the convergence of $M_{n}^{2}(z)$. Note that

$$
\begin{equation*}
s_{F^{y_{p}, H_{p}}}(z)=-\frac{1}{z} \int \frac{1}{1+t \underline{s}_{F^{y_{p}, H_{p}}}(z)} d H_{p}(t) \tag{10.7.31}
\end{equation*}
$$

Substituting (10.6.7) into (10.7.31), we obtain

$$
\begin{gather*}
z \sqrt{n}\left(\left(\mathbf{x}_{p}^{*} \mathrm{E}\left(\mathbf{D}^{-1}\right)(z) \mathbf{x}_{p}-s_{F^{y_{p}, H_{p}}}(z)\right)\right)  \tag{10.7.32}\\
=\sqrt{p}\left(\mathbf{x}_{p}^{*}\left(-\mathrm{E} \underline{s}_{p}(z) \mathbf{T}-\mathbf{I}\right)^{-1} \mathbf{x}_{p}+\int \frac{1}{1+t_{F^{y_{p}, H_{p}}}(z)} d H_{p}(t)\right) \\
+\sqrt{n} z\left(\delta_{1}+\delta_{2}+\delta_{3}+\delta_{4}\right)
\end{gather*}
$$

For $\delta_{4}$, we have

$$
\begin{equation*}
\left|z \sqrt{n} \delta_{4}\right| \leq K \sqrt{n}\left[\mathrm{E}\left|\xi_{1}^{2}\right|+v^{-5} n^{\frac{3}{2}} P\left(\left\|\mathbf{B}_{p}\right\|>u_{r} \text { or } \lambda_{\min }^{\mathbf{B}_{p}}<u_{l}\right)\right]=o(1) \tag{10.7.33}
\end{equation*}
$$

Here and in the following, we use the notation $o(\cdot)$ for a limit uniform in $z \in \mathcal{C}$. Similarly, by (10.7.5) and the Hölder inequality, it is straightforward to verify that

$$
\left|z \sqrt{n} \delta_{3}\right| \rightarrow 0
$$

Appealing to (9.8.6), whether for the complex case or the real case, we have

$$
\begin{aligned}
& \mathrm{E}\left[\xi _ { 1 } ( z ) \left(\mathbf{r}_{1}^{*} \mathbf{D}_{1}^{-1}(z) \mathbf{x}_{p} \mathbf{x}_{p}^{*}\left(\mathrm{E} \underline{s}_{p}(z) \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{r}_{1}\right.\right. \\
&\left.\left.\quad-n^{-1} \mathbf{x}_{p}^{*}\left(\mathrm{E} \underline{s}_{p}(z) \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{T D}_{1}^{-1}(z) \mathbf{x}_{p}\right)\right]=O\left(n^{-2}\right)
\end{aligned}
$$

It follows that

$$
\begin{gather*}
\left|n^{\frac{3}{2}} \mathrm{E}\left[b_{1}(z) \beta_{1}(z) \xi_{1}(z) \alpha_{1}(z)\right]\right| \\
\leq n^{\frac{3}{2}}\left|\mathrm{E}\left[b_{1}^{2}(z) \xi_{1}(z) \alpha_{1}(z)\right]\right|+n^{\frac{3}{2}}\left|\mathrm{E}\left[b_{1}^{2}(z) \beta_{1}(z) \xi_{1}^{2}(z) \alpha_{1}(z)\right]\right|=o(1) \tag{10.7.34}
\end{gather*}
$$

where we have used the fact that

$$
\mathrm{E}\left[b_{1}^{2}(z) \xi_{1}(z) \alpha_{1}(z)\right]=\mathrm{E}\left\{b_{1}^{2}(z) \mathrm{E}\left[\xi_{1}(z) \alpha_{1}(z) \mid \sigma\left(\mathbf{r}_{j}, j>1\right)\right]\right\}
$$

and that

$$
\begin{gathered}
\left|\mathrm{E}\left[b_{1}^{2}(z) \beta_{1}(z) \xi_{1}^{2}(z) \alpha_{1}(z)\right]\right| \\
\leq K\left[\left(\mathrm{E}\left|\xi_{1}(z)\right|^{4} \mathrm{E}\left|\alpha_{1}(z)\right|^{2}\right)^{\frac{1}{2}}+v^{-6} p^{2} P\left(\|\mathbf{B}\|>u_{r} \text { or } \lambda_{\min }^{\mathbf{B}}<u_{l}\right)\right]=O\left(n^{-2}\right)
\end{gathered}
$$

Then (10.7.33) and (10.7.34) give

$$
\left|z \sqrt{n} \delta_{4}\right| \rightarrow 0
$$

According to Section 9.11, we have

$$
\begin{equation*}
\sup _{z} \sqrt{n}\left(\underline{s}_{F^{y_{p}, H_{p}}}(z)-\mathrm{E} \underline{s}_{p}(z)\right) \rightarrow 0 \tag{10.7.35}
\end{equation*}
$$

Following lines similar to (9.11.6) and (9.11.5), we get

$$
\sup _{p, z \in \mathcal{C}}\left\|\left(\underline{s}_{F^{y_{p}, H_{p}}}(z) \mathbf{T}+\mathbf{I}\right)^{-1}\right\|<\infty .
$$

It follows that, via (9.11.6) and the assumption of Theorem 10.21,

$$
\begin{equation*}
\sup _{p, z \in \mathcal{C}_{0}} \int \frac{t}{\left(1+t \underline{s}_{F^{y_{p}, H_{p}}}(z)\right)\left(t \mathrm{E} \underline{s}_{p}(z)+1\right)} d H_{p}(t)<\infty . \tag{10.7.36}
\end{equation*}
$$

Appealing to (9.11.4), (9.11.6), (10.7.35), and (10.7.36), we can conclude that

$$
\sqrt{n}\left(\mathbf{x}_{p}^{*}\left(\mathrm{E}_{p}(z) \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{x}_{p}-\int \frac{1}{\mathrm{E} \underline{s}_{p}(z) t+1} d H_{p}(t)\right)
$$

$$
=\sqrt{n}\left(\mathbf{x}_{p}^{*}\left(\underline{s}_{F^{y_{p}, H_{p}}}(z) \mathbf{T}+\mathbf{I}\right)^{-1} \mathbf{x}_{p}-\int \frac{1}{\underline{s}_{F^{y_{p}, H_{p}}}(z) t+1} d H_{p}(t)\right)+o(1)
$$

Using (10.7.35) and (10.7.36), we also have

$$
\begin{gathered}
\sqrt{n}\left(\int \frac{1}{\mathrm{E} \underline{s}_{p}(z) t+1} d H_{p}(t)-\int \frac{1}{1+t \underline{s}_{F^{y_{p}, H_{p}}}(z)} d H_{p}(t)\right) \\
=\sqrt{n}\left(\underline{s}_{F^{y_{p}, H_{p}}}(z)-\mathrm{E} \underline{s}_{p}(z)\right) \int \frac{t}{\left(1+t \underline{s}_{F^{y_{p}, H_{p}}}(z)\right)\left(t \mathrm{E} \underline{s}_{p}(z)+1\right)} d H_{p}(t)=o(1)
\end{gathered}
$$

Combining the arguments above, we get that

$$
(10.7 .32) \rightarrow 0
$$

### 10.8 Proof of Theorem 10.23

In this part, when $\mathbf{T}=\mathbf{I}$, we will prove that (10.5.31) is a consequence of (10.5.29) under the conditions of Theorem 10.23.

Note that

$$
\begin{equation*}
z=-\frac{1}{\underline{s}(z)}+y \int \frac{t}{1+t \underline{s}(z)} d H(t) \tag{10.8.1}
\end{equation*}
$$

It then follows that

$$
\begin{equation*}
z_{1}-z_{2}=\frac{\left(\underline{s}\left(z_{1}\right)-\underline{s}\left(z_{2}\right)\right)}{\underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right)}\left(1-y \int \frac{t^{2} \underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right) d H(t)}{\left(1+\underline{s}\left(z_{1}\right)\right)\left(1+\underline{s}\left(z_{2}\right)\right)}\right) \tag{10.8.2}
\end{equation*}
$$

and

$$
\begin{equation*}
z_{2} \underline{s}\left(z_{2}\right)-z_{1} \underline{s}\left(z_{1}\right)=y\left(\underline{s}\left(z_{2}\right)-\underline{s}\left(z_{1}\right)\right) \int \frac{t d H(t)}{\left(1+t \underline{s}\left(z_{1}\right)\right)\left(1+t \underline{s}\left(z_{2}\right)\right)} . \tag{10.8.3}
\end{equation*}
$$

Combining (10.8.1)-(10.8.3), (10.5.29) equals

$$
\begin{gather*}
=-\frac{1}{2 \pi^{2}} \int_{\mathcal{C}_{1}} \int_{\mathcal{C}_{2}} \frac{g_{1}\left(z_{1}\right) g_{2}\left(z_{2}\right) \underline{s}^{2}\left(z_{1}\right) \underline{s}^{2}\left(z_{2}\right)}{\int \frac{\left(c t \underline{s}\left(z_{1}\right)-1-t-\underline{s}\left(z_{1}\right)\right)}{1+t \underline{s} \underline{\left(z_{1}\right)} d H(t) \int \frac{\left(c t \underline{s}\left(z_{2}\right)-1-t z_{s}\left(z_{2}\right)\right)}{\left.1+t \underline{s} \underline{z} z_{2}\right)} d H(t)}} \\
\times \frac{\left(\int \frac{t d H(t)}{\left(1+t \underline{s}\left(z_{1}\right)\right)\left(1+t \underline{s}\left(z_{2}\right)\right)}\right)^{2} d z_{1} d z_{2}}{\left(1-c \int \frac{\underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right) t^{2}}{\left(1+t \underline{s}\left(z_{1}\right)\right)\left(1+t \underline{s}\left(z_{2}\right)\right)} d H(t)\right)}, \tag{10.8.4}
\end{gather*}
$$

where the contours are defined as before.
On the other hand, by Cauchy's theorem, we get that

$$
\begin{equation*}
(10.5 .31)=-\frac{1}{2 c \pi^{2}} \int_{\mathcal{C}_{1}} \int_{\mathcal{C}_{2}} g_{1}\left(z_{1}\right) g_{2}\left(z_{2}\right)\left(\frac{s\left(z_{1}\right)-s\left(z_{2}\right)}{z_{1}-z_{2}}-s\left(z_{1}\right) s\left(z_{2}\right)\right) d z_{1} d z_{2} . \tag{10.8.5}
\end{equation*}
$$

Applying (10.8.1)-(10.8.3) and the relation between $\underline{s}(z)$ and $s(z)$ given above (9.7.1), we get that
where

$$
M_{1}=\frac{y^{2}\left(z_{1}\right) \underline{s}^{2}\left(z_{2}\right) \int \frac{d H(t)}{1+t \underline{s}\left(z_{1}\right)} \int \frac{d H(t)}{1+t \underline{s}\left(z_{1}\right)} \int \frac{t^{2} d H(t)}{\left(1+t \underline{t}\left(z_{1}\right)\right)\left(1+t \underline{t}\left(z_{2}\right)\right)}}{\int \frac{\left(y \underline{t}\left(z_{1}\right)-1-t \underline{s}\left(z_{1}\right)\right)}{1+t \underline{t}\left(z_{1}\right)} d H(t) \int \frac{\left(y t \underline{s}\left(z_{2}\right)-1-t \underline{s}\left(z_{2}\right)\right)}{1+t \underline{s}\left(z_{2}\right)} d H(t)}
$$

and

$$
\begin{aligned}
& M_{2} \\
& =\frac{\int \frac{\left(y t \underline{s}\left(z_{1}\right)-1-t \underline{\boldsymbol{s}}\left(z_{1}\right)\right)}{1+t \underline{s}\left(z_{1}\right)} d H(t) \int \frac{\left(y t \underline{\underline{s}}\left(z_{2}\right)-1-t \underline{\boldsymbol{s}}\left(z_{2}\right)\right)}{1+t \underline{s}\left(z_{2}\right)} d H(t)-y \int \frac{d H(t)}{1+t \underline{s}\left(z_{1}\right)} \int \frac{d H(t)}{1+t \underline{s}\left(z_{2}\right)}}{y \int \frac{\left(y t \underline{\underline{s}}\left(z_{1}\right)-1-t \underline{s}\left(z_{1}\right)\right)}{1+t \underline{s}\left(z_{1}\right)} d H(t) \int \frac{\left(y t \underline{s}\left(z_{2}\right)-1-t \underline{s}\left(z_{2}\right)\right)}{1+t \underline{s}\left(z_{2}\right)} d H(t)} .
\end{aligned}
$$

Observe that

$$
\begin{gathered}
\int \frac{\left(y t \underline{s}\left(z_{1}\right)-1-t \underline{s}\left(z_{1}\right)\right)}{1+t \underline{s}\left(z_{1}\right)} d H(t) \int \frac{\left(y t \underline{s}\left(z_{2}\right)-1-t \underline{s}\left(z_{2}\right)\right)}{1+t \underline{s}\left(z_{2}\right)} d H(t) \\
-y \int \frac{d H(t)}{1+t \underline{s}\left(z_{1}\right)} \int \frac{d H(t)}{1+t \underline{s}\left(z_{2}\right)} \\
=(1-y)\left(1-y \int \frac{\underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right) t^{2}}{\left(1+t \underline{s}\left(z_{1}\right)\right)\left(1+t \underline{s}\left(z_{2}\right)\right)} d H(t)\right)
\end{gathered}
$$

which implies that

$$
\begin{align*}
& \frac{1}{2 y \pi^{2}} \int_{\mathcal{C}_{1}} \int_{\mathcal{C}_{2}} g_{1}\left(z_{1}\right) g_{2}\left(z_{2}\right) \frac{M_{2} \underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right)}{1-y \int \frac{\underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right) t^{2}}{\left(1+t \underline{s}\left(z_{1}\right)\right)\left(1+t \underline{s}\left(z_{2}\right)\right)} d H(t)} d z_{1} d z_{2} \\
= & \frac{1}{2 \pi^{2}} \int_{\mathcal{C}_{1}} \int_{\mathcal{C}_{2}} g_{1}\left(z_{1}\right) g_{2}\left(z_{2}\right) \frac{(1-y)}{y^{2} z_{1} z_{2}} d z_{1} d z_{2}=0 \tag{10.8.6}
\end{align*}
$$

since the $z_{1}$ and $z_{2}$ contours do not enclose the origin. Note that

$$
\begin{align*}
& \int \frac{d H(t)}{1+t \underline{s}\left(z_{1}\right)} \int \frac{d H(t)}{1+t \underline{s}\left(z_{2}\right)} \int \frac{\underline{s}\left(z_{1}\right) \underline{s}\left(z_{2}\right) t^{2} d H(t)}{\left(1+t \underline{s}\left(z_{1}\right)\right)\left(1+t \underline{s}\left(z_{2}\right)\right)} \\
&-\int \frac{\underline{s}\left(z_{2}\right) t d H(t)}{\left(1+t \underline{s}\left(z_{1}\right)\right)\left(1+t \underline{s}\left(z_{2}\right)\right)} \int \frac{\underline{s}\left(z_{1}\right) t d H(t)}{\left(1+t \underline{s}\left(z_{1}\right)\right)\left(1+t \underline{s}\left(z_{2}\right)\right)} \tag{10.8.7}
\end{align*}
$$

$$
\begin{align*}
& \quad=\left(\int \frac{d H(t)}{\left(1+t \underline{s}\left(z_{1}\right)\right)\left(1+t \underline{s}\left(z_{2}\right)\right)}-\int \frac{d H(t)}{\left(1+t \underline{s}\left(z_{1}\right)\right)}-\int \frac{d H(t)}{\left(1+t \underline{s}\left(z_{2}\right)\right)}\right) \\
& \times\left(\int \frac{d H(t)}{\left(1+t \underline{s}\left(z_{1}\right)\right)} \int \frac{d H(t)}{\left(1+t \underline{s}\left(z_{2}\right)\right)}-\int \frac{d H(t)}{\left(1+t \underline{s}\left(z_{1}\right)\right)\left(1+t \underline{s}\left(z_{2}\right)\right)}\right) . \tag{10.8.8}
\end{align*}
$$

Here one should note that the first item of the difference (10.8.7) is a factor of $M_{1}$ and that the second item is a factor of (10.8.4). Consequently, combining (10.8.4)-(10.8.8) and condition (10.5.30) (for identity matrix, the condition (10.5.30) holds automatically), one can conclude that

$$
(10.5 .29)=(10.5 .31)
$$

Thus we are done.

## Chapter 11 <br> Circular Law

### 11.1 The Problem and Difficulty

This is a famous conjecture that has been open for more than half a century. At present, only some partial answers are known. The conjecture is stated as follows. Suppose that $\mathbf{X}_{n}$ is an $n \times n$ matrix with entries $x_{k j}$, where $\left\{x_{k j}, k, j=1,2, \cdots\right\}$ forms an infinite double array of iid complex random variables of mean zero and variance one. Using the complex eigenvalues $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$ of $\frac{1}{\sqrt{n}} \mathbf{X}_{n}$, we can construct a two-dimensional empirical distribution by

$$
\mu_{n}(x, y)=\frac{1}{n} \#\left\{i \leq n: \Re\left(\lambda_{k}\right) \leq x, \Im\left(\lambda_{k}\right) \leq y\right\}
$$

which is called the empirical spectral distribution of the matrix $\frac{1}{\sqrt{n}} \mathbf{X}_{n}$.
Since the early 1950s, it has been conjectured that the distribution $\mu_{n}(x, y)$ converges to the so-called circular law; i.e., the uniform distribution over the unit disk in the complex plane. The first answer was given by Mehta [212] for the case where $x_{i j}$ are iid complex normal variables. He used the joint density function of the eigenvalues of the matrix $\frac{1}{\sqrt{n}} \mathbf{X}_{n}$, which was derived by Ginibre [120]. The joint density is

$$
p\left(\lambda_{1}, \cdots, \lambda_{n}\right)=c_{n} \prod_{i<j}\left|\lambda_{i}-\lambda_{j}\right|^{2} \prod_{i=1}^{n} e^{-n\left|\lambda_{i}\right|^{2}}
$$

where $\lambda_{i}, i \leq n$, are the complex eigenvalues of the matrix $\frac{1}{\sqrt{n}} \mathbf{X}_{n}$ and $c_{n}$ is a normalizing constant.

Partial answers under more general assumptions are made in Girko [123, 124] and Bai [14]. The problem under the only condition of finite second moment is still open. For details of the history of this problem, the reader is referred to Bai [14]. Some recent developments are given in Section 11.10.

### 11.1.1 Failure of Techniques Dealing with Hermitian Matrices

In this section, we show that the methodologies to deal with Hermitian matrices do not apply to non-Hermitian matrices.

## 1. Failure of truncation method

It was seen in previous chapters that a small change to all entries or a large change to a small number of entries of Hermitian matrices will cause a small change in their empirical spectral distributions, and thus the truncation technique has played an important role in the spectral theory of large dimensional Hermitian matrices. However, it is not the case for non-Hermitian matrices. See the following example.

Example 11.1. Consider the following two $n \times n$ matrices:

$$
\mathbf{A}=\left(\begin{array}{cccccc}
0 & 1 & 0 & 0 & \cdots & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & & \vdots \\
0 & 0 & 0 & 0 & \cdots & 1 \\
0 & 0 & 0 & 0 & \cdots & 0
\end{array}\right) \text { and } \mathbf{B}=\left(\begin{array}{cccccc}
0 & 1 & 0 & 0 & \cdots & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & & \vdots \\
0 & 0 & 0 & 0 & \cdots & 1 \\
\frac{1}{n^{3}} & 0 & 0 & 0 & \cdots & 0
\end{array}\right) .
$$

It is easy to see that all the $n$ eigenvalues of $\mathbf{A}$ are 0 , while those of $\mathbf{B}$ are

$$
\lambda_{k}=n^{-3 / n} e^{2 k \pi / n}, \quad k=0,1, \cdots, n-1
$$

When $n$ is large, $\left|\lambda_{k}\right|=n^{-3 / n} \sim 1$. This example shows that the empirical spectral distributions of $\mathbf{A}$ and $\mathbf{B}$ are very different, although they only have one different entry, which is as small as $n^{-3}$. Therefore, the truncation technique does not apply.

## 2. Failure of moment method

Although the moment method has successively been used as a powerful tool in establishing the spectral theory of Hermitian (symmetric) large matrices, it fails to apply to nonsymmetric matrices. The reason can be seen from the following fact. For any complex random variable $Z$, its distribution can be uniquely determined by all mixed moments $\mathrm{E} Z^{k} \bar{Z}^{\ell}, k, \ell \geq 0$, with some additional Carleman type conditions. However, for any square matrix $\mathbf{X}$ with order larger than 1, there is no way to find a simple functional of $\mathbf{X}$ that gives

$$
\begin{equation*}
\frac{1}{n} \sum_{j=1}^{n} \lambda_{j}^{k}(\mathbf{X}) \bar{\lambda}_{j}^{\ell}(\mathbf{X}) \tag{11.1.1}
\end{equation*}
$$

unless $k$ or $\ell$ is 0 . Knowledge of just the latter is not sufficient. Indeed, if we only know

$$
\begin{equation*}
\mathrm{E} Z^{k}=0 \tag{11.1.2}
\end{equation*}
$$

then this relation is satisfied by any complex random variable $Z$ that is uniformly distributed over any disk with center 0 . Thus, even if we had proved

$$
\begin{equation*}
\frac{1}{n} \operatorname{tr}\left(\frac{1}{\sqrt{n}} \mathbf{X}_{n}\right)^{k} \rightarrow 0, \quad \text { a.s. } \tag{11.1.3}
\end{equation*}
$$

we could not claim that the spectral distribution of $\frac{1}{\sqrt{n}} \mathbf{X}_{n}$ tends to the circular law because (11.1.2) does not uniquely determine the distribution of $Z$.

## 3. Difficulty of the method of Stieltjes transform

When $|z|>1$, by Theorem 5.18, we may write

$$
\begin{equation*}
s_{n}(z)=: \frac{1}{n} \operatorname{tr}\left(\frac{1}{\sqrt{n}} \mathbf{X}_{n}-z\right)^{-1}=-\frac{1}{z}\left(1+\sum_{k=1}^{\infty} \frac{1}{z^{k}}\left(\frac{1}{n} \operatorname{tr}\left(\frac{1}{\sqrt{n}} \mathbf{X}_{n}^{k}\right)\right)\right) . \tag{11.1.4}
\end{equation*}
$$

By (11.1.3), we should have

$$
\begin{equation*}
s_{n}(z) \rightarrow-\frac{1}{z}, \quad \text { a.s. } \tag{11.1.5}
\end{equation*}
$$

The limit is the same as the Stieltjes transform of any uniform distribution over a disk with center 0 and radius $\rho \leq 1$. Although the Stieltjes transform of $\frac{1}{\sqrt{n}} \mathbf{X}_{n}$ can uniquely determine all eigenvalues of $\frac{1}{\sqrt{n}} \mathbf{X}_{n}$, even only using values at $z$ with $|z|>1$, limit (11.1.5) cannot determine convergence to the circular law.

Therefore, to establish the circular law by Stieltjes transforms, one has to consider the convergence of $s_{n}(z)$ for $z$ with $|z| \leq 1$. Unlike the case for Hermitian matrices, the Stieltjes transform $s_{n}(z)$ is not bounded for $|z| \leq 1$, which is even impossible for any bound depending on $n$. This leads to serious difficulties in the mathematical analysis of $s_{n}(z)$.

### 11.1.2 Revisiting Stieltjes Transformation

Despite the difficulty shown in the last subsection, one usable piece of information is that the function $s_{n}(z)$ uniquely determines all eigenvalues of $\frac{1}{\sqrt{n}} \mathbf{X}_{n}$. We make some modification to it so that the resulting version is easier to deal with.

Denote the eigenvalues of $\frac{1}{\sqrt{n}} \mathbf{X}_{n}$ by

$$
\lambda_{k}=\lambda_{k r}+i \lambda_{k i}, k=1,2, \cdots, n
$$

and $z=s+i t$. Then,

$$
\begin{equation*}
s_{n}(z)=\frac{1}{n} \sum_{k=1}^{n} \frac{1}{\lambda_{k}-z} \tag{11.1.6}
\end{equation*}
$$

Because $s_{n}(z)$ is analytic at all $z$ except the $n$ eigenvalues, the real (or imaginary) part can also determine the eigenvalues of $\frac{1}{\sqrt{n}} \mathbf{X}_{n}$. Write $s_{n}(z)=$ $s_{n r}(z)+i s_{n i}(z)$. Then we have

$$
\begin{align*}
s_{n r}(z) & =\frac{1}{n} \sum_{k=1}^{n} \frac{\lambda_{k r}-s}{\left|\lambda_{k}-z\right|^{2}} \\
& =-\frac{1}{2 n} \sum_{k=1}^{n} \frac{\partial}{\partial s} \log \left(\left|\lambda_{k}-z\right|^{2}\right) \\
& =-\frac{1}{2} \frac{\partial}{\partial s} \int_{0}^{\infty} \log x \nu_{n}(d x, z) \tag{11.1.7}
\end{align*}
$$

where $\nu_{n}(\cdot, z)$ is the ESD of the Hermitian matrix $\mathbf{H}_{n}=\left(\frac{1}{\sqrt{n}} \mathbf{X}_{n}-z \mathbf{I}\right)\left(\frac{1}{\sqrt{n}} \mathbf{X}_{n}-\right.$ $z \mathbf{I})^{*}$.

Now, let us consider the Fourier transform of the function $s_{n r}(z)$. We have

$$
\begin{align*}
& -2 \iint s_{n r}(z) e^{i(u s+v t)} d t d s \\
= & \iint e^{i(u s+v t)} \frac{\partial}{\partial s} \int_{0}^{\infty} \log x \nu_{n}(d x, z) d t d s \\
= & \frac{2}{n} \sum_{k=1}^{n} \iint \frac{s-\lambda_{k r}}{\left(\lambda_{k r}-s\right)^{2}+\left(\lambda_{k i}-t\right)^{2}} e^{i(u s+v t)} d t d s \\
= & \frac{2}{n} \sum_{k=1}^{n} \iint \frac{s}{s^{2}+t^{2}} e^{i(u s+v t)+i\left(u \lambda_{k r}+v \lambda_{k i}\right)} d t d s . \tag{11.1.8}
\end{align*}
$$

We note here that in (11.1.8) and throughout the following, when integration with respect to $s$ and $t$ is performed on unbounded domains, it is iterated, first with respect to $t$ and then with respect to $s$. Fubini's theorem cannot be applied since $s /\left(s^{2}+t^{2}\right)$ is not integrable on $\mathbb{R}^{2}$ (although it is integrable on bounded subsets of the plane).

Recalling the characteristic function of the Cauchy distribution, we have

$$
\frac{1}{\pi} \int \frac{|s|}{s^{2}+t^{2}} e^{i t v} d t=e^{-|s v|}
$$

Therefore,

$$
\int\left[\int \frac{s}{s^{2}+t^{2}} e^{i(u s+v t)} d t\right] d s
$$

$$
\begin{aligned}
& =\pi \int \operatorname{sgn}(s) e^{i u s-|s v|} d s \\
& =2 i \pi \int_{0}^{\infty} \sin (s u) e^{-|v| s} d s \\
& =\frac{2 i \pi u}{u^{2}+v^{2}}
\end{aligned}
$$

Substituting the above into (11.1.8), we have

$$
\begin{gathered}
\iint e^{i(u s+v t)} \frac{\partial}{\partial s} \int_{0}^{\infty} \log x \nu_{n}(d x, z) d t d s \\
=\frac{4 i \pi u}{u^{2}+v^{2}} \iint \frac{1}{n} \sum_{k=1}^{n} e^{i\left(u \lambda_{k r}+t \lambda_{k i}\right)}
\end{gathered}
$$

Therefore, we have established the following lemma.
Lemma 11.2. For any $u v \neq 0$, we have

$$
\begin{align*}
& c_{n}(u, v)=: \iint e^{i u x+i v y} \mu_{n}(d x, d y) \\
= & \frac{u^{2}+v^{2}}{4 i u \pi} \iint \frac{\partial}{\partial s}\left[\int_{0}^{\infty} \ln x \nu_{n}(d x, z)\right] e^{i u s+i v t} d t d s \tag{11.1.9}
\end{align*}
$$

where $z=s+i t, i=\sqrt{-1}$, and

$$
\mu_{n}(x, y)=\frac{1}{n} \#\left\{k \leq n: \lambda_{k r} \leq x, \lambda_{k i} \leq y\right\}
$$

the empirical spectral distribution of $\frac{1}{\sqrt{n}} \mathbf{X}_{n}$.
Remark 11.3. The identity in the lemma was first given by Girko [123], which reveals a way toward proving the circular law conjecture.

If we assume the fourth moment of the underlying distribution is finite, then by Theorem 5.18, with probability 1 , the family of distributions $\mu_{n}(x, y)$ is tight. In fact, by Lemma 11.6 given later, together with Theorem 3.7, one sees that the family of distributions $\mu_{n}(x, y)$ is also tight under only the finiteness of the second moment. Therefore, to prove the circular law, applying Lemma 11.2, one need only show that the right-hand side of (11.1.9) converges to its counterpart generated by the circular law.

Note that the function $\ln x$ is not bounded at both infinity and zero. Therefore, the convergence of the right-hand side of (11.1.9) cannot simply reduce to the convergence of $\nu_{n}$. In view of Theorem 5.8, the upper limit of the inner integral does not pose a serious problem since the support of $\nu_{n}$ is bounded from the right by $(2+\varepsilon+|z|)^{2}$ under the assumption of a finite fourth moment. The most difficult part is in dealing with the lower limit of the integral.

### 11.2 A Theorem Establishing a Partial Answer to the Circular Law

We shall prove the following theorem by using Lemma 11.2.
Theorem 11.4. Suppose that the underlying distribution of elements of $\mathbf{X}_{n}$ has finite $(2+\eta)$-th moment and that the joint distribution of the real and imaginary parts of the entries has a bounded density. Then, with probability 1, the ESD $\mu_{n}(x, y)$ of $\frac{1}{\sqrt{n}} \mathbf{X}_{n}$ tends to the uniform distribution over the unit disk in the complex plane.

The proof of the theorem will be presented by showing that with probability one, $c_{n}(u, v) \rightarrow c(u, v)$ for every pair $(u, v)$ such that $u v \neq 0$. The proof will be rather tedious. For ease of understanding, an outline of the proof is sketched as follows.

1. Reducing the range of integration. We need to reduce the range of integration to a finite rectangle, so that the dominated convergence theorem is applicable. As will be seen, the proof of the circular law reduces to showing that, for every large $A>0$ and small $\varepsilon>0$,

$$
\begin{align*}
& \iint_{T}\left[\frac{\partial}{\partial s} \int_{0}^{\infty} \ln x \nu_{n}(d x, z)\right] e^{i u s+i v t} d s d t \\
\rightarrow & \iint_{T}\left[\frac{\partial}{\partial s} \int_{0}^{\infty} \ln x \nu(d x, z)\right] e^{i u s+i v t} d s d t \tag{11.2.1}
\end{align*}
$$

where $T=\left\{(s, t) ;|s| \leq A,|t| \leq A^{3},\left|\sqrt{s^{2}+t^{2}}-1\right| \geq \varepsilon\right\}$ and $\nu(x, z)$ is the LSD of the sequence of matrices $\mathbf{H}_{n}=\left(\frac{1}{\sqrt{n}} \mathbf{X}_{n}-z \mathbf{I}\right)\left(\frac{1}{\sqrt{n}} \mathbf{X}_{n}-z \mathbf{I}\right)^{*}$ that determines the circular law. The rest of the proof will be divided into the following steps.
2. Identifying the limiting spectrum $\nu(\cdot, z)$ of $\nu_{n}(\cdot, z)$ and showing that it determines the circular law.
3. Establishing a convergence rate of $\nu_{n}(x, z)$ to $\nu(x, z)$ uniformly in every bounded region of $z$.

Then, we will be able to apply the convergence rate to establish (11.2.1). As argued earlier, it is sufficient to show the following.

4 . For a suitably defined sequence $\varepsilon_{n}$ with probability 1 ,

$$
\begin{array}{r}
\limsup _{n \rightarrow \infty} \iint_{T}\left|\int_{\varepsilon_{n}}^{\infty} \ln x\left(\nu_{n}(d x, z)-\nu(d x, z)\right)\right|=0 \\
\limsup _{n \rightarrow \infty}\left|\iint_{T} \int_{0}^{\varepsilon_{n}} \ln x \nu_{n}(d x, z) d s d t\right|=0 \tag{11.2.3}
\end{array}
$$

and, for any fixed $s$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|\int_{(s, t) \in T} \int_{0}^{\varepsilon_{n}} \ln x \nu_{n}(d x, z) d t\right|=0 \tag{11.2.4}
\end{equation*}
$$

### 11.3 Lemmas on Integral Range Reduction

Let $\nu_{n}(x, z)$ denote the empirical distribution of the Hermitian matrix

$$
\mathbf{H}=\mathbf{H}_{n}=\left(\frac{1}{\sqrt{n}} \mathbf{X}_{n}-z \mathbf{I}\right)\left(\frac{1}{\sqrt{n}} \mathbf{X}_{n}-z \mathbf{I}\right)^{*}
$$

for each fixed $z=s+i t \in \mathbb{C}$.
To establish Theorem 11.4, we need to find the limiting counterpart to

$$
g_{n}(s, t)=\frac{\partial}{\partial s} \int_{0}^{\infty} \log x \nu_{n}(d x, z)
$$

To this end, we have the following lemma.
Lemma 11.5. For all $u v \neq 0$, we have

$$
\begin{align*}
c(u, v) & =\frac{1}{\pi} \iint_{x^{2}+y^{2} \leq 1} e^{i u x+i v y} d x d y \\
& =\frac{u^{2}+v^{2}}{4 i u \pi} \int\left[\int g(s, t) e^{i u s+i v t} d t\right] d s \tag{11.3.1}
\end{align*}
$$

where

$$
g(s, t)= \begin{cases}\frac{2 s}{s^{2}+t^{2}}, & \text { if } s^{2}+t^{2}>1 \\ 2 s, & \text { otherwise }\end{cases}
$$

Proof. As in the proof of Lemma 11.2, we have seen that, for all $u v \neq 0$,

$$
\int\left[\int \frac{s}{s^{2}+t^{2}} e^{i(u s+v t)} d t\right] d s=\frac{2 i \pi u}{u^{2}+v^{2}}
$$

Therefore,

$$
\begin{align*}
& c(u, v)=\frac{1}{\pi} \iint_{x^{2}+y^{2} \leq 1} e^{i u x+i v y} d x d y \\
= & \frac{u^{2}+v^{2}}{2 \pi^{2} i u} \iint_{x^{2}+y^{2} \leq 1} \int\left[\int \frac{s}{s^{2}+t^{2}} e^{i(u s+v t)} d t\right] d s e^{i u x+i v y} d x d y \\
= & \frac{u^{2}+v^{2}}{4 i u \pi} \iint\left[\frac{1}{\pi} \iint_{x^{2}+y^{2} \leq 1} \frac{2(s-x)}{(s-x)^{2}+(t-y)^{2}} d x d y\right] e^{i u s+i v t} d t d s \\
= & \frac{u^{2}+v^{2}}{4 i u \pi} \int\left[\int g(s, t) e^{i u s+i v t} d t\right] d s . \tag{11.3.2}
\end{align*}
$$

Note that the changes in the limits of integration are justified because

$$
\int \frac{s}{s^{2}+t^{2}} e^{i v t} d t=\operatorname{sgn}(s) e^{-|s v v|}
$$

is an integrable function of $s$ on $\mathbb{R}$ and, for each $s, s /\left(s^{2}+t^{2}\right)$ is an integrable function of $t$.

To complete the proof of the lemma, one need only note that

$$
\begin{aligned}
g(s, t) & =\frac{1}{\pi} \iint_{x^{2}+y^{2} \leq 1} \frac{2(s-x)}{(s-x)^{2}+(t-y)^{2}} d x d y \\
& =\Re\left(\frac{2}{\pi} \iint_{x^{2}+y^{2} \leq 1} \frac{1}{(s-x)+i(t-y)} d x d y\right) \\
& =\Re\left(\frac{2}{\pi} \int_{0}^{1}\left[\int_{0}^{2 \pi} \frac{\rho d \theta}{z-\rho e^{i \theta}}\right] d \rho\right) \quad(\text { by polar transformation) } \\
& =\Re\left(\frac{2}{i \pi} \int_{0}^{1}\left[\int_{|\zeta|=\rho} \frac{d \zeta}{\zeta(z-\zeta)}\right] \rho d \rho\right) \quad \text { (by setting } \zeta=\rho e^{i \theta} \text { ) } \\
& =\Re\left(\frac{2}{i \pi} \int_{0}^{1 \wedge|z|}\left[\frac{-2 \pi i}{z}\right] \rho d \rho\right) \quad \text { (by residue theorem) } \\
& =2 \Re\left((|z| \wedge 1)^{2} z^{-1}\right) .
\end{aligned}
$$

This completes the proof of the lemma.
Lemma 11.6. Let $\lambda_{j}$ and $\eta_{j}$ denote the eigenvalues and singular values of an $n \times n$ matrix $\mathbf{A}$, respectively. Then, for any $k \leq n$,

$$
\sum_{j=1}^{k}\left|\lambda_{j}\right|^{2} \leq \sum_{j=1}^{k} \eta_{j}^{2}
$$

if $\eta_{j}$ is arranged in descending order.
Proof. For any order arrangement of the eigenvalues of $\mathbf{A}$, by the Schur decomposition we can find a unitary matrix $\mathbf{U}$ such that

$$
\mathbf{A}=\mathbf{U D U}^{*}
$$

where $\mathbf{D}=\left(d_{i j}\right)$ is an upper-triangular matrix with $d_{i j}=0$ for $i>j$ and $d_{i i}=\lambda_{i}$. By Lemma A.11, we have

$$
\begin{aligned}
\sum_{j=1}^{k} \eta_{j}^{2} & =\sup _{\mathbf{E}^{*} \mathbf{E}=\mathbf{F}^{*} \mathbf{F}=\mathbf{I}_{k}}\left|\operatorname{tr}\left(\mathbf{E}^{*} \mathbf{A} \mathbf{A}^{*} \mathbf{F}\right)\right| \\
& \geq \operatorname{tr}\left(\begin{array}{ll}
\mathbf{I}_{k} & 0
\end{array}\right) \mathbf{D D}^{*}\binom{\mathbf{I}_{k}}{0} \\
& =\sum_{j \leq i \leq k}\left|d_{i j}\right|^{2} \\
& \geq \sum_{j=1}^{k}\left|\lambda_{j}\right|^{2}
\end{aligned}
$$

The proof is complete.
Lemma 11.7. For any $u v \neq 0$ and $A>2$, we have

$$
\begin{equation*}
\left|\int_{|s| \geq A} \int_{-\infty}^{\infty} g_{n}(s, t) e^{i u s+i v t} d t d s\right| \leq \frac{4 \pi}{|v|} e^{-\frac{1}{2}|v| A}+\frac{2 \pi}{n|v|} \sum_{k=1}^{n} I\left(\left|\lambda_{k}\right| \geq \frac{1}{2} A\right) \tag{11.3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\int_{|s| \leq A} \int_{|t| \geq A^{3}} g_{n}(s, t) e^{i u s+i v t} d s d t\right| \leq \frac{8 A}{A^{2}-1}+\frac{4 \pi A}{n} \sum_{k=1}^{n} I\left(\left|\lambda_{k}\right| \geq A\right) \tag{11.3.4}
\end{equation*}
$$

Furthermore, if the function $g_{n}(s, t)$ is replaced by $g(s, t)$, the two inequalities above hold without the second terms.

Proof. We have

$$
\begin{align*}
& \left|\int_{|s| \geq A} \int_{-\infty}^{\infty} g_{n}(s, t) e^{i u s+i v t} d s d t\right| \\
= & \left|\int_{|s| \geq A} \int_{-\infty}^{\infty} \frac{1}{n} \sum_{k=1}^{n} \frac{2\left(s-\Re\left(\lambda_{k}\right)\right)}{\left(s-\Re\left(\lambda_{k}\right)\right)^{2}+\left(t-\Im\left(\lambda_{k}\right)\right)^{2}} e^{i u s+i v t} d s d t\right| \\
= & \left|\frac{\pi}{n} \sum_{k=1}^{n} \int_{|s| \geq A} \operatorname{sign}\left(s-\Re\left(\lambda_{k}\right)\right) e^{i u s-\left|v\left(s-\Re\left(\lambda_{k}\right)\right)\right|} d s\right| \\
\leq & \left|\frac{\pi}{n} \sum_{k=1}^{n} \int_{|s| \geq A} e^{-\frac{1}{2}|v s|} d s+\int e^{-\left|v\left(s-\Re\left(\lambda_{k}\right)\right)\right|} d s I\left(\left|\lambda_{k}\right| \geq \frac{1}{2} A\right)\right| \\
\leq & \frac{4 \pi}{|v|} e^{-\frac{1}{2}|v| A}+\frac{2 \pi}{n|v|} \sum_{k=1}^{n} I\left(\left|\lambda_{k}\right| \geq \frac{1}{2} A\right), \tag{11.3.5}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\int_{|s| \leq A} \int_{|t| \geq A^{3}} g_{n}(s, t) e^{i u s+i v t} d s d t\right| \\
\leq & \frac{1}{n} \sum_{k=1}^{n} \int_{|s| \leq A} \int_{|t| \geq A^{3}} \frac{2\left|s-\Re\left(\lambda_{k}\right)\right|}{\left(s-\Re\left(\lambda_{k}\right)\right)^{2}+\left(t-\Im\left(\lambda_{k}\right)\right)^{2}} d t d s \\
\leq & \frac{1}{n} \sum_{k=1}^{n}\left(\int_{|t| \geq A^{3}} \frac{8 A^{2}}{(|t|-A)^{2}} d t+4 A \pi I\left(\left|\lambda_{k}\right| \geq A\right)\right) \\
\leq & \frac{8 A}{\left(A^{2}-1\right)}+\frac{4 \pi A}{n} \sum_{k=1}^{n} I\left(\left|\lambda_{k}\right| \geq A\right) . \tag{11.3.6}
\end{align*}
$$

Similarly, one can prove the two inequalities above for $g(s, t)$. The proof of Lemma 11.7 is complete.

Under the conditions of Theorem 11.4, we have, by Lemma 11.6 and Kolmogorov's law of large numbers,

$$
\frac{1}{n} \sum_{k=1}^{n} I\left(\left|\lambda_{k}\right| \geq A\right) \leq \frac{1}{n^{2} A^{2}} \operatorname{tr}\left(\mathbf{X}_{n} \mathbf{X}_{n}^{*}\right) \rightarrow \frac{1}{A^{2}}, \text { a.s. }
$$

From Lemma 11.7, one sees that the right-hand sides of (11.3.3) and (11.3.4) can be made arbitrarily small by making $A$ large enough. The same is true when $g_{n}(s, t)$ is replaced by $g(s, t)$. Therefore, the proof of the circular law is reduced to showing

$$
\begin{equation*}
\int_{|s| \leq A} \int_{|t| \leq A^{3}}\left[g_{n}(s, t)-g(s, t)\right] e^{i u s+i v t} d s d t \rightarrow 0 \tag{11.3.7}
\end{equation*}
$$

Next, we define sets

$$
T=\left\{(s, t):|s| \leq A,|t| \leq A^{3} \text { and } \| z|-1| \geq \varepsilon\right\}
$$

and

$$
T_{1}=\{(s, t):||z|-1|<\varepsilon\},
$$

where $z=s+i t$.
Lemma 11.8. For all fixed $A$ and $0<\varepsilon<1$,

$$
\begin{equation*}
\iint_{T_{1}}\left|g_{n}(s, t)\right| d s d t \leq 32 \sqrt{\varepsilon} \tag{11.3.8}
\end{equation*}
$$

Furthermore, when $g_{n}(s, t)$ in (11.3.8) is replaced by $g(s, t)$, estimation (11.3.8) still holds.

Proof. For any $u$ and $v$, by a polar transformation, we obtain

$$
\iint_{T_{1}} \frac{2|s-u| d t d s}{(s-u)^{2}+(t-v)^{2}}=\left|\int_{0}^{2 \pi} 2 D(\theta)\right| \cos \theta|d \theta|
$$

where $D(\theta)$ is the total length of the intersection of the ring $T_{1}$ and the straight line $(s-u) \cos \theta+(t-v) \sin \theta=0$, which consists of at most two pieces of segments. In fact, one can prove that the maximum value of $D(\theta)$ can be reached when the straight line is a tangent of the inner circle of the ring $T_{1}$ and hence $\max _{\theta, u . v} D(\theta)=2 \sqrt{(1+\varepsilon)^{2}-(1-\varepsilon)^{2}}=4 \sqrt{\varepsilon}$.

The proof of (11.3.8) for $g_{n}(s, t)$ is then complete by noting that $\int_{0}^{2 \pi}|\cos \theta| d \theta=4$. The proof of (11.3.8) for $g(s, t)$ is straightforward and is thus omitted. The proof of Lemma 11.8 is complete.

Note that the right-hand side of (11.3.8) can be made arbitrarily small by choosing $\varepsilon$ small. Thus, by Lemmas 11.7 and 11.8 , to prove the circular law, one need only show that, for each fixed $A>0$ and $\varepsilon \in(0,1)$,

$$
\begin{equation*}
\iint_{T}\left[g_{n}(s, t)-g(s, t)\right] e^{i u s+i v t} d s d t \rightarrow 0, \text { a.s. } \tag{11.3.9}
\end{equation*}
$$

Before proving the main theorem, we first characterize the circular law.

### 11.4 Characterization of the Circular Law

In this section, we consider the cubic equation

$$
\begin{equation*}
\Delta^{3}+2 \Delta^{2}+\frac{\alpha+1-|z|^{2}}{\alpha} \Delta+\frac{1}{\alpha}=0 \tag{11.4.1}
\end{equation*}
$$

where $\alpha=x+i y$. The solution of the equation has three analytic branches when $\alpha \neq 0$ and when there is no multiple root. Lemma 11.10 below proves multiple roots only occur on the real line. In Lemma 11.14, it is shown that, with probability 1, the Stieltjes transform of $\nu_{n}(\cdot, z)$ converges to a root of (11.4.1) for an infinite number of $\alpha \in \mathbb{C}^{+}$possessing a finite limit point. We claim there is only one of the three analytic branches, which we will henceforth denote by $\Delta(\alpha)$, to which the Stieltjes transforms are converging to. Let $m_{2}(\alpha)$ and $m_{3}(\alpha)$ denote the other two branches. If, say, $m_{2}(\alpha)$ is another Stieltjes transform, for $\alpha$ real converging to $-\infty$, from the fact that $\Delta(\alpha)+m_{2}(\alpha)+m_{3}(\alpha)=-2$, we would have $m_{3}(\alpha) \rightarrow-2$. But from $\alpha \Delta(\alpha) m_{2}(\alpha) m_{3}(\alpha)=-1$ and the fact that $\alpha \Delta(\alpha)$ converges as $\alpha \rightarrow-\infty$, we would have $m_{3}(\alpha)$ unbounded, a contradiction. The reader is reminded that $\Delta, m_{2}$, and $m_{3}$ are also functions of $|z|$.

By Theorem B.9, there exists a distribution function $\nu(\cdot, z)$ such that

$$
\Delta(\alpha)=\int \frac{1}{u-\alpha} \nu(d u, z)
$$

Furthermore, by Theorem B.10, $\nu(\cdot, z)$ has a density that is denoted by $p(\cdot, z)$. We now discuss the properties of $\nu$.

Lemma 11.9. The limiting distribution function $\nu(x, z)$ satisfies

$$
\begin{equation*}
|\nu(w+u, z)-\nu(w, z)| \leq 2 \pi^{-1} \max \{2 \sqrt{3|u|},|u|\} \text { for all } z \tag{11.4.2}
\end{equation*}
$$

Also, the limiting distribution function $\nu(u, z)$ has support in the interval $\left[x_{1}, x_{2}\right]$ when $|z|>1$ and $\left[0, x_{2}\right]$ when $|z| \leq 1$, where

$$
x_{1}=\frac{1}{8|z|^{2}}\left[-1+20|z|^{2}+8|z|^{4}-\left(\sqrt{1+8|z|^{2}}\right)^{3}\right]
$$

$$
x_{2}=\frac{1}{8|z|^{2}}\left[\left(\sqrt{1+8|z|^{2}}\right)^{3}-1+20|z|^{2}+8|z|^{4}\right] .
$$

Proof. Since $p(u, z)$ is the density of the limiting spectral distribution $\nu(\cdot, z)$, $p(u, z)=0$ for all $u<0$. By (11.4.1), $p(u, z)$ is continuous for $u>0$. Let $u>0$ be a point in the support of $\nu(\cdot, z)$. Write $\Delta(u)=g(u)+i h(u)$. Then, to prove (11.4.2), it suffices to show

$$
h(u) \leq \max \{\sqrt{3 / u}, 1\}
$$

Change (11.4.1) (for $\alpha=x>0$ ) as

$$
\Delta^{2}+2 \Delta+1+\frac{1-|z|^{2}}{x}+\frac{1}{x \Delta}=0
$$

Comparing the imaginary and real parts of both sides of the equation above, we obtain

$$
2(g(x)+1)=\frac{1}{x\left(g^{2}(x)+h^{2}(x)\right)}
$$

and

$$
\begin{align*}
h^{2}(x) & =\frac{1-|z|^{2}}{x}+(g(x)+1)^{2}+\frac{g(x)}{x\left(g^{2}(x)+h^{2}(x)\right)} \\
& =\frac{1}{x}+\frac{g(x)+1}{2 x\left(g^{2}(x)+h^{2}(x)\right)}+\frac{g(x)}{x\left(g^{2}(x)+h^{2}(x)\right)} \\
& =\frac{1}{x}+\frac{3(g(x)+1)}{2 x\left(g^{2}(x)+h^{2}(x)\right)} \\
& \leq \begin{cases}1, & \text { if } h(x) \leq 1, \\
\frac{3}{x}, & \text { otherwise } .\end{cases} \tag{11.4.3}
\end{align*}
$$

Here, the last inequality follows from the fact that $(g+1) /\left(g^{2}+1\right)$ reaches maximum at $g=\sqrt{2}-1$. Thus, (11.4.2) is established.

Now, we proceed to find the boundaries of the support of $\nu(., z)$. Since $\nu(., z)$ has no mass on the negative half line, we need only consider $x>0$. Suppose $h(x)>0$. Comparing the real and imaginary parts for both sides of (11.4.1) and then making $x$ approach the boundary (namely, $h(x) \rightarrow 0$ ), we obtain

$$
x\left(g^{3}+2 g^{2}+g\right)+\left(1-|z|^{2}\right) g+1=0
$$

and

$$
\begin{equation*}
x\left(3 g^{2}+4 g+1\right)+1-|z|^{2}=0 \tag{11.4.4}
\end{equation*}
$$

Thus, substituting $x(g+1)=-\left(1-|z|^{2}\right) /(3 g+1)$ from the second identity into the first, we obtain

$$
\left[\left(1-|z|^{2}\right) g+1\right](3 g+1)=\left(1-|z|^{2}\right) g(g+1)
$$

For $|z| \neq 1$, the solution to this quadratic equation in $g$ is

$$
\begin{equation*}
g=\frac{-3 \pm \sqrt{1+8|z|^{2}}}{4-4|z|^{2}}\left(g=-\frac{1}{3}, \quad \text { if } \quad|z|=1\right) \tag{11.4.5}
\end{equation*}
$$

which, together with (11.4.4), implies that, for $|z| \neq 1$,

$$
\begin{align*}
x_{1,2} & =-\frac{1-|z|^{2}}{(g+1)(3 g+1)} \\
& =-\frac{1}{8|z|^{2}}\left\{1-20|z|^{2}-8|z|^{4} \pm\left(\sqrt{1+8|z|^{2}}\right)^{3}\right\} \tag{11.4.6}
\end{align*}
$$

Note that $0<x_{1}<x_{2}$ when $|z|>1$. Hence, the interval $\left[x_{1}, x_{2}\right]$ is the support of $\nu(., z)$ since $p(x, z)=0$ when $x$ is very large. When $|z|<1, x_{1}<0<x_{2}$. Note that for the case $|z|<1, g\left(x_{1}\right)<0$, which contradicts the fact that $\Delta(x)>0$ for all $x<0$ and hence $x_{1}$ is not a solution of the boundary. Thus, the support of $\nu(., z)$ is the interval $\left(0, x_{2}\right)$. For $|z|=1$, there is only one solution, $x_{2}=-1 /\left[g(g+1)^{2}\right]=27 / 4$, which can also be expressed by (11.4.6). In this case, the support of $\nu(\cdot, z)$ is $\left(0, x_{2}\right)$. The proof of Lemma 11.9 is complete.

Next, we consider the separation between $\Delta$ and the other two solutions of equation (11.4.1).

Lemma 11.10. For any given constants $N>0, A>0$, and $\varepsilon \in(0,1)$ (recall that $A$ and $\varepsilon$ are used to define the region $T$ ), there exist positive constants $\varepsilon_{1}$ and $\varepsilon_{0}\left(\varepsilon_{0}\right.$ may depend on $\left.\varepsilon_{1}\right)$ such that for all large $n$ :
(i) for $|\alpha| \leq N, y \geq 0$, and $z \in T$,

$$
\begin{equation*}
\max _{j=2,3}\left|\Delta(\alpha)-m_{j}(\alpha)\right| \geq \varepsilon_{0} \tag{11.4.7}
\end{equation*}
$$

(ii) for $|\alpha| \leq N, y \geq 0,\left|\alpha-x_{2}\right| \geq \varepsilon_{1}\left(\right.$ and $\left|\alpha-x_{1}\right| \geq \varepsilon_{1}$ if $\left.|z| \geq 1+\varepsilon\right)$, and $z \in T$,

$$
\begin{equation*}
\min _{j=2,3}\left|\Delta(\alpha)-m_{j}(\alpha)\right| \geq \varepsilon_{0} \tag{11.4.8}
\end{equation*}
$$

(iii) for $z \in T$ and $\left|\alpha-x_{2}\right|<\varepsilon_{1}$,

$$
\begin{equation*}
\min _{j=2,3}\left|\Delta(\alpha)-m_{j}(\alpha)\right| \geq \varepsilon_{0} \sqrt{\left|\alpha-x_{2}\right|} \tag{11.4.9}
\end{equation*}
$$

(iv) for $|z|>1+\varepsilon, z \in T$, and $\left|\alpha-x_{1}\right|<\varepsilon_{1}$,

$$
\begin{equation*}
\min _{j=2,3}\left|\Delta(\alpha)-m_{j}(\alpha)\right| \geq \varepsilon_{0} \sqrt{\left|\alpha-x_{1}\right|} . \tag{11.4.10}
\end{equation*}
$$

Proof. We first prove (11.4.8). Because $\varepsilon_{1}$ is actually selected in the proofs of conclusions (iii) and (iv), here $\varepsilon_{1}$ is assumed to have already been chosen. Suppose that for some $z \in T$ and some $\alpha$ with $y \geq 0, \Delta(\alpha)$ is a multiple root
of equation (11.4.1). Then, $\Delta(\alpha)$ should also be a root of the derivative of equation (11.4.1),

$$
\begin{equation*}
3 \Delta^{2}+4 \Delta+\frac{\alpha+1-|z|^{2}}{\alpha}=0 \tag{11.4.11}
\end{equation*}
$$

Since $\Delta(\alpha)$ satisfies both the above and (11.4.1), Euclidean division then yields

$$
\begin{equation*}
\Delta(\alpha)=\frac{1+8|z|^{2}}{2 \alpha-6+6|z|^{2}}-1 \tag{11.4.12}
\end{equation*}
$$

Since $\Im \Delta(\alpha)>0$ for $\alpha \in \mathbb{C}^{+}$, we conclude that (11.4.1) can have multiple roots only when $\alpha \in \mathbb{R}$. Note that equation (11.4.11) is the same as (11.4.4). Thus, the only possible values for $\alpha$ are $x_{1}$ and $x_{2}$.

We claim that (11.4.8) is true. If not, then we have, for each positive integer $k$, that there exist $\alpha_{k}$ and $z_{k}$ with $z_{k} \in T$ and $\left|\alpha-x_{2}\right| \geq \varepsilon_{1}$ and $\left|\alpha-x_{1}\right| \geq \varepsilon_{1}$ if $\left|z_{k}\right| \geq 1+\varepsilon$ such that

$$
\min _{j=2,3}\left|\Delta\left(\alpha_{k}\right)-m_{j}\left(\alpha_{k}\right)\right|<\frac{1}{k}
$$

Then, we may select a subsequence $\left\{k^{\prime}\right\}$ such that the following are true: $\alpha_{k^{\prime}} \rightarrow \alpha_{0}$ and $z_{k^{\prime}} \rightarrow z_{0} ; z_{0} \in T$ and $\left|\alpha_{0}-x_{2}\right| \geq \varepsilon_{1}$. If $\left|z_{0}\right| \geq 1+\varepsilon$, then $\left|\alpha_{0}-x_{1}\right| \geq \varepsilon_{1}$. For at least one of $j=2$ or 3 , say $j=2$,

$$
\begin{equation*}
\left|\Delta\left(\alpha_{k^{\prime}}\right)-m_{2}\left(\alpha_{k^{\prime}}\right)\right|<\frac{1}{k^{\prime}} \tag{11.4.13}
\end{equation*}
$$

If $\alpha_{0} \neq 0$, by continuity of $\Delta(\alpha)$ and $m_{2}(\alpha)$, we shall have $\Delta\left(\alpha_{0}\right)=m_{2}\left(\alpha_{0}\right)$, which contradicts the fact that $\Delta(\alpha)$ does not coincide with $m_{2}(\alpha)$ except for $\alpha=x_{2}$ or $\alpha=x_{1}$ when $|z|>1$. If $\alpha_{0}=0$, then for $z_{0} \neq 1$ it is straightforward to argue that one root must be bounded and hence converges to $1 /\left(\left|z_{0}\right|^{2}-1\right)$, while the other two become unbounded as $\alpha_{k^{\prime}} \rightarrow 0$. Thus, limit (11.4.13) requires that both $\Delta\left(\alpha_{k^{\prime}}\right)$ and $m_{2}\left(\alpha_{k^{\prime}}\right)$ are unbounded. On the other hand, since $\Delta\left(\alpha_{k^{\prime}}\right)+m_{2}\left(\alpha_{k}^{\prime}\right)+m_{3}\left(\alpha_{k}^{\prime}\right)=-2$, we should have

$$
\left|\Delta\left(\alpha_{k^{\prime}}\right)-m_{2}\left(\alpha_{k^{\prime}}\right)\right|=\left|-2-2 m_{2}\left(\alpha_{k^{\prime}}\right)-m_{3}\left(\alpha_{k^{\prime}}\right)\right| \rightarrow \infty
$$

This contradiction shows that $\alpha_{0}=0$ is impossible. This concludes the proof of (11.4.8).

For (11.4.7) we argue as above and assume there are $\alpha_{k^{\prime}} \rightarrow \alpha_{0}, z_{k^{\prime}} \rightarrow$ $z_{0} \in T$ such that all three roots of (11.4.1) converge to each other. From the above we see immediately that $\alpha_{0}$ cannot equal zero. For $\alpha_{0} \neq 0$ we would have from the second derivative of (11.4.1) $\Delta\left(\alpha_{0}\right)=-2 / 3$. Again from the above, $\alpha$ has to be $x_{1}$ or $x_{2}$ and, from (11.4.6),

$$
\Delta\left(\alpha_{0}\right)=-\frac{2}{3 \pm \sqrt{1+8\left|z_{0}\right|^{2}}}
$$

which clearly cannot equal $-2 / 3$ since $|z| \neq 1$.
We now prove (11.4.9). Let $\Delta+\rho$ be either $m_{2}$ or $m_{3}$. Since both $\Delta$ and $\Delta+\rho$ satisfy (11.4.1), we obtain

$$
\begin{equation*}
\rho(\alpha)=-\frac{3 \Delta^{2}(\alpha)+4 \Delta(\alpha)+1+\left(1-|z|^{2}\right) / \alpha}{3 \Delta(\alpha)+2+\rho(\alpha)} \tag{11.4.14}
\end{equation*}
$$

Write $\hat{\rho}=\Delta(\alpha)-\Delta\left(x_{2}\right)$. By (11.4.4), we have

$$
\begin{align*}
& 3 \Delta^{2}(\alpha)+4 \Delta(\alpha)+1+\left(1-|z|^{2}\right) / \alpha \\
= & 3 \Delta^{2}(\alpha)+4 \Delta(\alpha)+1+\left(1-|z|^{2}\right) / \alpha \\
& -3 \Delta^{2}\left(x_{2}\right)+4 \Delta\left(x_{2}\right)+1+\left(1-|z|^{2}\right) / x_{2} \\
= & \hat{\rho}\left[6 \Delta\left(x_{2}\right)+4+3 \hat{\rho}\right]+\frac{\left(1-|z|^{2}\right)\left(x_{2}-\alpha\right)}{x_{2} \alpha} . \tag{11.4.15}
\end{align*}
$$

From (11.4.1) and (11.4.4), it follows that

$$
\begin{align*}
0= & {\left[3 \Delta^{2}\left(x_{2}\right)+4 \Delta\left(x_{2}\right)+1+\left(1-|z|^{2}\right) / \alpha\right] \hat{\rho}+\left[3 \Delta\left(x_{2}\right)+2\right] \hat{\rho}^{2}+\hat{\rho}^{3} } \\
& \quad+\frac{\left(x_{2}-\alpha\right)\left(\Delta\left(x_{2}\right)\left(1-|z|^{2}\right)+1\right)}{x_{2} \alpha} \\
= & {\left[3 \Delta\left(x_{2}\right)+2+\hat{\rho}\right] \hat{\rho}^{2}+\frac{\left(\left(\Delta\left(x_{2}\right)+\hat{\rho}\right)\left(1-|z|^{2}\right)+1\right)\left(x_{2}-\alpha\right)}{x_{2} \alpha} . } \tag{11.4.16}
\end{align*}
$$

Let $M>1$ be a bound on all $|z|,|\alpha|$, and $x_{2}$. Then $\Delta\left(x_{2}\right)=-\frac{2}{3+\sqrt{1+8|z|^{2}}} \in$ $\left(-\frac{1}{2},-\frac{2}{3+\sqrt{1+8 M^{2}}}\right)$. When $|\hat{\rho}|<\frac{2}{3+\sqrt{1+8 M^{2}}}$, we have

$$
\left|3 \Delta\left(x_{2}\right)+2+\hat{\rho}\right|=\left|\frac{\sqrt{1+8|z|^{2}}}{3+\sqrt{1+8|z|^{2}}}+\hat{\rho}\right|<2 .
$$

Also, since $\Delta\left(x_{2}\right)+\Re \hat{\rho}<0$, we have $\left|\left(\Delta\left(x_{2}\right)+\hat{\rho}\right)\left(1-|z|^{2}\right)+1\right|>1$ when $|z|>1$ and $>\frac{-4}{3+\sqrt{1+8 M^{2}}}+1>1 / 3$ when $|z|<1$. Therefore, regardless of the size of $\hat{\rho}$, equation (11.4.16) implies

$$
\begin{equation*}
|\hat{\rho}| \geq \min \left(\frac{2}{3+\sqrt{1+8 M^{2}}}, \frac{1}{2 M^{2}} \sqrt{\left|x_{2}-\alpha\right|}\right) \geq c_{1} \sqrt{\left|x_{2}-\alpha\right|} \tag{11.4.17}
\end{equation*}
$$

for some positive constant $c_{1}$. Note that $\Delta$ is continuous in an open set containing the rectangle $\left\{(\alpha, z) ; z \in T, x_{2, \min } \leq x \leq x_{2, \max }, 0 \leq y \leq N\right\}$, where $x_{2, \text { min }}=4($ corresponding to $z=0)$ and $x_{2, \max }=\frac{1}{8 M^{2}}\left[\left(1+8 M^{2}\right)^{3 / 2}-\right.$ $1+20 M^{2}+8 M^{4}$ (corresponding to $|z|=M$ ). Therefore, we may select a positive constant $\varepsilon_{1} \leq \min \left(1, c_{1}^{2} / M^{4}\right)$ such that, for all $|z| \leq M$ and $\left|\alpha-x_{2}\right| \leq$ $\varepsilon_{1}$, we have $|\hat{\rho}| \leq \min \left(\frac{1}{8}, c_{1}^{2} / M^{4}\right)$. Then, from (11.4.14) and (11.4.15) and the
fact that when $|\rho(\alpha)| \leq \frac{1}{8}$

$$
|3 \Delta(\alpha)+2+\rho(\alpha)|=\left|3 \Delta\left(x_{2}\right)+3 \hat{\rho}+2+\rho(\alpha)\right| \leq 4
$$

we conclude that

$$
\begin{align*}
|\rho(\alpha)| & \geq \frac{1}{4} \min \left(\frac{1}{2},\left|\hat{\rho}\left[6 \Delta\left(x_{2}\right)+4+3 \hat{\rho}\right]+\frac{\left(1-|z|^{2}\right)\left(x_{2}-\alpha\right)}{x_{2} \alpha}\right|\right) \\
& \geq \frac{1}{4} \min \left(\frac{1}{2}, \frac{1}{2} c_{1} \sqrt{\left|x_{2}-\alpha\right|}-\frac{1}{9} M^{2}\left|x_{2}-\alpha\right|\right) \\
& \geq c_{2} \sqrt{\left|x_{2}-\alpha\right|} \tag{11.4.18}
\end{align*}
$$

This concludes the proof of (11.4.9).
The proof of (11.4.10) is similar to that of (11.4.9). Checking the proof of (11.4.9), one finds that equations (11.4.14)-(11.4.16) are still true if $x_{2}$ is replaced by $x_{1}$. The rest of the proof depends on the fact that, for all $z \in T$, $|z| \geq 1+\varepsilon$, and $\left|\alpha-x_{1}\right| \leq \varepsilon_{1},|3 \Delta(\alpha)+2+\rho(\alpha)|$ has a uniform upper bound and $\hat{\rho}$ can be made arbitrarily small provided $\varepsilon_{1}$ is small enough. Indeed, these can be done because $x_{1}$ has a minimum $x_{1, \min }$ at $|z|=1+\varepsilon$ that is strictly greater than 0 and hence $\Delta(\alpha)$ is uniformly continuous in an open set containing the rectangle $\left\{(\alpha, z) ; z \in T, x_{1, \min }-\varepsilon_{1} \leq x \leq x_{1, \max }, 0 \leq y \leq N\right\}$, provided $\varepsilon_{1}$ is chosen so that $x_{1, \min }-\varepsilon_{1}>0$.

The proof of Lemma 11.10 is then complete.
The purpose of the following lemma is to show that $\nu(\cdot, z)$ defines the circular law.

Lemma 11.11. We have

$$
\begin{equation*}
\frac{\partial}{\partial s} \int_{0}^{\infty} \ln x \nu(d x, z)=g(s, t) \tag{11.4.19}
\end{equation*}
$$

Proof. From (11.4.1) and the fact that $\Delta$ is the Stieltjes transform of $\nu(\cdot, z)$, we have, for $x<0$,

$$
\Delta(x) \begin{cases}>0, & \text { if } x<0 \\ \rightarrow 0, & \text { as } x \rightarrow-\infty \\ \leq \sqrt{\frac{2\left(1-|z|^{2}\right)}{|x|}}, & \text { as } x \uparrow 0 \text { if }|z|<1, \\ \leq|x|^{-1 / 3}, & \text { as } x \uparrow 0 \text { if }|z|=1, \\ \uparrow \frac{1}{|z|^{2}-1}, & \text { as } x \uparrow 0 \text { if }|z|>1\end{cases}
$$

Thus, for any $C>0$, the integral $\int_{-C}^{0} \Delta(x) d x$ exists. We have, using integration by parts,

$$
\int_{-C}^{0} \Delta(x) d x=\int_{0}^{C} \Delta(-x) d x=\int_{0}^{C} \int_{0}^{\infty} \frac{1}{u+x} \nu(d u, z) d x
$$

$$
\begin{aligned}
& =\int_{0}^{\infty}[\log (C+u)-\log u] \nu(d u, z) \\
& =\log C+\int_{0}^{\infty} \log (1+u / C) \nu(d u, z)-\int_{0}^{\infty} \log u \nu(d u, z) .
\end{aligned}
$$

Differentiating both sides with respect to $s$, we get

$$
\begin{align*}
& \frac{\partial}{\partial s} \int_{0}^{\infty} \log u \nu(d u, z) \\
= & \frac{\partial}{\partial s} \int_{0}^{\infty} \log (1+u / C) \nu(d u, z)-\frac{\partial}{\partial s} \int_{-C}^{0} \Delta(x) d x \tag{11.4.20}
\end{align*}
$$

Differentiating both sides of (11.4.1) with respect to $s$ and $x$, respectively, we obtain

$$
\begin{equation*}
\frac{\partial}{\partial s} \Delta(x)\left[3 \Delta^{2}(x)+4 \Delta(x)+\frac{x+1-|z|^{2}}{x}\right]=\frac{2 s \Delta(x)}{x} \tag{11.4.21}
\end{equation*}
$$

and

$$
\frac{\partial}{\partial x} \Delta(x)\left[3 \Delta^{2}(x)+4 \Delta(x)+\frac{x+1-|z|^{2}}{x}\right]=\frac{\Delta(x)\left(1-|z|^{2}\right)+1}{x^{2}}
$$

Comparing the two equations, we get

$$
\begin{equation*}
\frac{\partial}{\partial s} \Delta(x)=\frac{2 s x \Delta(x)}{1+\Delta(x)\left(1-|z|^{2}\right)} \frac{\partial}{\partial x} \Delta(x)=-\frac{2 s}{(1+\Delta(x))^{2}} \frac{\partial}{\partial x} \Delta(x) \tag{11.4.22}
\end{equation*}
$$

where the last equality follows from the fact that

$$
x=\frac{1+\Delta(x)\left(1-|z|^{2}\right)}{\Delta(x)(1+\Delta(x))^{2}}
$$

We now determine the behavior of $\frac{\partial}{\partial s} \Delta(x)$ near the boundary of the support of $\nu(\cdot, z)$. For the following, $x_{1}$ will denote the left endpoint of the support of $\nu(\cdot, z)$ regardless of the value of $z$. Let $\hat{x}$ denote $x_{2}$ or, when $|z|>1$, $x_{1}>0$. Using (11.4.21), it is a simple matter to show

$$
\begin{aligned}
& \lim _{x \rightarrow \hat{x}} \frac{\partial}{\partial x}\left[3 \Delta^{2}(x)+4 \Delta(x)+\frac{x+1-|z|^{2}}{x}\right]^{2} \\
= & \lim _{x \rightarrow \hat{x}} \frac{\partial}{\partial x} \Delta(x)\left[3 \Delta^{2}(x)+4 \Delta(x)+\frac{x+1-|z|^{2}}{x}\right][12 \Delta(x)+8] \\
& -\lim _{x \rightarrow \hat{x}}\left[3 \Delta^{2}(x)+4 \Delta(x)+\frac{x+1-|z|^{2}}{x}\right] \frac{\left(1-|z|^{2}\right)}{x^{2}} \\
= & \frac{\left[\Delta(\hat{x})\left(1-|z|^{2}\right)+1\right](12 \Delta(\hat{x})+8)}{\hat{x}^{2}},
\end{aligned}
$$

which is continuous in $z$. This implies that, for $x$ near $\hat{x}$,

$$
\left|3 \Delta^{2}(x)+4 \Delta(x)+\frac{x+1-|z|^{2}}{x}\right| \geq K_{1} \sqrt{|x-\hat{x}|}
$$

so that from (11.4.21) we get that, for $x$ near $\hat{x}$,

$$
\left|\frac{\partial}{\partial s} \Delta(x)\right| \leq \frac{K_{2}}{\sqrt{|x-\hat{x}|}}
$$

When $|z| \leq 1$ (so that $x_{1}=0$ ), it follows from (11.4.1) that, as $x \rightarrow 0$, $x \Delta^{2}(x) \rightarrow-1+|z|^{2}$ when $|z|<1$ and $x \Delta^{3}(x) \rightarrow-1$ when $|z|=1$. Therefore, from (11.4.21) we have, for $x$ small,

$$
\left|\frac{\partial}{\partial s} \Delta(x)\right| \leq K_{3}|x|^{-a}
$$

where $a=1 / 2$ when $|z|<1$ and is $2 / 3$ when $|z|=1$.
The bounds on $\frac{\partial}{\partial s} \Delta(x)$ above, together with the dominated convergence theorem, justify the interchange of differentiation and integration about to be performed below.

Substituting (11.4.22) into the second term on the right-hand side of (11.4.20), it follows that

$$
\begin{align*}
\frac{\partial}{\partial s} \int_{-C}^{0} \Delta(x) d x & =\int_{-C}^{0} \frac{\partial}{\partial s} \Delta(x) d x=-\int_{-C}^{0} \frac{\partial}{\partial x} \Delta(x) \frac{2 s}{(1+\Delta(x))^{2}} d x \\
& =-2 s \int_{\Delta(-C)}^{\Delta\left(0_{-}\right)} \frac{1}{(1+\Delta)^{2}} d \Delta \\
& =\frac{2 s}{1+\Delta\left(0_{-}\right)}-\frac{2 s}{1+\Delta(-C)} \tag{11.4.23}
\end{align*}
$$

Taking $x \uparrow 0$ in (11.4.1), we get

$$
\Delta\left(0_{-}\right)= \begin{cases}\infty, & \text { if }|z|^{2} \leq 1 \\ \frac{1}{|z|^{2}-1}, & \text { if }|z|^{2}>1\end{cases}
$$

We also have $\Delta(-C) \rightarrow 0$ as $C \rightarrow \infty$. Thus, we get

$$
\begin{equation*}
\int_{-C}^{0} \frac{\partial}{\partial s} \Delta(x) d x \rightarrow-g(s, t) \tag{11.4.24}
\end{equation*}
$$

By noting that $\nu(d x, z) / d x=\pi^{-1} \Im(\Delta(x))$, we have

$$
\left|\frac{\partial}{\partial s} \int_{0}^{\infty} \log (1+u / C) \nu(d u, z)\right|=\left|\frac{\partial}{\partial s} \int_{x_{1}}^{x_{2}} \log (1+u / C) \nu(d u, z)\right|
$$

$$
\begin{align*}
& =\left|\frac{1}{\pi} \Im\left(\int_{x_{1}}^{x_{2}} \log (1+u / C) \frac{\partial}{\partial s}(\Delta(u)) d u\right)\right| \\
& =\left|\frac{1}{\pi} \Im\left(\int_{x_{1}}^{x_{2}} \log (1+u / C) \frac{2 s}{(1+\Delta(u))^{2}} \frac{\partial}{\partial u} \Delta(u) d u\right)\right| \\
& =\left\lvert\, \frac{2 s}{\pi} \Im\left(\frac{\log \left(1+x_{1} / C\right)}{1+\Delta\left(x_{1}+0\right)}-\frac{\log \left(1+x_{2} / C\right)}{1+\Delta\left(x_{2}\right)}\right.\right. \\
& \left.\quad+\int_{x_{1}}^{x_{2}} \frac{1}{(1+\Delta(u))(C+u)} d u\right) \mid \\
& \rightarrow 0 \quad \text { as } C \rightarrow \infty . \tag{11.4.25}
\end{align*}
$$

Assertion (11.4.19) then follows from (11.4.20), (11.4.24), and (11.4.25), and the proof of Lemma 11.11 is complete.

### 11.5 A Rough Rate on the Convergence of $\nu_{n}(x, z)$

In this section, we shall establish a convergence rate of $\nu_{n}(x, z)$ to a limiting distribution $\nu(x, z)$ and discuss properties of the limiting distribution $\nu(x, z)$. In the remainder of this chapter, if the quantities represented by the symbols $o(1)$ or $O(1)$ are involved with indices $j, \ell$, or $k$, or variables $\alpha$ or $z$, then their order is uniform with respect to these indices and variables.

### 11.5.1 Truncation and Centralization

Let $\widehat{\mathbf{X}}_{n}$ and $\widetilde{\mathbf{X}}_{n}$ be the $n \times n$ matrices with entries

$$
\widehat{x}_{i j}=x_{i j} I\left(\left|x_{i j}\right|<n^{\delta}\right)-\mathrm{E} x_{i j} I\left(\left|x_{i j}\right|<n^{\delta}\right)
$$

and $\tilde{x}_{i j}=\widehat{x}_{i j} / \sqrt{\mathrm{E}\left|\widehat{x}_{i j}\right|^{2}}$, respectively, where $\delta \in\left(0, \frac{1}{4}\right)$. Further, denote by $\hat{\nu}_{n}(\cdot, z)$ and $\tilde{\nu}_{n}(\cdot, z)$ the empirical spectral distributions of $\widehat{\mathbf{H}}=\left(\frac{1}{\sqrt{n}} \widehat{\mathbf{X}}_{n}-\right.$ $z \mathbf{I})\left(\frac{1}{\sqrt{n}} \widehat{\mathbf{X}}_{n}-z \mathbf{I}\right)^{*}$ and $\widetilde{\mathbf{H}}=\left(\frac{1}{\sqrt{n}} \widetilde{\mathbf{X}}_{n}-z \mathbf{I}\right)\left(\frac{1}{\sqrt{n}} \widetilde{\mathbf{X}}_{n}-z \mathbf{I}\right)^{*}$. Then, by Corollary A.42, we have

$$
\begin{align*}
& L^{4}\left(\nu_{n}(\cdot, z), \hat{\nu}_{n}(\cdot, z)\right) \\
\leq & \frac{2}{n^{3}}\left[\operatorname{tr}(\mathbf{H}+\widehat{\mathbf{H}}) \operatorname{tr}\left(\left(\mathbf{X}_{n}-\widehat{\mathbf{X}}_{n}\right)\left(\mathbf{X}_{n}-\widehat{\mathbf{X}}_{n}\right)^{*}\right)\right] \tag{11.5.1}
\end{align*}
$$

and

$$
L^{4}\left(\hat{\nu}_{n}(\cdot, z), \tilde{\nu}_{n}(\cdot, z)\right)
$$

$$
\begin{equation*}
\leq \frac{2}{n^{3}}\left[\operatorname{tr}(\widehat{\mathbf{H}}+\widetilde{\mathbf{H}}) \operatorname{tr}\left(\widehat{\mathbf{X}}_{n} \widehat{\mathbf{X}}_{n}^{*}\right)\left(1-1 / \sqrt{\mathrm{E}\left|\widehat{x}_{11}^{2}\right|}\right)^{2}\right] \tag{11.5.2}
\end{equation*}
$$

By Kolmogorov's law of large numbers, it is easy to see that

$$
\frac{1}{n} \operatorname{tr} H=\frac{1}{n^{2}} \sum_{i j}\left|x_{i j}\right|^{2}-2 \Re\left(\frac{\bar{z}}{n^{3 / 2}} \sum_{k=1}^{n} x_{k k}\right)+|z|^{2} \rightarrow(1+|z|), \text { a.s. }
$$

Similarly, it can be proved that $\frac{1}{n} \operatorname{tr} \widehat{\mathbf{H}} \rightarrow 1+|z|^{2}$, a.s.
Furthermore, by the assumption that $\mathrm{E}\left|x_{11}\right|^{2+\eta}<\infty$, for any $L>0$,

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} n^{\delta \eta} \frac{1}{n^{2}} \operatorname{tr}\left(\mathbf{X}_{n}-\widehat{\mathbf{X}}_{n}\right)\left(\mathbf{X}_{n}-\widehat{\mathbf{X}}_{n}\right)^{*} \\
= & \limsup _{n \rightarrow \infty} n^{\delta \eta} \frac{1}{n^{2}} \sum_{i j}\left|x_{i j} I\left(\left|x_{i j}\right|>n^{\delta}\right)-\mathrm{E} x_{11} I\left(\left|x_{11}\right|>n^{\delta}\right)\right|^{2} \\
\leq & 2 \limsup _{n \rightarrow \infty} n^{\delta \eta}\left(\mathrm{E}\left|x_{11}\right|^{2} I\left(\left|x_{11}\right|>n^{\delta}\right)+\frac{1}{n^{2}} \sum_{i j}\left|x_{i j}\right|^{2} I\left(\left|x_{i j}\right|>n^{\delta}\right)\right) \\
\leq & 2 \lim _{n \rightarrow \infty}\left(\mathrm{E}\left|x_{11}\right|^{2+\eta} I\left(\left|x_{11}\right|>L\right)+\frac{1}{n^{2}} \sum_{i j}\left|x_{i j}\right|^{2+\eta} I\left(\left|x_{i j}\right|>L\right)\right) \\
= & 4 \mathrm{E}\left|x_{11}\right|^{2+\eta} I\left(\left|x_{11}\right|>L\right), \text { a.s., }
\end{aligned}
$$

which can be made arbitrarily small be making $L$ suitably large. This, together with (11.5.1), implies that

$$
L^{2}\left(\nu_{n}(\cdot, z), \hat{\nu}_{n}(\cdot, z)\right)=o_{\text {a.s. }}\left(n^{-\delta \eta}\right)
$$

Here the convergence rate is uniform for any $|z| \leq M$.
Again, by the assumption that $\mathrm{E}\left|x_{11}\right|^{2+\eta}<\infty$, it is easy to show that

$$
1-\sqrt{\mathrm{E}\left|\widehat{x}_{11}\right|^{2}} \leq 1-\mathrm{E}\left|\widehat{x}_{11}\right|^{2}=o\left(n^{-\sigma \eta}\right)
$$

Thus, by (11.5.2),

$$
L^{4}\left(\hat{\nu}_{n}(\cdot, z), \tilde{\nu}_{n}(\cdot, z)\right)=o_{\text {a.s. }}\left(n^{-2 \delta \eta}\right)
$$

Combining the above, we have proved that

$$
\begin{equation*}
L\left(\nu_{n}(\cdot, z), \tilde{\nu}_{n}(\cdot, z)\right)=o_{\text {a.s. }}\left(n^{-\delta \eta / 4}\right), \tag{11.5.3}
\end{equation*}
$$

where the convergence rate $o_{\text {a.s. }}\left(n^{-\delta \eta / 4}\right)$ is uniform for $|z| \leq M$.

### 11.5.2 A Convergence Rate of the Stieltjes Transform of $\nu_{n}(\cdot, z)$

In this subsection, we assume the conditions of Theorem 11.4 hold. Also, according to what was proved in the last subsection, we assume that the additional condition $\left|x_{i j}\right| \leq n^{\delta}$ holds.
Lemma 11.12. If $\delta$ is chosen to be $<\frac{1}{4}$, then, for any fixed $k$, we have

$$
\mathrm{Etr}^{k}=O(n)
$$

where the order $O(n)$ is uniform for $|z| \leq M$.
Proof. Write $\frac{1}{\sqrt{n}} \mathbf{X}_{n}-z \mathbf{I}_{n}=\mathbf{W}=\left(w_{i j}\right)_{i, j=1}^{n}$. Then, we have

$$
\begin{aligned}
& \left|w_{i i}\right| \leq|z|+n^{\delta-1 / 2} \leq M+1 \\
& \mathrm{E} w_{i j}=0, \quad \text { if } i \neq j, \\
& \mathrm{E}\left|w_{i j}\right|^{\mu} \leq n^{-\mu / 2+\delta(\mu-2)}, \quad \text { if } i \neq j \text { and } \mu \geq 2 .
\end{aligned}
$$

We have

$$
\operatorname{Etr}\left(\mathbf{H}^{k}\right)=\sum^{*} \operatorname{E} w_{i_{1}, j_{1}} \bar{w}_{i_{2}, j_{1}} w_{i_{2}, j_{2}} \bar{w}_{i_{3}, j_{2}} \cdots w_{i_{k}, j_{2 k}} \bar{w}_{i_{1}, j_{2 k}},
$$

where the summation $\sum^{*}$ is taken for $i_{1}, j_{1}, \cdots, i_{k}, j_{k}$ run over $1, \cdots, n$. Similar to the proof of Theorem 3.6, we may construct a $G(\mathbf{i}, \mathbf{j})$-graph. We further distinguish a vertical edge as a perpendicular or skew edge if its $I$-vertex and $J$-vertex have equal value or not, respectively.

If there is a single skew edge in $G(\mathbf{i}, \mathbf{j})$, the value of the corresponding term is zero. For other graphs $G(\mathbf{i}, \mathbf{j})$, let $r$ denote the number of distinguished values of its vertices and $s$ denote the number of noncoincident skew edges with multiplicities $\nu_{1}, \cdots, \nu_{s}$. Note that a new vertex value must be led by a skew edge which implies that $r \leq s+1$. For such a graph, the contribution of the term is dominated by

$$
(M+1)^{2 k-\nu_{1}-\cdots-\nu_{2}} n^{-s} n^{-\left(\frac{1}{2}-\delta\right)\left(\nu_{1}+\cdots+\nu_{2}-2 s\right)} .
$$

For an isomorphism class, there are $n(n-1) \cdots(n-r+1) \sim n^{r}$ isomorphic graphs and there are a finite number of isomorphism classes. The lemma then follows.

Remark 11.13. With more accurate counting, one can prove that

$$
\frac{1}{n} \operatorname{tr}\left(\mathbf{H}^{k}\right) \rightarrow \mu_{k}\left(|z|^{2}\right) \text { a.s. as } n \rightarrow \infty .
$$

From this, one may conclude that $\nu_{n}(\cdot, z)$ tends to a limiting spectral distribution. However, we need a convergence rate, which has to be obtained by an
alternate way. Thus, we shall omit the details here. Interested readers may try to derive it themselves as an exercise.

Denote by

$$
\Delta_{n}(\alpha, z)=\int \frac{\nu_{n}(d x, z)}{x-\alpha}
$$

where $\alpha=x+i y$ with $y>0$, the Stieltjes transforms of $\nu_{n}(\cdot, z)$. For brevity, the variable $z$ will be suppressed when there is no confusion.

In this subsection, we shall prove that $\nu_{n}$ tends to the limiting spectral distribution $\nu$ with a certain rate by the following lemmas.

Lemma 11.14. Suppose the conditions of Theorem 11.4 hold, and each $\left|x_{i j}\right| \leq n^{\delta}$. Write

$$
\begin{equation*}
\Delta_{n}(\alpha)^{3}+2 \Delta_{n}(\alpha)^{2}+\frac{\alpha+1-|z|^{2}}{\alpha} \Delta_{n}(\alpha)+\frac{1}{\alpha}=r_{n} \tag{11.5.4}
\end{equation*}
$$

If $\delta$ is chosen such that $\delta \eta<1 / 14$ and $\delta<1 / 14$, then the remainder term $r_{n}$ satisfies

$$
\begin{align*}
& \quad \sup \left\{\left|r_{n}\right|: \alpha=x+i y \text { with }-\infty<x<\infty, y \geq y_{n},|z| \leq M\right\} \\
& =o_{\text {a.s. }}\left(\delta_{n}\right),  \tag{11.5.5}\\
& y_{n}=n^{-\delta \eta} \text { and } \delta_{n}=n^{-\delta \eta} .
\end{align*}
$$

Remark 11.15. As shown earlier, only one branch of (11.4.1) can be a Stieltjes transform. Using Theorem B.9, this, together with the a.s. convergence of $(1 / n) \operatorname{tr} H$ (which shows $\left\{\nu_{n}\right\}$ to be almost surely tight), proves that, with probability one, $\nu_{n}$ converges in distribution to $\nu$.

Proof. Consider the case where $|\alpha|>n^{2 \delta \eta}, y \geq y_{n}$, and $|z| \leq M$, where $M$ is a given constant. Then, by Lemma 11.12,

$$
\begin{aligned}
\sup _{|\alpha|>n^{2 \delta \eta}, y \geq y_{n},|z| \leq M}\left|\Delta_{n}(\alpha)\right| & \leq 2 n^{-2 \delta \eta}+y^{-1} I\left(\Lambda_{\max }\left(\mathbf{H}_{n}\right)>\frac{1}{2} n^{2 \delta \eta}\right) \\
& \left.\leq 2 n^{-2 \delta \eta}+2^{k} y^{-1} n^{-2 k \delta \eta} \operatorname{tr}\left(H_{n}^{k}\right)\right) \\
& =o_{\text {a.s. }}\left(n^{-\delta \eta}\right),
\end{aligned}
$$

provided $k$ is chosen such that $(k-1) \delta \eta>1$.
Consequently,

$$
\begin{align*}
& \sup _{|\alpha|>n^{2 \delta \eta}, y \geq y_{n},|z| \leq M}\left|r_{n}\right| \\
= & \sup _{|\alpha|>n^{\delta \eta},|z| \leq M}\left|\Delta_{n}^{3}+2 \Delta_{n}^{2}+\frac{\alpha+1-|z|^{2}}{\alpha} \Delta_{n}+\frac{1}{\alpha}\right| \\
\leq & o_{\text {a.s. }}\left(\delta_{n}\right) . \tag{11.5.6}
\end{align*}
$$

Let $\alpha^{\prime}=x^{\prime}+i y^{\prime}$. If $\left|\alpha-\alpha^{\prime}\right| \leq n^{-6 \delta \eta}$ and $y, y^{\prime} \geq y_{n}$, then, for $k=1,2,3$,

$$
\left|\Delta_{n}^{k}(\alpha)-\Delta_{n}^{k}\left(\alpha^{\prime}\right)\right| \leq k y_{n}^{-k-1}\left|\alpha-\alpha^{\prime}\right|=o\left(\delta_{n}^{4-k}\right),
$$

which implies

$$
\begin{equation*}
\sup _{\substack{\left|\alpha-\alpha^{\prime}\right| \leq n-6 \delta \eta \\ y, y^{\prime} \geq y_{n},|z| \leq M}}\left|r_{n}(\alpha)-r_{n}\left(\alpha^{\prime}\right)\right|=o\left(\delta_{n}\right) . \tag{11.5.7}
\end{equation*}
$$

Let $\Lambda_{k}(z)$ (arranging in increasing order) denote the eigenvalues of the $\operatorname{matrix} \mathbf{H}_{n}(z)=\left(\frac{1}{\sqrt{n}} \mathbf{X}_{n}-z \mathbf{I}\right)\left(\frac{1}{\sqrt{n}} \mathbf{X}_{n}-z \mathbf{I}\right)^{*}$. In the proof of Corollary A.42, we have seen that

$$
\left(\sum_{k=1}^{n}\left|\Lambda_{k}(z)-\Lambda_{k}\left(z^{\prime}\right)\right|\right)^{2} \leq 2\left(\operatorname{tr} \mathbf{H}_{n}(z)+\operatorname{tr} \mathbf{H}_{n}\left(z^{\prime}\right)\right) \operatorname{tr}\left(\left|z-z^{\prime}\right|^{2} \mathbf{I}_{n}\right)
$$

Thus we have, for $k=1,2,3$,

$$
\begin{aligned}
& \leq \sup _{|z|,\left|z^{\prime}\right| \leq M,\left|z-z^{\prime}\right| \leq n-6 \delta \eta}^{y \geq y_{n}}<1 k y^{-k+1}\left|\Delta_{n}(\alpha, z)-\Delta_{n}\left(\alpha, z^{\prime}\right)\right| \\
& \leq \sup _{\substack{|z|,\left|z^{\prime}\right| \leq M\left|z=z^{\prime}\right| \leq n-6 \delta \eta \\
y \geq y_{n}}} k y^{-k+1} \frac{1}{n} \sum_{k=1}^{n} \frac{\left|\Lambda_{k}(z)-\Lambda_{k}\left(z^{\prime}\right)\right|}{\left|\Lambda_{k}(z)-\alpha\right|\left|\Lambda_{k}\left(z^{\prime}\right)-\alpha\right|}
\end{aligned}
$$

$$
\begin{align*}
& =o_{\text {a.s. }}\left(\delta_{n}^{4-k}\right) \text {. } \tag{11.5.8}
\end{align*}
$$

Here, we have used the fact that $\frac{1}{n} \operatorname{tr}\left(H_{n}(z)\right) \rightarrow 1+|z|^{2}$ a.s. uniformly for $|z| \leq M$.

This, together with (11.5.6) and (11.5.7), shows that in order to finish the proof of (11.5.5), it is sufficient to show that

$$
\begin{equation*}
\max _{\ell \leq \mu_{n}, j \leq \mu_{n}^{\prime}}\left\{\left|r_{n}\left(\alpha_{\ell}, z_{j}\right)\right|\right\}=o_{\text {a.s. }}\left(\delta_{n}\right), \tag{11.5.9}
\end{equation*}
$$

where $\alpha_{\ell}=x(\ell)+i y(\ell), \ell=1,2, \cdots, \mu_{n}$, and $z_{j}, j=1,2, \cdots, \mu_{n}^{\prime}$, are selected so that $\left|\alpha_{\ell}\right| \leq n^{2 \delta \eta}, y_{n} \leq y(\ell)$, and for each $|\alpha| \leq n^{2 \delta \eta}$ with $y \geq y_{n}$, there is an $\ell$ such that $\left|\alpha-\alpha_{\ell}\right|<n^{-6 \delta \eta}$, and for each $|z| \leq M$, there is a $j$ such that $\left|z-z_{j}\right| \leq n^{-6 \delta \eta}$.

By the conditions on the $\alpha_{\ell}$ and $z_{j}$ 's, we may assume that

$$
\mu_{n} \leq 2 n^{18 \delta \eta} \text { and } \mu_{n}^{\prime} \leq 3 M^{2} n^{12 \delta \eta} .
$$

In the rest of the proof of this lemma, we shall suppress the indices $\ell$ and $j$ from the variables $\alpha_{\ell}$ and $z_{j}$. The reader should remember that we shall only consider those $\alpha_{\ell}$ and $z_{j}$ that were selected as above.

Now the proof of (11.5.5) reduces to showing

$$
\begin{align*}
& \sup _{\alpha_{\ell}, z_{j}}\left|\left(\mathrm{E} \Delta_{n}\left(\alpha_{\ell}\right)\right)^{3}+2\left(\mathrm{E} \Delta_{n}\left(\alpha_{\ell}\right)\right)^{2}+\frac{\alpha_{\ell}+1-|z|^{2}}{\alpha_{\ell}} \mathrm{E} \Delta_{n}\left(\alpha_{\ell}\right)+\frac{1}{\alpha_{\ell}}\right| \\
= & o\left(\delta_{n}\right) \tag{11.5.10}
\end{align*}
$$

and

$$
\begin{equation*}
\sup _{\alpha_{\ell}, z_{j}}\left|\Delta_{n}\left(\alpha_{\ell}\right)-\mathrm{E} \Delta_{n}\left(\alpha_{\ell}\right)\right|=o_{\text {a.s. }}\left(\delta_{n}^{3}\right) \tag{11.5.11}
\end{equation*}
$$

Use the notation $\mathbf{W}=\mathbf{W}_{n}(z)=\frac{1}{\sqrt{n}} \mathbf{X}_{n}-z \mathbf{I}_{n}=\left(w_{i j}\right)$, where $w_{i j}=\frac{1}{\sqrt{n}} x_{i j}$ for $i \neq j$ and $w_{i i}=\frac{1}{\sqrt{n}} x_{i i}-z$. Then, $\mathbf{H}=\mathbf{W} \mathbf{W}^{*}$. We first prove (11.5.11). As before, we use the method of martingale decomposition. Let $\mathrm{E}_{k}$ denote the conditional expectation given $\left\{x_{i j}, i \leq k, j \leq n\right\}$. Then,

$$
\Delta_{n}(\alpha)-\mathrm{E} \Delta_{n}(\alpha)=\frac{1}{n} \sum_{k=1}^{n} \gamma_{k}
$$

where $\mathrm{E}_{0}=\mathrm{E}$,

$$
\begin{aligned}
\gamma_{k} & =\mathrm{E}_{k} \operatorname{tr}(\mathbf{H}-\alpha \mathbf{I})^{-1}-\mathrm{E}_{k-1} \operatorname{tr}(\mathbf{H}-\alpha \mathbf{I})^{-1} \\
& =\left(\mathrm{E}_{k}-\mathrm{E}_{k-1}\right) \frac{1+\mathbf{w}_{k}^{\prime} \mathbf{W}_{k}^{*}\left(\mathbf{H}_{k}-\alpha \mathbf{I}_{n-1}\right)^{-2} \mathbf{W}_{k} \overline{\mathbf{w}}_{k}}{\left|\mathbf{w}_{k}\right|^{2}-\alpha-\mathbf{w}_{k}^{\prime} \mathbf{W}_{k}^{*}\left(\mathbf{H}_{k}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{W}_{k} \overline{\mathbf{w}}_{k}},
\end{aligned}
$$

$\mathbf{w}_{k}^{\prime}$ denotes the $k$-th row vector of $\mathbf{W}, \mathbf{W}_{k}$ consists of the rest of the $n-1$ rows of $\mathbf{W}$ when $\mathbf{w}_{k}^{\prime}$ is removed, and $\mathbf{H}_{k}=\mathbf{W}_{k} \mathbf{W}_{k}^{*}$. By the fact that

$$
\begin{aligned}
& \left|1+\mathbf{w}_{k}^{\prime} \mathbf{W}_{k}^{*}\left(\mathbf{H}_{k}-\alpha \mathbf{I}_{n-1}\right)^{-2} \mathbf{W}_{k} \overline{\mathbf{w}}_{k}\right| \\
\leq & 1+\mathbf{w}_{k}^{\prime} \mathbf{W}_{k}^{*}\left[\left(\mathbf{H}_{k}-x \mathbf{I}_{n-1}\right)^{2}+y^{2} \mathbf{I}_{n-1}\right]^{-1} \mathbf{W}_{k} \overline{\mathbf{w}}_{k} \\
= & -y^{-1} \Im\left(\left|\mathbf{w}_{k}\right|^{2}-\alpha-\mathbf{w}_{k}^{\prime} \mathbf{W}_{k}^{*}\left(\mathbf{H}_{k}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{W}_{k} \overline{\mathbf{w}}_{k}\right)
\end{aligned}
$$

it follows that

$$
\left|\gamma_{k}\right| \leq 2 y^{-1}
$$

Then, by Lemma 2.12, we obtain

$$
\begin{align*}
& \delta_{n}^{-6 m} \mathrm{E}\left|\Delta_{n}(\alpha)-\mathrm{E} \Delta_{n}(\alpha)\right|^{2 m} \leq C_{m} n^{-2 m+6 m \delta \eta} \mathrm{E}\left(\sum_{k=1}^{n}\left|\gamma_{k}\right|^{2}\right)^{m} \\
\leq & C_{m} 2^{m} n^{-m+6 m \delta \eta} y^{-2 m} \leq C_{m} n^{-m \delta \eta} . \tag{11.5.12}
\end{align*}
$$

Then, conclusion (11.5.11) follows by choosing $m$ such that $(m-30) \delta \eta>1$.
Next, we proceed to the proof of (11.5.10). We have

$$
\begin{equation*}
\Delta_{n}(\alpha)=\frac{1}{n} \operatorname{tr}(\mathbf{H}-\alpha \mathbf{I})^{-1}=\frac{1}{n} \sum_{k=1}^{n} \beta_{k}, \tag{11.5.13}
\end{equation*}
$$

where

$$
\beta_{k}=\frac{1}{\left|\mathbf{w}_{k}\right|^{2}-\alpha-\mathbf{w}_{k}^{\prime} \mathbf{W}_{k}^{*}\left(\mathbf{H}_{k}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{W}_{k} \overline{\mathbf{w}}_{k}}
$$

Since distributions of the $\beta_{k}$ 's are the same, we have from (11.5.13)

$$
\begin{equation*}
\mathrm{E} \Delta_{n}(\alpha)=b_{n}+\mathrm{E} \varepsilon_{1}^{2} b_{n}^{2} \beta_{1} \tag{11.5.14}
\end{equation*}
$$

where

$$
\begin{aligned}
b_{n}= & \frac{1}{\mathrm{E}\left(\left|\mathbf{w}_{1}\right|^{2}-\alpha-\mathbf{w}_{1}^{\prime} \mathbf{W}_{1}^{*}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{W}_{1} \overline{\mathbf{w}}_{1}\right)}, \\
\varepsilon_{1}= & \beta_{1}^{-1}-b_{n}^{-1}=\beta_{1}^{-1}-\mathrm{E} \beta_{1}^{-1} \\
= & \left|\mathbf{w}_{1}\right|^{2}-\left(1+|z|^{2}\right)-\mathbf{w}_{1}^{\prime} \mathbf{W}_{1}^{*}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{W}_{1} \overline{\mathbf{w}}_{1} \\
& \quad+\mathrm{Ew}_{1}^{\prime} \mathbf{W}_{1}^{*}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{W}_{1} \overline{\mathbf{w}}_{1} .
\end{aligned}
$$

Since the imaginary parts of the denominators of both $\beta_{1}$ and $b_{n}$ are at least $y$, we have $\left|\beta_{1}\right| \leq y^{-1}$ and $\left|b_{n}\right|<y^{-1}$, so that

$$
\begin{align*}
& \left|\mathrm{E} \Delta_{n}(\alpha) \mathrm{E}\left(\left|\mathbf{w}_{1}\right|^{2}-\alpha-\mathbf{w}_{1}^{\prime} \mathbf{W}_{1}^{*}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{W}_{1} \overline{\mathbf{w}}_{1}\right)-1\right| \\
\leq & \frac{1}{y^{2}} \mathrm{E}\left|\varepsilon_{1}\right|^{2} . \tag{11.5.15}
\end{align*}
$$

Now, let us split the estimation of $\mathrm{E}\left|\varepsilon_{1}\right|^{2}$ into several parts. Since $\mathrm{E}\left|x_{11}\right|^{4} \leq$ $b n^{\delta(2-\eta)}$, where $b$ is a bound for $\mathrm{E}\left|x_{11}\right|^{2+\eta}$, we have

$$
\begin{aligned}
& \mathrm{E}\left|\left|\mathbf{w}_{1}\right|^{2}-\left(1+|z|^{2}\right)\right|^{2} \\
= & \mathrm{E}\left|\frac{1}{n} \sum_{j=1}^{n}\left(\left|x_{1 j}\right|^{2}-1\right)-\frac{2}{\sqrt{n}} \Re\left(\bar{z} x_{11}\right)\right|^{2} \\
\leq & \frac{n-1}{n^{2}} \mathrm{E}\left|x_{11}\right|^{4}+\mathrm{E}\left|\frac{1}{n}\left(\left|x_{11}\right|^{2}-1\right)-\frac{2}{\sqrt{n}} \Re\left(\bar{z} x_{11}\right)\right|^{2} \\
\leq & \frac{n+1}{n^{2}} \mathrm{E}\left|x_{11}\right|^{4}+\frac{4|z|^{2}}{n} \\
= & O\left(n^{-1+\delta(2-\eta)}\right) .
\end{aligned}
$$

Write $\mathbf{W}_{1}^{*}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{W}_{1}=\left(a_{i j}\right)_{i, j=1}^{n-1}:=\mathbf{A}$. By Lemma B.26, we have the following estimates

$$
\mathrm{E}\left|\frac{1}{n}\left(\mathbf{x}_{1}^{\prime} \mathbf{A} \mathbf{x}_{1}-\operatorname{tr} \mathbf{A}\right)\right|^{2}
$$

$$
\begin{aligned}
& \leq \frac{C}{n^{2}} \mathrm{E}\left|x_{11}\right|^{4} \operatorname{Etr}\left(\mathbf{A} \mathbf{A}^{*}\right) \\
& =\frac{C}{n^{2}} \mathrm{E}\left|x_{11}\right|^{4} \mathrm{E} \operatorname{tr}\left(\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{H}_{1}\left(\mathbf{H}_{1}-\bar{\alpha} \mathbf{I}_{n-1}\right)^{-1} \mathbf{H}_{1}\right) \\
& \leq \frac{C}{n^{2}} \mathrm{E}\left|x_{11}\right|^{4} \mathrm{E}\left[|\alpha|^{2} \operatorname{tr}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1}\left(\mathbf{H}_{1}-\bar{\alpha} \mathbf{I}_{n-1}\right)^{-1}+n-1\right] \\
& \leq \frac{C}{n^{2}} n^{\delta(2-\eta)}\left[n y^{-2}|\alpha|^{2}+n\right] \\
& \leq C n^{-1+2 \delta+5 \delta \eta},
\end{aligned}
$$

$$
\begin{aligned}
\mathrm{E}\left|\frac{1}{\sqrt{n}} \bar{z} \mathbf{e}_{1}^{\prime} \mathbf{A} \mathbf{x}_{1}\right|^{2} & =\frac{|z|^{2}}{n} \mathrm{Ee}_{1}^{\prime} \mathbf{A A}^{*} \mathbf{e}_{1} \\
& \leq \frac{2|z|^{2}}{n}\left(1+|z|^{2} y^{-2}\right) \\
& \leq C n^{-1} y^{-2} \\
& \leq C n^{-1+2 \delta \eta}
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{E}\left|\frac{1}{n} \operatorname{tr} \mathbf{A}-\mathrm{E} \frac{1}{n} \operatorname{tr} \mathbf{A}\right|^{2} \\
= & n^{-2} \mathrm{E}\left|\operatorname{tr}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{H}_{1}-\operatorname{Etr}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{H}_{1}\right|^{2} \\
= & n^{-2}|\alpha|^{2} \mathrm{E}\left|\operatorname{tr}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1}-\operatorname{Etr}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1}\right|^{2} \\
\leq & n^{-2}|\alpha|^{2}\left[\mathrm{E}| | \operatorname{tr}\left(\mathbf{H}-\alpha \mathbf{I}_{n}\right)^{-1}-\operatorname{Etr}\left(\mathbf{H}-\alpha \mathbf{I}_{n}\right)^{-1}\left|+2 y^{-1}\right|^{2}\right] \\
\leq & C n^{-2}|\alpha|^{2}\left[n y^{-2}+y^{-2}\right] \quad(\text { by }(11.5 .12)) \\
\leq & C n^{-1+6 \delta \eta} .
\end{aligned}
$$

Finally, we need to estimate

$$
\begin{aligned}
& \mathrm{E}\left|\mathbf{e}_{1}^{\prime} \mathbf{A} \mathbf{e}_{1}-\mathrm{Ee}_{1}^{\prime} \mathbf{A} \mathbf{e}_{1}\right|^{2} \\
= & \frac{1}{n^{2}}\left[\mathrm{E}\left|\mathbf{v}_{1}^{*}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{v}_{1}-\mathrm{Ev}_{1}^{*}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{v}_{1}\right|^{2}\right],
\end{aligned}
$$

where $\frac{1}{\sqrt{n}} \mathbf{v}_{1}$ is the first column vector (of dimension $n-1$ ) of $\mathbf{W}_{1}$, which is also the first column of $\frac{1}{\sqrt{n}} \mathbf{X}_{n}$ with the first element removed.

Let $\mathbf{X}_{n 1}$ be the matrix obtained from $\mathbf{X}_{n}$ by removing its first row and column. Note that $\mathbf{H}_{1}=\widehat{\mathbf{H}}_{1}+\frac{1}{n} \mathbf{v}_{1} \mathbf{v}_{1}^{*}$, where $\widehat{\mathbf{H}}_{1}=\left(\frac{1}{\sqrt{n}} \mathbf{X}_{n 1}-z \mathbf{I}_{n-1}\right)\left(\frac{1}{\sqrt{n}} \mathbf{X}_{n 1}-\right.$ $\left.z \mathbf{I}_{n-1}\right)^{*}$. Note that

$$
\frac{1}{n} \mathbf{v}_{1}^{*}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{v}_{1}
$$

$$
\begin{aligned}
= & 1-\frac{1}{1+\frac{1}{n} \mathbf{v}_{1}^{*}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{v}_{1}} \\
= & 1-\frac{1}{1+\frac{1}{n} \operatorname{Etr}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1}} \\
& -\frac{\frac{1}{n}\left(\mathbf{v}_{1}^{*}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{v}_{1}-\operatorname{Etr}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1}\right)}{\left(1+\frac{1}{n} \mathbf{v}_{1}^{*}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{v}_{1}\right)\left(1+\frac{1}{n} \operatorname{Etr}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1}\right)} .
\end{aligned}
$$

Also,

$$
\begin{equation*}
\Im\left(\alpha\left(1+\frac{1}{n} \mathbf{v}_{1}^{\prime}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \overline{\mathbf{v}}_{1}\right)\right) \geq y . \tag{11.5.16}
\end{equation*}
$$

The two observations above yield

$$
\begin{align*}
& \frac{1}{n^{2}} \mathrm{E}\left|\mathbf{v}_{1}^{*}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{v}_{1}-\operatorname{E} \mathbf{v}_{1} *\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{v}_{1}\right|^{2} \\
\leq & \mathrm{E}\left|\frac{\frac{1}{n}\left(\mathbf{v}_{1}^{*}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{v}_{1}-\operatorname{Etr}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1}\right)}{\left(1+\frac{1}{n} \mathbf{v}_{1}^{*}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{v}_{1}\right)\left(1+\frac{1}{n} \operatorname{Etr}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1}\right)}\right|^{2} \\
\leq & |\alpha|^{2} y^{-2} n^{-2} \mathrm{E}\left|\mathbf{v}_{1}^{*}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{v}_{1}-\operatorname{Etr}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1}\right|^{2} \\
\leq & |\alpha|^{2} y^{-2} n^{-2}\left[\mathrm{E}\left|\mathbf{v}_{1}^{*}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{v}_{1}-\operatorname{tr}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1}\right|^{2}\right. \\
& \left.+\mathrm{E}\left|\operatorname{tr}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1}-\operatorname{Etr}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1}\right|^{2}\right] \\
\leq & C n^{-1}|\alpha|^{2} y^{-4} \leq C n^{-1+8 \delta \eta} . \tag{11.5.17}
\end{align*}
$$

Here, in the last inequality, the first term is less than $C n y^{-2}$ by Lemma B. 26 and the second term is less than $C n y^{-2}$, which can be proved by the same method as for (11.5.12). Combining the above, we obtain

$$
\frac{1}{n y^{2}} \mathrm{E}\left|\varepsilon_{1}\right|^{2}=o\left(\delta_{n}^{3}\right)
$$

Substituting this into (11.5.15), we get

$$
\begin{align*}
& \left|\mathrm{E} \Delta_{n}(\alpha) \mathrm{E}\left(\left|\mathbf{w}_{1}\right|^{2}-\alpha-\mathbf{w}_{1}^{\prime} \mathbf{W}_{1}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{W}_{1} \overline{\mathbf{w}}_{1}\right)-1\right| \\
\leq & o\left(\delta_{n}^{3}\right) . \tag{11.5.18}
\end{align*}
$$

To conclude the proof of the lemma, we need to estimate

$$
\begin{equation*}
\mathrm{E}\left(\left|\mathbf{w}_{1}\right|^{2}-\alpha-\mathbf{w}_{1}^{\prime} \mathbf{W}_{1}^{*}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{W}_{1} \overline{\mathbf{w}}_{1}\right) \tag{11.5.19}
\end{equation*}
$$

First, we have

$$
\mathrm{E}\left|\mathbf{w}_{1}\right|^{2}=1+|z|^{2} .
$$

Second, we have

$$
\begin{aligned}
& \quad \mathrm{Ew}_{1}^{\prime} \mathbf{W}_{1}^{*}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{W}_{1} \overline{\mathbf{w}}_{1} \\
& =\frac{1}{n} \operatorname{Etr}\left(\mathbf{W}_{1}^{*}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{W}_{1}\right) \\
& \quad \quad+|z|^{2} \mathrm{Ee}_{1}^{\prime} \mathbf{W}_{1}^{*}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{W}_{1} \mathbf{e}_{1} \\
& =\frac{n-1}{n}+\frac{\alpha}{n} \operatorname{Etr}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \\
& \quad \quad+|z|^{2}\left(1-\mathrm{E} \frac{1}{1+\frac{1}{n} \mathbf{v}_{1}^{*}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{v}_{1}}\right) .
\end{aligned}
$$

By Lemma A.1.12, we have

$$
\left|\frac{1}{n} \operatorname{Etr}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1}-\mathrm{E} \Delta_{n}(\alpha)\right| \leq \frac{1}{n y}
$$

By (6.9), we have

$$
\left|\operatorname{tr}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1}-\operatorname{tr}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1}\right| \leq \frac{1}{y}
$$

Furthermore, by the above, Lemma B.26, (11.5.16), and (11.5.12),

$$
\begin{align*}
& \left|\mathrm{E} \frac{1}{1+\frac{1}{n} \mathbf{v}_{1}^{*}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{v}_{1}}-\frac{1}{1+\mathrm{E} \Delta_{n}(\alpha)}\right| \\
\leq & \left|\frac{\mathrm{E} \frac{1}{n} \mathbf{v}_{1}^{*}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{v}_{1}-\mathrm{E} \Delta_{n}(\alpha)}{\left(1+\mathrm{E} \Delta_{n}(\alpha)\right)^{2}}\right| \\
& +\mathrm{E} \frac{\left|\frac{1}{n} \mathbf{v}_{1}^{*}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{v}_{1}-\mathrm{E} \Delta_{n}(\alpha)\right|^{2}}{\left|\left(1+\mathrm{E} \Delta_{n}(\alpha)\right)^{2}\left(1+\frac{1}{n} \mathbf{v}_{1}^{*}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{v}_{1}\right)\right|} \\
\leq & 2|\alpha|^{2} n^{-1} y^{-3}+|\alpha|^{3} y^{-3} \mathrm{E}\left|\frac{1}{n} \mathbf{v}_{1}^{*}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{v}_{1}-\mathrm{E} \Delta_{n}(\alpha)\right|^{2} \\
\leq & 2|\alpha|^{2} n^{-1} y^{-3}+C|\alpha|^{2} y^{-3}\left[\mathrm{E} \left\lvert\, \frac{1}{n} \mathbf{v}_{1}^{*}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{v}_{1}\right.\right. \\
& \left.-\left.\frac{1}{n} \operatorname{tr}\left(\widehat{\mathbf{H}}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1}\right|^{2}+n^{-2} y^{-2}+\mathrm{E}\left|\Delta_{n}(\alpha)-\mathrm{E} \Delta_{n}(\alpha)\right|^{2}\right] \\
\leq & C n^{-1}\left(|\alpha|^{2} y^{-3}+|\alpha|^{3} y^{-5}\right) \\
\leq & C n^{-1+8 \delta \eta} . \tag{11.5.20}
\end{align*}
$$

Combining the above, we obtain an approximation for quantity (11.5.19) as

$$
\begin{aligned}
& \mathrm{E}\left(\left|\mathbf{w}_{1}\right|^{2}-\alpha-\mathbf{w}_{1}^{\prime} \mathbf{W}_{1}^{*}\left(\mathbf{H}_{1}-\alpha \mathbf{I}_{n-1}\right)^{-1} \mathbf{W}_{1} \overline{\mathbf{w}}_{1}\right) \\
= & -\alpha-\alpha \mathrm{E} \Delta_{n}(\alpha)+\frac{|z|^{2}}{1+\mathrm{E} \Delta_{n}(\alpha)}+O\left(n^{-1+8 \delta \eta}\right) .
\end{aligned}
$$

Substituting this into (11.5.18), the proof of the lemma is complete.
Lemma 11.16. Under the conditions of Theorem 11.4, for any $M_{2}>M_{1}>$ 0, and $\delta$ defined in Lemma 11.14,

$$
\begin{align*}
& \sup _{M_{1} \leq|z| \leq M_{2}}\left\|\nu_{n}(\cdot, z)-\nu(\cdot, z)\right\|:=\sup _{x, M_{1} \leq|z| \leq M_{2}}\left|\nu_{n}(x, z)-\nu(x, z)\right| \\
= & O_{\text {a.s. }}\left(n^{-\delta \eta / 2}\right) . \tag{11.5.21}
\end{align*}
$$

Remark 11.17. Lemma 11.16 is used only in proving (11.2.2) for a suitably chosen $\varepsilon_{n}$. From the proof of the lemma and comparson with Theorem 8.10, one can see that a better rate of this convergence can be obtained by more detailed calculus. As the rate given in (11.5.21) is enough for our purpose, we restrict ourselves to the weaker result (11.5.21) by using a simpler proof rather than trying to get a better rate by long and tedious arguments.
Proof. We shall prove (11.5.21) by employing Corollary B.15. The supports of all $\nu(\cdot, z)$ are bounded for all $z \in T$. Therefore, we may select a constant $N$ such that, for some absolute constant $C$,

$$
\begin{align*}
& \left.\| \nu_{n}(\cdot, z)-\nu \cdot, z\right) \| \\
\leq & C\left(\int_{|x| \leq N}\left|\Delta_{n}(\alpha)-\Delta(\alpha)\right| d x\right. \\
& \left.+y_{n}^{-1} \sup _{x} \int_{|y| \leq 2 y_{n}}\left|\nu_{n}(x+y, z)-\nu(x, z)\right| d y\right) \\
\leq & C\left(\int_{|x| \leq N}\left|\Delta_{n}(\alpha)-\Delta(\alpha)\right| d x+\sqrt{y_{n}}\right) \tag{11.5.22}
\end{align*}
$$

where $\alpha=x+i y_{n}$ and the last step of the inequality above follows from (11.4.2).

To complete the proof of the lemma, we need only estimate the integral of (11.5.22). To this end, consider a realization in which (11.5.5) holds. We first prove that for $\alpha=x+i y,|x| \leq N,\left|x-x_{2}\right| \geq \varepsilon_{1}$ (also $\left|x-x_{1}\right| \geq \varepsilon_{1}$ if $|z|<1), y \geq y_{n}, M_{1} \leq|z| \leq M_{2}$, and all large $n$,

$$
\begin{equation*}
\left|\Delta_{n}(\alpha)-\Delta(\alpha)\right|<\frac{1}{3} \varepsilon_{0} \delta_{n} \tag{11.5.23}
\end{equation*}
$$

where $\varepsilon_{0}$ (and $\varepsilon_{1}$ in what follows) is defined in Lemma 11.10.
Equation (11.4.1) has three solutions denoted by $m_{1}(\alpha)=\Delta(\alpha), m_{2}(\alpha)$, and $m_{3}(\alpha)$. As mentioned earlier, all three solutions are analytic in $\alpha$ on the upper half complex plane.

By Lemma 11.10, we assume that (11.4.7)-(11.4.10). By Lemma 11.14, there is an integer $n_{0}$ such that, for all $n \geq n_{0}$,

$$
\begin{equation*}
\left|\left(\Delta_{n}-m_{1}\right)\left(\Delta_{n}-m_{2}\right)\left(\Delta_{n}-m_{3}\right)\right|=o\left(\delta_{n}\right) \leq \frac{4}{27} \varepsilon_{0}^{3} \delta_{n} \tag{11.5.24}
\end{equation*}
$$

Now, choose an $\alpha_{0}=x_{0}+i y_{0}$ with $\left|x_{0}\right| \leq N, y_{0}>0$, and $\min _{k=1,2}\left(\mid x_{0}-\right.$ $\left.x_{k} \mid\right) \geq \varepsilon_{1}$. Fix $z \in T$. We first show that (11.5.23) holds for $\alpha=\alpha_{0}$. As argued earlier, $\Delta_{n}\left(\alpha_{0}\right)$ converges to $\Delta\left(\alpha_{0}\right)$. Therefore, we can find an $n_{1}>n_{0}$ such that $\left|\Delta_{n}\left(\alpha_{0}\right)-\Delta\left(\alpha_{0}\right)\right|<\varepsilon_{0} / 3$ for all $n>n_{1}$. Therefore, for these $n$,

$$
\begin{aligned}
& \min _{k=2,3}\left(\left|\Delta_{n}\left(\alpha_{0}\right)-m_{k}\left(\alpha_{0}\right)\right|\right) \\
\geq & \min _{k=2,3}\left(\left|\Delta\left(\alpha_{0}\right)-m_{k}\left(\alpha_{0}\right)\right|-\left|\Delta_{n}\left(\alpha_{0}\right)-\Delta\left(\alpha_{0}\right)\right|\right)>\frac{2}{3} \varepsilon_{0} .
\end{aligned}
$$

This and (11.5.24) imply

$$
\begin{equation*}
\left|\Delta_{n}\left(\alpha_{0}\right)-\Delta\left(\alpha_{0}\right)\right|=o\left(\delta_{n}\right) \leq \frac{1}{3} \varepsilon_{0} \delta_{n} \tag{11.5.25}
\end{equation*}
$$

Next, we claim that (11.5.23) is true for all $n>n_{0}, y \geq y_{n}$, and $|x| \leq N$, $\max _{k=1,2}\left(\left|x-x_{k}\right|\right) \geq \varepsilon_{1}$.

By (11.4.8) and (11.5.24), one sees that (11.5.23) is implied by

$$
\begin{equation*}
\min _{k=2,3}\left(\left|\Delta_{n}(\alpha)-m_{k}(\alpha)\right|\right)>\frac{2}{3} \varepsilon_{0} \tag{11.5.26}
\end{equation*}
$$

Note that both $\Delta_{n}$ and $m_{j}(\alpha), j=2,3$, are continuous functions in both $\alpha$ and $z$. Therefore, if (11.5.23) is ever false, an $\alpha$ and $z$ would exist for which $\left|\Delta_{n}(\alpha)-\Delta(\alpha)\right|=\frac{1}{3} \varepsilon_{0} \delta_{n}$. As with $\alpha=\alpha_{0}$, this equality, together with (11.4.8), implies (11.5.26), a contradiction.

Finally, we consider the case where $\left|\alpha-x_{k}\right| \leq \varepsilon_{1}$, with $k=1$ or 2 . We see that (11.4.7), (11.4.9), and (11.4.10) imply that

$$
\begin{equation*}
\left|\Delta_{n}(\alpha)-\Delta(\alpha)\right| \leq o\left(\delta_{n} / \sqrt{\left|\alpha-x_{k}\right|}\right) \tag{11.5.27}
\end{equation*}
$$

This, together with (11.5.22) and (11.5.23), implies (11.5.21). The proof of Lemma 11.16 is complete.

### 11.6 Proofs of (11.2.3) and (11.2.4)

For this section, we return to the original assumptions on the variables. Note that truncation techniques cannot be applied from this point on. The proofs of (11.2.3) and (11.2.4) are almost the same. Thus, we shall only show (11.2.3), that is, with probability 1 ,

$$
\begin{equation*}
\int_{z \in T}\left|\int_{0}^{\varepsilon_{n}} \log x \nu_{n}(d x, z)\right| d t d s \rightarrow 0 \tag{11.6.1}
\end{equation*}
$$

where $\varepsilon_{n}=e^{-n^{\delta \eta}}$.

Recall that $\mathbf{W}(z)=\frac{1}{\sqrt{n}} \mathbf{X}_{n}-z \mathbf{I}$ is nonsingular when $z \in T$ and $z$ does not coincide with any eigenvalues of $\frac{1}{\sqrt{n}} \mathbf{X}_{n}$, an almost sure event. For the following, we may assume $\mathbf{W}(z)$ is nonsingular. Now, denote respectively by $\mathbf{Z}_{1}$ and $\mathbf{Z}$ the matrix of the first two columns of $\mathbf{W}(z)$ and that formed by the last $n-2$ columns. Let $\Lambda_{1} \leq \cdots \leq \Lambda_{n}$ denote the eigenvalues of the matrix $\mathbf{W}^{*}(z) \mathbf{W}(z)$ and $\eta_{1} \leq \cdots \leq \eta_{n-2}$ denote the eigenvalues of $\mathbf{Z}^{*} \mathbf{Z}$. Then, for any $k \leq n-2$, by the interlacing theorem (see Theorem A.43), we have $\Lambda_{k} \leq \eta_{k} \leq \Lambda_{k+2}$. We also have $\operatorname{det}\left(\mathbf{W}^{*}(z) \mathbf{W}(z)\right)=\operatorname{det}\left(\mathbf{Z}^{*} \mathbf{Z}\right) \operatorname{det}\left(\mathbf{Z}_{1}^{*} \mathbf{Q} \mathbf{Z}_{1}\right)$, where $\mathbf{Q}=\mathbf{I}-\mathbf{Z}\left(\mathbf{Z}^{*} \mathbf{Z}\right)^{-1} \mathbf{Z}^{*}$. This identity can be written as

$$
\sum_{k=1}^{n} \log \left(\Lambda_{k}\right)=\log \left(\operatorname{det}\left(\mathbf{Z}_{1}^{*} \mathbf{Q} \mathbf{Z}_{1}\right)\right)+\sum_{k=1}^{n-2} \log \left(\eta_{k}\right)
$$

If $\ell$ is the smallest integer such that $\eta_{\ell} \geq \varepsilon_{n}$, then $\Lambda_{\ell-1}<\varepsilon_{n}$ and $\Lambda_{\ell+2}>\varepsilon_{n}$. Therefore, we have

$$
\begin{align*}
0> & \int_{0}^{\varepsilon_{n}} \log x \nu(d x, z)=\frac{1}{n} \sum_{\Lambda_{k}<\varepsilon_{n}} \log \Lambda_{k} \\
\geq & \frac{1}{n} \min \left\{\log \left(\operatorname{det}\left(\mathbf{Z}_{1}^{*} \mathbf{Q} \mathbf{Z}_{1}\right)\right), 0\right\}+\frac{1}{n} \sum_{\eta_{k}<\varepsilon_{n}} \log \left(\eta_{k}\right) \\
& -\frac{2}{n} \log \left(\max \left(\Lambda_{n}, 1\right)\right) . \tag{11.6.2}
\end{align*}
$$

To prove (11.6.1), we first estimate the integral of $\frac{1}{n} \log \left(\operatorname{det}\left(\mathbf{Z}_{1}^{*} \mathbf{Q} \mathbf{Z}_{1}\right)\right)$ with respect to $s$ and $t$. Note that $\mathbf{Q}$ is a projection matrix of rank 2. Hence, there are two orthogonal complex unit vectors $\gamma_{1}$ and $\gamma_{2}$ such that $\mathbf{Q}=$ $\gamma_{1} \gamma_{1}^{*}+\gamma_{2} \gamma_{2}^{*}$. Denote the $i$-th column vector of $\mathbf{W}$ by $\mathbf{w}_{i}$. Then we have

$$
\frac{1}{n} \log \left(\operatorname{det}\left(\mathbf{Z}_{1}^{*} \mathbf{Q} \mathbf{Z}_{1}\right)\right)=\frac{1}{n} \log \left(\left|\boldsymbol{\gamma}_{1}^{*} \mathbf{w}_{1} \boldsymbol{\gamma}_{2}^{*} \mathbf{w}_{2}-\boldsymbol{\gamma}_{2}^{*} \mathbf{w}_{1} \boldsymbol{\gamma}_{1}^{*} \mathbf{w}_{2}\right|^{2}\right) .
$$

Define the random sets

$$
\begin{gathered}
\mathcal{E}=\left\{(s, t):\left|\gamma_{1}^{*} \mathbf{w}_{1} \boldsymbol{\gamma}_{2}^{*} \mathbf{w}_{2}-\gamma_{2}^{*} \mathbf{w}_{1} \boldsymbol{\gamma}_{1}^{*} \mathbf{w}_{2}\right| \geq n^{-14}\right. \\
\left.\left|\frac{1}{\sqrt{n}} \mathbf{X}_{1}\right| \leq n,\left|\frac{1}{\sqrt{n}} \mathbf{X}_{2}\right| \leq n\right\}
\end{gathered}
$$

and

$$
\begin{gathered}
\mathcal{F}=\left\{(s, t):\left|\gamma_{1}^{*} \mathbf{w}_{1} \gamma_{2}^{*} \mathbf{w}_{2}-\gamma_{2}^{*} \mathbf{w}_{1} \boldsymbol{\gamma}_{1}^{*} \mathbf{w}_{2}\right|<n^{-14},\right. \\
\left.\left|\frac{1}{\sqrt{n}} \mathbf{x}_{1}\right| \leq n,\left|\frac{1}{\sqrt{n}} \mathbf{x}_{2}\right| \leq n\right\},
\end{gathered}
$$

where $\mathbf{x}_{i}$ is the $i$-th column of $\mathbf{X}_{n}$. It is trivial to see that

$$
\begin{equation*}
\mathrm{P}\left(\left|\frac{1}{\sqrt{n}} \mathbf{x}_{1}\right|>n \text { or }\left|\frac{1}{\sqrt{n}} \mathbf{x}_{2}\right|>n\right)<2 n^{-2} . \tag{11.6.3}
\end{equation*}
$$

When $\left|\frac{1}{\sqrt{n}} \mathbf{x}_{1}\right| \leq n$ and $\left|\frac{1}{\sqrt{n}} \mathbf{x}_{2}\right| \leq n$, we have $\operatorname{det}\left(\mathbf{Z}_{1}^{*} \mathbf{Q} \mathbf{Z}_{1}\right)=\mid \gamma_{1}^{*} \mathbf{w}_{1} \boldsymbol{\gamma}_{2}^{*} \mathbf{w}_{2}-$ $\left.\gamma_{2}^{*} \mathbf{w}_{1} \gamma_{1}^{*} \mathbf{w}_{2}\right|^{2} \leq C n^{4}$. Thus,

$$
\begin{equation*}
\frac{1}{n} \int_{z \in T}\left|I_{\mathcal{E}} \log \left(\operatorname{det}\left(\mathbf{Z}_{1}^{*} \mathbf{Q} \mathbf{Z}_{1}\right)\right)\right| d t d s \leq C n^{-1} \log n \rightarrow 0 \tag{11.6.4}
\end{equation*}
$$

On the other hand, for any $\varepsilon>0$, we have

$$
\begin{align*}
& \mathrm{P}\left(\frac{1}{n} \int_{z \in T}\left|I_{\mathcal{F}} \log \left(\operatorname{det}\left(\mathbf{Z}_{1}^{*} \mathbf{Q} \mathbf{Z}_{1}\right)\right)\right| d t d s \geq \varepsilon\right) \\
\leq & \frac{1}{\varepsilon n} \int_{z \in T} \mathrm{E}\left|I_{\mathcal{F}} \log \left(\left|\boldsymbol{\gamma}_{1}^{*} \mathbf{w}_{1} \boldsymbol{\gamma}_{2}^{*} \mathbf{w}_{2}-\boldsymbol{\gamma}_{2}^{*} \mathbf{w}_{1} \boldsymbol{\gamma}_{1}^{*} \mathbf{w}_{2}\right|^{2}\right)\right| d t d s \tag{11.6.5}
\end{align*}
$$

Note that the elements of $\sqrt{n} \mathbf{w}_{1}=\mathbf{x}_{1}-z \sqrt{n} \mathbf{e}_{1}$ and $\sqrt{n} \mathbf{w}_{2}=\mathbf{x}_{2}-z \sqrt{n} \mathbf{e}_{2}$ are independent of each other and the joint densities of their real and imaginary parts have a common upper bound $K_{d}$. Also, they are independent of $\gamma_{1}$ and $\gamma_{2}$. Therefore, by Corollary 11.21, the conditional joint density of the real and imaginary parts of $\sqrt{n} \boldsymbol{\gamma}_{1}^{*} \mathbf{w}_{1}, \sqrt{n} \gamma_{2}^{*} \mathbf{w}_{2}, \sqrt{n} \boldsymbol{\gamma}_{2}^{*} \mathbf{w}_{1}$, and $\sqrt{n} \gamma_{1}^{*} \mathbf{w}_{2}$, when $\gamma_{1}$ and $\gamma_{2}$ are given, is bounded by $\left(2 K_{d} n\right)^{4}$. Hence, the conditional joint density of the real and imaginary parts of $\boldsymbol{\gamma}_{1}^{*} \mathbf{w}_{1}, \boldsymbol{\gamma}_{2}^{*} \mathbf{w}_{2}, \gamma_{2}^{*} \mathbf{w}_{1}$, and $\boldsymbol{\gamma}_{1}^{*} \mathbf{w}_{2}$, when $\gamma_{1}$ and $\gamma_{2}$ are given, is bounded by $K_{d}^{4} 2^{4} n^{8}$. Set $\mathbf{x}=\left(\gamma_{1}^{*} \mathbf{w}_{1}, \gamma_{2}^{*} \mathbf{w}_{1}\right)^{\prime}$ and $\mathbf{y}=\left(\mathbf{w}_{2}^{*} \gamma_{2},-\mathbf{w}_{2}^{*} \gamma_{1}\right)^{\prime}$. Note that, by Corollary 11.21, the joint density of $\mathbf{x}$ and $\mathbf{y}$ is bounded by $K_{d}^{4} 2^{4} n^{8}$.

If $\left|\frac{1}{\sqrt{n}} \mathbf{x}_{1}\right| \leq n,\left|\frac{1}{\sqrt{n}} \mathbf{x}_{2}\right| \leq n$, then $\max (|\mathbf{x}|,|\mathbf{y}|) \leq 2 n+2|z| \leq 2 n+2 M$. Applying Lemma 11.22 with $f(t)=\log t, M=\mu=1$, we obtain

$$
\begin{align*}
& \frac{2}{n} \int_{z \in T}\left|\mathrm{E}\left(\left.I_{\left(\left|\mathbf{y}^{*} \mathbf{x}\right|<n^{-14},\left|\frac{1}{\sqrt{n}} \mathbf{x}_{1}\right| \leq n,\left|\frac{1}{\sqrt{n}} \mathbf{x}_{2}\right| \leq n\right)} \log \left(\left|\mathbf{y}^{*} \mathbf{x}\right|\right) \right\rvert\, \boldsymbol{\gamma}_{1}, \boldsymbol{\gamma}_{2}\right)\right| d t d s \\
\leq & C n^{12} n^{-14} \leq C n^{-2} \tag{11.6.6}
\end{align*}
$$

for some positive constant $C$.
From (11.6.3), (11.6.5), and (11.6.6), it follows that

$$
\begin{equation*}
\frac{1}{n} \int_{z \in T}\left|I_{\mathcal{F}} \log \left(\operatorname{det}\left(\mathbf{Z}_{1}^{*} \mathbf{Q} \mathbf{Z}_{1}\right)\right)\right| d t d s \rightarrow 0, \text { a.s. } \tag{11.6.7}
\end{equation*}
$$

Next, we estimate the second term in (11.6.2). Using the fact that $x \ln x$ is decreasing on $\left(0, e^{-1}\right)$, we have

$$
\frac{1}{n}\left|\sum_{\eta_{k}<\varepsilon_{n}} \log \left(\eta_{k}\right)\right| \leq n^{\delta \eta-1} \varepsilon_{n} \sum_{k=1}^{n-2} \frac{1}{\eta_{k}}
$$

$$
\begin{align*}
& =n^{\delta \eta-1} \varepsilon_{n} \operatorname{tr}\left(\mathbf{Z}^{*} \mathbf{Z}\right)^{-1}=n^{\delta \eta-1} \varepsilon_{n} \sum_{k=3}^{n} \frac{1}{\mathbf{w}_{k}^{*} \mathbf{Q}_{k} \mathbf{w}_{k}} \\
& =n^{\delta \eta-1} \varepsilon_{n} \sum_{k=3}^{n} \frac{1}{\left|\mathbf{w}_{k}^{*} \gamma_{k 1}\right|^{2}+\left|\mathbf{w}_{k}^{*} \gamma_{k 2}\right|^{2}+\left|\mathbf{w}_{k}^{*} \gamma_{k 3}\right|^{2}} \tag{11.6.8}
\end{align*}
$$

where, for each $k, \gamma_{k j}, j=1,2,3$, are orthonormal complex vectors such that $\mathrm{Q}_{k}=\gamma_{k 1} \gamma_{k 1}^{*}+\gamma_{k 2} \gamma_{k 2}^{*}+\gamma_{k 3} \gamma_{k 3}^{*}$, which is the projection matrix onto the orthogonal complement of the space spanned by the third, $\cdots, k-1$ st, $k+$ 1 st, $\cdots, n$-th columns of $\mathbf{W}(z)$.

As in the proof of (11.6.7), one can show that the conditional joint density of the real and imaginary parts of $\mathbf{w}_{k}^{*} \gamma_{k 1}, \mathbf{w}_{k}^{*} \gamma_{k 2}$, and $\mathbf{w}_{k}^{*} \gamma_{k 3}$ when $\gamma_{k j}$, $j=1,2,3$, are given, is bounded by $C K_{d}^{3} n^{6}$. Therefore, we have

$$
\begin{align*}
& n^{\delta \eta-1} \varepsilon_{n} \sum_{k=3}^{n} \int_{z \in T} \mathrm{E}\left(\frac{d t d s}{\left|\mathbf{w}_{k}^{*} \gamma_{k 1}\right|^{2}+\left|\mathbf{w}_{k}^{*} \gamma_{k 2}\right|^{2}+\left|\mathbf{w}_{k}^{*} \gamma_{k 3}\right|^{2}}\right) \\
\leq & C n^{\delta \eta-1} \varepsilon_{n}\left(K_{d}^{3} n^{7} \int \cdots \int_{u_{1}^{2}+\cdots+u_{6}^{2}<1} \frac{d u_{1} \cdots d u_{6}}{u_{1}^{2}+\cdots+u_{6}^{2}}+1\right) \\
\leq & C n^{6+\delta \eta} \varepsilon_{n} \quad \text { by a polar transformation } \\
\leq & C n^{-2} . \tag{11.6.9}
\end{align*}
$$

Therefore, by the Borel-Cantelli lemma,

$$
n^{\delta \eta-1} \varepsilon_{n} \sum_{k=3}^{n} \int_{z \in T}\left(\frac{d t d s}{\left|\mathbf{w}_{k}^{*} \gamma_{k 1}\right|^{2}+\left|\mathbf{w}_{k}^{*} \gamma_{k 2}\right|^{2}+\left|\mathbf{w}_{k}^{*} \gamma_{k 3}\right|^{2}}\right) \rightarrow 0, \text { a.s. }
$$

and hence, with probability 1 ,

$$
\begin{equation*}
\frac{1}{n} \int_{z \in T}\left|\sum_{\eta_{k}<\varepsilon_{n}} \log \left(\eta_{k}\right)\right| d t d s \leq n^{\delta \eta-1} \varepsilon_{n} \int_{z \in T}\left|\sum_{k=1}^{n-2} \frac{1}{\eta_{k}}\right| d t d s \rightarrow 0 \tag{11.6.10}
\end{equation*}
$$

Finally, we estimate the integral of the third term in (11.6.2). By Theorem 3.7, we have

$$
\begin{align*}
\frac{1}{n} \max \left(\Lambda_{n}, 1\right) & \leq \frac{2}{n}\left(\max \left(\left\|\frac{1}{\sqrt{n}} \mathbf{X}_{n}\right\|^{2}, 1\right)+|z|^{2}\right) \\
& \leq 2 \int_{1}^{\infty} x d F^{\mathbf{S}_{n}}(x)+\frac{|z|^{2}}{n} \\
& \rightarrow 2 \int_{1}^{4} x d F_{1}(x), \text { a.s. } \tag{11.6.11}
\end{align*}
$$

We conclude that

$$
\begin{equation*}
\frac{2}{n} \int_{z \in T} \log \left(\max \left(\Lambda_{n}, 1\right)\right) d t d s \rightarrow 0, \text { a.s. } \tag{11.6.12}
\end{equation*}
$$

Hence, (11.6.1) follows from (11.6.7), (11.6.10), and (11.6.12).

### 11.7 Proof of Theorem 11.4

In Section 11.3, the problem is reduced to showing (11.3.9). Recalling the definitions of $g_{n}(s, t)$ and $g(s, t)$, we have, by integration by parts,

$$
\begin{align*}
& \left|\int_{z \in T}\left(g_{n}(s, t)-g(s, t)\right) e^{i u s+i t v} d t d s\right| \\
= & \mid-\int_{z \in T} i u \tau(s, t) d t d s+\int_{|t| \leq A^{3}}[\tau(A, t) d t-\tau(-A, t)] d t \\
& -\int_{|t| \leq 1+\varepsilon}\left[\tau\left(\sqrt{(1+\varepsilon)^{2}-t^{2}}, t\right)+\tau\left(-\sqrt{(1+\varepsilon)^{2}-t^{2}}, t\right)\right] d t \\
& +\int_{|t| \leq 1-\varepsilon}\left[\tau\left(\sqrt{(1-\varepsilon)^{2}-t^{2}}, t\right)-\tau\left(-\sqrt{(1-\varepsilon)^{2}-t^{2}}, t\right)\right] d t \mid \tag{11.7.1}
\end{align*}
$$

where

$$
\tau(s, t)=e^{i u s+i t v} \int_{0}^{\infty} \log x d\left(\nu_{n}(x, z)-\nu(x, z)\right)
$$

Let $\varepsilon_{n}=e^{-n^{\delta \eta}}$. In the last section, we proved that

$$
\int_{z \in T}\left|\int_{0}^{\varepsilon_{n}} \log x \nu_{n}(d x, z)\right| d t d s \rightarrow 0, \quad \text { a.s. }
$$

By (11.4.2), we have

$$
\int_{z \in T}\left|\int_{0}^{\varepsilon_{n}} \log x \nu(d x, z)\right| d t d s \rightarrow 0
$$

By (11.6.11), we have the existence of $a_{n}$, for which the support of $\nu_{n}(\cdot, z)$ lies in $\left[0, a_{n} n\right]$ for all $z \in T$ and converges to a nonrandom value. Therefore, from Lemma 11.16, with probability 1 ,

$$
\begin{aligned}
& \int_{z \in T}\left|\int_{\varepsilon_{n}}^{\infty} \log x d\left(\nu_{n}(x, z)-\nu(x, z)\right)\right| d t d s \\
= & \int_{z \in T}\left|\int_{\varepsilon_{n}}^{a n} \log x d\left(\nu_{n}(x, z)-\nu(x, z)\right)\right| d t d s
\end{aligned}
$$

$$
\leq\left[\left|\log \left(\varepsilon_{n}\right)\right|+\log (a n)\right] \max _{z \in T}\left\|\nu_{n}(\cdot, z)-\nu(\cdot, z)\right\| \rightarrow 0
$$

This proves that

$$
i u \int_{z \in T} \tau(s, t) d t d s \rightarrow 0
$$

By applying (11.2.4), we can similarly prove that

$$
\begin{gathered}
\int_{|t| \leq A^{3}} \tau( \pm A, t) d t \rightarrow 0, \text { a.s. } \\
\int_{|t| \leq 1+\varepsilon} \tau\left( \pm \sqrt{(1+\varepsilon)^{2}-t^{2}}, t\right) d t \rightarrow 0, \text { a.s. }
\end{gathered}
$$

and

$$
\int_{|t| \leq 1-\varepsilon} \tau\left( \pm \sqrt{(1-\varepsilon)^{2}-t^{2}}, t\right) d t \rightarrow 0, \text { a.s. }
$$

The proof of Theorem 11.4 is complete.

### 11.8 Comments and Extensions

### 11.8.1 Relaxation of Conditions Assumed in Theorem 11.4

## 1. On the smoothness of the underlying distribution

The assumption that the real and imaginary parts of the entries of the matrix $\mathbf{X}_{n}$ have a bounded joint density is too restrictive because the circular law for a real Gaussian matrix does not follow from Theorem 11.4. In what follows, we shall extend Theorem 11.4 to a more general case to cover the real Gaussian case and in general to random variables with bounded densities.

Theorem 11.18. Assume that there are two directions such that the conditional density of the projection of the underlying random variable onto one direction given the projection onto the other direction is uniformly bounded, and assume that the underlying distribution has zero mean and finite $2+\eta$ moment. Then the circular law holds.

Sketch of the proof. Suppose that the two directions are $\left(\cos \left(\theta_{j}\right), \sin \left(\theta_{j}\right)\right)$, $j=1,2$. Then, the density condition is equivalent to:

The conditional density of the linear combination $\Re\left(x_{11}\right) \cos \left(\theta_{1}\right)+\Im\left(x_{11}\right) \sin \left(\theta_{1}\right)=$ $\Re\left(e^{-i \theta_{1}} x_{11}\right)$ given $\Re\left(x_{11}\right) \cos \left(\theta_{2}\right)+\Im\left(x_{11}\right) \sin \left(\theta_{2}\right)=\Re\left(e^{-i \theta_{2}} x_{11}\right)=\Im\left(i e^{-i \theta_{2}} x_{11}\right)$ is bounded.

Consider the matrix $\mathbf{Y}_{n}=\left(y_{j k}\right)=e^{-i \theta_{2}+i \pi / 2} \mathbf{X}_{n}$. The circular law $\frac{1}{\sqrt{n}} \mathbf{X}_{n}$ is obviously equivalent to the circular law for $\frac{1}{\sqrt{n}} \mathbf{Y}_{n}$. Then, the density condition for $\mathbf{Y}_{n}$ then becomes:

The conditional density of $\Re\left(y_{11}\right) \sin \left(\theta_{2}-\theta_{1}\right)+\Im\left(y_{11}\right) \cos \left(\theta_{2}-\theta_{1}\right)$ given $\Im\left(y_{11}\right)$ is bounded.

This condition simply implies that $\sin \left(\theta_{2}-\theta_{1}\right) \neq 0$. Thus, the density condition is further equivalent to:

The conditional density of $\Re\left(y_{11}\right)$ given $\Im\left(y_{11}\right)$ is bounded.
Therefore, we shall prove Theorem 11.18 under this latter condition.
Examining the proof of Theorem 11.4, one finds that it is sufficient to prove inequalities (11.6.7) and (11.6.10) under the new density condition. We start with the proof of (11.6.7) from (11.6.5). Rewrite

$$
\log \left(\left|\mathbf{y}^{*} \mathbf{x}\right|^{2}\right)=\log \left(|\mathbf{y}|^{2}\right)+\log \left(\left|\tilde{\mathbf{y}}^{*} \mathbf{x}\right|^{2}\right)
$$

where $\tilde{\mathbf{y}}=\mathbf{y} /|\mathbf{y}|$.
Denote by $\mathbf{x}_{j r}$ and $\mathbf{x}_{j i}$ the real and imaginary parts of the vector $\mathbf{x}_{j}$. Since $i \gamma_{1}$ also yields $\gamma_{1} \gamma_{1}^{*}$, we may, without loss of generality, assume that $\left|\gamma_{1 r}\right| \geq 1 / \sqrt{2}$. Then, we have

$$
\begin{aligned}
|\mathbf{y}|^{2} & =\mathbf{w}_{2}^{*}\left(\gamma_{1} \gamma_{1}^{*}+\gamma_{2} \gamma_{2}^{*}\right) \mathbf{w}_{2} \\
& \geq\left(\gamma_{1 r}^{\prime} \mathbf{w}_{2 r}+\gamma_{1 i}^{\prime} \mathbf{w}_{2 i}\right)^{2} .
\end{aligned}
$$

Applying Lemma 11.20, we find that the conditional density of $\gamma_{1 r}^{\prime} \mathbf{w}_{2 r}+$ $\gamma_{1 i}^{\prime} \mathbf{w}_{2 i}$ when $\gamma_{1}, \gamma_{2}$, and $\mathbf{w}_{2 i}$ are given is bounded by $2 K_{d} n$. Therefore,

$$
\begin{align*}
& \frac{1}{n} \int_{z \in T}\left|\mathrm{E}\left(I_{\left(|\mathbf{y}|^{2}<n^{-14},\left|\frac{1}{\sqrt{n}} \mathbf{x}_{2}\right| \leq n\right)} \log \left(|\mathbf{y}|^{2}\right)\right)\right| d t d s \\
\leq & \frac{1}{n} \int_{z \in T} \mathrm{E}\left(I\left(\left|\gamma_{1 r}^{\prime} \mathbf{w}_{2 r}+\gamma_{1 i}^{\prime} \mathbf{w}_{2 i}\right|^{2}<n^{-14},\left|\frac{1}{\sqrt{n}} \mathbf{x}_{2}\right| \leq n\right)\right. \\
& \left.\times\left|\log \left(\left|\gamma_{1 r}^{\prime} \mathbf{w}_{2 r}+\gamma_{1 i}^{\prime} \mathbf{w}_{2 i}\right|^{2}\right)\right| \mid \gamma_{1}, \gamma_{2}, \mathbf{w}_{2 i}\right) d t d s \\
\leq & C K_{d} \int_{0}^{n^{-7}}|\log x| d x \leq C n^{-7} \log n \tag{11.8.1}
\end{align*}
$$

for some positive constant $C$.
Rewrite

$$
\left|\tilde{\mathbf{y}}^{*} \mathbf{x}\right|^{2}=\left(\boldsymbol{\beta}_{1} \mathbf{w}_{1 r}+\boldsymbol{\zeta}_{1} \mathbf{w}_{1 i}\right)^{2}+\left(\boldsymbol{\beta}_{2} \mathbf{w}_{1 r}+\boldsymbol{\zeta}_{2} \mathbf{w}_{1 i}\right)^{2}
$$

where

$$
\begin{aligned}
\boldsymbol{\beta}_{1} & =\left(\tilde{\mathbf{y}}_{r}^{\prime}, \tilde{\mathbf{y}}_{i}^{\prime}\right)\left(\gamma_{1 r}, \gamma_{2 r},-\gamma_{1 i},-\gamma_{2 i}\right)^{\prime} \\
\boldsymbol{\beta}_{2} & =\left(\tilde{\mathbf{y}}_{r}^{\prime}, \tilde{\mathbf{y}}_{i}^{\prime}\right)\left(-\gamma_{1 i},-\gamma_{2 i},-\gamma_{1 r},-\gamma_{2 r}\right)^{\prime} \\
\boldsymbol{\zeta}_{1} & =\left(\tilde{\mathbf{y}}_{r}^{\prime}, \tilde{\mathbf{y}}_{i}^{\prime}\right)\left(\gamma_{1 i}, \gamma_{2 i}, \gamma_{1 r}, \gamma_{2 r}\right)^{\prime} \\
\boldsymbol{\zeta}_{2} & =\left(\tilde{\mathbf{y}}_{r}^{\prime}, \tilde{\mathbf{y}}_{i}^{\prime}\right)\left(\gamma_{1 r}, \gamma_{2 r},-\gamma_{1 i},-\gamma_{2 i}\right)^{\prime}
\end{aligned}
$$

It is easy to verify that $\left|\boldsymbol{\beta}_{1}\right|^{2}+\left|\boldsymbol{\beta}_{2}\right|^{2}=1$. Thus, we may assume that $\left|\boldsymbol{\beta}_{1}\right| \geq$ $1 / \sqrt{2}$. By Lemma 11.20, the conditional density of $\boldsymbol{\beta}_{1}^{\prime} \mathbf{w}_{1 r}+\boldsymbol{\zeta}_{1}^{\prime} \mathbf{w}_{1 i}$ when $\boldsymbol{\gamma}_{1}$, $\gamma_{2}, \mathbf{y}$, and $\mathbf{w}_{1 i}$ are given is bounded by $2 K_{d} n$. Consequently, we can prove that

$$
\begin{aligned}
& \quad \frac{1}{n} \int_{z \in T}\left|\mathrm{E}\left(I\left(\left|\tilde{\mathbf{y}}^{*} \mathbf{x}\right|<n^{-7}\right) \log \left(\left|\tilde{\mathbf{y}}^{*} \mathbf{x}\right|^{2}\right) \mid \boldsymbol{\gamma}_{1}, \boldsymbol{\gamma}_{2}, \mathbf{y}, \mathbf{w}_{1 i}\right)\right| d t d s \\
& \leq \\
& \left.\frac{1}{n} \int_{z \in T} \right\rvert\, \mathrm{E}\left(I\left(\left|\boldsymbol{\beta}_{1}^{\prime} \mathbf{w}_{1 r}+\boldsymbol{\zeta}_{1}^{\prime} \mathbf{w}_{1 i}\right|^{2} \mid<n^{-7}\right)\right. \\
& \left.\quad \times \log \left(\left|\boldsymbol{\beta}_{1}^{\prime} \mathbf{w}_{1 r}+\boldsymbol{\zeta}_{1}^{\prime} \mathbf{w}_{1 i}\right|^{2}\right) \mid \boldsymbol{\gamma}_{1}, \boldsymbol{\gamma}_{2}, \mathbf{y}, \mathbf{w}_{1 i}\right) \mid d t d s \\
& \leq \\
& \quad C K_{d} \int_{0}^{n^{-7}} \log x d x \leq C n^{-7} \log n .
\end{aligned}
$$

This, together with (11.8.1), completes the proof of (11.6.7).
Now, we prove (11.6.10) under the new condition. For each $k$, consider the $2 n \times 6$ matrix $\mathbf{A}$ whose first three columns are $\left(\gamma_{k j r}^{\prime},-\gamma_{k j i}^{\prime}\right)^{\prime}, j=1,2,3$, and other three columns are $\left(\gamma_{k j i}^{\prime}, \gamma_{k j r}^{\prime}\right)^{\prime}$. Since $\gamma_{k j}$ are orthonormal, we have $\mathbf{A}^{\prime} \mathbf{A}=\mathbf{I}_{6}$. Using the same approach as in the proof of Lemma 11.20, one may select a $6 \times 6$ submatrix $\mathbf{A}_{1}$ of $\mathbf{A}$ such that $\left|\operatorname{det}\left(\mathbf{A}_{1}\right)\right| \geq n^{-3}$. Within the six rows of $\mathbf{A}_{1}$, either its first three rows come from the first $n$ rows of $\mathbf{A}$ or its last three come from the last $n$ rows. Without loss of generality, assume that the first three rows of $\mathbf{A}_{1}$ come from the first $n$ rows of $\mathbf{A}$. Then, consider the Laplace expansion of the determinant of $\mathbf{A}_{1}$ with respect to these three rows. Within the 20 terms, we may select one with an absolute value not less than $\frac{1}{20} n^{-3}$. This term is the product of a minor from those three rows of $\mathbf{A}_{1}$ and its cofactor. Note that the absolute value of the entries of $\mathbf{A}$ is not greater than 1 . Thus, the absolute value of the cofactor is not greater than 6 . Therefore, the absolute value of the minor is not less than $\frac{1}{120} n^{-3}$. Suppose the three columns of the minor come from the first, second, and fourth columns of $\mathbf{A}$; i.e., they come from $\gamma_{k 1 r}, \gamma_{k 2 r}$, and $\gamma_{k 1 i}$ (the proof of the other 19 cases is similar). Then, as in the proof of Lemma 11.20, one can prove that the conditional joint density of $\boldsymbol{\gamma}_{k 1 r}^{\prime} \mathbf{w}_{k r}, \gamma_{k 2 r}^{\prime} \mathbf{w}_{k r}$, and $\gamma_{k 1 i}^{\prime} \mathbf{w}_{k r}$ when $\gamma_{k j}$ and $\mathbf{w}_{k i}$ are given is uniformly bounded by $120 K_{d}^{3} n^{4.5}$. Finally, from (11.6.8), we have

$$
n^{\delta \eta-1} \varepsilon_{n} \sum_{k=3}^{n}\left(\left|\mathbf{w}_{k}^{*} \gamma_{k 1}\right|^{2}+\left|\mathbf{w}_{k}^{*} \gamma_{k 2}\right|^{2}+\left|\mathbf{w}_{k}^{*} \gamma_{k 3}\right|^{2}\right)^{-1}
$$

$$
\begin{aligned}
& \leq n^{\delta \eta-1} \varepsilon_{n} \sum_{k=3}^{n}\left(\left(\mathbf{w}_{k r}^{\prime} \gamma_{k 1 r}+\mathbf{w}_{k i}^{\prime} \gamma_{k 1 i}\right)^{2}+\left(\mathbf{w}_{k r}^{\prime} \gamma_{k 2 r}+\mathbf{w}_{k i}^{\prime} \gamma_{k 2 i}\right)^{2}\right. \\
& \left.\quad+\left(\mathbf{w}_{k r}^{\prime} \gamma_{k 1 i}-\mathbf{w}_{k i}^{\prime} \gamma_{k 1 r}\right)^{2}\right)^{-1}
\end{aligned}
$$

Using this and the same approach as given in Section 11.7, one may prove that the right-hand side of the above tends to zero almost surely. Thus, (11.6.10) is proved and consequently Theorem 11.18 follows.

## 2. Extension to the nonidentical case

Reviewing the proofs of Theorems 11.4 and 11.18, one finds that the moment condition was used only in establishing the convergence rate of $\nu_{n}(\cdot, z)$. To this end, we only need, for any $\delta>0$ and some constant $\eta>0$,

$$
\begin{equation*}
\frac{1}{n^{2}} \sum_{i j} \mathrm{E}\left|x_{i j}\right|^{2+\eta} I\left(\left|x_{i j}\right| \geq n^{\delta}\right) \rightarrow 0 \tag{11.8.2}
\end{equation*}
$$

After the convergence rate is established, the proof of the circular law then reduces to showing (11.2.3) and (11.2.4). To guarantee this, we need only the following:

There are two directions such that the conditional density of the projection of each random variable $x_{i j}$ onto one direction given the projection onto the other direction is uniformly bounded.

Therefore, we have the following theorem.
Theorem 11.19. Assume that the entries of $\mathbf{X}_{n}$ are independent and have mean zero and variance 1. Also, we assume that conditions (11.8.2) and (11.8.3) are true. Then the circular law holds.

### 11.9 Some Elementary Mathematics

Lemma 11.20. Let $\mathbf{X}=\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{n}\right)$ be a $p \times n$ real random matrix of $n$ independent column vectors whose probability densities $f_{1}, \cdots, f_{n}$, have a common bound $K_{d}$, and let $\boldsymbol{\alpha}_{1}, \cdots, \boldsymbol{\alpha}_{k}(k<n)$ be $k$ orthogonal real unit n-vectors. Then, the joint density of the random $p$-vectors $\mathbf{y}_{j}=\mathbf{X} \boldsymbol{\alpha}_{j}, j=1, \cdots, k$, is bounded by $K_{d}^{k} n^{k p / 2}$.
Proof. Write $\mathbf{C}=\left(\boldsymbol{\alpha}_{1}, \cdots, \boldsymbol{\alpha}_{k}\right)^{\prime}$, and let $\mathbf{C}\left(j_{1}, \cdots, j_{k}\right)$ denote the $k \times k$ submatrix formed by the $j_{1} \cdots j_{k}$-th columns of $C$. By Bennett's formula, we have

$$
\sum_{1 \leq j_{1}<\cdots<j_{k} \leq n} \operatorname{det}^{2}\left(\mathbf{C}\left(j_{1}, \cdots, j_{k}\right)\right)=\operatorname{det}\left(\mathbf{C} \mathbf{C}^{\prime}\right)=1
$$

Thus, we may select $1 \leq j_{1}<\cdots<j_{k} \leq n$, say $1,2, \cdots, k$ for simplicity, such that $|\operatorname{det}(\mathbf{C}(1, \cdots, k))| \geq n^{-k / 2}$. Write $\mathbf{C}=\left(\mathbf{C}(1,2, \cdots, k), \mathbf{C}_{2}\right)$ and $\mathbf{X}=\left(\mathbf{X}_{1}, \mathbf{X}_{2}\right)$, where $\mathbf{X}_{1}$ is $p \times k$. Let $\mathbf{Y}=\left(\mathbf{y}_{1}, \cdots, \mathbf{y}_{k}\right)$. It is straightforward to show that the transformation $\mathbf{Y}=\mathbf{X}_{1} \mathbf{C}^{\prime}(1,2, \cdots, k)+\mathbf{X}_{2} \mathbf{C}_{2}^{\prime}, \mathbf{Z}=\mathbf{X}_{2}$, has Jacobian $\operatorname{det}^{p}(\mathbf{C}(1,2, \cdots, k))$. Furthermore, denote by $\mathbf{c}_{1}, \cdots, \mathbf{c}_{k}$, the row vectors of the matrix $\mathbf{C}^{-1}(1,2, \cdots, k)$. Then, the joint density of $\mathbf{y}_{1}, \cdots, \mathbf{y}_{k}$ is given by

$$
\begin{aligned}
p\left(\mathbf{y}_{1}, \cdots, \mathbf{y}_{k}\right) & =\left|\operatorname{det}^{-p}(\mathbf{C}(1,2, \cdots, k))\right| \mathrm{E}\left(\prod_{i=1}^{k} f_{i}\left(\left(\mathbf{Y}-\mathbf{X}_{2} \mathbf{C}_{2}^{\prime}\right) \mathbf{c}_{i}^{\prime}\right)\right) \\
& \leq K_{d}^{k} n^{k p / 2}
\end{aligned}
$$

where $\mathbf{Y}=\left(\mathbf{y}_{1}, \cdots, \mathbf{y}_{k}\right)$. The proof of the lemma is complete.
For the complex case, we have the following corollary.
Corollary 11.21. Assume the vectors and matrices in Lemma 11.20 are complex and the joint distribution density of the real and imaginary parts of $\mathbf{x}_{j}$ are uniformly bounded by $K_{d}$, and define $\mathbf{y}_{j}=\mathbf{X} \overline{\boldsymbol{\alpha}}_{j}$. Then, the joint density of the real and imaginary parts of $\mathbf{y}_{1}, \cdots, \mathbf{y}_{k}$ is bounded by $K_{d}^{2 k}(2 n)^{k p}$.

Proof. The proof is similar to the lemma above. Form the $p \times 2 n$ matrix ( $\mathbf{X}_{r}, \mathbf{X}_{i}$ ), where respective $j$-th columns in $\mathbf{X}_{r}$ and $\mathbf{X}_{i}$ are the real and imaginary parts of $x_{j}$. Each $\alpha_{j}$ yields two real unit $2 n$-vectors, $\left(\alpha_{j r}^{\prime}, \alpha_{j i}^{\prime}\right)^{\prime}$ and $\left(\alpha_{j i}^{\prime},-\alpha_{j r}^{\prime}\right)^{\prime}$, resulting in $2 k$ orthonormal vectors. As above, form the $2 k \times 2 n$ matrix $\mathbf{C}$ so that $\mathbf{Y}=\left(\mathbf{X}_{r}, \mathbf{X}_{i}\right) \mathbf{C}^{\prime}$ is the $p \times 2 k$ matrix containing the real and imaginary parts of the $y_{j}$ 's. Let $\mathbf{C}_{1}$ be the $2 k \times 2 k$ submatrix for which $\left|\operatorname{det} \mathbf{C}_{1}\right| \geq(2 n)^{-k}$. With a rearrangement of the columns of $\left(\mathbf{X}_{r}, \mathbf{X}_{i}\right)$, we can write the transformation $\mathbf{Y}=\mathbf{X}_{1} \mathbf{C}_{1}^{\prime}+\mathbf{X}_{2} \mathbf{C}_{2}^{\prime}, \mathbf{Z}=\mathbf{X}_{2}$, with $\mathbf{X}_{1} p \times 2 k, \mathbf{X}_{2}$ $p \times(2 n-2 k)$, and $\mathbf{C}_{2} 2 k \times(2 n-2 k)$. Its Jacobian is $\operatorname{det}^{p}\left(\mathbf{C}_{1}\right)$. Notice there are at most $2 k$ columns of $\mathbf{X}_{2}$, each of whose counterpart is a column of $\mathbf{X}_{1}$, or, in other words, there are at least $n-2 k$ densities whose pairs of real and imaginary variables are present in $\mathbf{X}_{2}$. Therefore, the joint density of $\mathbf{Y}$ is bounded by

$$
\left|\operatorname{det}^{-p}\left(\mathbf{C}_{1}\right)\right| K_{d}^{2 k} \leq K_{d}^{2 k}(2 n)^{k p}
$$

Lemma 11.22. Suppose that $f(t)$ is a function such that $\int_{0}^{\delta} t|f(t)| d t \leq M \delta^{\mu}$ for some $\mu>0$ and all small $\delta$. Let $\mathbf{x}$ and $\mathbf{y}$ be two complex random $k$ vectors $(k>1)$ whose joint density of the real and imaginary parts of $\mathbf{x}$ and $\mathbf{y}$ is bounded by $K_{d}$. Then,

$$
\begin{equation*}
\mathrm{E}\left(f\left(\left|\mathbf{x}^{*} \mathbf{y}\right|\right) I\left(\left|\mathbf{x}^{*} \mathbf{y}\right|<\delta,|\mathbf{x}| \leq K_{e},|\mathbf{y}| \leq K_{e}\right)\right) \leq C_{k} M \delta^{\mu} K_{d} K_{e}^{4 k-4} \tag{11.9.1}
\end{equation*}
$$

where $C_{k}$ is a positive constant depending on $k$ only.
Proof. Note that the measure of the set on which $\mathbf{x}=0$ is zero. For each $\mathbf{x} \neq 0$, define a unitary $k \times k$ matrix $U$ with $\mathbf{x} /|\mathbf{x}|$ as its first column. Now,
make a change of variables $\mathbf{u}=\mathbf{x}$ and $\mathbf{v}=\mathbf{U}^{*} \mathbf{y}$. It is known that the Jacobian of this variable transformation is 1 . This leads to $\left|\mathbf{x}^{*} \mathbf{y}\right|=\left|\mathbf{u} \| v_{1}\right|$. Thus,

$$
\begin{align*}
& \mathrm{E}\left(f\left(\left|\mathbf{x}^{*} \mathbf{y}\right|\right) I\left(\left|\mathbf{x}^{*} \mathbf{y}\right|<\delta,|\mathbf{x}| \leq K_{e},|\mathbf{y}| \leq K_{e}\right)\right) \\
= & \int \cdots \int f\left(|\mathbf{u}|\left|v_{1}\right|\right) I\left(|\mathbf{u}|\left|v_{1}\right|<\delta,|\mathbf{u}| \leq K_{e},|\mathbf{v}| \leq K_{e}\right) p(\mathbf{u}, U \mathbf{v}) d \mathbf{u} d \mathbf{v} \\
\leq & K_{d} s_{2 k} 2 \pi\left(2 K_{e}\right)^{2 k-2} \int_{0}^{K_{e}} \rho_{1}^{2 k-1} d \rho_{1} \int_{0}^{\delta / \rho_{1}} \rho_{2} f\left(\rho_{1} \rho_{2}\right) d \rho_{2}  \tag{11.9.2}\\
\leq & K_{d} s_{2 k} 2 \pi\left(2 K_{e}\right)^{2 k-2}(2 k-2)^{-1}\left(K_{e}\right)^{2 k-2} \int_{0}^{\delta} t f(t) d t \tag{11.9.3}
\end{align*}
$$

where $s_{2 k}$ denotes the surface area of the $2 k$-dimensional unit sphere. Here, inequality (11.9.2) follows from a polar transformation for the real and imaginary parts of $\mathbf{u}$ (dimension $=2 k$ ) and from a polar transformation for the real and imaginary parts (dimension $=2$ ) of $v_{1}$. The lemma now follows from (11.9.3).

### 11.10 New Developments

From the truncation and the proof of Lemma 11.14, we can see, if we only require that the Stieltjes transform $\Sigma_{n}(\alpha)$ converge to a limit $\Delta(\alpha)$ for any $z \in \mathbb{C}$ and $\alpha \in \mathbb{C}^{+}$, that it is enough to assume $\mathrm{E}\left(x_{11}\right)=0$ and $\mathrm{E}\left|x_{11}^{2}\right|=1$. The assumption $\mathrm{E}\left|x_{11}\right|^{2+\eta}<\infty$ is merely to establish some rate for $r_{n}$ so that the rate of $\varepsilon_{n}=e^{-n^{\delta \eta}}=e^{-1 / r_{n}}$ in (11.2.4) can be very fast and hence helps the proof of (11.2.4).

On the other hand, the density condition is only needed for the proof of (11.2.4); that is, to handle the convergence of the smallest eigenvalues of H. For removing the density assumption, we thank Rudelson and Vershynin [247], who proved the following theorem.

Theorem 11.23. Let $\xi_{1}, \cdots, \xi_{n}$ be independent centered random variables with variances at least 1 and fourth moments at most $B$. Let $\mathbf{A}$ be an $n \times n$ matrix whose rows are independent copies of the random vector $\left(\xi_{1}, \cdots, \xi_{n}\right)$. Let $K \geq 1$. Then, for every $\varepsilon>0$, one has

$$
\begin{equation*}
\mathrm{P}\left(s_{n}(\mathbf{A}) \leq \varepsilon n^{-1 / 2}\right) \leq C \varepsilon+c^{n}+\mathrm{P}\left(\|\mathbf{A}\|>K n^{1 / 2}\right) \tag{11.10.4}
\end{equation*}
$$

where $s_{n}(\mathbf{A})$ denotes the smallest singular value and $C>0$ and $c \in(0,1)$ depend (polynomially) only on $B$ and $K$.

To apply the estimate of the smallest singular values to the proof of the circular law, Pan and Zhou [227] extended Theorem 11.23 as follows.

Theorem 11.24. Let $\mathbf{W}=\mathbf{X}+\mathbf{A}_{n}$, where $\mathbf{A}_{n}$ is an $n \times n$ non-random complex matrix and $\mathbf{X}=\left(X_{j k}\right)_{n \times n}$, a random matrix.

Assume $\left\{X_{j k}\right\}$ are iid complex random variables with $\mathrm{E} X_{11}=0, \mathrm{E}\left|X_{11}^{2}\right|=$ 1 , and $\mathrm{E}\left|X_{11}^{3}\right|<B$. Let $K \geq 1$. Then, for every $\varepsilon>0$, that may depend on $n$,

$$
\begin{equation*}
\mathrm{P}\left(s_{n}(\mathbf{W}) \leq \varepsilon n^{-1 / 2}\right) \leq C \varepsilon+c^{n}+\mathrm{P}\left(\|\mathbf{W}\|>K n^{1 / 2}\right), \tag{11.10.5}
\end{equation*}
$$

where $C>0$ and $c \in(0,1)$ depend only on $K, B, \mathrm{E}\left(X_{11}\right)^{2}, \mathrm{E} \Im\left(X_{11}\right)^{2}$, and E凡 $\left(X_{11}\right) \Im\left(X_{11}\right)$.

It should be noted that the extension to Rudelson and Vershynin's theorem is crucial because we can apply it to $\mathbf{X}-z \mathbf{I}$, whose entries are no longer iid or centered. Based on their extension, Pan and Zhou [227] proved the following circular law.

Theorem 11.25. Suppose that $\left\{X_{j k}\right\}$ are iid complex random variables with $\mathrm{E} X_{11}=0, \mathrm{E}\left|X_{11}^{2}\right|=1$, and $\mathrm{E}\left|X_{11}^{4}\right|<\infty$. Then, with probability 1, the empirical spectral distribution $\mu_{n}(x, y)$ converges to the uniform distribution over the unit disk in two-dimensional space.

Tao and $\mathrm{Vu}[273]$ further generalized Theorem 11.24 to reduce the moment requirement to the existence of the $2+\eta$-th moment; i.e., $\mathrm{E}\left|X_{11}\right|^{2+\eta}<\infty$.

Because the proof involves the estimation of small ball probability, which may be beyond the knowledge of most graduates and junior researchers, we omit the proofs of these theorems. We refer readers who are interested in the detailed proofs to Tao and Vu [273].

## Chapter 12 <br> Some Applications of RMT

In recent decades, data sets have become large in both size and dimension, and thus statisticians are confronted with large dimensional data analysis in both theoretical investigation and real applications. Consequently, RMT has found applications to modern statistics and many applied disciplines. As an illustration, we briefly mention some basic concepts and applications in wireless communications and statistical finance.

### 12.1 Wireless Communications

In the past decade, RMT has found wide application in wireless communications. Random matrices are employed to describe the propagation of two important wireless communication systems: the multiple-input multiple-output (MIMO) antenna system and the direct-sequence code-division multipleaccess (DS-CDMA) system. In an MIMO antenna system, multiple antennas are used at the transmitter side for simultaneous data transmission and at the receiver side for simultaneous reception. For a rich multipath environment, the channel responses between the transmit antennas and the receive antennas can be simply modeled as independent and identically distributed (iid) random variables. Thus the wireless channel for such a communication scenario can be described by a random matrix. DS-CDMA is a multiple- access scheme supporting multiple users communicating with a single base station using the same time and frequency resources but different spreading codes. CDMA is the key physical layer air interface in third-generation (3G) cellular mobile communications. In a frequency-flat, synchronous DS-CDMA uplink system with random spreading codes, the channel can also be described by a random matrix.

Foschini [113] and Telatar [274] may have been the first to introduce RMT into wireless communications. They have proven that, for a given power budget and a given bandwidth, the ergodic capacity of an MIMO Rayleigh fading
channel increases with the minimum number of transmit antennas and receive antennas. Furthermore, it is this promising result that makes MIMO an attractive solution for achieving high-speed wireless connections over a limited bandwidth (for details, we refer the reader to the monograph [232]).

Further applications of RMT to wireless communications may be attributed to [135], [215], [281], [286], where it was derived that, by using spectral theory of large dimensional random matrices, for a frequency-flat synchronous DS-CDMA uplink with random spreading codes, the output signal-to-interference-plus-noise ratios (SINRs) using well-known linear receivers such as matched filter, decorrelator, and minimum mean-square-error (MMSE) receivers converge to deterministic values for large systems; i.e., when both spreading gain and number of users proportionally tend to infinity. These provide us a fundamental guideline in designing system parameters and predicting the system performance without requiring the exact knowledge of the specific spreading codes for each user.

Some important application results of RMT to wireless communications are listed below, among many others.
(i) limiting capacity and asymptotic capacity distribution for random MIMO channels [286], [284];
(ii) asymptotic SINR distribution analysis for random channels [282], [194];
(iii) limiting SINR analysis for linearly precoded systems, such as the multicarrier CDMA using linear receivers [86];
(iv) limiting SINR analysis for random channels with interference cancellation receivers [151], [280], [195];
(v) asymptotic performance analysis for reduced-rank receivers [152], [226];
(vi) limiting SINR analysis for coded multiuser systems [70];
(vii) design of receivers, such as the reduced-rank minimum mean-square-error (MMSE) receiver [187]; and
(viii) the asymptotic normality study for multiple-access interference (MAI) [309] and linear receiver output [142].

For more details, the reader is referred to Tulino and Verdú in [284].
For recent applications of RMT to an emerging area in wireless communications, the "cognitive radio" networks, we refer the reader to [307], [308], [190], [214], and [148].

In the following subsections, our main objective is to show that there are indeed many wireless channels and problems that can be modeled using random matrices and to review some of the typical applications of RMT in wireless communications. Since there are new results published every year, we are not in a position to review all of the results. Instead, we concentrate on some of the representative examples and main results. Hopefully this part of the book can help readers from both mathematical and engineering backgrounds see the link between the two different societies, identify new problems to work on, and promote interdisciplinary collaborations.

### 12.1.1 Channel Models

## 1. Basics of wireless communication systems

The working principle of a wireless communication system is illustrated in Fig. 12.1, the block diagram of a wireless communication system, which consists of three basic parts: transmitter, channel, and receiver. The objective of the transmitter design is to transform the information bits into a signal format that is suitable for transmission over the wireless channels. The key components in the transmitter side include channel coding, modulation, and linear or nonlinear precoding. When the signal passes through the channel, the signal strength will be attenuated due to propagation loss, shadowing, and multipath fading, and the received signal waveform will be different from the transmitted signal waveform due to multipath delay, time/frequency selectivity of the channel, and the addition of noise and unwanted interference. Finally, at the receiver side, the transmitted information bits are to be recovered through the operations of equalization, demodulation, and channel decoding.


Fig. 12.1 Block diagram of wireless communication system.

## 2. Mathematical formulation of channels by matrices

In this and the next subsection, we formulate the input-output model arising from wireless communication systems,

$$
\begin{align*}
\mathbf{x} & =\sum_{i=1}^{n} \mathbf{h}_{i} s_{i}+\mathbf{u} \\
& =\mathbf{H} \mathbf{s}+\mathbf{u} \tag{12.1.1}
\end{align*}
$$

where

$$
\mathbf{s}=\left[s_{1}, s_{2}, \cdots, s_{n}\right]^{\prime}
$$

represents the transmitted signal vector of dimension $n \times 1 ; \mathbf{h}_{i}$ represents the channel vector of dimension $p \times 1$, corresponding to symbol $s_{i}$;

$$
\begin{aligned}
\mathbf{x} & =\left[x_{1}, x_{2}, \cdots, x_{p}\right]^{\prime} \\
\mathbf{u} & =\left[u_{1}, u_{2}, \cdots, u_{p}\right]^{\prime}
\end{aligned}
$$

denote the received signal vector and received noise vector, respectively, both with dimension $p \times 1$; and

$$
\mathbf{H}=\left[\mathbf{h}_{1}, \mathbf{h}_{2}, \cdots, \mathbf{h}_{n}\right]
$$

is the $p \times n$ channel matrix. In (12.1.1), $n$ and $p$ are referred to as the signal dimension and observation dimension, respectively. The matrix model in (12.1.1) can be derived either in the time, frequency, space, or code domain, or any combination of them. In the following subsections, we describe two popular matrix models in wireless communications: random matrix channels and linearly precoded channels.

### 12.1.2 random matrix channelRandom Matrix Channels

Random matrix channels include DS-CDMA uplink, MIMO antenna systems, and spatial division multiple access (SDMA) uplink.

## 1. DS-CDMA uplink

In a DS-CDMA system, all users within the same cell communicate with a single base station using the same time and frequency resources. The transmission from the users to the base station is called uplink, while the transmission from the base station to the users is referred to as downlink. The block diagram of the DS-CDMA uplink is illustrated in Fig. 12.2. In order to achieve user differentiation, each user is assigned a unique spreading sequence. The matrix model in (12.1.1) directly represents the frequency-flat synchronous DS-CDMA uplink, where $s_{i}$ and $\mathbf{h}_{i}$ represent the transmitted symbol and spreading sequence of user $i$, respectively. In this case, $n$ and $p$ denote the number of active users and processing gain, respectively. In the third-generation (3G) wideband CDMA system, which is one of the 3 G physical layer standards, the uplink spreading codes are designed as random codes, and thus the equivalent propagation channel from the users to the base station can be modeled as a random matrix channel.

## 2. MIMO antenna systems

Figure 12.3 shows the block diagram of a MIMO antenna system. The transmitter has $n$ transmit antennas and the receiver has $p$ receive antennas. The matrix model in (12.1.1) can also be used to represent such a system, where $s_{i}$ and $\mathbf{h}_{i}$ denote respectively the transmitted symbol from the $i$-th transmit antenna and the channel responses from that transmit antenna to all receive antennas. While the MIMO channel modeling is related to the antenna configurations at both the transmitter and receiver sides, as well as to the multipath environment [232], when there are rich local scatters surrounding both sides, $\mathbf{h}_{i}$ can be simply modeled as an iid vector (i.e., a vector of iid entries), and thus the channel in (12.1.1) becomes a random matrix channel.


Fig. 12.2 Block diagram of DS-CDMA uplink.

## 3. SDMA uplink

In an SDMA system, the base station supports multiple users for simultaneous transmission using the same time and frequency resources [119, 238, 239]. This is achieved by equipping the base station with multiple antennas, and by doing so the spatial channels for different users are different, which allows the signals from different users to be distinguishable. Figure 12.4 shows the block diagram of the SDMA uplink, where $n$ users communicate with the same base station equipped with $p$ antennas. The matrix channel in (12.1.1) can be used to represent the uplink scenario, where $s_{i}$ and $\mathbf{h}_{i}$ denote respectively the transmitted symbol from user $i$ and the channel responses from this user to all receive antennas at the base station. When the base station antennas and the users are surrounded with rich scatters, the channel matrix can be modeled as an iid matrix (that is, a matrix of iid entries). Note that SDMA and CDMA can be further combined to generate SDMA-CDMA systems [192, 193].


Fig. 12.3 Block diagram of MIMO antenna system.


Fig. 12.4 Block diagram of SDMA uplink.

### 12.1.3 Linearly Precoded Systems

In broadband communications, the wireless channels usually have memories and thus are frequency selective. The frequency selectiveness of the channel introduces intersymbol interferences (ISI) at the receiver side. Linear or nonlinear equalizers are designed to suppress the ISI. To simplify the complexity of the equalizers, linear precoding at the transmitter side can be applied. The matrix channel in (12.1.1) can be used to represent wireless channels of cyclic-prefix (CP)-based block transmissions, which include, for example, orthogonal frequency division multiplexing (OFDM), single-carrier CP (SCCP) systems, multicarrier CDMA (MC-CDMA), and CP-CDMA.

## 1. CP-based block transmissions

The block diagram of a CP-based block transmission system is illustrated in Fig. 12.5. Consider the case where a CP portion of $M$ symbols is inserted prior to the transmission of each data block of $p$ symbols. Suppose the frequencyselective channel can be represented by $(L+1)$ equally spaced time domain taps, $h_{0}, h_{1}, \cdots, h_{L}$. Here, $L$ is also referred to as the channel memory. The insertion of CP alleviates the interblock interference if the CP length $M$ is larger than the channel memory and, more importantly, it transforms the linear convolution operation into a circular convolution operation.

Let $\mathbf{y}$ be the signal block before CP insertion at the transmitter and $\mathbf{z}$ the received signal block after CP removal at the receiver, with circular convolution. The relation between $\mathbf{y}$ and $\mathbf{z}$ is given by

$$
\begin{equation*}
\mathbf{z}=\mathbf{W}_{p}^{*} \boldsymbol{\Lambda}_{p} \mathbf{W}_{p} \mathbf{y}+\tilde{\mathbf{u}} \tag{12.1.2}
\end{equation*}
$$

where $\mathbf{W}_{p} \in \mathbb{C}^{p \times p}$ is the $p \times p$ discrete Fourier transform matrix,

$$
\mathbf{W}=\frac{1}{\sqrt{p}}\left[\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
1 & e^{\frac{-j 2 \pi}{p}} & \cdots & e^{\frac{-j 2 \pi \times(p-1)}{p}} \\
\cdots & & \\
1 & e^{\frac{-j 2 \pi \times(p-1)}{p}} & \cdots & e^{\frac{-j 2 \pi \times(p-1)(p-1)}{p}}
\end{array}\right]
$$

$\boldsymbol{\Lambda}_{p}=\operatorname{diag}\left\{\left[f_{0}, \cdots, f_{p-1}\right]\right\}$ is the $p \times p$ diagonal matrix with $f_{k}=$ $\sum_{l=0}^{L} h_{l} e^{-j \frac{2 \pi k l}{p}}$, and $\tilde{\mathbf{u}}$ is the received noise vector.

The data block $\mathbf{y}$ is the linear transform of the modulated block $\mathbf{s}$ with size $n \times 1$ and is described as $\mathbf{y}=\mathbf{W}_{p}^{*} \mathbf{Q}_{p} \mathbf{s}$, where $\mathbf{Q}_{p} \in \mathbb{C}^{p \times n}$ is the first precoding matrix. Performing discrete Fourier transformation (DFT) on the CP-removed block z, we then have the input-output relation

$$
\begin{equation*}
\mathbf{x}=\boldsymbol{\Lambda}_{p} \mathbf{Q}_{p} \mathbf{s}+\mathbf{u} \tag{12.1.3}
\end{equation*}
$$

where $\mathbf{x}=\mathbf{W}_{p} \mathbf{z}$ and $\mathbf{u}=\mathbf{W}_{p} \tilde{\mathbf{u}}$.
In (12.1.3), if we choose $\mathbf{Q}_{p}^{*} \mathbf{Q}_{p}=\mathbf{I}_{n}$, the system is referred to as an isometrically precoded system. If $\mathbf{Q}_{p}$ is chosen as an iid matrix, then the system is called a randomly precoded system. Finally, if $\boldsymbol{\Lambda}_{p}=\mathbf{I}_{p}$ and $\mathbf{Q}_{p}$ is an iid matrix, the system is equivalent to a random MIMO system [281, 286].
2. Orthogonal frequency division multiplexing (OFDM) systems In OFDM systems, we choose $n=p$ and $\mathbf{Q}_{p}=\mathbf{I}_{p}$. Thus, we have

$$
\begin{align*}
& \mathbf{y}=\mathbf{W}_{p}^{*} \mathbf{s}  \tag{12.1.4}\\
& \mathbf{x}=\boldsymbol{\Lambda}_{p} \mathbf{s}+\mathbf{u} \tag{12.1.5}
\end{align*}
$$

In (12.1.5), since $\boldsymbol{\Lambda}_{p}$ is a diagonal matrix, the received signals have been completely decoupled; i.e.,


Fig. 12.5 Block diagram of CP-based block transmission system.

$$
x_{i}=f_{i} s_{i}+u_{i}
$$

for $i=0, \cdots, p-1$, where $x_{i}$ and $u_{i}$ are the $i$-th elements of $\mathbf{x}$ and $\mathbf{u}$, respectively. Thus the signal detection problem for recovering the transmitted signals becomes very simple to implement. Therefore, OFDM has become the most popular scheme to handle the ISI issue and has been adopted in various wireless standards; e.g., IEEE802.11 wireless local area networks, IEEE802.16 wireless metropolitan area networks, and third-generation long-term evolution (3G-LTE).

## 3. Single-Carrier CP (SCCP) systems

In an OFDM system, from (12.1.4), $\mathbf{y}$ is the IDFT (inverse DFT) output of the modulated symbols s, and thus the signals transmitted may suffer from a high peak-to-average power ratio (PAPR), which causes difficulty in practical implementation. In an SCCP system, we directly choose $n=p$ and $\mathbf{y}=\mathbf{s}$, and thus we have

$$
\mathbf{x}=\mathbf{\Lambda}_{p} \mathbf{W}_{p} \mathbf{s}+\mathbf{u}
$$

Obviously, SCCP is an isometrically precoded system. From (12.1.6), it can be seen that the transmitted symbols are mixed up together and thus the equalization for SCCP is more complicated compared with that for an OFDM system. However, due to its simplicity on the transmitter side and lower PAPR, SCCP has been adopted in IEEE802.16, and its multiuser version, interleaved frequency division multiple access (IFDMA), has been adopted in 3G-LTE uplink.

## 4. MC-CDMA

A single-user scenario is considered in OFDM and SCCP systems. In order to support multiple users simultaneously, in the next two subsections we will introduce downlink models for MC-CDMA and CP-CDMA. To do so, we use the following common notations: $G$ for processing gain common to all users; $T$ for the number of active users; $\mathbf{D}(q)$ for the long scrambling codes used at the $q$-th block, where

$$
\mathbf{D}(q)=\operatorname{diag}\{[d(q ; 0), \cdots, d(q ; p-1)]\}
$$

with $|d(q ; k)|=1$; and $\mathbf{c}_{i}$ for the short codes of user $i$, where

$$
\mathbf{c}_{i}=\left[c_{i}(0), \cdots, c_{i}(G-1)\right]^{\prime}
$$

with $\mathbf{c}_{i}^{\prime} \mathbf{c}_{j}=1$ for $i=j$ and $\mathbf{c}_{i}^{\prime} \mathbf{c}_{j}=0$ for $i \neq j$. From now on, we look at the channel model from the base station to one particular mobile user.

MC-CDMA performs frequency domain spreading by transmitting the chip signals associated with each modulated symbol over different subcarriers within the same time block [147]. Denote $Q$ as the number of symbols transmitted in one block for each user, $G$ as the processing gain, $T$ as the number of users, and $p=Q G$ as the total number of subcarriers. There are then $n=T Q$ multiuser symbols in each block.

At the receiver side, the $q$-th received block after CP removal and FFT operation can be represented as

$$
\begin{equation*}
\mathbf{x}(q)=\boldsymbol{\Lambda}_{p} \mathbf{D}(q) \mathbf{C s}(q)+\mathbf{u}(q) \tag{12.1.6}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathbf{x}(q) & =[x(q ; 0), \cdots, x(q ; p-1)]^{\prime} \\
\mathbf{s}(q) & =\left[\overline{\mathbf{s}}_{1}^{\prime}(q), \cdots, \overline{\mathbf{s}}_{Q}^{\prime}(q)\right]^{\prime} \\
\mathbf{u}(q) & =[u(q ; 0), \cdots, u(q ; p-1)]^{\prime} \\
\mathbf{C} & =\operatorname{diag}\{\overline{\mathbf{C}}, \cdots, \overline{\mathbf{C}}\}
\end{aligned}
$$

with $\overline{\mathbf{s}}_{i}(q)=\left[s_{0}(q ; i), \cdots, s_{T-1}(q ; i)\right]^{\prime}$ and $\overline{\mathbf{C}}=\left[\mathbf{c}_{0}, \cdots, \mathbf{c}_{T-1}\right]$.

## 5. CP-CDMA

CP-CDMA is the single-carrier dual of MC-CDMA. The $Q=p / G$ symbols of each user are first spread out with user-specific spreading codes and then the chip sequence for all users is summed up; the total chip signal of size $p$ is then passed to a CP inserter, which adds a CP. Using the duality between CPCDMA and MC-CDMA, from (12.1.6), the $q$-th received block of CP-CDMA after FFT can be written as

$$
\begin{equation*}
\mathbf{x}(q)=\boldsymbol{\Lambda}_{p} \mathbf{W}_{p} \mathbf{D}(q) \mathbf{C s}(q)+\mathbf{u}(q) \tag{12.1.7}
\end{equation*}
$$

where $\mathbf{x}(q), \mathbf{C}, \mathbf{s}(q)$, and $\mathbf{u}(q)$ are defined the same way as in the MC-CDMA case. Again, there are $P=T Q$ multiuser symbols in each block.

For MC-CDMA downlink, $\mathbf{Q}_{p}=\mathbf{D}(q) \mathbf{C}$, and for CP-CDMA downlink, $\mathbf{Q}_{p}=\mathbf{W}_{p} \mathbf{D}(q) \mathbf{C}$. Since $\mathbf{Q}_{p}^{*} \mathbf{Q}_{p}=\mathbf{I}_{n}$, both systems belong to the isometrically precoded category.

### 12.1.4 Channel Capacity for MIMO Antenna Systems

Channel capacity is a fundamental performance indicator used in communication theory study; it describes the maximum rate of data transmission that the channel can support with an arbitrarily small probability of error incurred due to the channel impairment. The channel capacity for additive white Gaussian noise channels was derived by Claude Shannon in 1948 [84]. For single-input single-output systems, the capacity limits for fading channels have been well documented for example in $[130,55,69,54]$. In this section, we consider the channel capacity of MIMO antenna systems in the fading channel environment.

## 1. Single-input single-output channels

Let us first consider the AWGN channel

$$
\begin{equation*}
x(q)=s(q)+u(q) \tag{12.1.8}
\end{equation*}
$$

and assume that (i) the transmitted signal $s(q)$ is zero-mean iid Gaussian with $\mathrm{E}\left[|s(q)|^{2}\right]=\sigma_{s}^{2}$ and (ii) the noise $u(q)$ is zero-mean iid Gaussian with $\mathrm{E}\left[|u(q)|^{2}\right]=\sigma_{u}^{2}$, and denote $\Gamma=\sigma_{s}^{2} / \sigma_{u}^{2}$ as the signal-to-noise ratio (SNR) of the channel.

The capacity of the channel is determined by the mutual information between the input and output, which is given by

$$
C=\log _{2}(1+\Gamma)
$$

Here the unit of capacity is bits per second per Hertz (bits/sec/Hz). In the high-SNR regime, the channel capacity increases by $1 \mathrm{bit} / \mathrm{sec} / \mathrm{Hz}$ for every 3 dB increase in SNR. Note that the channel capacity determines the maximum rate of codes that can be transmitted over the channel and recovered with arbitrarily small error.

Next, we consider the SISO block fading channel

$$
\begin{equation*}
x(q)=h s(q)+u(q) \tag{12.1.9}
\end{equation*}
$$

and assume that (i) the transmitted signal $s(q)$ is zero-mean iid Gaussian with $\mathrm{E}\left[|s(q)|^{2}\right]=\sigma_{s}^{2}$; (ii) the noise $u(q)$ is zero-mean iid Gaussian with $\mathrm{E}\left[|u(q)|^{2}\right]=$
$\sigma_{u}^{2}$, and denote $\Gamma=E_{s} / \sigma_{u}^{2}$; and (iii) the fading state $h$ is a random variable with $\mathrm{E}\left[|h|^{2}\right]=1$.

Let us first introduce the concept of a block fading channel. A block fading channel refers to a slow fading channel whose coefficient is constant over an interval of large time $T$ and changes to another independent value, which is again constant over an interval of time $T$, and so on. The instantaneous mutual information between $s(q)$ and $x(q)$ of channel (12.1.9) conditional on channel state $h$ is given by

$$
I(s ; x \mid h)=\log _{2}\left(1+|h|^{2} \Gamma\right)
$$

Since $h$ is a random variable, the instantaneous mutual information is also a random variable. Thus, if the distribution of $|h|^{2}$ is known, the distribution of $I(s ; x \mid h)$ can be calculated accordingly.

The channel capacity of a fading channel can be quantified either in an ergodic sense or in an outage sense, yielding ergodic capacity and outage capacity.

The ergodic capacity of the SISO fading channel (12.1.9) is defined as

$$
C=\mathrm{E}\left[\log _{2}\left(1+|h|^{2} \Gamma\right)\right]
$$

where the expectation is taken over the channel state variable $h$. Physically speaking, the ergodic capacity defines the maximum (constant) rate of codes that can be transmitted over the channel and recovered with arbitrarily small probability of error when the codes are long enough to cover all the possible channel states.

In Fig. 12.6, we compare the capacities of the AWGN channel and the SISO Rayleigh fading channel with respect to the received SNR. Here, for the fading channel case, we have used the average received SNR. It can be seen that, at high SNR, the capacity of the fading channel increases by 1 bit/sec/Hz for every 3 dB increase in SNR, which is the same as for the AWGN channel.

Since the instantaneous mutual information is a random variable, if a code with constant rate $C_{0}$ is transmitted over the fading channel, this code cannot be correctly recovered at the receiver at a fading block whose instantaneous mutual information is lower than the code rate $C_{0}$, thus causing an outage event. We define the outage probability as the probability that the instantaneous mutual information is less than the rate of $C_{0}$; i.e.,

$$
P_{\text {out }}\left(C_{0}\right)=\operatorname{Pr}\left(I(s ; x \mid h)<C_{0}\right)
$$

Based on this, the $\alpha \%$ outage capacity $C_{\text {out }, \alpha \%}$ is defined as the maximum information rate of codes transmitted over the fading channel for which the outage probability does not exceed $\alpha \%$.


Fig. 12.6 The capacity comparison for AWGN channels and SISO Rayleigh fading channels.

## 2. MIMO fading channels

In order to analyze the capacity of MIMO fading channels, we make the following assumptions:
(A1) The channel vectors $\mathbf{h}_{i}$ can be represented as

$$
\begin{equation*}
\mathbf{h}_{i}=\left[X_{1 i}, X_{2 i}, \cdots, X_{p i}\right]^{\prime} \tag{12.1.10}
\end{equation*}
$$

for $i=1, \cdots, n$, where $X_{k i}$ 's are iid random variables with zero mean and unit variance; i.e., $\mathrm{E}\left[\left|X_{k i}\right|^{2}\right]=1$ for all $k$ 's and $i$ 's.
(A2) The $n$ symbols constituting the transmitted signal vector are drawn from a Gaussian codebook with $\mathbf{R}_{x}=\mathrm{E}\left[\mathbf{x}(q) \mathbf{x}^{*}(q)\right]$ and $\operatorname{tr}\left(\mathbf{R}_{x}\right)=\sigma_{s}^{2}$. This is the total power constraint.
(A3) The elements of $\mathbf{u}(q)$ are zero-mean, circularly symmetric complex Gaussian with $\mathbf{R}_{u}=\mathrm{E}\left[\mathbf{u}(q) \mathbf{u}^{*}(q)\right]=\sigma_{u}^{2} \mathbf{I}$.

The following two cases need to be considered separately when we study the MIMO channel capacity. In the first case, the channel state information (CSI) $\mathbf{H}$ is available at the transmitter side. This case is called the CSI-known case. In the second case, the CSI is unavailable at the transmitter side. This case is referred to as the CSI-unknown case. In both cases, we assume that the CSI is perfectly known at the receiver side.

Let us first look at the instantaneous mutual information under one CSI realization $\mathbf{H}$. Based on the distribution of $\mathbf{H}$, the distribution of the instantaneous mutual information can be derived. Similar to the SISO fading channel case, we study the ergodic capacity and outage capacity of MIMO fading channels.

Using singular-value decomposition (SVD), the $p \times n$ channel matrix $\mathbf{H}$ can be represented as

$$
\mathbf{H}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{*}
$$

where matrix $\mathbf{U}$ is a $p \times p$ unitary matrix $\left(\mathbf{U}^{*} \mathbf{U}=\mathbf{I}_{p}\right)$ and is called the left singular vector matrix of $\mathbf{H}$; matrix $\mathbf{V}$ is an $n \times n$ unitary matrix $\left(\mathbf{V}^{*} \mathbf{V}=\mathbf{I}_{n}\right)$, which is referred to as the right singular vector matrix of $\mathbf{H}$; and $\boldsymbol{\Sigma}$ is the $p \times n$ singular value matrix, the elements of which are zeros except that $(\boldsymbol{\Sigma})_{i, i}=\sigma_{i} \geq 0$, where $\sigma_{1} \geq \ldots \geq \sigma_{M} \geq 0(M=\min (n, p))$ are the singular values of $\mathbf{H}$. Note that $\mathbf{H H}^{*}=\mathbf{U} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{*} \mathbf{U}^{*}$, and thus $\lambda_{i}=\sigma_{i}^{2}, \forall i$ are the nonzero eigenvalues of $\mathbf{H H}{ }^{*}$.

## (i). MIMO fading channels for CSI-known case

When CSI is available at the transmitter, joint transmit and receive beamforming can be used to decouple the MIMO fading channel into $M$ SISO fading channels. Figure 12.7 shows the block diagram of the decoupling process.


Fig. 12.7 Block diagram of joint transmit and receive eigen-beamforming.

At the transmitter side, we precode the transmitted signals using transmit beamforming:

$$
\mathrm{x}=\mathrm{Vs}
$$

Then the received signal vector is given by

$$
\begin{aligned}
\mathbf{y} & =\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{*} \mathbf{V} \mathbf{s}+\mathbf{u} \\
& =\mathbf{U} \boldsymbol{\Sigma} \mathbf{s}+\mathbf{u}
\end{aligned}
$$

At the receiver side, if we premultiply $\mathbf{y}$ with $\mathbf{U}^{*}$ (this processing is called receive eigenbeamforming), we then have

$$
\begin{aligned}
\mathbf{z} & =\mathbf{\Sigma} \mathbf{s}+\mathbf{U}^{*} \mathbf{u} \\
& =\boldsymbol{\Sigma} \mathbf{s}+\tilde{\mathbf{u}}
\end{aligned}
$$

Note that $\tilde{\mathbf{u}}=\mathbf{U}^{*} \mathbf{u}$, and thus $\mathbf{R}_{\tilde{u}}=\mathrm{E}\left[\tilde{\mathbf{u}} \tilde{\mathbf{u}}^{*}\right]=\mathrm{E}\left[\mathbf{U}^{*} \mathbf{u} \mathbf{u}^{*} \mathbf{U}\right]=\sigma_{u}^{2} \mathbf{I}$. Therefore, we have

$$
z_{i}=\sigma_{i} s_{i}+\tilde{u}_{i}, \quad i=1, \ldots, M
$$

From the above, it can be seen that with CSI known, the MIMO channel has been decoupled into $M$ SISO channels through joint transmit and receive beamforming. That is to say, $M$ data streams can be transmitted in a parallel manner.

Suppose the transmission power to the $i$-th data stream is $\gamma_{i}=\mathrm{E}\left[\left|s_{i}\right|^{2}\right]$. Then the SNR for this data stream is given by

$$
S N R_{i}=\frac{\sigma_{i}^{2} \mathrm{E}\left[\left|s_{i}\right|^{2}\right]}{\mathrm{E}\left[\left|\tilde{u}_{i}\right|^{2}\right]}=\frac{\sigma_{i}^{2} \gamma_{i}}{\sigma_{u}^{2}}
$$

Note that the total power over the $M$ data streams has to be less than or equal to $\sigma_{s}^{2}$; i.e., $\sum_{i=1}^{M} \gamma_{i} \leq \sigma_{s}^{2}$.

The capacity of the MIMO channel under channel state $\mathbf{H}$ is equal to the sum of the individual SISO channel's capacity

$$
I_{\mathbf{H}}=\sum_{i=1}^{M} \log _{2}\left(1+\frac{\sigma_{i}^{2} \gamma_{i}}{\sigma_{u}^{2}}\right)=\sum_{i=1}^{M} \log _{2}\left(1+\frac{\lambda_{i} \gamma_{i}}{\sigma_{u}^{2}}\right)
$$

under the power constraint $\sum_{i=1}^{M} \gamma_{i} \leq \sigma_{s}^{2}$ (see Fig 12.8).
If equal power is allocated to each data stream (i.e., $\gamma_{i}=\frac{\sigma_{s}^{2}}{M}$ ), then

$$
\begin{equation*}
I_{\mathbf{H}}^{(\mathrm{EP})}=\sum_{i=1}^{M} \log _{2}\left(1+\frac{\lambda_{i} \sigma_{s}^{2}}{M \sigma_{u}^{2}}\right) \tag{12.1.11}
\end{equation*}
$$

In order to achieve maximum capacity, we can allocate different powers to the data streams using the Lagrangian method. Define the objective function

$$
J\left(\gamma_{1}, \cdots, \gamma_{M}\right)=\sum_{i=1}^{M} \log _{2}\left(1+\frac{\lambda_{i} \gamma_{i}}{\sigma_{u}^{2}}\right)-\mu_{1}\left(\sum_{i=1}^{M} \gamma_{i}-\sigma_{s}^{2}\right)
$$



Fig. 12.8 A MIMO channel is equivalent to a set of parallel SISO channels.

Calculating $\frac{\partial J\left(\gamma_{1}, \cdots, \gamma_{M}\right)}{\partial \gamma_{i}}$ and setting $\frac{\partial J\left(\gamma_{1}, \cdots, \gamma_{M}\right)}{\partial \gamma_{i}}=0$ for all $i$ 's, we obtain the water-filling solution

$$
\gamma_{i}^{*}=\left(\mu-\frac{\sigma_{u}^{2}}{\lambda_{i}}\right)^{+}, \quad i=1, \cdots, M
$$

where $\mu$ is the water level for which the equality power constraint is satisfied, $(x)^{+}=x$ for $x \geq 0$, and $(x)^{+}=0$ for $x<0$. With the water-filling power allocation, the channel capacity can then be calculated as

$$
I_{\mathbf{H}}^{(\mathrm{WF})}=\sum_{i=1}^{M} \log _{2}\left(1+\frac{\lambda_{i} \gamma_{i}^{*}}{\sigma_{u}^{2}}\right) .
$$

For block fading channels, both $I_{\mathbf{H}}^{(\mathrm{EP})}$ and $I_{\mathbf{H}}^{(\mathrm{WF})}$ are random variables. If the distribution of the eigenvalues is known, we can then calculate the distributions of $I_{\mathbf{H}}^{(\mathrm{EP})}$ and $I_{\mathrm{H}}^{(\mathrm{WF})}$.

Taking expectations on $I_{\mathbf{H}}^{(\mathrm{EP})}$ and $I_{\mathbf{H}}^{(\mathrm{WF})}$ over the random matrix $\mathbf{H}$, we obtain the ergodic capacities of the MIMO fading channels as

$$
\begin{aligned}
C^{(\mathrm{EP})} & =\mathrm{E}_{\mathbf{H}}\left[I_{\mathbf{H}}^{(\mathrm{EP})}\right]=\mathrm{E}_{\boldsymbol{\Lambda}}\left[\sum_{i=1}^{M} \log _{2}\left(1+\frac{\lambda_{i} \sigma_{s}^{2}}{M \sigma_{u}^{2}}\right)\right], \\
C^{(\mathrm{WF})} & =\mathrm{E}_{\mathbf{H}}\left[I_{\mathbf{H}}^{(\mathrm{WF})}\right]=\mathrm{E}_{\boldsymbol{\Lambda}}\left[\sum_{i=1}^{M} \log _{2}\left(1+\frac{\lambda_{i} \gamma_{i}^{*}}{\sigma_{u}^{2}}\right)\right] .
\end{aligned}
$$

Since $I_{\mathbf{H}}^{(\mathrm{WF})} \geq I_{\mathbf{H}}^{(\mathrm{EP})}$, thus $C^{(\mathrm{WF})} \geq C^{(\mathrm{EP})}$. In the high SNR regime, however, these two capacities tend to be equal.

The expressions of the ergodic capacities can be derived based on the eigenvalue distributions [196]. Alternatively, we may quantify the performance gain of using multiple antennas by looking at the lower bound of the ergodic capacity. In fact, for the CSI-known case with equal power allocation, a lower bound of the ergodic capacity of MIMO Rayleigh fading channels is given by ([224])

$$
\begin{equation*}
C=C(\Gamma) \geq M \log _{2}\left[1+\frac{\Gamma}{M} \exp \left(\frac{1}{M} \sum_{j=1}^{M} \sum_{k=1}^{Q-j} \frac{1}{k}-\gamma\right)\right] \tag{12.1.12}
\end{equation*}
$$

where $\gamma \approx 0.57721566$ is Euler's constant, $\Gamma=\frac{\sigma_{s}^{2}}{\sigma^{2}}$, and $Q=\max (n, p)$.
Let us define spatial multiplexing gain as $r=\lim _{\Gamma \rightarrow \infty} \frac{C(\Gamma)}{\log _{2}(\Gamma)}$. From (12.1.12), we can see that $r=\lim _{\Gamma \rightarrow \infty} \frac{C(\Gamma)}{\log _{2}(\Gamma)}=M$. Therefore, in the high SNR regime, the ergodic capacity increases by $M$ bits/sec/Hz for every 3 dB increase in the average SNR, $\Gamma$. Recall that for SISO AWGN channels and SISO Rayleigh fading channels, the capacity increases by $1 \mathrm{bit} / \mathrm{sec} / \mathrm{Hz}$ for every 3 dB increase of SNR in the high SNR regime. This shows the tremendous capacity gain by using MIMO antenna systems.

## (ii). MIMO fading channels for CSI-unknown case

In Part 3, we have proved that, when the CSI is known at the transmitter side, the spatial multiplexing gain for a $p \times n$ MIMO channel is equal to $M$, which is the minimum number of transmit and receive antennas. In practice, the CSI may not be available at the transmitter, so can we still achieve a spatial multiplexing gain of $M$ ? We deal with this question in this part.

For MIMO flat fading channels, when the input signals are iid Gaussian, the instantaneous mutual information between $\mathbf{x}$ and $\mathbf{y}$ under channel state $\mathbf{H}$ is given by ([113], [274])

$$
I_{\mathbf{H}}=\log _{2}\left\{\operatorname{det}\left(\pi e \mathbf{R}_{y}\right)\right\}-\log _{2}\left\{\operatorname{det}\left(\pi e \mathbf{R}_{u}\right)\right\}
$$

Since $\mathbf{R}_{y}=\mathrm{E}\left[\mathbf{y y}^{*}\right]=\mathbf{R}_{u}+\mathbf{H} \mathbf{R}_{x} \mathbf{H}^{*}$ and $\mathbf{R}_{u}=\sigma_{u}^{2} \mathbf{I}_{p}$, we have

$$
I_{\mathbf{H}}=\log _{2}\left\{\operatorname{det}\left(\mathbf{I}_{p}+\frac{\mathbf{H R}_{x} \mathbf{H}^{*}}{\sigma_{u}^{2}}\right)\right\}
$$

For the CSI-unknown case, we will choose the transmitted signal vector $\mathbf{x}$ such that $\mathbf{R}_{x}=\frac{\sigma_{s}^{2}}{n} \mathbf{I}_{n}$. Thus, if $n \geq p,{ }^{1}$

[^5]\[

$$
\begin{align*}
I_{\mathbf{H}} & =\log _{2}\left\{\operatorname{det}\left(\mathbf{I}_{p}+\frac{\sigma_{s}^{2}}{K \sigma_{u}^{2}} \mathbf{H} \mathbf{H}^{*}\right)\right\} \\
& =\log _{2}\left\{\operatorname{det}\left(\mathbf{I}_{p}+\frac{\sigma_{s}^{2}}{K \sigma_{u}^{2}} \mathbf{U} \boldsymbol{\Sigma} \mathbf{\Sigma}^{*} \mathbf{U}^{*}\right)\right\} \\
& =\log _{2}\left\{\operatorname{det}\left(\mathbf{I}_{p}+\frac{\sigma_{s}^{2}}{K \sigma_{u}^{2}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{*} \mathbf{U}^{*} \mathbf{U}\right)\right\} \\
& =\sum_{i=1}^{M} \log _{2}\left(1+\frac{\sigma_{s}^{2} \sigma_{i}^{2}}{n \sigma_{u}^{2}}\right)=\sum_{i=1}^{M} \log _{2}\left(1+\frac{\sigma_{s}^{2} \lambda_{i}}{K \sigma_{u}^{2}}\right)=I_{\boldsymbol{\Lambda}}, \tag{12.1.13}
\end{align*}
$$
\]

where again $\sigma_{i}$ is the $i$-th singular value of $\mathbf{H}$ and $\lambda_{i}$ is the $i$-th eigenvalue of $\mathbf{H H}^{*}$. On the other hand, if $n<p$,

$$
\begin{align*}
I_{\mathbf{H}} & =\log _{2}\left\{\operatorname{det}\left(\mathbf{I}_{p}+\frac{\sigma_{s}^{2}}{n \sigma_{u}^{2}} \mathbf{H} \mathbf{H}^{*}\right)\right\} \\
& =\log _{2}\left\{\operatorname{det}\left(\mathbf{I}_{n}+\frac{\sigma_{s}^{2}}{n \sigma_{u}^{2}} \mathbf{H}^{*} \mathbf{H}\right)\right\} \\
& =\log _{2}\left\{\operatorname{det}\left(\mathbf{I}_{n}+\frac{\sigma_{s}^{2}}{n \sigma_{u}^{2}} \mathbf{V} \boldsymbol{\Sigma}^{*} \boldsymbol{\Sigma} \mathbf{V}^{*}\right)\right\} \\
& =\log _{2}\left\{\operatorname{det}\left(\mathbf{I}_{n}+\frac{\sigma_{s}^{2}}{n \sigma_{u}^{2}} \mathbf{\Sigma}^{*} \boldsymbol{\Sigma} \mathbf{V}^{*} \mathbf{V}\right)\right\} \\
& =\sum_{i=1}^{M} \log _{2}\left(1+\frac{\sigma_{s}^{2} \lambda_{i}}{n \sigma_{u}^{2}}\right)=I_{\boldsymbol{\Lambda}} . \tag{12.1.14}
\end{align*}
$$

Combining (12.1.13) with (12.1.14) yields

$$
I_{\mathbf{H}}=\sum_{i=1}^{M} \log _{2}\left(1+\frac{\sigma_{s}^{2} \lambda_{i}}{K \sigma_{u}^{2}}\right) .
$$

When $n \leq p$, the formula above is the same as (12.1.11). That is to say, if the number of transmit antennas is not greater than the number of receive antennas, even when the CSI is unknown at the transmitter, the capacity of the MIMO channel is the same as that for the CSI-known case when equal power allocation is applied.

Taking the expectation on $I_{\mathbf{H}}$ over the random matrix $\mathbf{H}$, we obtain the ergodic capacity of the MIMO fading channel as

$$
C=\mathrm{E}_{\mathbf{H}}\left[I_{\mathbf{H}}\right]=\mathrm{E}_{\boldsymbol{\Lambda}}\left[\sum_{i=1}^{M} \log _{2}\left(1+\frac{\sigma_{s}^{2} \lambda_{i}}{n \sigma_{u}^{2}}\right)\right] .
$$

For MIMO Rayleigh fading channels, similar to the CSI-known case, we have the inequality

$$
C \geq M \log _{2}\left[1+\frac{\sigma_{s}^{2}}{n \sigma_{u}^{2}} \exp \left(\frac{1}{M} \sum_{j=1}^{M} \sum_{k=1}^{Q-j} \frac{1}{k}-\gamma\right)\right]
$$

Thus a spatial multiplexing gain of $M$ can be achieved for MIMO Rayleigh fading channels even when the CSI is unavailable at the transmitter side.

Figure 12.9 illustrates the ergodic capacities of MIMO fading channels with different antenna configurations for the CSI-unknown case. Here we also plot the lower bound of the ergodic capacity for $4 \times 4 \mathrm{MIMO}$ channels. It is seen that this lower bound is tight when the SNR is greater than 25 dB. Further, for asymmetric antenna configurations, for a given $M$ and at high SNR regime, there exists a fixed SNR loss when the transmit antenna number is larger than the receive antenna number.


Fig. 12.9 The ergodic capacity comparison for MIMO Rayleigh fading channels with different numbers of antennas.

### 12.1.5 Limiting Capacity of Random MIMO Channels

In the previous section, we studied the ergodic capacity of MIMO fading channels with limited dimensions of $n$ and $p$ and showed that for a random matrix channel with Rayleigh fading coefficients, the MIMO channel achieves a spatial multiplexing gain of $M$, which is the minimum of the transmit antenna number and receive antenna number.

In this section, we are interested in the limiting performance of the instantaneous mutual information for any given random channel realization when
$n \rightarrow \infty, p \rightarrow \infty$ with $\frac{p}{n} \rightarrow y$ (constant). For the sake of brevity, we assume that $n$ and $p$ scale up with the same speed; i.e., $\frac{n}{p}=1 / y$ for every $p$.

According to the spectral theory of large random matrices, under assumption (A1) in Part 2 of Subsection 12.1.4 and for the limiting case, the empirical distribution of the eigenvalues of $\frac{1}{p} \mathbf{H H}^{*}$ converges almost surely to the M-P law (see Chapter 3) whose density function is given by

$$
f_{y}(x)=(1-1 / y)^{+} \delta(x)+\frac{\sqrt{(x-a)^{+}(b-x)^{+}}}{2 \pi x y}
$$

where

$$
a=(1-\sqrt{y})^{2}, \quad b=(1+\sqrt{y})^{2} .
$$

## 1. CSI-unknown case

Now, let us look at the limiting capacity of MIMO fading channels with CSI unavailable at the transmitter side. We are interested in the normalized mutual information

$$
\begin{aligned}
\tilde{I}_{\mathbf{H}} & =\frac{1}{p} \log _{2}\left\{\operatorname{det}\left(\mathbf{I}_{p}+\frac{\sigma_{s}^{2}}{n \sigma^{2}} \mathbf{H} \mathbf{H}^{*}\right)\right\} \\
& =\frac{1}{p} \sum_{i=1}^{p} \log _{2}\left(1+\frac{\sigma_{s}^{2} \lambda_{i}}{n \sigma_{u}^{2}}\right)
\end{aligned}
$$

In the previous subsection, we defined $\lambda_{i}$ 's as the eigenvalues of $\mathbf{H H}^{*}$. In the limiting case, the ESD of $\tilde{\lambda}_{i}=\frac{\lambda_{i}}{n}, i=1, \cdots, p$, converges to $y f_{y}(x)$ almost surely for $x \in(a, b)$. Thus we have ([286])

$$
\begin{align*}
\tilde{I}_{\mathbf{H}} & =\frac{1}{p} \sum_{i=1}^{p} \log _{2}\left(1+\frac{\sigma_{s}^{2} \tilde{\lambda}_{i}}{\sigma_{u}^{2}}\right) \\
& \rightarrow \int_{a}^{b} \log _{2}(1+\Gamma x) f_{y}(x) d x  \tag{12.1.15}\\
& \triangleq \tilde{I}_{1}(\Gamma, y)
\end{align*}
$$

where $\Gamma=\frac{\sigma_{s}^{2}}{\sigma_{u}^{2}}$. The limit above is termed the Shannon transform of the M-P law, and the closed-form expression for the limit can be found in Chapter 3.

## 2. CSI-known case

We are interested in the normalized mutual information

$$
\tilde{I}_{\mathbf{H}}=\frac{1}{p} \log _{2}\left\{\operatorname{det}\left(\mathbf{I}_{p}+\frac{\sigma_{s}^{2}}{p \sigma_{u}^{2}} \mathbf{H} \mathbf{H}^{*}\right)\right\}
$$

$$
\begin{align*}
& =\frac{1}{p} \sum_{i=1}^{p} \log _{2}\left(1+\frac{\sigma_{s}^{2} \lambda_{i}}{p \sigma^{2}}\right) \\
& \rightarrow \int_{a}^{b} \log _{2}\left(1+\frac{1}{y} \Gamma x\right) f_{y}(x) d x  \tag{12.1.16}\\
& \triangleq \tilde{I}_{2}(\Gamma, y)
\end{align*}
$$

Note that $\tilde{I}_{1}(\Gamma, y)$ and $\tilde{I}_{1}(\Gamma, y)$ are only derived for the case $y<1$. For the case $y \geq 1$, the formulas (12.1.15) and (12.1.16) still hold, although the M-P laws are different in the point mass at the origin for the two cases.

### 12.1.6 A General DS-CDMA Model

In this section, we return to the DS-CDMA system and consider a more general model where information is simultaneously transmitted to multiple antennas. We assume we have $n$ users with $p$-dimensional spreading sequence $\mathbf{h}_{i}$ assigned to user $i$. We let $x_{i} \in \mathbb{R}$ denote user $i$ 's transmitted symbols, assumed to be iid standardized random variables across users, and $T_{i} \in \mathbb{R}^{+}$ user $i$ 's transmission power. We let $L$ denote the number of antennas and $\gamma_{i}(\ell)$ the fading channel gain from user $i$ to antenna $\ell$. With $\mathbf{x}_{\ell}$ and $\mathbf{u}_{\ell}$ denoting, respectively, the received signal vector and the received noise vector to antenna $\ell$, we have the matrix model in (12.1.1) for the transmission to the $\ell$-th antenna with $s_{i}=s_{i}(\ell)=x_{i} \sqrt{T_{i}} \gamma_{i}(\ell)$; that is,

$$
\mathbf{x}_{\ell}=\sum_{i=1}^{n} x_{i} \sqrt{T_{i}} \gamma_{i}(\ell) \mathbf{h}_{i}+\mathbf{u}_{\ell}
$$

The matrix $\mathbf{H}$ remains the same for all antennas. We assume the components of all the $\mathbf{u}_{\ell}$ are iid with mean zero and expected second absolute moment equal to $\sigma^{2}$.

Let $\mathbf{x}=\left[\mathbf{x}_{1}^{\prime}, \mathbf{x}_{2}^{\prime}, \ldots, \mathbf{x}_{L}^{\prime}\right]^{\prime}$. Estimating $x_{i}$ for each user is done by taking the inner product of $\mathbf{x}$ with an appropriate vector $\mathbf{c}_{i} \in \mathbb{C}^{p \ell}$, called the linear receiver for user $i$. Define

$$
\hat{\mathbf{h}}_{i}=\sqrt{T}_{i}\left[\gamma_{i}(1) \mathbf{h}_{i}^{\prime}, \gamma_{i}(2) \mathbf{h}_{i}^{\prime}, \cdots, \gamma_{i}(\ell) \mathbf{h}_{i}^{\prime}\right]^{\prime} .
$$

The quantity

$$
\frac{\left|\mathbf{c}_{1}^{*} \hat{\mathbf{h}}_{1}\right|^{2}}{\sigma^{2}\left\|\mathbf{c}_{1}\right\|^{2}+\sum_{i=2}^{n}\left|\mathbf{c}_{1}^{*} \hat{\mathbf{h}}_{i}\right|^{2}}
$$

is called the signal-to-interference ratio associated with user 1 and is typically used as a measure for evaluating the performance of the linear receiver. It can be shown that the choice of $\mathbf{c}_{1}$ that minimizes $\mathrm{E}\left(\mathbf{c}_{1}^{*} \mathbf{x}-x_{1}\right)^{2}$ also maximizes
the signal-to-interference ratio associated with user 1, the maximum value equal to

$$
\operatorname{SIR}_{1}=\hat{\mathbf{h}}_{1}^{*}\left(\sum_{i=2}^{K} \hat{\mathbf{h}}_{i} \hat{\mathbf{h}}_{i}^{*}+\sigma^{2} \mathbf{I}\right)^{-1} \hat{\mathbf{h}}_{1},
$$

where $\mathbf{I}$ is the $p L \times p L$ identity matrix.
Although SIR $_{1}$ does not depend on eigenvalues of a random matrix, when $n$ and $p$ are large, tools used in RMT, notably Lemma B. 26 and basic properties of matrices, can be implemented to prove a limit theorem as $n$ and $p$ approach infinity, while their ratio approaches a positive constant. The following is proven in Bai and Silverstein [28] (see also Cottatellucci and Müller [83] and Hanly and Tse [146], the latter containing a simplified version of this model):

Theorem 12.1. Let $\left\{h_{i j}: i, j=1,2, \ldots\right\}$ be a doubly infinite array of iid complex random variables with $\exp h_{11}=0$, $\exp \left|h_{11}\right|^{2}=1$. Define for $i=$ $1,2, \ldots, n \mathbf{h}_{i}=\mathbf{h}_{i}(n)=\left(h_{1 i}, h_{2 i}, \ldots, h_{p i}\right)^{\prime}$. We assume $n=n(p)$ and $n / p \rightarrow$ $y>0$ as $p \rightarrow \infty$. For each $p$, let $\gamma_{i}(\ell)=\gamma_{i}^{p}(\ell) \in \mathbb{C}, T_{i}=T_{i}^{p} \in \mathbb{R}^{+}$, $i=1, \ldots, n, \ell=1, \ldots, L$ be random variables, independent of $\mathbf{h}_{1}, \ldots, \mathbf{h}_{n}$. For each $p$ and $i$, let

$$
\boldsymbol{\alpha}_{i}=\boldsymbol{\alpha}_{i}^{p}=\sqrt{T_{i}}\left(\gamma_{i}(1), \ldots, \gamma_{i}(L)\right)^{\prime}
$$

Assume almost surely that the empirical distribution of $\boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{n}$ weakly converges to a probability distribution $H$ in $\mathbb{C}^{L}$.

Let $\boldsymbol{\beta}_{i}=\boldsymbol{\beta}_{i}(p)=\sqrt{T_{k}}\left(\gamma_{i}(1) \mathbf{h}_{i}^{\prime}, \ldots, \gamma_{i}(L) \mathbf{h}_{i}^{\prime}\right)^{\prime}$ and

$$
\mathbf{C}=\mathbf{C}(p)=\frac{1}{p} \sum_{i=2}^{n} \boldsymbol{\beta}_{i} \boldsymbol{\beta}_{i}^{*} .
$$

Define

$$
S I R_{1}=\frac{1}{p} \boldsymbol{\beta}_{1}^{*}\left(\mathbf{C}+\sigma^{2} \mathbf{I}\right)^{-1} \boldsymbol{\beta}_{1} .
$$

Then, with probability 1,

$$
\lim _{p \rightarrow \infty} S I R_{1}=T_{1} \sum_{\ell, \ell^{\prime}=1}^{L} \bar{\gamma}_{1}(\ell) \gamma_{1}\left(\ell^{\prime}\right) a_{\ell, \ell^{\prime}}
$$

where the $L \times L$ matrix $\mathbf{A}=\left(a_{\ell, \ell^{\prime}}\right)$ is nonrandom, Hermitian positive definite, and is the unique Hermitian positive definite matrix satisfying

$$
\mathbf{A}=\left(y \mathrm{E} \frac{\boldsymbol{\alpha} \boldsymbol{\alpha}^{*}}{1+\boldsymbol{\alpha}^{*} \mathbf{A} \boldsymbol{\alpha}}+\sigma^{2} \mathbf{I}_{L}\right)^{-1}
$$

where $\boldsymbol{\alpha} \in \mathbb{C}^{L}$ has distribution $H$ and $\mathbf{I}_{L}$ is the $L \times L$ identity matrix.

The theorem assumes the entries of the spreading sequences are iid with mean zero and variance $1 / p$. The scaling by $1 / \sqrt{p}$ is removed from the definition of the $\mathbf{h}_{i}$ 's.

Clearly $\mathrm{SIR}_{1}$ defined in this theorem is the same as the one initially introduced, with the only difference in notation being the removal of the scaling by $1 / \sqrt{n}$ in the definition of the $\mathbf{h}_{i}$ 's.

Two separate assumptions are imposed in Hanly and Tse. One of them restricts applications to scenarios where all the antennas are near each other. The other assumptions imposed lift the restrictions but assume for each user that independent spreading sequences are going to the $L$ antennas, which is completely unrealistic. Both assumptions assume the entries of the spreading sequences to be mean-zero complex Gaussian. Clearly Theorem 12.1 allows arbitrary scenarios to be considered. There is no restriction as to the placement of the antennas. Moreover, the general assumptions made on the entries of the $\mathbf{h}_{i}$ 's can allow them to be $\pm 1$, which is typically done in practice.

The proof of Theorem 12.1, besides relying on Lemma B.26, which essentially handles the random nature of $\mathrm{SIR}_{1}$, uses identities involving inverses of matrices expressed in block form, most notably the following.

Lemma 12.2. Suppose $\mathbf{A}_{1}, \ldots, \mathbf{A}_{L}$ are $p \times n$, and $\sigma^{2}>0$. Define the $\ell, \ell^{\prime}$ block of the $p L \times p L$ matrix $A$ by $\mathbf{A}_{\ell, \ell^{\prime}}=\mathbf{A}_{\ell} \mathbf{A}_{\ell^{\prime}}^{*}$ and, splitting $\left(\mathbf{A}+\sigma^{2} \mathbf{I}\right)^{-1}$ into $L^{2} p \times p$ matrices, let $\left(\mathbf{A}+\sigma^{2} \mathbf{I}\right)_{\ell, \ell^{\prime}}^{-1}$ denote its $\ell, \ell^{\prime}$ block. Then

$$
\left(\mathbf{A}+\sigma^{2} \mathbf{I}\right)_{\ell, \ell^{\prime}}^{-1}=\sigma^{-2}\left(\delta_{\ell, \ell^{\prime}} \mathbf{I}_{p}-\mathbf{A}_{\ell}\left(\sum_{\underline{\ell}} \mathbf{A}_{\underline{\ell}}^{*} \mathbf{A}_{\underline{\ell}}+\sigma^{2} \mathbf{I}_{n}\right)^{-1} \mathbf{A}_{\ell^{\prime}}^{*}\right)
$$

For further details, we refer the reader to Bai and Silverstein [28].

### 12.2 Application to Finance

Today, the financial environment is widely recognized to be riskier than it had been in past decades. The change was significant during the second half of the twentieth century. Price indices went up and the volatility of foreign exchange rates, interest rates, and commodity prices all increased. All firms and financial institutions are facing uncertainty due to changes in the financial markets. The markets for risk management products have grown dramatically since the 1980s. Risk management has become a key technique for all market participants. Risk should be carefully measured. Var (Value at risk) matrix and credit matrix have become popular terminologies in banks and fund management companies.

The wide adoption of modern computers in all financial institutions and markets has made it possible to do exchanges expeditiously and prices to vary abruptly. Also, the emergence of various mutual funds makes the in-
vestigation on finance global, and hence large dimensional data analysis has received tremendous attention in financial research. Over the last one or two decades, the application of RMT has appeared in many research papers and risk management institutions. For example, the correlation matrix and factor models that work on internal or external measures for financial risk have become well known in all financial institutions. In this section, we shall briefly introduce some applications of RMT to finance problems.

### 12.2.1 A Review of Portfolio and Risk Management

Optimal portfolio selection is a very useful strategy for investors. Since being proposed by Markowitz [205], it has received great attention and interest from both theoreticians and practitioners in finance.

The use of these criteria was defined in terms of the theory of rational behavior under risk and uncertainty as developed by von Neumann and Morgenstern [220] and Savage [250]. The relationship between many-period and single-period utility analyses was explained by Bellman [49], and algorithms were provided to compute portfolios that minimize variance or semivariance for various levels of expected returns once requisite estimates concerning securities are provided.

Portfolio theory refers to an investment strategy that seeks to construct an optimal portfolio by considering the relationship between risk and return. The fundamental issue of capital investment should no longer be to pick out good stocks but to diversify the wealth among different assets. The success of investment depends not only on return but also on risk. Risk is influenced by correlations between different assets such that the portfolio selection represents an optimization problem.

## 1. Optimal portfolio selection-mean-variance model

Suppose there are $p$ assets whose returns $R_{1}, \cdots R_{p}$ are random variables with known means $\mathrm{E} R_{i}$ and covariances $\operatorname{Cov}\left(R_{i}, R_{j}\right)$. Denote $\mathbf{R}=\left(R_{1}, \cdots R_{p}\right)^{\prime}$, $\mathbf{r}=\mathrm{ER}=\left(r_{1}, \cdots r_{p}\right)^{\prime}, \Sigma=\operatorname{Var} \mathbf{R}=\mathrm{E}(\mathbf{R}-\mathbf{r})(\mathbf{R}-\mathbf{r})^{\prime}=\left(\sigma_{i j}\right)$. Consider $\mathcal{P}$, a portfolio; i.e., a vector of weights (the ratio of different stocks in a portfolio, or loadings in some literature) $\mathbf{w}=\left(w_{1}, \cdots, w_{p}\right)^{\prime}$. We impose a budget constraint

$$
\sum_{i=1}^{p} w_{i}=\mathbf{w}^{\prime} \mathbf{1}=1
$$

where $\mathbf{1}$ is a vector of ones. If additionally $\forall i, w_{i} \geq 0$, the short sale is excluded.

If the return of a whole portfolio $\mathcal{P}$ is denoted by $R_{\mathcal{P}}$, then

$$
R_{\mathcal{P}}=\sum_{i=1}^{p} w_{i} R_{i}=\mathbf{w}^{\prime} \mathbf{R}
$$

and

$$
r_{\mathcal{P}}=\mathrm{E} R_{\mathcal{P}}=\sum_{i}^{p} w_{i} \mathrm{E} R_{i}=\sum_{i}^{p} w_{i} r_{i}=\mathbf{w}^{\prime} \mathbf{r}
$$

The variance (or risk) of return is $\sigma_{\mathcal{P}}^{2}=\mathbf{w}^{\prime} \Sigma \mathbf{w}$.
According to Markowitz, a rational investor always searches for $\mathbf{w}$ that minimizes the risk at a given level of expected return $R_{0}$,

$$
\min \left\{\mathbf{w}^{\prime} \Sigma \mathbf{w} \mid \mathbf{w}^{\prime} \mathbf{r} \geq R_{0} \text { and } \mathbf{w}^{\prime} \mathbf{1}=1, w_{i} \geq 0\right\}
$$

or its dual version to maximize the expected return under a given risk level $\sigma_{0}^{2}$,

$$
\max \left\{\mathbf{w}^{\prime} \mathbf{r} \mid \mathbf{w}^{\prime} \Sigma \mathbf{w} \leq \sigma_{0}^{2} \text { and } \mathbf{w}^{\prime} \mathbf{1}=1, w_{i} \geq 0\right\}
$$

When we use absolute deviation to measure risk, we get the mean absolute deviation model that minimizes $\mathrm{E}\left|\mathbf{w}^{\prime} \mathbf{R}-\mathbf{w}^{\prime} \mathbf{r}\right|$. If semivariance is considered, we minimize $\mathbf{w}^{\prime} V_{-} \mathbf{w}$, where

$$
\begin{gathered}
V_{-}=\operatorname{Cov}\left(\left(R_{i}-r_{i}\right)_{-},\left(R_{j}-r_{j}\right)_{-}\right) \\
\left(R_{i}-r_{i}\right)_{-}=\left[-\left(R_{i}-r_{i}\right)\right] \vee 0 .
\end{gathered}
$$

Sometimes a utility function is used to evaluate the investment performance, say $\ln x$. The utility of a portfolio $\mathcal{P}$ is $\sum_{i=1}^{p} \ln r_{i}$. Let $\widetilde{\Sigma}=\left(\widetilde{\sigma}_{i j}\right)$ be the semivariance as a measure of risk, where

$$
\tilde{\sigma}_{i j}=\operatorname{Cov}\left(\left(\ln R_{i}-\ln r_{i}\right)_{-},\left(\ln R_{j}-\ln r_{j}\right)_{-}\right) .
$$

Then, we come to the log-utility model:

$$
\min \left\{\mathbf{w}^{\prime} \widetilde{\Sigma} \mathbf{w} \mid \sum_{i=1}^{p} w_{i} \ln r_{i} \geq R_{0}, \quad \mathbf{w}^{\prime} \mathbf{1}=1, \quad w_{i} \geq 0\right\}
$$

A portfolio is said to be legitimate if it satisfies constraints $\mathbf{A w}=\mathbf{b}, \mathbf{w} \geq 0$. The reader should note that the expected return of a portfolio is denoted by $E$ and the variance of the portfolio by $V\left(V=\mathbf{w}^{\prime} \Sigma \mathbf{w}\right.$ or $\mathbf{w}^{\prime} \widetilde{\Sigma} \mathbf{w}$ in different models). An $E-V$ pair $\left(E_{0}, V_{0}\right)$ is said to be obtainable if there is a legitimate portfolio $\mathbf{w}_{0}$ such that $E_{0}=\mathbf{w}_{0}^{\prime} \mathbf{r}$ and $V_{0}=\mathbf{w}_{0}^{\prime} \Sigma \mathbf{w}_{0}$. An $E-V$ pair is said to be efficient if (1) the pair $\left(E_{0}, V_{0}\right)$ is obtainable and (2) there is no obtainable $\left(E_{1}, V_{1}\right)$ such that either $E_{1}>E_{0}$ while $V_{1} \leq V_{0}$ or $E_{1} \geq E_{0}$ while $V_{1}<V_{0}$. A portfolio $\mathbf{w}$ is efficient if it is legitimate and if its $E-V$ pair is efficient. The problem is to find the set of all efficient $E-V$ pairs and a legitimate portfolio for each efficient $E-V$ pair. Kuhn and Tucker's results [179] on
nonlinear programming are applicable in solving optimization problems. A simplex method is also applicable to the quadratic programming for portfolio selection, as shown by Wolfe [298].

## 2. Financial correlations and information extraction

Because the means and covariances of the return are practically unknown, to estimate the risk of a given portfolio it is natural to use the sample means vector and covariances of $R_{i, t}$ and $R_{j, t}$ of some historical data $\left\{\mathbf{R}_{t}=\left(R_{1, t}, \cdots, R_{p, t}\right)^{\prime}\right\}$ observed at discrete time instants $t=1, \ldots, n$,

$$
\hat{r}_{i}=\bar{R}_{i}=\frac{1}{n} \sum_{t=1}^{n} R_{i, t}, \quad \hat{\sigma}_{i j}=\widehat{\operatorname{Cov}}\left(R_{i}, R_{j}\right)=\frac{1}{n} \sum_{t=1}^{n}\left(R_{i, t}-\bar{R}_{i}\right)\left(R_{j, t}-\bar{R}_{j}\right) .
$$

Theoretically, the covariances can be well estimated from the historical data. But in real practice it is not the case. The empirical covariance matrix from historical data is in fact random and noisy. That means the optimal risk and return of a portfolio are in fact neither well estimated nor controllable. We are facing the problems of covariance matrix cleaning in order to construct an efficient portfolio.

To estimate the correlation matrix $\mathbf{C}=\left(C_{i j}\right)$, recalling $\Sigma=\mathbf{D C D}, \mathbf{D}=$ $\operatorname{diag}\left(\sigma_{1}, \ldots \sigma_{p}\right)$, where $\sigma_{i}^{2}$ is the variance of $R_{i}$, we need to determine the $p(p+1) / 2$ coefficients from the $p$-dimensional time series of length $n$. Denoting $y=p / n$, only when $y \ll 1$ can we accurately determine the true correlation matrix. Denote $X_{i, t}=\left(R_{i, t}-\bar{R}_{i}\right) / \sigma_{i}$, and the empirical correlation matrix (ECM) is $\mathbf{H}=\left(h_{i j}\right)$, where

$$
h_{i j}=\frac{1}{n} \sum_{t=1}^{n} X_{i, t} X_{j, t} .
$$

If $n<p$, the matrix $\mathbf{H}$ has $\operatorname{rank}(\mathbf{H})=n<p$ and thus has $p-n$ zero eigenvalues. The risk of a portfolio can then be measured by

$$
\frac{1}{n} \sum_{i, j, t} w_{i} \sigma_{i} X_{i, t} X_{j, t} w_{j} \sigma_{j} .
$$

It is expected to be close to $\sum_{i, j} w_{i} \sigma_{j} C_{i j} \sigma_{j} w_{j}$. The estimation above is unbiased with mean square error of order $\frac{1}{n}$. But the portfolio is not constructed by a linear function of $\mathbf{H}$, so the risk of a portfolio should be carefully evaluated.

Potters et al. [236] defined the in-sample, out-sample, and true minimum risk as

$$
\begin{gathered}
\Sigma_{\text {in }}=\mathbf{w}_{\mathbf{H}}^{\prime} \mathbf{H w}_{\mathbf{H}}=\frac{R_{0}^{2}}{\mathbf{r}^{\prime} \mathbf{H}^{-1} \mathbf{r}}, \\
\Sigma_{\text {true }}=\mathbf{w}_{\mathbf{C}}^{\prime} \mathbf{C w}_{\mathbf{C}}=\frac{R_{0}^{2}}{\mathbf{r}^{\prime} \mathbf{C}^{-1} \mathbf{r}},
\end{gathered}
$$

$$
\Sigma_{\text {out }}=\mathbf{w}_{\mathbf{H}}^{\prime} \mathbf{C w}_{\mathbf{H}}=R_{0}^{2} \frac{\mathbf{r}^{\prime} \mathbf{H}^{-1} \mathbf{C H}^{-1} \mathbf{r}}{\left(\mathbf{r}^{\prime} \mathbf{H}^{-1} \mathbf{r}\right)^{2}}
$$

where

$$
\mathbf{w}_{\mathbf{C}}=R_{0} \frac{\mathbf{C}^{-1} \mathbf{r}}{\mathbf{r}^{\prime} \mathbf{C}^{-1} \mathbf{r}}
$$

Since $\mathrm{E}(\mathbf{H})=\mathbf{C}$, for large $n$ and $p$ we have approximately

$$
\mathbf{r}^{\prime} \mathbf{H}^{-1} \mathbf{r} \sim \mathrm{E}\left(\mathbf{r}^{\prime} \mathbf{H}^{-1} \mathbf{r}\right) \geq \mathbf{r}^{\prime} \mathbf{C}^{-1} \mathbf{r}
$$

So, with high probability, we have

$$
\Sigma_{\text {in }} \leq \Sigma_{\text {true }} \leq \Sigma_{\text {out }}
$$

This indicates that the in-sample risk provides an underestimation of true risk, while the out-sample risk is an overestimation. Even when both the insample and out-sample risks are not unbiased estimators of the true risk, one might be thinking that the difference would become smaller when the sample size increased. However, that is not the case. When the true correlation matrix is the identity matrix I and $p / n \rightarrow y \in(0,1)$, Pafka et al. [225] showed that

$$
\Sigma_{\text {true }}=\frac{R_{0}^{2}}{\mathbf{r}^{\prime} \mathbf{r}}
$$

and

$$
\Sigma_{\text {in }} \simeq \Sigma_{\text {true }} \sqrt{1-y} \simeq \Sigma_{\text {out }}(1-y)
$$

When and only when $y \rightarrow 0$ will all three coincide.
Denote by $\lambda_{k}$ and $\left(V_{1, k}, \cdots, V_{p, k}\right)^{\prime}$ the eigenvalues and eigenvectors of the correlation matrix $\mathbf{H}$. Then the empirical loading weights are approximately

$$
w_{i} \propto \sum_{k, j} \lambda_{k}^{-1} V_{i, k} V_{j, k} r_{j}=r_{i}+\sum_{k, j}\left(\lambda_{k}^{-1}-1\right) V_{i, k} V_{j, k} r_{j}
$$

When $\sigma_{i}=1$, the optimal portfolio should invest proportionally to get the expected return $r_{i}$, which is the first term of the RHS of the expression above. The second term is in fact an error caused by the estimation error of the eigenvalues of the correlation matrix according to $\lambda>1$ or $\lambda<1$. It is possible that the Markowitz solution will allocate a large weight to a small eigenvalue and cause the domination of measurement noise. To avoid the instability of empirical risk, people might use

$$
w_{i} \propto r_{i}-\sum_{k \leq k^{*} ; j} V_{i, k} V_{j, k} r_{j}
$$

projecting out the $k^{*}$ eigenvectors corresponding to the largest eigenvalues.

## 3. Cleaning of ECM

Therefore, various methods of cleaning the ECM are developed in the literature; see Papp et al. [228], Sharifi et al. [253], and Conlon et al. [82], among others.

Shrinkage estimation is a way of correlation cleaning. Let $\mathbf{H}_{c}$ denote the cleaned correlation matrix

$$
\begin{aligned}
& \mathbf{H}_{c}=\alpha \mathbf{H}+(1-\alpha) \mathbf{I}, \\
& \lambda_{c, k}=1+\alpha\left(\lambda_{k}-1\right),
\end{aligned}
$$

where $\lambda_{c, k}$ is the $k$-th eigenvalue of $\mathbf{H}$. The parameter $\alpha$ is related to the expected signal-to-noise ratio, $\alpha \in(0,1)$. That $\alpha \rightarrow 0$ means the noise is large. Laloux et al. [182] suggest the eigenvalue cleaning method

$$
\lambda_{c, k}= \begin{cases}1-\delta, & \text { if } k>k^{*} \\ \lambda_{k}, & \text { if } k \leq k^{*}\end{cases}
$$

where $k^{*}$ is the number of meaningful sectors and $\delta$ is chosen to preserve the trace of the matrix. The choice of $k^{*}$ is based on random matrix theory. The key point is to fix $k^{*}$ such that eigenvalue $\lambda_{k^{*}}$ of $\mathbf{H}$ is close to the theoretical left edge of the random part of the eigenvalue distribution.

## 4. Spectral Theory of ECM

The spectrum discussed in Chapter 3 set up the foundation for applications here. Consider an ECM H of $p$ assets and $n$ data points, both large with $y=$ $p / n$ finite. Under existence of the second moments, the LSD of a correlation matrix

$$
R=\frac{1}{n} \mathbf{A} \mathbf{A}^{\prime}
$$

is

$$
P(x)=\frac{1}{2 \pi y \sigma^{2} x} \sqrt{(b-x)(x-a)} \quad x \in(a, b) \quad \text { (the M-P law) }
$$

where $\mathbf{A}$ is a $p \times n$ matrix with iid entries of zero mean and unit variance, $a, b=\sigma^{2}(1 \mp \sqrt{y})^{2}$ being the bounds of the M-P law. Comparing the eigenvalues of ECM with $P(x)$, one can identify the deviating eigenvalues. These deviating eigenvalues are said to contain information about the system under consideration. If the correlation matrix $\mathbf{C}$ has one eigenvalue larger than $1+\sqrt{y}$, it has been shown by Baik et al. [44] that the largest eigenvalue of the ECM H will be Gaussian with a center outside the "M-P sea" and a width $\sim \frac{1}{\sqrt{n}}$, smaller than the uncertainty on the bulk eigenvalues (of order $\sim \sqrt{y}$ ). Then the number $k^{*}$ can be determined by the expected edge of the bulk eigenvalues. The cleaned correlation matrix is used to construct the portfolio. Other cleaning methods include clustering analysis, by R. N. Mantegna. Empirical studies have reported that the risk of the optimized portfolio ob-
tained using the cleaned correlation matrix is more reliable (see LaLoux et al. [182]), and less than $5 \%$ of the eigenvalues appear to carry most of the information.

To extract information from noisy time series, we need to assess the degree to which an ECM is noise-dominated. By comparing the eigenspectra properties, we identify the eigenstates of the ECM that contain genuine information content. Other remaining eigenstates will be noise-dominated and unstable. To analyze the structure of eigenvectors lying outside the 'M-P sea,' Ormerod [223], and Rojkova et al. [242], calculate the inverse participation ratio (IPR) (see Plerou et al. [235, 234]). Given the $k$-th eigenvalue $\lambda_{k}$ and the corresponding eigenvector $\mathbf{V}_{k}$ with components $V_{k, i}$, the IPR is defined by

$$
I_{k}=\sum_{i=1}^{p}\left(V_{k, i}^{4}\right)
$$

It is commonly used in localization theory to quantify the contribution of different components of an eigenvector to the magnitude of that eigenvector. Two extreme cases are those where the eigenvector has identical components $V_{k, i}=\frac{1}{\sqrt{p}}$ or has only one nonzero component. For the two cases, we get $I_{k}=\frac{1}{p}$ and 1, respectively. When applied to finance, IPR is the reciprocal of the number of eigenvector components significantly different from zero (i.e., the number of economies contributing to that eigenvector). By analyzing the quarterly levels of GDP over the period 1977-2000 from the OECD database for EU economics, France, Germany, Italy, Spain and the UK, Ormerod shows that the co-movement over time between the growth rates of the EU economies does contain a large amount of information.

### 12.2.2 Enhancement to a Plug-in Portfolio

As mentioned in the last subsection, the plug-in procedure will cause the optimal portfolio selection to be strongly biased, and hence such a phenomenon is called "Markowitz's enigma" in the literature. In this subsection, we will introduce an improvement to the plug-in portfolio by using RMT. The main results are given in Bai it et al. [20].

## 1. Optimal Solution to the Portfolio Selection

As mentioned earlier, maximizing the return and minimizing the risk are complementary. Thus, we consider the maximization problem as

$$
\begin{equation*}
R=\max \mathbf{w}^{\prime} \boldsymbol{\mu} \text { subject to } \quad \mathbf{w}^{\prime} \mathbf{1} \leq 1 \text { and } \mathbf{w}^{\prime} \Sigma \mathbf{w} \leq \sigma_{0}^{2} \tag{12.2.17}
\end{equation*}
$$

We remark here that the condition $\mathbf{w}^{\prime} \mathbf{1}=1$ has been weakened to $\mathbf{w}^{\prime} \mathbf{1} \leq 1$ in order to prevent the maximization from having no solution if $\sigma_{0}^{2}$ is too
small. If $\sigma_{0}^{2}$ is large enough, the optimization solution automatically satisfies $\mathrm{w}^{\prime} \mathbf{1}=1$.

The solution is given as follows:

1. If

$$
\frac{\mathbf{1}^{\prime} \Sigma^{-1} \boldsymbol{\mu} \sigma_{0}}{\sqrt{\boldsymbol{\mu}^{\prime} \boldsymbol{\Sigma}^{-1} \boldsymbol{\mu}}} \leq 1
$$

then the optimal return $R$ and corresponding investment portfolio $\mathbf{w}$ will be

$$
R=\sigma_{0} \sqrt{\boldsymbol{\mu}^{\prime} \Sigma^{-1} \boldsymbol{\mu}}
$$

and

$$
\mathbf{w}=\frac{\sigma_{0}}{\sqrt{\boldsymbol{\mu}^{\prime} \Sigma^{-1} \boldsymbol{\mu}}} \Sigma^{-1} \boldsymbol{\mu} .
$$

2. If

$$
\frac{\mathbf{1}^{\prime} \Sigma^{-1} \boldsymbol{\mu} \sigma_{0}}{\sqrt{\boldsymbol{\mu}^{\prime} \boldsymbol{\Sigma}^{-\mathbf{1}} \boldsymbol{\mu}}}>1
$$

then the optimal return $R$ and corresponding investment portfolio $\mathbf{w}$ will be

$$
R=\frac{\mathbf{1}^{\prime} \Sigma^{-1} \boldsymbol{\mu}}{\mathbf{1}^{\prime} \Sigma^{-1} \mathbf{1}}+b\left(\boldsymbol{\mu}^{\prime} \Sigma^{-1} \boldsymbol{\mu}-\frac{\left(\mathbf{1}^{\prime} \Sigma^{-1} \boldsymbol{\mu}\right)^{2}}{\mathbf{1}^{\prime} \Sigma^{-1} \mathbf{1}}\right)
$$

and

$$
\mathbf{w}=\frac{\Sigma^{-1} \mathbf{1}}{\mathbf{1}^{\prime} \Sigma^{-1} \mathbf{1}}+b\left(\Sigma^{-1} \boldsymbol{\mu}-\frac{\mathbf{1}^{\prime} \Sigma^{-1} \mu}{\mathbf{1}^{\prime} \Sigma^{-1} \mathbf{1}} \Sigma^{-1} \mathbf{1}\right)
$$

where

$$
b=\sqrt{\frac{\mathbf{1}^{\prime} \sum^{-1} 1 \sigma_{0}^{2}-1}{\boldsymbol{\mu}^{\prime} \Sigma^{-1} \boldsymbol{\mu} \mathbf{1}^{\prime} \Sigma^{-1} 1-\left(\mathbf{1}^{\prime} \Sigma^{-1} \boldsymbol{\mu}\right)^{2}}} .
$$

## 2. Overprediction of the Plug-in Procedure

As mentioned earlier, the substitution of the sample mean and covariance matrix into Markowitz's optimal selection (called the plug-in procedure) will always cause the empirical return to be much higher than the theoretical optimal return. We call this phenomenon "overprediction" of the plug-in procedure. The following theorem theoretically proves this phenomenon under very mild conditions.

Theorem 12.3. Assume that $\mathbf{y}_{1}, \cdots, \mathbf{y}_{n}$ are $n$ independent random $p$-vectors of iid entries with mean zero and variance 1. Suppose that $\mathbf{x}_{k}=\boldsymbol{\mu}+\mathbf{z}_{k}$ with $\mathbf{z}_{k}=\Sigma^{\frac{1}{2}} \mathbf{y}_{k}$, where $\boldsymbol{\mu}$ is an unknown p-vector and $\Sigma$ is an unknown $p \times p$ covariance matrix. Also, we assume that the entries of $\mathbf{y}_{k}$ 's have finite fourth moments and that as $p / n \rightarrow y \in(0,1)$ we have

$$
\frac{\boldsymbol{\mu}^{\prime} \Sigma^{-1} \boldsymbol{\mu}}{n} \rightarrow a_{1}, \quad \frac{\mathbf{1}^{\prime} \Sigma^{-1} 1}{n} \rightarrow a_{2}, \quad \frac{\mathbf{1}^{\prime} \Sigma^{-1} \boldsymbol{\mu}}{n}, \rightarrow a_{3}
$$

satisfying $a_{1} a_{2}-a_{3}^{2}>0$. Then, with probability 1 , we have
$\lim _{n \rightarrow \infty} \frac{\hat{\hat{R}}_{p}}{\sqrt{n}}=\left\{\begin{array}{l}\sqrt{\gamma a_{1}}>\lim _{n \rightarrow \infty} \frac{R^{(1)}}{\sqrt{n}}=\sqrt{a_{1}}, \quad \text { when } a_{3}<0, \\ \sigma_{0} \sqrt{\frac{\gamma\left(a_{1} a_{2}-a_{3}^{2}\right)}{a_{2}}}>\lim _{n \rightarrow \infty} \frac{R^{(2)}}{\sqrt{n}}=\sigma_{0} \sqrt{\frac{a_{1} a_{2}-a_{3}^{2}}{a_{2}}}, \text { when } a_{3}>0,\end{array}\right.$
where $R^{(1)}$ and $R^{(2)}$ are the returns for the two cases given in the last paragraph, $\gamma=\int_{a}^{b} \frac{1}{x} d F_{y}(x)=\frac{1}{1-y}>1, a=(1-\sqrt{y})^{2}$, and $b=(1+\sqrt{y})^{2}$.

Remark 12.4. The optimal return takes the form $R^{(1)}$ if $\mathbf{1}^{\prime} \Sigma^{-1} \boldsymbol{\mu}<$ $\sqrt{\boldsymbol{\mu}^{\prime} \Sigma^{-1} \boldsymbol{\mu}}$. When $a_{3}<0$, for all large $n$, the condition for the first case holds, and hence we obtain the limit for the first case. If $a_{3}>0$, the condition $\mathbf{1}^{\prime} \Sigma^{-1} \boldsymbol{\mu}<\sqrt{\boldsymbol{\mu}^{\prime} \Sigma^{-1} \boldsymbol{\mu}}$ is eventually not true for all large $n$ and hence the return takes the form $R^{(2)}$. When $a_{3}=0$, the case becomes very complicated. The return may attain the value in both cases and, hence, $\frac{\hat{\hat{R}}_{p}}{\sqrt{n}}$ may jump between the two limit points.

To illustrate the overprediction phenomenon, for simplicity we generate $p$ branch standardized security returns from a multivariate normal distribution with mean $\boldsymbol{\mu}=\left(\mu_{1}, \cdots, \mu_{p}\right)^{\prime}$ and identity covariance matrix $\Sigma=\mathbf{I}$. Given the level of risk with the known population mean vector, $\boldsymbol{\mu}$, and known population covariance matrix, $\Sigma$, we can compute the theoretical optimal allocation w and thereafter compute the theoretical optimal return, $R$, for the portfolios. Using this data set, we compute the sample mean, $\overline{\mathbf{x}}$, and covariance matrix, $\mathbf{S}$, and then the plug-in return, $\hat{R}_{p}$, and its corresponding plug-in allocation, $\hat{\mathbf{w}}_{p}$. We finally plot the theoretical optimal returns $R$ and the plug-in returns $\hat{R}_{p}$ against different values of $p$ with the fixed sample size $n=500$ in Fig. 12.10. We present the simulated theoretical optimal returns $R$ and the plugin returns $\hat{R}_{p}$ in Table 12.1 for two different cases: (A) for different values of $p$ with the same dimension-to-sample-size ratio $p / n(=0.5)$ and (B) for the same value of $p(=252)$ but different dimension-to-sample-size ratios $p / n$.

From Fig. 12.10 and Table 12.1, we find the following: (1) the plug-in return $\hat{R}_{p}$ is close to the theoretical optimal return $R$ when $p$ is small $(\leq 30)$; (2) when $p$ is large $(\geq 60)$, the difference between the theoretical optimal return $R$ and the plug-in return $\hat{R}_{p}$ becomes dramatically large; (3) the larger the $p$, the greater the difference; and (4) when $p$ is large, the plug-in return $\hat{R}_{p}$ is always larger than the theoretical optimal return $R$. These confirm the "Markowitz optimization enigma" that the plug-in return $\hat{R}_{p}$ should not be used in practice.

## 3. Enhancement by bootstrapping

Now, we construct a parametric bootstrap-corrected estimate $\hat{R}_{p}$ as follows.


Fig. 12.10 Empirical and theoretical optimal returns. Solid line-the theoretic optimal return $R=\mathbf{w}^{\prime} \boldsymbol{\mu}$; dashed line-the plug-in return $\hat{R}_{p}=\mathbf{w}_{p l}^{\prime} \boldsymbol{\mu}$.

Table 12.1 Performance of $\hat{R}_{p}$ and $\hat{\hat{R}}_{p}$.

| $p$ | $p / n$ | $R$ | $\hat{R}_{p}$ | $\hat{\hat{R}}_{p}$ | $p$ $p / n$ <br> 100 0.5 9.77 | 13.89 | 13.96 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 200 | 0.5 | 13.93 | 19.67 | 19.73 |  |  |  |
| 300 | 0.5 | 17.46 | 24.63 | 24.66 |  |  |  |
| 400 | 0.5 | 19.88 | 27.83 | 27.85 | $\hat{R}_{p}$ | $\hat{\hat{R}}_{p}$ |  |
| 500 | 0.5 | 22.29 | 31.54 | 31.60 |  |  |  |
| 252 | 14.71 | 20.95 | 21.00 |  |  |  |  |
| 252 | 0.6 | 14.71 | 23.42 | 23.49 |  |  |  |
| 252 | 0.7 | 14.71 | 26.80 | 26.92 |  |  |  |
| 252 | 0.8 | 14.71 | 33.88 | 34.05 |  |  |  |
| 252 | 0.9 | 14.71 | 48.62 | 48.74 |  |  |  |

Note: In the table, $\hat{\hat{R}}_{p}=\hat{\mathbf{w}}^{\prime} \overline{\mathbf{X}}$ is the estimated return. The table compares the performance between $\hat{R}_{p}$ and $\hat{\hat{R}}_{p}$ for the same $p / n$ ratio with different numbers of assets, $p$, and for the same $p$ with different $p / n$ ratios where $n$ is the number of samples and $R$ is the optimal return defined in (12.2.17).

To avoid the singularity of the resampled covariance matrix, we employ the parametric bootstrap method. Suppose that $\chi=\left\{\mathbf{x}_{1}, \cdots, \mathbf{x}_{n}\right\}$ is the data set. Denote its sample mean and covariance matrix by $\overline{\mathbf{x}}$ and $\mathbf{S}$. First, draw a resample $\chi^{*}=\left\{\mathbf{x}_{1}^{*}, \cdots, \mathbf{x}_{n}^{*}\right\}$ from the $p$-variate normal distribution with mean vector $\overline{\mathbf{x}}$ and covariance matrix $\mathbf{S}$. Then, invoking Markowitz's optimization procedure again on the resample $\chi^{*}$, we obtain the bootstrapped "plug-in" allocation, $\hat{\mathbf{w}}_{p}^{*}$, and the bootstrapped "plug-in" return, $\hat{R}_{p}^{*}$, such that

$$
\begin{equation*}
\hat{R}_{p}^{*}=\hat{\mathbf{c}}_{p}^{* T} \overline{\mathbf{x}}^{*} \tag{12.2.18}
\end{equation*}
$$

where $\overline{\mathbf{x}}^{*}=\frac{1}{n} \sum_{1}^{n} \mathbf{x}_{k}^{*}$.
We remind the reader that the bootstrapped "plug-in" allocation $\hat{\mathbf{w}}_{p}^{*}$ will be different from the original "plug-in" allocation $\hat{\mathbf{w}}_{p}$ and, similarly, the bootstrapped "plug-in" return $\hat{R}_{p}^{*}$ is different from the "plug-in" return $\hat{R}_{p}$, but by Theorem 12.3 one can easily prove the following theorem.
Theorem 12.5. Under the conditions in Theorem 12.3 and using the bootstrapped plug-in procedure as described above, we have

$$
\begin{equation*}
\sqrt{\gamma}\left(R-\hat{R}_{p}\right) \simeq \hat{R}_{p}-\hat{R}_{p}^{*} \tag{12.2.19}
\end{equation*}
$$

where $\gamma$ is defined in Theorem 12.3, $R$ is the theoretical optimal return, $\hat{R}_{p}$ is the plug-in return estimate obtained by the original sample $\chi$, and $\hat{R}_{p}^{*}$ is the bootstrapped plug-in return obtained by the bootstrapped sample $\chi^{*}$.

This theorem leads to the bootstrap-corrected return estimate $\hat{R}_{b}$ and the bootstrap-corrected portfolio $\hat{\mathbf{w}}_{b}$,

$$
\begin{align*}
& \hat{R}_{b}=\hat{R}_{p}+\frac{1}{\sqrt{\gamma}}\left(\hat{R}_{p}-\hat{R}_{p}^{*}\right), \\
& \hat{\mathbf{w}}_{b}=\hat{\mathbf{w}}_{p}+\frac{1}{\sqrt{\gamma}}\left(\hat{\mathbf{w}}_{p}-\hat{\mathbf{w}}_{p}^{*}\right) . \tag{12.2.20}
\end{align*}
$$

## 4. Monte Carlo study

Now, we present some simulation results showing the superiority of both $\hat{R}_{b}$ and $\hat{\mathbf{w}}_{b}$ over their plug-in counterparts $\hat{R}_{p}$ and $\hat{\mathbf{w}}_{p}$. To this end, we first define the bootstrap-corrected difference, $d_{b}^{R}$, for the return as the difference between the bootstrap-corrected optimal return estimate $\hat{R}_{b}$ and the theoretical optimal return $R$; that is,

$$
\begin{equation*}
d_{b}^{R}=\hat{R}_{b}-R \tag{12.2.21}
\end{equation*}
$$

which will be used to compare with the plug-in difference,

$$
\begin{equation*}
d_{p}^{R}=\hat{R}_{p}-R \tag{12.2.22}
\end{equation*}
$$

To compare the bootstrapped allocation with the plug-in allocation, we define the bootstrap-corrected difference norm $d_{b}^{w}$ and the plug-in difference norm $d_{p}^{w}$ by

$$
\begin{equation*}
d_{b}^{w}=\left\|\hat{\mathbf{w}}_{b}-\mathbf{w}\right\| \quad \text { and } \quad d_{p}^{w}=\left\|\hat{\mathbf{w}}_{p}-\mathbf{w}\right\| . \tag{12.2.23}
\end{equation*}
$$

In the Monte Carlo study, we resample 30 times to get the bootstrapped allocations and then use the average of the bootstrapped allocations to construct the bootstrap-corrected allocation and return for each case of $n=500$ and $p=100,200$, and 300. The results are depicted in Fig. 12.11.

From Fig. 12.11, we find the desired property that $d_{b}^{R}\left(d_{b}^{w}\right)$ is much smaller than $d_{p}^{R}\left(d_{p}^{w}\right)$ for all cases. This suggests that the estimate obtained by uti-


Fig. 12.11 Comparison of portfolio allocations and returns. Solid line- $d_{p}^{R}$ and $d_{p}^{w}$, respectively; dashed line- $d_{b}^{R}$ and $d_{b}^{w}$, respectively.
lizing the bootstrap-corrected method is much more accurate in estimating the theoretical value than that obtained by using the plug-in procedure. Furthermore, as $p$ increases, the two lines of $d_{p}^{R}$ and $d_{b}^{R}$ (or $d_{p}^{w}$ and $d_{b}^{w}$ ) on each level as shown in Fig. 12.11 separate further, implying that the magnitude of improvement from $d_{p}^{R}\left(d_{p}^{w}\right)$ to $d_{b}^{R}\left(d_{b}^{w}\right)$ is remarkable.

To further illustrate the superiority of our estimate over the traditional plug-in estimate, we simulated the mean square errors (MSEs) of the various estimates for different $p$ and plot these values in Fig. 12.12. In addition, we define their relative efficiencies (REs) for both allocations and returns to be

$$
\begin{equation*}
R E_{p, b}^{w}=\frac{M S E\left(d_{p}^{w}\right)}{\operatorname{MSE}\left(d_{b}^{w}\right)} \quad \text { and } \quad R E_{p, b}^{R}=\frac{M S E\left(d_{p}^{R}\right)}{\operatorname{MSE}\left(d_{b}^{R}\right)} \tag{12.2.24}
\end{equation*}
$$

and report their values in Table 12.2.

## 5. Comments and discussions

Comparing the MSE of $d_{b}^{R}\left(d_{b}^{w}\right)$ with that of $d_{p}^{R}\left(d_{p}^{w}\right)$ in Table 12.2 and Fig. 12.12, the MSEs of both $d_{b}^{R}$ and $d_{b}^{w}$ have been reduced dramatically from those of $d_{p}^{R}$ and $d_{p}^{w}$, indicating that our proposed estimates are superior. We find that the MSE of $d_{b}^{R}$ is only 0.04 , improving 6.25 times over that of $d_{p}^{R}$ when $p=50$. When the number of assets increases, the improvement becomes much more substantial. For example, when $p=350$, the MSE of $d_{b}^{R}$ is only 1.59 but the MSE of $d_{p}^{R}$ is 220.43 , improving 138.64 times over that of $d_{p}^{R}$.


Fig. 12.12 MSE comparison between the empirical and corrected portfolio allocations/returns. Solid Line-the MSE of $d_{p}^{R}$ and $d_{p}^{c}$, respectively; dashed line- the MSE of $d_{b}^{R}$ and $d_{b}^{c}$, respectively.

Table 12.2 MSE and relative efficiency comparison.

|  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| p | $\operatorname{MSE}\left(d_{p}^{R}\right)$ | $\operatorname{MSE}\left(d_{b}^{R}\right)$ | $\operatorname{MSE}\left(d_{p}^{w}\right)$ | $\operatorname{MSE}\left(d_{b}^{w}\right)$ | $R E_{p, b}^{R}$ | $R E_{p, b}^{w}$ |
| $p=50$ | 0.25 | 0.04 | 0.13 | 0.12 | 6.25 | 1.08 |
| $p=100$ | 1.79 | 0.12 | 0.32 | 0.26 | 14.92 | 1.23 |
| $p=150$ | 5.76 | 0.29 | 0.65 | 0.45 | 19.86 | 1.44 |
| $p=200$ | 16.55 | 0.36 | 1.16 | 0.68 | 45.97 | 1.71 |
| $p=250$ | 44.38 | 0.58 | 2.17 | 1.06 | 76.52 | 2.05 |
| $p=300$ | 97.30 | 0.82 | 4.14 | 1.63 | 118.66 | 2.54 |
| $p=350$ | 220.43 | 1.59 | 8.03 | 2.52 | 138.64 | 3.19 |

This is an unbelievable improvement. We note that when both $n$ and $p$ are bigger, the relative efficiency of our proposed estimate over the traditional plug-in estimate could be much larger. On the other hand, the improvement from $d_{p}^{c}$ to $d_{b}^{w}$ is also tremendous.

We illustrate the superiority of our approach by comparing the estimates of the bootstrap-corrected return and the plug-in return for daily S\&P500 data. To match our simulation of $n=500$ as shown in Table 12.2 and Fig. 12.12, we choose 500 daily data backward from December 30, 2005, for all companies listed in the S\&P500 as the database for our estimation. We then choose the number of assets $(p)$ from 5 to 400 , and, for each $p$, we select $p$ stocks from the S\&P500 database randomly without replacement and compute the
plug-in return and the corresponding bootstrap-corrected return. We plot the plug-in returns and the corresponding bootstrap-corrected returns in Fig. 12.13 and report these returns and their ratios in Table 12.3 for different $p$. We also repeat the procedure $(m=) 10$ and 100 times for checking. For each $m$ and for each $p$, we first compute the bootstrap-corrected returns and the plug-in returns. Thereafter, we compute their averages for both the bootstrap-corrected returns and the plug-in returns and plot these values in Panels 2 and 3 of Fig. 12.13, respectively, for comparison with the results in Panel 1 for $m=1$.


Fig. 12.13 Comparison in returns. Solid line-plug-in return; dashed line-bootstrapcorrected return.

From Table 12.2 and Fig. 12.13, we find that, as the number of assets increases, (1) the values of the estimates from both the bootstrap-corrected returns and the plug-in returns for the S\&P500 database increase, and (2) the values of the estimates of the plug-in returns increase much faster than those of the bootstrap-corrected returns and thus their differences become wider. These empirical findings are consistent with the theoretical discovery of the "Markowitz optimization enigma," that the estimated plug-in return is always larger than its theoretical value and their difference becomes larger when the number of assets is large.

Comparing Figs. 12.12 and 12.13 (or Tables 12.3 and 12.1), one will find that the shapes of the graphs of both the bootstrap-corrected returns and the corresponding plug-in returns are similar to those in Fig. 12.10. This suggests that our empirical findings based on the S\&P500 are consistent

Table 12.3 Plug-in returns and bootstrap-corrected returns.

| $p$ | $\mathrm{m}=1$ |  |  | $\mathrm{m}=10$ |  |  | $\mathrm{m}=100$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\hat{R_{p}}$ | $\hat{R}{ }^{\text {b }}$ | $\hat{R_{b}} / \hat{R_{p}}$ | $\hat{R_{p}}$ | $\hat{R_{b}}$ | $\hat{R_{b}} / \hat{R_{p}}$ | $\hat{R_{p}}$ | $\hat{R_{b}}$ | $\hat{R_{b}} / \hat{R_{p}}$ |
| 5 | 0.142 | 0.116 | 0.820 | 0.106 | 0.074 | 0.670 | 0.109 | 0.072 | 0.632 |
| 10 | 0.152 | 0.092 | 0.607 | 0.155 | 0.103 | 0.650 | 0.152 | 0.097 | 0.616 |
| 20 | 0.179 | 0.09 | 0.503 | 0.204 | 0.120 | 0.576 | 0.206 | 0.121 | 0.573 |
| 30 | 0.218 | 0.097 | 0.447 | 0.259 | 0.154 | 0.589 | 0.254 | 0.148 | 0.576 |
| 50 | 0.341 | 0.203 | 0.597 | 0.317 | 0.171 | 0.529 | 0.319 | 0.174 | 0.541 |
| 100 | 0.416 | 0.177 | 0.426 | 0.482 | 0.256 | 0.530 | 0.459 | 0.230 | 0.498 |
| 150 | 0.575 | 0.259 | 0.450 | 0.583 | 0.271 | 0.463 | 0.592 | 0.279 | 0.469 |
| 200 | 0.712 | 0.317 | 0.445 | 0.698 | 0.298 | 0.423 | 0.717 | 0.315 | 0.438 |
| 300 | 1.047 | 0.387 | 0.369 | 1.023 | 0.391 | 0.381 | 1.031 | 0.390 | 0.377 |
| 400 | 1.563 | 0.410 | 0.262 | 1.663 | 0.503 | 0.302 | 1.599 | 0.470 | 0.293 |

with our theoretical and simulation results, which, in turn, confirms that our proposed bootstrap-corrected return performs better.

One may doubt the existence of bias in our sampling, as we choose only one sample in the analysis. To circumvent this problem, we also repeat the procedure $m(=10,100)$ times. For each $m$ and for each $p$, we compute the bootstrap-corrected returns and the plug-in returns and then compute the averages for each. Thereafter, we plot the averages of the returns in Fig. 12.13 and report these averages and their ratios in Table 12.3 for $m=10$ and 100 . When comparing the values of the returns for $m=10$ and 100 with $m=1$, we find that the plots have basically similar values for each $p$ but become smoother, suggesting that the sampling bias has been eliminated by increasing the value of $m$. The results for $m=10$ and 100 are also consistent with the plot in Fig. 12.10 in our simulation, suggesting that our bootstrapcorrected return is a better estimate for the theoretical return in the sense that its value is much closer to the theoretical return when compared with the corresponding plug-in return.

## Appendix A <br> Some Results in Linear Algebra

In this chapter, the reader is assumed to have a college-level knowledge of linear algebra. Therefore, we only introduce those results that will be used in this book.

## A. 1 Inverse Matrices and Resolvent

## A.1.1 Inverse Matrix Formula

Let $\mathbf{A}=\left(a_{i j}\right)$ be an $n \times n$ matrix. Denote the cofactor of $a_{i j}$ by $A_{i j}$. The Laplace expansion of the determinant states that, for any $j$,

$$
\begin{equation*}
\operatorname{det}(\mathbf{A})=\sum_{i=1}^{n} a_{i j} A_{i j} \tag{A.1.1}
\end{equation*}
$$

Let $\mathbf{A}^{a}=\left(A_{i j}\right)^{\prime}$ denote the adjacent matrix of $\mathbf{A}$. Then, applying the formula above, one immediately gets

$$
\mathbf{A A}^{a}=\operatorname{det}(\mathbf{A}) \mathbf{I}_{n} .
$$

This proves the following theorems.
Theorem A.1. Let A be an $n \times n$ matrix with a nonzero determinant. Then, it is invertible and

$$
\begin{equation*}
\mathbf{A}^{-1}=\frac{1}{\operatorname{det}(\mathbf{A})} \mathbf{A}^{a} . \tag{A.1.2}
\end{equation*}
$$

Theorem A.2. We have

$$
\begin{equation*}
\operatorname{tr}\left(\mathbf{A}^{-1}\right)=\sum_{k=1}^{n} A_{k k} / \operatorname{det}(\mathbf{A}) \tag{A.1.3}
\end{equation*}
$$

## A.1.2 Holing a Matrix

The following is known as Hua's holing method:

$$
\left(\begin{array}{cc}
\mathbf{I} & \mathbf{O}  \tag{A.1.4}\\
-\mathbf{C A}^{-1} & \mathbf{I}
\end{array}\right)\left(\begin{array}{ll}
\mathbf{A} & \mathbf{B} \\
\mathbf{C} & \mathbf{D}
\end{array}\right)=\left(\begin{array}{cc}
\mathbf{A} & \mathbf{B} \\
\mathbf{O} & \mathbf{D}-\mathbf{C A}^{-1} \mathbf{B}
\end{array}\right) .
$$

In application, this formula can be considered as making a row Gaussian elimination on the matrix $\left(\begin{array}{ll}\mathbf{A} & \mathbf{B} \\ \mathbf{C} & \mathbf{D}\end{array}\right)$ to eliminate the $(2,1)$-th block. A similar column transformation also holds. An important application of this formula is the following theorem.

Theorem A.3. If $\mathbf{A}$ is a squared nonsingular matrix, then

$$
\operatorname{det}\left(\begin{array}{ll}
\mathbf{A} & \mathbf{B}  \tag{A.1.5}\\
\mathbf{C} & \mathbf{D}
\end{array}\right)=\operatorname{det}(\mathbf{A}) \operatorname{det}\left(\mathbf{D}-\mathbf{C A}^{-1} \mathbf{B}\right)
$$

This theorem follows by taking determinants on both sides of (A.1.4).
Note that the transformation (A.1.4) does not change the rank of the matrix. Therefore, it is frequently used to prove rank inequalities.

## A.1.3 Trace of an Inverse Matrix

For $n \times n \mathbf{A}$, define $\mathbf{A}_{k}$, called a major submatrix of order $n-1$, to be the matrix resulting from deleting the $k$-th row and column from A. Applying (A.1.2) and (A.1.5), we obtain the following useful theorem.

Theorem A.4. If both $\mathbf{A}$ and $\mathbf{A}_{k}, k=1,2, \cdots, n$, are nonsingular, and if we write $\mathbf{A}^{-1}=\left[a^{k \ell}\right]$, then

$$
\begin{equation*}
a^{k k}=\frac{1}{a_{k k}-\boldsymbol{\alpha}_{k}^{\prime} \mathbf{A}_{k}^{-1} \boldsymbol{\beta}_{k}} \tag{A.1.6}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\operatorname{tr}\left(\mathbf{A}^{-1}\right)=\sum_{k=1}^{n} \frac{1}{a_{k k}-\boldsymbol{\alpha}_{k}^{\prime} \mathbf{A}_{k}^{-1} \boldsymbol{\beta}_{k}} \tag{A.1.7}
\end{equation*}
$$

where $a_{k k}$ is the $k$-th diagonal entry of $\mathbf{A}, \mathbf{A}_{k}$ is defined above, $\boldsymbol{\alpha}_{k}^{\prime}$ is the vector obtained from the $k$-th row of $\mathbf{A}$ by deleting the $k$-th entry, and $\boldsymbol{\beta}_{k}$ is the vector from the $k$-th column by deleting the $k$-th entry.

If $\mathbf{A}$ is an $n \times n$ symmetric nonsingular matrix and all its major submatrices of order $(n-1)$ are nonsingular, then from (A.1.7) it follows immediately that

$$
\begin{equation*}
\operatorname{tr}\left(\mathbf{A}^{-1}\right)=\sum_{k=1}^{n} \frac{1}{a_{k k}-\boldsymbol{\alpha}_{k}^{\prime} \mathbf{A}_{k}^{-1} \boldsymbol{\alpha}_{k}} \tag{A.1.8}
\end{equation*}
$$

If $\mathbf{A}$ is an $n \times n$ Hermitian nonsingular matrix and all its major submatrices of order $(n-1)$ are nonsingular, similarly we have

$$
\operatorname{tr}\left(\mathbf{A}^{-1}\right)=\sum_{k=1}^{n} \frac{1}{a_{k k}-\boldsymbol{\alpha}_{k}^{*} \mathbf{A}_{k}^{-1} \boldsymbol{\alpha}_{k}}
$$

where * denotes the complex conjugate transpose of matrices or vectors.
In this book, we shall frequently consider the resolvent of a Hermitian $\operatorname{matrix} \mathbf{X}=\left(x_{j k}\right)\left(\right.$ i.e., $\mathbf{A}=(\mathbf{X}-z \mathbf{I})^{-1}$ ), where $z$ is a complex number with positive imaginary part. In this case, we have

$$
\begin{equation*}
\operatorname{tr}\left((\mathbf{X}-z \mathbf{I})^{-1}\right)=\sum_{k=1}^{n} \frac{1}{x_{k k}-z-\mathbf{x}_{k}^{*} \mathbf{H}_{k}^{-1} \mathbf{x}_{k}} \tag{A.1.9}
\end{equation*}
$$

where $\mathbf{H}_{k}$ is the matrix obtained from $\mathbf{X}-z \mathbf{I}$ by deleting the $k$-th row and the $k$-th column and $\mathbf{x}_{k}$ is the $k$-th column of $\mathbf{X}$ with the $k$-th element removed.

## A.1.4 Difference of Traces of a Matrix A and Its Major Submatrices

Suppose that the matrix $\boldsymbol{\Sigma}$ is positive definite and has the partition as given by $\left(\begin{array}{ll}\boldsymbol{\Sigma}_{11} & \boldsymbol{\Sigma}_{12} \\ \boldsymbol{\Sigma}_{21} & \boldsymbol{\Sigma}_{22}\end{array}\right)$. Then, the inverse of $\boldsymbol{\Sigma}$ has the form

$$
\Sigma^{-1}=\left(\begin{array}{cc}
\Sigma_{11}^{-1}+\Sigma_{11}^{-1} \Sigma_{12} \Sigma_{22.1}^{-1} \Sigma_{21} \Sigma_{11}^{-1} & -\Sigma_{11}^{-1} \Sigma_{12} \Sigma_{22.1}^{-1} \\
-\Sigma_{22.1}^{-1} \Sigma_{21} \Sigma_{11}^{-1} & \Sigma_{22.1}^{-1}
\end{array}\right)
$$

where $\boldsymbol{\Sigma}_{22.1}=\boldsymbol{\Sigma}_{22}-\boldsymbol{\Sigma}_{21} \boldsymbol{\Sigma}_{11} \boldsymbol{\Sigma}_{12}$. In fact, the formula above can be derived from the identity (by applying (A.1.4))

$$
\begin{gathered}
\left(\begin{array}{cc}
\mathbf{I} & \mathbf{O} \\
-\boldsymbol{\Sigma}_{21} \Sigma_{11}^{-1} & \mathbf{I}
\end{array}\right)\left(\begin{array}{cc}
\boldsymbol{\Sigma}_{11} & \boldsymbol{\Sigma}_{12} \\
\boldsymbol{\Sigma}_{21} & \Sigma_{22}
\end{array}\right)\left(\begin{array}{cc}
\mathbf{I} & -\boldsymbol{\Sigma}_{11}^{-1} \boldsymbol{\Sigma}_{12} \\
\mathbf{O} & \mathbf{I}
\end{array}\right) \\
=\left(\begin{array}{cc}
\boldsymbol{\Sigma}_{11} & \mathbf{O} \\
\mathbf{O} & \boldsymbol{\Sigma}_{22}-\boldsymbol{\Sigma}_{21} \boldsymbol{\Sigma}_{11}^{-1} \boldsymbol{\Sigma}_{12}
\end{array}\right)
\end{gathered}
$$

and the fact that

$$
\left(\begin{array}{cc}
\mathbf{I} & 0 \\
-\boldsymbol{\Sigma}_{21} \boldsymbol{\Sigma}_{11}^{-1} & \mathbf{I}
\end{array}\right)^{-1}=\left(\begin{array}{cc}
\mathbf{I} & \mathbf{O} \\
\boldsymbol{\Sigma}_{21} \boldsymbol{\Sigma}_{11}^{-1} & \mathbf{I}
\end{array}\right)
$$

Making use of this identity, we obtain the following theorem.
Theorem A.5. If the matrix $\mathbf{A}$ and $\mathbf{A}_{k}$, the $k$-th major submatrix of $\mathbf{A}$ of order $(n-1)$, are both nonsingular and symmetric, then

$$
\begin{equation*}
\operatorname{tr}\left(\mathbf{A}^{-1}\right)-\operatorname{tr}\left(\mathbf{A}_{k}^{-1}\right)=\frac{1+\boldsymbol{\alpha}_{k}^{\prime} \mathbf{A}_{k}^{-2} \boldsymbol{\alpha}_{k}}{a_{k k}-\boldsymbol{\alpha}_{k}^{\prime} \mathbf{A}_{k}^{-1} \boldsymbol{\alpha}_{k}} \tag{A.1.10}
\end{equation*}
$$

If $\mathbf{A}$ is Hermitian, then $\alpha_{k}^{\prime}$ is replaced by $\alpha_{k}^{*}$ in the equality above.

## A.1.5 Inverse Matrix of Complex Matrices

Theorem A.6. If Hermitian matrices $\mathbf{A}$ and $\mathbf{B}$ are commutative and such that $\mathbf{A}^{2}+\mathbf{B}^{2}$ is nonsingular, then the complex matrix $\mathbf{A}+i \mathbf{B}$ is nonsingular and

$$
\begin{equation*}
(\mathbf{A}+i \mathbf{B})^{-1}=(\mathbf{A}-i \mathbf{B})\left(\mathbf{A}^{2}+\mathbf{B}^{2}\right)^{-1} \tag{A.1.11}
\end{equation*}
$$

This can be directly verified.
Let $z=u+i v, v>0$, and let $\mathbf{A}$ be an $n \times n$ Hermitian matrix. Then

$$
\begin{equation*}
\left|\operatorname{tr}\left(\mathbf{A}-z \mathbf{I}_{n}\right)^{-1}-\operatorname{tr}\left(\mathbf{A}_{k}-z \mathbf{I}_{n-1}\right)^{-1}\right| \leq v^{-1} \tag{A.1.12}
\end{equation*}
$$

Proof. By (A.1.10), we have

$$
\operatorname{tr}\left(\mathbf{A}-z \mathbf{I}_{n}\right)^{-1}-\operatorname{tr}\left(\mathbf{A}_{k}-z \mathbf{I}_{n-1}\right)^{-1}=\frac{1+\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{A}_{k}-z \mathbf{I}_{n-1}\right)^{-2} \boldsymbol{\alpha}_{k}}{a_{k k}-z-\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{A}-z \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k}}
$$

If we denote $\mathbf{A}_{k}=\mathbf{E}^{*} \operatorname{diag}\left[\lambda_{1} \cdots \lambda_{n-1}\right] \mathbf{E}$ and $\boldsymbol{\alpha}_{k}^{*} \mathbf{E}^{*}=\left(y_{1}, \cdots, y_{n-1}\right)$, where $\mathbf{E}$ is an $(n-1) \times(n-1)$ unitary matrix, then we have

$$
\begin{aligned}
& \left|1+\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{A}_{k}-z \mathbf{I}_{n-1}\right)^{-2} \boldsymbol{\alpha}_{k}\right|=\left|1+\sum_{\ell=1}^{n-1}\right| y_{\ell}^{2}\left|\left(\lambda_{\ell}-z\right)^{-2}\right| \\
\leq & 1+\sum_{\ell=1}^{n-1}\left|y_{\ell}^{2}\right|\left(\left(\lambda_{\ell}-u\right)^{2}+v^{2}\right)^{-1} \\
= & 1+\boldsymbol{\alpha}_{k}^{*}\left(\left(\mathbf{A}_{k}-u \mathbf{I}_{n-1}\right)^{2}+v^{2} \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k} .
\end{aligned}
$$

On the other hand, by (A.1.11) we have

$$
\begin{align*}
& \Im\left(a_{k k}-z-\boldsymbol{\alpha}_{k}^{*}\left(\mathbf{A}-z \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k}\right) \\
= & v\left(1+\boldsymbol{\alpha}_{k}^{*}\left(\left(\mathbf{A}_{k}-u \mathbf{I}_{n-1}\right)^{2}+v^{2} \mathbf{I}_{n-1}\right)^{-1} \boldsymbol{\alpha}_{k}\right) . \tag{A.1.13}
\end{align*}
$$

From these estimates, (A.1.12) follows.

## A. 2 Inequalities Involving Spectral Distributions

In this section, we shall establish some inequalities to bound the differences between spectral distributions in terms of characteristics of the matrices, say norms or ranks. These inequalities are important in the truncation and centralization techniques.

## A.2.1 Singular-Value Inequalities

If $\mathbf{A}$ is a $p \times n$ matrix of complex entries, then its singular values $s_{1} \geq$ $\cdots \geq s_{q} \geq 0, q=\min (p, n)$, are defined as the square roots of the $q$ largest eigenvalues of the nonnegative definite Hermitian matrix $\mathbf{A} \mathbf{A}^{*}$. If $\mathbf{A}(n \times n)$ is Hermitian, then let $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n}$ denote its eigenvalues. The following results are well known and are referred to as the singular decomposition and spectral decomposition, respectively.
Theorem A.7. Let A be a $p \times n$ matrix. Then there exist $q$ p-dimensional orthonormal vectors $\mathbf{u}_{1}, \cdots \mathbf{u}_{q}$ and $q$ n-dimensional orthonormal vectors $\mathbf{v}_{1}, \cdots, \mathbf{v}_{q}$ such that

$$
\begin{equation*}
\mathbf{A}=\sum_{j=1}^{q} s_{j} \mathbf{u}_{j} \mathbf{v}_{j}^{*} \tag{A.2.1}
\end{equation*}
$$

From this expression, we immediately get the well-known Courant-Fischer formula

$$
\begin{equation*}
s_{k}=\min _{\mathbf{w}_{1}, \cdots, \mathbf{w}_{k-1}} \max _{\substack{\|\mathbf{v}\|_{2}=1 \\ \mathbf{v} \perp \mathbf{w}_{1}, \cdots, \mathbf{w}_{k-1}}}\|\mathbf{A v}\|_{2} \tag{A.2.2}
\end{equation*}
$$

If $\mathbf{A}$ is an $n \times n$ Hermitian matrix, then there exist $n$ n-dimensional orthonormal vectors $\mathbf{u}_{1}, \cdots \mathbf{u}_{n}$ such that

$$
\begin{equation*}
\mathbf{A}=\sum_{j=1}^{n} \lambda_{j} \mathbf{u}_{j} \mathbf{u}_{j}^{*} . \tag{A.2.3}
\end{equation*}
$$

Similarly, we have the formula

$$
\begin{equation*}
\lambda_{k}=\min _{\mathbf{w}_{1}, \cdots, \mathbf{w}_{k-1}} \max _{\substack{\|\mathbf{v}\|_{2}=1 \\ \mathbf{v} \perp \mathbf{w}_{1}, \cdots, \mathbf{w}_{k-1}}} \mathbf{v}^{*} \mathbf{A v} \tag{A.2.4}
\end{equation*}
$$

The following theorem due to Fan [103] is useful for establishing rank inequalities, which will be discussed in the next section.

Theorem A.8. Let A and $\mathbf{C}$ be two $p \times n$ complex matrices. Then, for any nonnegative integers $i$ and $j$, we have

$$
\begin{equation*}
s_{i+j+1}(\mathbf{A}+\mathbf{C}) \leq s_{i+1}(\mathbf{A})+s_{j+1}(\mathbf{C}) \tag{A.2.5}
\end{equation*}
$$

Proof. Let $\mathbf{w}_{1}, \cdots, \mathbf{w}_{i}$ be the left eigenvectors of $\mathbf{A}$, corresponding to the singular values $s_{1}(\mathbf{A}), \cdots, s_{i}(\mathbf{A})$, and let $\mathbf{w}_{i+1}, \cdots, \mathbf{w}_{i+j}$ be the left eigenvectors of $\mathbf{C}$, corresponding to the singular values $s_{1}(\mathbf{C}), \cdots, s_{j}(\mathbf{C})$. Then, by (A.2.2), we obtain

$$
\begin{aligned}
s_{i+j+1}(\mathbf{A}+\mathbf{C}) \leq & \max _{\substack{\|\mathbf{v}\|_{2}=1 \\
\mathbf{v} \perp \mathbf{w}_{1}, \cdots, \mathbf{w}_{i+j}}}\|(\mathbf{A}+\mathbf{C}) \mathbf{v}\|_{2} \\
\leq & \max _{\substack{\|\mathbf{v}\|_{2}=1 \\
\mathbf{v} \perp \mathbf{w}_{1}, \cdots, \mathbf{w}_{i+j}}}\left[\|\mathbf{A v}\|_{2}+\|\mathbf{C v}\|_{2}\right] \\
\leq & \max _{\substack{\|\mathbf{v}\|_{2}=1 \\
\mathbf{v} \perp \mathbf{w}_{1}, \cdots, \mathbf{w}_{i}}}\|\mathbf{A v}\|_{2} \\
& +\max _{\substack{\left\{\|\mathbf{v}\|_{2}=1 \\
\mathbf{v} \perp \mathbf{w}_{i}=1, \cdots, \mathbf{w}_{i+j}\right\}}}\|\mathbf{C v}\|_{2} \\
= & s_{i+1}(\mathbf{A})+s_{j+1}(\mathbf{C}) .
\end{aligned}
$$

The proof is complete.
In the language of functional analysis, the largest singular value is referred to as the operator norm of the linear operator (matrix) in a Hilbert space. The following theorem states that the norm of the product of linear transformations is not greater than the product of the norms of the linear transformations.

Theorem A.9. Let $\mathbf{A}$ and $\mathbf{C}$ be complex matrices of order $p \times n$ and $n \times m$. We have

$$
\begin{equation*}
s_{1}(\mathbf{A C}) \leq s_{1}(\mathbf{A}) s_{1}(\mathbf{C}) \tag{A.2.6}
\end{equation*}
$$

This theorem follows from the simple fact that

$$
\begin{aligned}
s_{1}(\mathbf{A C}) & =\sup _{\|\mathbf{x}\|=1}\|\mathbf{A C x}\|=\sup _{\|\mathbf{x}\|=1}\left\|\mathbf{A} \frac{\mathbf{C x}}{\|\mathbf{C x}\|}\right\|\|\mathbf{C x}\| \\
& \leq \sup _{\|\mathbf{y}\|=1}\|\mathbf{A y}\| \sup _{\|\mathbf{x}\|=1}\|\mathbf{C x}\|=s_{1}(\mathbf{A}) s_{1}(\mathbf{C})
\end{aligned}
$$

There are some extensions to Theorem A. 9 that are very useful in the theory of spectral analysis of large dimensional random matrices.

The first is the following due to Fan Ky [103].
Theorem A.10. Let $\mathbf{A}$ and $\mathbf{C}$ be complex matrices of order $p \times n$ and $n \times m$. For any $i, j \geq 0$, we have

$$
\begin{equation*}
s_{i+j+1}(\mathbf{A C}) \leq s_{i+1}(\mathbf{A}) s_{j+1}(\mathbf{C}) \tag{A.2.7}
\end{equation*}
$$

where when $i>\operatorname{rank}(\mathbf{A})$, define $s_{i}(\mathbf{A})=0$.
Proof. First we consider the case where $\mathbf{C}$ is an invertible square matrix. Then, we have

$$
\begin{aligned}
& s_{i+j+1}(\mathbf{A C})=\inf _{\mathbf{w}_{1}, \cdots, \mathbf{w}_{i+j}} \sup _{\substack{ \\
\times \perp\left\{\mathbf{w}_{1}, \ldots, \mathbf{w}_{i+j}\right\} \\
\|\mathbf{x}\|=1}}\|\mathbf{A C x}\| \\
& =\inf _{\mathbf{w}_{1}, \cdots, \mathbf{w}_{i+j}} \sup _{\mathbf{x} \perp\left\{\left(\mathbf{C}^{*}\right) \mathbf{w}_{1}, \cdots,\left(\mathbf{C}^{*}\right) \mathbf{w}_{i}, \mathbf{w}_{i+1}, \cdots, \mathbf{w}_{i+j}\right\}}^{\|\mathbf{x}\|=1} \mid \boldsymbol{A C x} \| \\
& =\inf _{\mathbf{w}_{1}, \cdots, \mathbf{w}_{i+j}} \sup _{\substack{\mathbf{C} \times\left\{\left\{\mathbf{w}_{1}, \ldots, \mathbf{w}_{i}\right\} \\
\mathbf{x} \perp\left\{\mathbf{w}_{i}+1, \ldots, \mathbf{w}_{i+j}\right\} \\
\|\mathbf{x}\|=1\right.}} \frac{\|\mathbf{A C x}\|}{\|\mathbf{C x}\|}\|\mathbf{C x}\| \\
& \leq \inf _{\mathbf{w}_{1}, \cdots, \mathbf{w}_{i+j}} \sup _{\substack{\left.\mathbf{y} \perp\left\{\mathbf{w}_{1}, \ldots, \mathbf{w}_{i}\right\} \\
\mathbf{x} \perp \mathbf{w}_{i}+1, \ldots, \mathbf{w}_{i+j}\right\} \\
\|\mathbf{x}\|=1,\|\mathbf{y}\|=1}}\|\mathbf{A y}\|\|\mathbf{C x}\| \\
& =s_{i+1}(\mathbf{A}) s_{j+1}(\mathbf{C}) \text {. }
\end{aligned}
$$

For the general case, let the singular decomposition of $\mathbf{C}$ be given by

$$
\mathbf{C}=\mathbf{E D F}
$$

where $\mathbf{D}$ is the $r \times r$ diagonal matrix of positive singular values of $\mathbf{C}$ and $\mathbf{E}$ $(n \times r)$ and $\mathbf{E}(r \times m)$ are such that $\mathbf{E}^{*} \mathbf{E}=\mathbf{F F}^{*}=\mathbf{I}_{r}$. Then, by what has been proved,

$$
\begin{aligned}
s_{i+j+1}(\mathbf{A C}) & =s_{i+j+1}(\mathbf{A E D}) \\
& \leq s_{i+1}(\mathbf{A E}) s_{j+1}(\mathbf{D}) \\
& \leq s_{i+1}(\mathbf{A}) s_{j+1}(\mathbf{C})
\end{aligned}
$$

Here, in the last step, we have used the simple fact that

$$
\begin{align*}
s_{i+1}(\mathbf{A E}) & =\inf _{\operatorname{w}_{1}, \cdots, \mathbf{w}_{i}} \sup _{\substack{\left.\mathbf{x} \perp \mathbf{w}_{1}, \ldots, \mathbf{w}_{i}\right\} \\
\|\mathbf{x}\|=1}}\left\|\mathbf{x}^{*} \mathbf{A E}\right\|  \tag{A.2.8}\\
& \leq \inf _{\mathbf{w}_{1}, \cdots, \mathbf{w}_{i}}^{\substack{\begin{subarray}{c}{\left.\mathbf{x} \perp \mathbf{w}_{1}, \ldots, \mathbf{w}_{i}\right\} \\
\|\mathbf{x}\|=1} }}\end{subarray}}\left\|\mathbf{x}^{*} \mathbf{A}\right\|=s_{i+1}(\mathbf{A}) .
\end{align*}
$$

To prove another extension, we need the following lemma.
Lemma A.11. Let $\mathbf{A}$ be an $m \times n$ matrix with singular values $s_{i}(\mathbf{A}), i=$ $1,2, \cdots, p=\min (m, n)$, arranged in decreasing order. Then, for any integer $k(1 \leq k \leq p)$,

$$
\begin{equation*}
\sum_{i=1}^{k} s_{i}(\mathbf{A})=\sup _{\left\{\mathbf{E}^{*} \mathbf{E}=\mathbf{F}^{*} \mathbf{F}=\mathbf{I}_{k}\right\}}\left|\operatorname{tr}\left(\mathbf{E}^{*} \mathbf{A F}\right)\right|, \tag{A.2.9}
\end{equation*}
$$

where the orders of $\mathbf{E}$ are $m \times k$ and those of $\mathbf{F}$ are $n \times k$.
Proof of Lemma A.11. By Theorem A.7, if we choose $\mathbf{E}=\left(\mathbf{u}_{1}, \cdots, \mathbf{u}_{k}\right)$ and $\mathbf{F}=\left(\mathbf{v}_{1}, \cdots, \mathbf{v}_{k}\right)$, then we have

$$
\operatorname{tr}\left(\mathbf{E}^{*} \mathbf{A F}\right)=\sum_{i=1}^{k} s_{i}(\mathbf{A})
$$

Therefore, to finish the proof of (A.2.9), one needs only to show that

$$
\left|\operatorname{tr}\left(\mathbf{E}^{*} \mathbf{A F}\right)\right| \leq \sum_{i=1}^{k} s_{i}(\mathbf{A})
$$

for any $\mathbf{E}^{*} \mathbf{E}=\mathbf{F}^{*} \mathbf{F}=\mathbf{I}_{k}$.
In fact, by the Cauchy-Schwarz inequality, we have

$$
\begin{aligned}
\left|\operatorname{tr}\left(\mathbf{E}^{*} \mathbf{A F}\right)\right| & =\left|\sum_{i=1}^{p} s_{i}(\mathbf{A}) \mathbf{v}_{i}^{*} \mathbf{F} \mathbf{E}^{*} \mathbf{u}_{i}\right| \\
& \leq\left(\sum_{i=1}^{p} s_{i}(\mathbf{A}) \mathbf{v}_{i}^{*} \mathbf{F} \mathbf{F}^{*} \mathbf{v}_{i}\right)^{1 / 2}\left(\sum_{i=1}^{p} s_{i}(\mathbf{A}) \mathbf{u}_{i}^{*} \mathbf{E E}^{*} \mathbf{u}_{i}\right)^{1 / 2}
\end{aligned}
$$

Because $\mathbf{F}^{*} \mathbf{F}=\mathbf{I}_{k}$ and $\left\{\mathbf{v}_{1}, \cdots, \mathbf{v}_{n}\right\}$ forms an orthonormal basis in $\mathbb{C}^{n}$, we have

$$
\begin{equation*}
0 \leq \mathbf{v}_{i}^{*} \mathbf{F F}^{*} \mathbf{v}_{i} \leq 1 \tag{A.2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=1}^{n} \mathbf{v}_{i}^{*} \mathbf{F F}^{*} \mathbf{v}_{i}=k \tag{A.2.11}
\end{equation*}
$$

From these two facts, it follows that

$$
\sum_{i=1}^{p} s_{i}(\mathbf{A}) \mathbf{v}_{i}^{*} \mathbf{F F}^{*} \mathbf{v}_{i} \leq \sum_{i=1}^{k} s_{i}(\mathbf{A})
$$

Similarly, we have

$$
\sum_{i=1}^{p} s_{i}(\mathbf{A}) \mathbf{u}_{i}^{*} \mathbf{E E}^{*} \mathbf{u}_{i} \leq \sum_{i=1}^{k} s_{i}(\mathbf{A})
$$

The proof of the lemma is complete.
In (A.2.9), letting $k=m=n$ and taking $\mathbf{E}=\mathbf{F}=\mathbf{I}_{n}$, we immediately get the following corollary.

Corollary A.12. For any $n \times n$ complex matrix A,

$$
|\operatorname{tr}(\mathbf{A})| \leq \sum_{j=1}^{n} s_{j}(\mathbf{A})
$$

Similar to the proof of Lemma A.11, the conclusion of Corollary A. 12 can be extended to the following theorem.

Theorem A.13. Let $\mathbf{A}=\left(a_{i j}\right)$ be a complex matrix of order $n$ and $f$ be an increasing and convex function. Then we have

$$
\begin{equation*}
\sum_{j=1}^{n} f\left(\left|a_{j j}\right|\right) \leq \sum_{j=1}^{n} f\left(s_{j}(\mathbf{A})\right) \tag{A.2.12}
\end{equation*}
$$

Note that when $\mathbf{A}$ is Hermitian, $s_{j}(\mathbf{A})$ can be replaced by eigenvalues and $f$ need not be increasing.

Proof. By singular-value decomposition, we can write

$$
a_{j j}=\sum_{k=1}^{n} s_{k}(\mathbf{A}) u_{k j} v_{k j},
$$

where $u_{k j}$ and $v_{k j}$ satisfy

$$
\sum_{j=1}^{n}\left|u_{k j}\right|^{2}=\sum_{j=1}^{n}\left|v_{k j}\right|^{2}=1
$$

By applying the Jensen inequality, we obtain

$$
\begin{aligned}
\sum_{j=1}^{n} f\left(\left|a_{j j}\right|\right) & \leq \sum_{j=1}^{n} f\left(\frac{1}{2} \sum_{k=1}^{n} s_{k}(\mathbf{A})\left(\left|u_{k j}\right|^{2}+\left|v_{k j}\right|^{2}\right)\right) \\
& \leq \sum_{j=1}^{n}\left(\frac{1}{2} \sum_{k=1}^{n} f\left(s_{k}(\mathbf{A})\right)\left(\left|u_{k j}\right|^{2}+\left|v_{k j}\right|^{2}\right)\right)=\sum_{k=1}^{n} f\left(s_{k}(\mathbf{A})\right) .
\end{aligned}
$$

This completes the proof of the theorem.
The extension to Theorem A. 9 is stated as follows.
Theorem A.14. Let $\mathbf{A}$ and $\mathbf{C}$ be complex matrices of order $p \times n$ and $n \times m$. We have

$$
\begin{equation*}
\sum_{j=1}^{k} s_{j}(\mathbf{A C}) \leq \sum_{j=1}^{k} s_{j}(\mathbf{A}) s_{j}(\mathbf{C}) \tag{A.2.13}
\end{equation*}
$$

Before proving this theorem, we first prove an important special case of Theorem A. 14 due to von Neumann [219].

Theorem A.15. Let $\mathbf{A}$ and $\mathbf{C}$ be complex matrices of order $p \times n$. We have

$$
\begin{equation*}
\sum_{j=1}^{p \wedge n} s_{j}\left(\mathbf{A}^{*} \mathbf{C}\right) \leq \sum_{j=1}^{p \wedge n} s_{j}(\mathbf{A}) s_{j}(\mathbf{C}) \tag{A.2.14}
\end{equation*}
$$

where $p \wedge n=\min \{p, n\}$. The following immediate consequence of the $i n$ equality above is the famous von Neumann inequality:

$$
\left|\operatorname{tr}\left(\mathbf{A}^{*} \mathbf{C}\right)\right| \leq \sum_{j=1}^{p \wedge n} s_{j}(\mathbf{A}) s_{j}(\mathbf{C})
$$

Proof. Without loss of generality, we can assume that $p \leq n$. Also, without change of the singular values of the matrices of $\mathbf{A}, \mathbf{C}$, and $\mathbf{A}^{*} \mathbf{C}$, we can assume the two matrices are

$$
\mathbf{A}=\left(\begin{array}{ccccc}
s_{1}(\mathbf{A}) & \cdots & 0 & \cdots & 0 \\
0 & \ddots & 0 & \cdots & 0 \\
0 & \cdots & s_{p}(\mathbf{A}) & \cdots & 0
\end{array}\right) \mathbf{U}
$$

and

$$
\mathbf{C}=\mathbf{V}^{*}\left(\begin{array}{ccccc}
s_{1}(\mathbf{C}) & \cdots & 0 & \cdots & 0 \\
0 & \ddots & 0 & \cdots & 0 \\
0 & \cdots & s_{p}(\mathbf{C}) & \cdots & 0
\end{array}\right)
$$

where $\mathbf{U}(n \times n)$ and $\mathbf{V}(p \times p)$ are unitary matrices. In the expression below, $\mathbf{E}$ and $\mathbf{F}$ are $n \times n$ unitary. Write $\mathbf{F} \mathbf{E}^{*} \mathbf{U}^{*}=\mathbf{Q}=\left(q_{i j}\right)$, which is an $n \times n$ unitary matrix, and $\mathbf{V}^{*}=\left(v_{i j}\right)(p \times p)$. Then, by Lemma A.11, we have

$$
\begin{aligned}
& \sum_{j=1}^{p} s_{j}\left(\mathbf{A}^{*} \mathbf{C}\right)=\sup _{\mathbf{E}, \mathbf{F}}\left|\operatorname{tr}\left(\mathbf{E}^{*} \mathbf{A}^{*} \mathbf{C F}\right)\right| \\
\leq & \sup _{\mathbf{Q}}\left|\sum_{i=1}^{p} \sum_{j=1}^{p} s_{i}(\mathbf{A}) s_{j}(\mathbf{C}) q_{j i} v_{i j}\right| \\
\leq & \left.\left.\sup _{\mathbf{Q}}\left|\sum_{i=1}^{p} \sum_{j=1}^{p} s_{i}(\mathbf{A}) s_{j}(\mathbf{C})\right| q_{i j}\right|^{2}\left|\underset{\mathbf{V}}{1 / 2} \sup _{i=1}^{p}\right| \sum_{j=1}^{p} \sum_{i}^{p} s_{i}(\mathbf{A}) s_{j}(\mathbf{C})\left|v_{j i}\right|^{2}\right|^{1 / 2} .
\end{aligned}
$$

Noting that both $\mathbf{Q}$ and $\mathbf{V}$ are unitary matrices, we have the following relations:

$$
\begin{array}{ll}
\sum_{i=1}^{p}\left|q_{i j}\right|^{2} \leq 1, & \sum_{j=1}^{p}\left|q_{i j}\right|^{2} \leq 1 \\
\sum_{i=1}^{p}\left|v_{i j}\right|^{2}=1, & \sum_{j=1}^{p}\left|v_{i j}\right|^{2}=1
\end{array}
$$

By linear programming, one can prove that

$$
\left.\sup _{\mathbf{Q}}\left|\sum_{i=1}^{p} \sum_{j=1}^{p} s_{i}(\mathbf{A}) s_{j}(\mathbf{C})\right| q_{i j}\right|^{2} \mid \leq \sum_{i=1}^{p} s_{i}(\mathbf{A}) s_{i}(\mathbf{C})
$$

and

$$
\left.\sup _{\mathbf{W}}\left|\sum_{i=1}^{p} \sum_{j=1}^{p} s_{i}(\mathbf{A}) s_{j}(\mathbf{C})\right| w_{j i}\right|^{2} \mid \leq \sum_{i=1}^{p} s_{i}(\mathbf{A}) s_{i}(\mathbf{C}) .
$$

The proof of the theorem is then complete.
To prove Theorem A.14, we also need the following lemma, which is a trivial consequence of (A.2.8).

Lemma A.16. Let $\mathbf{A}$ be a $p \times n$ complex matrix and $\mathbf{U}$ be an $n \times m$ complex matrix with $\mathbf{U}^{*} \mathbf{U}=\mathbf{I}_{m}$. Then, for any $k \leq p$,

$$
\sum_{j=1}^{k} s_{j}(\mathbf{A U}) \leq \sum_{j=1}^{k} s_{j}(\mathbf{A})
$$

Proof of Theorem A.14. By Lemma A.11, Theorem A.15, and Lemma A.16,

$$
\begin{aligned}
\sum_{j=1}^{k} s_{j}(\mathbf{A C})= & \sup _{\mathbf{E}^{*} \mathbf{E}=\mathbf{F}^{*} \mathbf{F}=\mathbf{I}_{k}}\left|\operatorname{tr}\left(\mathbf{E}^{*} \mathbf{A}^{*} \mathbf{C F}\right)\right| \\
\leq & \sup _{\mathbf{E}^{*} \mathbf{E}=\mathbf{F}^{*} \mathbf{F}=\mathbf{I}_{k}} \sum_{j=1}^{k} s_{j}(\mathbf{A E}) s_{j}(\mathbf{C F}) \\
= & \sup _{\mathbf{E}^{*} \mathbf{E}=\mathbf{F} * \mathbf{F}=\mathbf{I}_{k}} \sum_{i=1}^{k-1}\left[s_{i}(\mathbf{A E})-s_{i+1}(\mathbf{A E})\right] \sum_{j=1}^{i} s_{j}(\mathbf{C F}) \\
& +s_{k}(\mathbf{A E}) \sum_{j=1}^{k} s_{j}(\mathbf{C F}) \\
\leq & \sup _{\mathbf{E}^{*} \mathbf{E}=\mathbf{F}^{*} \mathbf{F}=\mathbf{I}_{k}} \sum_{i=1}^{k-1}\left[s_{i}(\mathbf{A E})-s_{i+1}(\mathbf{A E})\right] \sum_{j=1}^{i} s_{j}(\mathbf{C}) \\
& \quad+s_{k}(\mathbf{A E}) \sum_{j=1}^{k} s_{j}(\mathbf{C}) \\
= & \sup _{\mathbf{E}^{*} \mathbf{E}=\mathbf{I}_{k}} \sum_{j=1}^{k} s_{j}(\mathbf{A E}) s_{j}(\mathbf{C}) \\
\leq & \sum_{j=1}^{k} s_{j}(\mathbf{A}) s_{j}(\mathbf{C}) .
\end{aligned}
$$

Here, the last inequality follows by arguments similar to those of the proof of removing $\mathbf{F}$. The proof of the theorem is complete.

## A. 3 Hadamard Product and Odot Product

Definition. Let $\mathbf{A}=\left(a_{i j}\right)$ and $\mathbf{B}=\left(b_{i j}\right)$ be two $m \times n$ matrices. Then, the $m \times n$ matrix $\left(a_{i j} b_{i j}\right)$ is called the Hadamard product and denoted by $\mathbf{A} \circ \mathbf{B}$.

In this section, we shall quote some results useful for this book. For more details about Hadamard products, the reader is referred to the book by Horn and Johnson [154].

Lemma A.17. Let $\mathbf{x}=\left(x_{1}, \cdots, x_{n}\right)^{\prime}$ and $\mathbf{y}=\left(y_{1}, \cdots, y_{n}\right)^{\prime}$ be two independent random vectors with mean zero and covariance matrices $\Sigma_{\mathbf{x}}$ and $\Sigma_{\mathbf{y}}$, respectively. Then, the covariance matrix of $\mathbf{x} \circ \mathbf{y}$ is $\Sigma_{\mathbf{x}} \circ \Sigma_{\mathbf{y}}$. In fact,

$$
\begin{equation*}
\Sigma_{\mathbf{x} \circ \mathbf{y}}=\mathrm{E}\left(x_{i} y_{i} \bar{x}_{j} \bar{y}_{j}\right)=\left(\mathrm{E}\left(x_{i} \bar{x}_{j}\right) \mathrm{E}\left(y_{j} \bar{y}_{j}\right)\right)=\Sigma_{\mathbf{x}} \circ \Sigma_{\mathbf{y}} \tag{A.3.1}
\end{equation*}
$$

By (A.3.1), it is easy to derive the Schur product theorem.
Theorem A.18. If $\mathbf{A}$ and $\mathbf{B}$ are two $n \times n$ nonnegative definite matrices, then so is $\mathbf{A} \circ \mathbf{B}$. If $\mathbf{A}$ is positive definite and $\mathbf{B}$ nonnegative definite with no zero diagonal elements, then $\mathbf{A} \circ \mathbf{B}$ is positive definite. In particular, when the two matrices are both positive definite, then so is $\mathbf{A} \circ \mathbf{B}$.

Proof. Let $\mathbf{A}$ and $\mathbf{B}$ be the covariance matrices of the random vectors $\mathbf{x}$ and $\mathbf{y}$. Then $\mathbf{A} \circ \mathbf{B}$ is the covariance matrix of $\mathbf{x} \circ \mathbf{y}$. Therefore, $\mathbf{A} \circ \mathbf{B}$ is nonnegative definite.

Suppose that $\mathbf{A}$ is positive definite and $\mathbf{B}$ is nonnegative definite with no zero diagonal elements. Let $\mathbf{x}$ be distributed as $N(\mathbf{O}, \mathbf{A})$ and let $\mathbf{y}$ be distributed as $N(\mathbf{O}, \mathbf{B})$ and independent of $\mathbf{x}$. Since the distribution of $\mathbf{x}$ is absolutely continuous and $\mathbf{y}$ has no zero entries, we conclude that the distribution of $\mathbf{x} \circ \mathbf{y}$ is absolutely continuous. Therefore, its covariance matrix $\mathbf{A} \circ \mathbf{B}$ is positive definite.

Next, we introduce an inequality concerning singular values of Hadamard products due to Fan [104].

Theorem A.19. Let $\mathbf{A}$ and $\mathbf{B}$ be two $m \times n$ matrices with singular values $s_{i}(\mathbf{A})$ and $s_{i}(\mathbf{B}), i=1,2, \cdots, p=\min (m, n)$, arranged in decreasing order. Denote the singular values of $\mathbf{A} \circ \mathbf{B}$ by $s_{i}(\mathbf{A} \circ \mathbf{B}), i=1,2, \cdots, p$. Then, for any integer $k(1 \leq k \leq p)$,

$$
\begin{equation*}
\sum_{i=1}^{k} s_{i}(\mathbf{A} \circ \mathbf{B}) \leq \sum_{i=1}^{k} s_{i}(\mathbf{A}) s_{i}(\mathbf{B}) \tag{A.3.2}
\end{equation*}
$$

Proof of Theorem A.19. Suppose that the singular decompositions of A and $\mathbf{B}$ are given by

$$
\mathbf{A}=\sum_{i=1}^{p} s_{i}(\mathbf{A}) \mathbf{u}_{i} \mathbf{v}_{i}^{*}
$$

and

$$
\mathbf{B}=\sum_{i=1}^{p} s_{i}(\mathbf{B}) \mathbf{x}_{i} \mathbf{y}_{i}^{*}
$$

Then, by Lemma A.11, we have

$$
\begin{aligned}
& \sum_{i=1}^{k} s_{i}(\mathbf{A} \circ \mathbf{B}) \\
= & \sup _{\left\{\mathbf{E}^{*} \mathbf{E}=\mathbf{F}^{*} \mathbf{F}=\mathbf{I}_{k}\right\}}\left|\operatorname{tr}\left(\mathbf{E}^{*}(\mathbf{A} \circ \mathbf{B}) \mathbf{F}\right)\right| \\
\leq & \sum_{i=1}^{p} \sum_{j=1}^{p} s_{i}(\mathbf{A}) s_{j}(\mathbf{B})\left|\operatorname{tr}\left(\mathbf{E}^{*}\left(\left(\mathbf{u}_{i} \mathbf{v}_{i}^{*}\right) \circ\left(\mathbf{x}_{j} \mathbf{y}_{j}^{*}\right)\right) \mathbf{F}\right)\right| \\
= & \sum_{i=1}^{p} \sum_{j=1}^{p} s_{i}(\mathbf{A}) s_{j}(\mathbf{B})\left|\left(\mathbf{v}_{i} \circ \mathbf{y}_{j}\right)^{*} \mathbf{F} \mathbf{E}^{*}\left(\mathbf{u}_{i} \circ \mathbf{x}_{j}\right)\right| \\
\leq & \left(\sum_{i=1}^{p} \sum_{j=1}^{p} s_{i}(\mathbf{A}) s_{j}(\mathbf{B})\left(\mathbf{v}_{i} \circ \mathbf{y}_{j}\right)^{*} \mathbf{F} \mathbf{F}^{*}\left(\mathbf{v}_{i} \circ \mathbf{y}_{j}\right)\right. \\
& \left.\sum_{i=1}^{p} \sum_{j=1}^{p} s_{i}(\mathbf{A}) s_{j}(\mathbf{B})\left(\mathbf{u}_{i} \circ \mathbf{x}_{j}\right)^{*} \mathbf{E} \mathbf{E}^{*}\left(\mathbf{u}_{i} \circ \mathbf{x}_{j}\right)\right)^{1 / 2} .
\end{aligned}
$$

Thus, to finish the proof of Theorem A.19, it is sufficient to show that

$$
\sum_{i=1}^{p} \sum_{j=1}^{p} s_{i}(\mathbf{A}) s_{j}(\mathbf{B})\left(\mathbf{v}_{i} \circ \mathbf{y}_{j}\right)^{*} \mathbf{F} \mathbf{F}^{*}\left(\mathbf{v}_{i} \circ \mathbf{y}_{j}\right) \leq \sum_{i=1}^{k} s_{i}(\mathbf{A}) s_{i}(\mathbf{B}) .
$$

This inequality then follows easily from the following observations:

$$
\begin{aligned}
& 0 \leq\left(\mathbf{v}_{i} \circ \mathbf{y}_{j}\right)^{*} \mathbf{F} \mathbf{F}^{*}\left(\mathbf{v}_{i} \circ \mathbf{y}_{j}\right) \leq 1 \\
& \sum_{i=1}^{m}\left(\mathbf{v}_{i} \circ \mathbf{y}_{j}\right)^{*} \mathbf{F} \mathbf{F}^{*}\left(\mathbf{v}_{i} \circ \mathbf{y}_{j}\right) \leq 1 \\
& \sum_{j=1}^{n}\left(\mathbf{v}_{i} \circ \mathbf{y}_{j}\right)^{*} \mathbf{F} \mathbf{F}^{*}\left(\mathbf{v}_{i} \circ \mathbf{y}_{j}\right) \leq 1
\end{aligned}
$$

and

$$
\sum_{i=1}^{m} \sum_{j=1}^{n}\left(\mathbf{v}_{i} \circ \mathbf{y}_{j}\right)^{*} \mathbf{F} \mathbf{F}^{*}\left(\mathbf{v}_{i} \circ \mathbf{y}_{j}\right)=k
$$

Corollary A.20. Let $\mathbf{A}_{1}, \cdots, \mathbf{A}_{\ell}$ be $\ell m \times n$ matrices whose singular values are denoted by $s_{i}\left(\mathbf{A}_{1}\right), \cdots, s_{i}\left(\mathbf{A}_{\ell}\right), i=1,2, \cdots, p=\min (m, n)$, arranged in decreasing order. Denote the singular values of $\mathbf{A}_{1} \circ \cdots \circ \mathbf{A}_{\ell}$ by $s_{i}\left(\mathbf{A}_{1} \circ \cdots \circ \mathbf{A}_{\ell}\right)$, $i=1,2, \cdots, p$. Then, for any integer $k(1 \leq k \leq p)$,

$$
\begin{equation*}
\sum_{i=1}^{k} s_{i}\left(\mathbf{A}_{1} \circ \cdots \circ \mathbf{A}_{\ell}\right) \leq \sum_{i=1}^{k} s_{i}\left(\mathbf{A}_{1}\right) \cdots s_{i}\left(\mathbf{A}_{\ell}\right) \tag{A.3.3}
\end{equation*}
$$

Proof. When $\ell=2$, the conclusion is already proved in Theorem A.19. Suppose that (A.3.3) is true for $\ell$. Then, by Theorem A. 19 and the induction hypothesis, we have

$$
\begin{aligned}
& \sum_{i=1}^{k} s_{i}\left(\mathbf{A}_{1} \circ \cdots \circ \mathbf{A}_{\ell+1}\right) \\
\leq & \sum_{i=1}^{k} s_{i}\left(\mathbf{A}_{1} \circ \cdots \circ \mathbf{A}_{\ell}\right) s_{i}\left(\mathbf{A}_{\ell+1}\right) \\
= & \sum_{j=1}^{k-1} \sum_{i=1}^{j} s_{i}\left(\mathbf{A}_{1} \circ \cdots \circ \mathbf{A}_{\ell}\right)\left[s_{j}\left(\mathbf{A}_{\ell+1}\right)-s_{j+1}\left(\mathbf{A}_{\ell+1}\right)\right] \\
& +\sum_{i=1}^{k} s_{i}\left(\mathbf{A}_{1} \circ \cdots \circ \mathbf{A}_{\ell}\right) s_{k}\left(\mathbf{A}_{\ell+1}\right) \\
\leq & \sum_{j=1}^{k-1} \sum_{i=1}^{j} s_{i}\left(\mathbf{A}_{1}\right) \cdots s_{i}\left(\mathbf{A}_{\ell}\right)\left[s_{j}\left(\mathbf{A}_{\ell+1}\right)-s_{j+1}\left(\mathbf{A}_{\ell+1}\right)\right] \\
& +\sum_{i=1}^{k} s_{i}\left(\mathbf{A}_{1}\right) \cdots s_{i}\left(\mathbf{A}_{\ell}\right) s_{k}\left(\mathbf{A}_{\ell+1}\right) \\
= & \sum_{i=1}^{k} s_{i}\left(\mathbf{A}_{1}\right) \cdots s_{i}\left(\mathbf{A}_{\ell+1}\right) .
\end{aligned}
$$

This completes the proof of Corollary A. 20 .
Taking $k=1$ in the corollary above, we immediately obtain the following norm inequality for Hadamard products.

Corollary A.21. Let $\mathbf{A}_{1}, \cdots, \mathbf{A}_{\ell}$ be $\ell m \times n$ matrices. We have

$$
\begin{equation*}
\left\|\mathbf{A}_{1} \circ \cdots \circ \mathbf{A}_{\ell}\right\| \leq\left\|\mathbf{A}_{1}\right\| \cdots\left\|\mathbf{A}_{\ell}\right\| \tag{A.3.4}
\end{equation*}
$$

Note that the singular values of a Hermitian matrix are the absolute values of its eigenvalues. Applying Corollary A.20, we obtain the following corollary.

Corollary A.22. Suppose that $\mathbf{A}_{j}, j=1,2, \cdots, \ell$, are $\ell p \times p$ Hermitian matrices whose eigenvalues are bounded by $M_{j}$; i.e., $\left|\lambda_{i}\left(\mathbf{A}_{j}\right)\right| \leq M_{j}, i=$ $1,2, \cdots, p, j=1,2, \cdots, \ell$. Then,

$$
\begin{equation*}
\left|\operatorname{tr}\left(\mathbf{A}_{1} \circ \cdots \circ \mathbf{A}_{\ell}\right)\right| \leq p M_{1} \cdots M_{\ell} . \tag{A.3.5}
\end{equation*}
$$

Definition. Let $\mathbf{T}_{j}=\left(t_{i \ell}^{(j)}\right), j=1,2, \cdots, k$, be $k$ complex matrices with dimensions $n_{j} \times n_{j+1}$, respectively. Define the Odot product of the $k$ matrices by

$$
\begin{equation*}
\mathbf{T}_{1} \odot \cdots \odot \mathbf{T}_{k}=\left(\sum t_{a i_{2}}^{(1)} t_{i_{2} i_{3}}^{(2)} \cdots t_{i_{k-1} i_{k}}^{(k-1)} t_{i_{k} b}^{(k)}\right) \tag{A.3.6}
\end{equation*}
$$

where the summation runs for $i_{j}=1,2, \cdots, n_{j}, j=2, \cdots, k$, subject to restrictions $i_{3} \neq a, i_{4} \neq i_{2}, \cdots, i_{k} \neq i_{k-2}$, and $i_{k-1} \neq b$. If $k=2$, we require $a \neq b$, namely, the diagonal elements of $\mathbf{T}_{1} \odot \mathbf{T}_{2}$ are zero.

The dimensions of the odot product are $n_{1} \times n_{k+1}$. The following theorem will be needed in establishing the limit of smallest eigenvalues of large sample covariance matrices.

Theorem A.23. Let $\mathbf{T}_{j}=\left(t_{i \ell}^{(j)}\right), j=1,2, \cdots, k$, be $k$ complex matrices with dimensions $n_{j} \times n_{j+1}$, respectively. Then, we have

$$
\left\|\mathbf{T}_{1} \odot \cdots \odot \mathbf{T}_{k}\right\| \leq 2^{k-1}\left\|\mathbf{T}_{1}\right\| \cdots\left\|\mathbf{T}_{k}\right\| .
$$

Proof. When $k=1$, Theorem A. 23 is trivially true. When $k=2$, Theorem A. 23 follows from the fact that $\mathbf{T}_{1} \odot \mathbf{T}_{2}=\mathbf{T}_{1} \mathbf{T}_{2}-\operatorname{diag}\left(\mathbf{T}_{1} \mathbf{T}_{2}\right)$, where $\operatorname{diag}(\mathbf{A})$ is the diagonal matrix of the diagonal elements of the matrix $\mathbf{A}$. Let $k>2$. Note that

$$
\begin{aligned}
& \quad \mathbf{T}_{1} \odot \cdots \odot \mathbf{T}_{k} \\
& =\mathbf{T}_{1}\left(\mathbf{T}_{2} \odot \cdots \odot \mathbf{T}_{k}\right)-\operatorname{diag}\left(\mathbf{T}_{1} \mathbf{T}_{2}\right)\left(\mathbf{T}_{3} \odot \cdots \odot \mathbf{T}_{k}\right) \\
& \quad+\left(\mathbf{T}_{1} \diamond \mathbf{T}_{2}^{\prime} \diamond \mathbf{T}_{3}\right) \odot \mathbf{T}_{4} \odot \cdots \odot \mathbf{T}_{k},
\end{aligned}
$$

where $\mathbf{T}_{1} \diamond \mathbf{T}_{2}^{\prime} \diamond \mathbf{T}_{3}=\left(t_{a b}^{(1)} t_{b a}^{(2)} t_{a b}^{(3)}\right)$ with dimensions $n_{1} \times n_{4}$. Here, the $(a, b)$ entry of the matrix $\mathbf{T}_{1} \diamond \mathbf{T}_{2}^{\prime} \diamond \mathbf{T}_{3}$ is zero if $b>n_{2}$ or $a>n_{3}$. By Lemma A. 16 and Corollary A.21, we have $\left\|\mathbf{T}_{1} \diamond \mathbf{T}_{2}^{\prime} \diamond \mathbf{T}_{3}\right\| \leq\left\|\mathbf{T}_{1}\right\|\left\|\mathbf{T}_{2}\right\|\left\|\mathbf{T}_{3}\right\|$.

Then, the conclusion of the theorem follows by induction.

## A. 4 Extensions of Singular-Value Inequalities

In this section, we shall extend the concepts of vectors and matrices to multiple vectors and matrices, especially graph-associated multiple matrices, which will be used in deriving the LSD of products of random matrices.

## A.4.1 Definitions and Properties

Definition A.24. A collection of ordered numbers

$$
\boldsymbol{\alpha}(\mathbf{i})=\left\{a_{i_{1}, \cdots, i_{t}} ; i_{1}=1, \cdots, n_{1}, \cdots, i_{t}=1, \cdots, n_{t}\right\}
$$

is called a multiple vector (MV) with dimensions $\mathbf{n}=\left\{n_{1}, \cdots, n_{t}\right\}$, where $\mathbf{i}=\left\{i_{1}, \cdots, i_{t}\right\}$ and $t \geq 1$ is an integer.

Its norm is defined by

$$
\|\boldsymbol{\alpha}\|^{2}=\sum_{\mathbf{i}}\left|a_{\mathbf{i}}\right|^{2}
$$

Definition A.25. A multiple matrix (MM) is defined as a collection of ordered numbers

$$
\begin{gathered}
\mathbf{A}=\left\{a_{\mathbf{i} ; \mathbf{j}}, i_{1}=1,2, \cdots, m_{1}, \cdots, i_{s}=1,2, \cdots, m_{s}\right. \\
\left.\quad \text { and } j_{1}=1,2, \cdots, n_{1}, \cdots, j_{t}=1,2, \cdots, n_{t}\right\}
\end{gathered}
$$

where $\mathbf{i}=\left\{i_{1}, \cdots, i_{s}\right\}$ and $\mathbf{j}=\left\{j_{1}, \cdots, j_{t}\right\}$. The integer vectors $\mathbf{m}=$ $\left\{m_{1}, \cdots, m_{s}\right\}$ and $\mathbf{n}=\left\{n_{1}, \cdots, n_{t}\right\}$ are called its dimensions.

Similarly, its norm is defined as

$$
\|\mathbf{A}\|=\sup \left|\sum_{\mathbf{j}} a_{\mathbf{i} ; \mathbf{j}} g_{\mathbf{i}} h_{\mathbf{j}}\right|
$$

where the supremum is taken subject to $\sum_{\mathbf{i}}\left|g_{\mathbf{i}}\right|^{2}=1$ and $\sum_{\mathbf{j}}\left|h_{\mathbf{j}}\right|^{2}=1$.
The domains of $g$ and $h$ are both compact sets. Thus, the supremum in the definition of $\|\mathbf{A}\|$ is attainable. By choosing

$$
h_{\mathbf{j}}=\frac{\sum_{\mathbf{i}} a_{\mathbf{i} \mathbf{j}} g_{\mathbf{i}}}{\sqrt{\sum_{\mathbf{v}}\left|\sum_{\mathbf{u}} a_{\mathbf{u} ; \mathbf{v}} g_{\mathbf{u}}\right|^{2}}}
$$

or

$$
g_{\mathbf{i}}=\frac{\sum_{\mathbf{j}} a_{\mathbf{i}, \mathbf{j}} h_{\mathbf{j}}}{\sqrt{\sum_{\mathbf{u}}\left|\sum_{\mathbf{v}} a_{\mathbf{u} ; \mathbf{v}} h_{\mathbf{v}}\right|^{2}}}
$$

we know that the definition of $\|\mathbf{A}\|$ is equivalent to

$$
\begin{align*}
\|\mathbf{A}\|^{2} & =\sup _{\|g\|=1} \sum_{\mathbf{j}}\left|\sum_{\mathbf{i}} a_{\mathbf{i} ; \mathbf{j}} g_{\mathbf{i}}\right|^{2}  \tag{A.4.1}\\
& =\sup _{\|h\|=1} \sum_{\mathbf{i}}\left|\sum_{\mathbf{j}} a_{\mathbf{i} ; \mathbf{j}} h_{\mathbf{j}}\right|^{2} . \tag{A.4.2}
\end{align*}
$$

We define a product of two MMs as follows.
Definition A.26. If an MM B $=\left\{b_{\mathbf{j}^{\prime} ; \ell}\right\}$, where $\mathbf{j}^{\prime}=\left\{j_{1}^{\prime}, \cdots, j_{t_{1}^{\prime}}\right) \subset \mathbf{j}, \boldsymbol{\ell}=$ $\left(\ell_{1}, \cdots, \ell_{u}\right)$, and $\ell_{1}=1,2, \cdots, p_{1}, \cdots, \ell_{u}=1,2, \cdots, p_{u}$, then the product of $\mathbf{A}$ and $\mathbf{B}$ is defined by

$$
\mathbf{A} \cdot \mathbf{B}_{\mathbf{i}, \tilde{\ell}}=\sum_{\mathbf{j}^{\prime}} a_{\mathbf{i} ; \mathbf{j}} b_{\mathbf{j}^{\prime} ; \ell}
$$

where $\boldsymbol{\ell}=\left\{\ell_{1}, \cdots, \ell_{u}\right\}$ and $\tilde{\ell}=\ell \cup \mathbf{j} \backslash \mathbf{j}^{\prime}$. The product is then an MM of dimensions $\mathbf{m} \times \mathbf{p}$, where $\mathbf{p}$ contains all $p$ 's as well as those $n$ 's corresponding to the $j$-indices not contained in $\mathbf{j}^{\prime}$.

Theorem A.27. Using the notation defined above, we have

$$
\begin{equation*}
\|\mathbf{A} \cdot \mathbf{B}\| \leq\|\mathbf{A}\| \cdot\|\mathbf{B}\| . \tag{A.4.3}
\end{equation*}
$$

Proof. Using definition (A.4.1), we have

$$
\begin{aligned}
\|\mathbf{A} \cdot \mathbf{B}\|^{2} & =\sup _{\|h\|=1}\left(\sum_{\mathbf{i}}\left|\sum_{\mathbf{j} ; \ell} a_{\mathbf{i}_{;} ; \mathbf{j}} b_{\mathbf{j}^{\prime} ; \ell^{\prime}} h_{\tilde{\ell}}\right|^{2}\right) \\
& \leq\|\mathbf{A}\|^{2} \sup _{\|h\|=1}\left(\sum_{\mathbf{j}}\left|\sum_{\ell} b_{\mathbf{j}^{\prime} ; \ell^{\prime}} h_{\tilde{\ell}}\right|^{2}\right) \\
& \leq\|\mathbf{A}\|^{2} \sup _{\|h\|=1}\left(\sum_{\mathbf{j}^{\prime \prime}} \frac{\sum_{\mathbf{j}^{\prime}}\left|\sum_{\ell^{\prime}} b_{\mathbf{j}^{\prime} ; \ell^{h} h_{\tilde{\ell}}}\right|_{\ell}\left|h_{\tilde{\ell}}\right|^{2}}{\left.\sum_{\ell}\left|h_{\tilde{\ell}}\right|^{2}\right)}\right. \\
& \leq\|\mathbf{A}\|^{2} \cdot\|\mathbf{B}\|^{2} \sup _{\|h\|=1} \sum_{\mathbf{j}^{\prime \prime}} \sum_{\ell}\left|h_{\tilde{\ell}}\right|^{2} \\
& =\|\mathbf{A}\|^{2} \cdot\|\mathbf{B}\|^{2},
\end{aligned}
$$

where $\mathbf{j}^{\prime \prime}=\mathbf{j} \backslash \mathbf{j}^{\prime}$.
Conclusion (A.4.3) then follows.

## A.4.2 Graph-Associated Multiple Matrices

Now, we describe a kind of graph-associated MM as follows.
Suppose that $G=(V, E, F)$ is a directional graph where $V=V_{1}+V_{2}+V_{3}$, $V_{1}=\{1, \cdots, s\}, V_{2}=\left\{s+1, \cdots, t_{1}\right\}, V_{3}=\left\{t_{1}+1, \cdots, t\right\}, E=\left\{e_{1}, \cdots, e_{k}\right\}$, and $F=\left(f_{i}, f_{e}\right)$ is a function from $E$ into $V \times V_{3}$; i.e., for each edge, its initial vertex can be in $V_{1}, V_{2}$, or $V_{3}$ and its end vertex can only be in $V_{3}$. We
assume that the graph $G$ is $V_{1}$-based; i.e., each vertex in $V_{1}$ is an initial vertex of at least one edge and each vertex in $V_{3}$ is an end vertex of at least one edge that starts from $V_{1}$. Between $V_{2}$ and $V_{3}$ there may be some edges or no edges at all. We call the edges initiated from $V_{1}, V_{2}$, or $V_{3}$ the first, second, or third type edges, respectively. Furthermore, assume that there are $k$ matrices $\mathbf{T}^{(j)}=\left(t_{u v}^{(j)}\right)$ of dimensions $m_{j} \times n_{j}$, corresponding to the $k$ edges, subject to the consistent dimension restriction (that is, coincident vertices corresponding to equal dimensions); e.g., if $e_{i}$ and $e_{j}$ have a coincident initial vertex, then $m_{i}=m_{j}$, if they have a coincident end vertex, then $n_{i}=n_{j}$, and if the initial vertex of $e_{i}$ coincides with the end vertex of $e_{j}$, then $m_{i}=n_{j}$, etc. In other words, each vertex corresponds to a dimension. In what follows, the dimension corresponding to the vertex $j$ is denoted by $p_{j}$.

Without loss of generality, assume that the first $k_{1}$ edges of the graph $G$ are of the first type and the next $k_{2}$ edges are of the second type. Then the last $k-k_{1}-k_{2}$ are of the third type. Define an MM $T(G)$ by

$$
\mathbf{T}(G)_{\mathbf{u} ; \mathbf{v}}=\prod_{j=1}^{k_{1}} t_{u_{f_{i}\left(e_{j}\right)}, v_{f_{e}\left(e_{j}\right)}}^{(j)} \prod_{j=k_{1}+1}^{k} t_{v_{f_{i}\left(e_{j}\right)}, v_{f_{e}\left(e_{j}\right)}}^{(j)}
$$

where $\mathbf{u}=\left\{u_{1}, u_{2}, \cdots, u_{s}\right\}, \mathbf{v}_{1}=\left\{v_{s+1}, v_{s+2}, \cdots, v_{t_{1}}\right\}, \mathbf{v}_{2}=\left\{v_{t_{1}+1}, \cdots, v_{t}\right\}$, and $\mathbf{v}=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$.
Theorem A.28. Using the notation defined above, let $\mathbf{A}=\left\{a_{\mathbf{i} ;\left(\mathbf{u}, \mathbf{v}_{1}\right)}\right\}$ be an $M M$. Define a product $M M$ of the $M M \mathbf{A}$ and the quasi-MM $\mathbf{T}(G)$ as given by

$$
\mathbf{A} \cdot \mathbf{T}(G)=\left\{\sum_{\mathbf{u}} a_{\mathbf{i} ;\left(\mathbf{u}, \mathbf{v}_{1}\right)} T(G)_{\mathbf{u} ; \mathbf{v}}\right\}
$$

Then, we have

$$
\begin{equation*}
\|\mathbf{A} \cdot \mathbf{T}(G)\| \leq\|\mathbf{A}\| \prod_{j=1}^{k}\left\|\mathbf{T}^{(j)}\right\| \tag{A.4.4}
\end{equation*}
$$

Proof. Using definition (A.4.1) and noting that $\left|t_{u, v}^{(j)}\right| \leq\left\|\mathbf{T}^{(j)}\right\|$, we have

$$
\begin{aligned}
\|\mathbf{A} \cdot \mathbf{T}(G)\|^{2} & =\sup _{\|g\|=1} \sum_{\mathbf{v}}\left|\sum_{\mathbf{i}} g_{\mathbf{i}} \sum_{\mathbf{u}} a_{\mathbf{i} ;\left(\mathbf{u}, \mathbf{v}_{1}\right)} T(G)_{\mathbf{u} ; \mathbf{v}}\right|^{2} \\
& \leq \prod_{j=k_{1}+1}^{k}\left\|\mathbf{T}^{(j)}\right\|^{2} \sup _{\|g\|=1} \sum_{\mathbf{v}}\left|\sum_{\mathbf{i}, \mathbf{u}} g_{\mathbf{i}} a_{\mathbf{i} ;\left(\mathbf{u}, \mathbf{v}_{1}\right)} \prod_{j=1}^{k_{1}} t_{u_{f_{i}\left(e_{j}\right)}(j)}^{\left(v_{f_{e}\left(e_{j}\right)}\right.}\right|^{2}
\end{aligned}
$$

By the singular decomposition of $\mathbf{T}^{(j)}$ (see Theorem A.7), we have

$$
t_{u v}^{(j)}=\sum_{\ell=1}^{r_{j}} \lambda_{\ell}^{(j)} \eta_{u \ell}^{(j)} \xi_{v \ell}^{(j)}
$$

where $r_{j}=\min \left(m_{j}, n_{j}\right), j=1, \cdots, k_{1}$. By the definition of the graph $G$, all noncoincident $u$ vertices in $\left\{u_{f_{i}\left(e_{j}\right)}, j=1, \cdots, k_{1}\right\}$ are the indices in $\mathbf{u}$ and all noncoincident $v$ vertices in $\left\{v_{f_{e}\left(e_{j}\right)}, j=1, \cdots, k_{1}\right\}$ are the indices in $\mathbf{v}_{2}$. Let $\tilde{\mathbf{v}}_{2}=\left(v_{1}, \cdots, v_{k_{1}}\right)$, where $v_{j}$ runs over $1, \cdots, n_{j}$ independently; that is, not restricted by the graph $G$. Similarly, define $\tilde{\ell}=\left(\tilde{\ell}_{1}, \cdots, \tilde{\ell}_{k_{1}}\right)$, where $\tilde{\ell}_{j}$ runs $1, \cdots, m_{j}$ independently. Then, substituting these expressions into the inequality above, we obtain

$$
\begin{align*}
& \|\mathbf{A} \cdot \mathbf{T}(G)\|^{2} \\
\leq & \prod_{j=k_{1}+1}^{k}\left\|\mathbf{T}^{(j)}\right\|^{2} \sup _{\|g\|=1} \sum_{\mathbf{v}_{1}, \mathbf{v}_{2}} \mid \sum_{\mathbf{i}, \mathbf{u}} g_{\mathbf{i}} a_{\mathbf{i} ;\left(\mathbf{u}, \mathbf{v}_{1}\right)} \prod_{j=1}^{k_{1}} t_{u_{f_{i}\left(e_{j}\right)},\left.v_{f_{e}\left(e_{j}\right)}^{(j)}\right|^{2}}^{2} \\
\leq & \prod_{j=k_{1}+1}^{k}\left\|\mathbf{T}^{(j)}\right\|^{2} \sup _{\|g\|=1} \sum_{\mathbf{v}_{1}, \mathbf{v}_{2}}\left|\sum_{\mathbf{i}, \mathbf{u}} g_{\mathbf{i}} a_{\mathbf{i} ;\left(\mathbf{u}, \tilde{\mathbf{v}}_{1}\right)} \prod_{j=1}^{k_{1}} t_{u_{f_{i}\left(e_{j}\right)}, v_{j}}^{(j)}\right|^{2} \\
= & \prod_{j=k_{1}+1}^{k}\left\|\mathbf{T}^{(j)}\right\|^{2} \sup _{\|g\|=1} \sum_{\mathbf{v}_{1}, \tilde{\mathbf{v}}_{2}}\left|\sum_{\ell} \lambda_{\ell_{1}}^{(1)} \cdots \lambda_{\ell_{k_{1}}}^{\left(k_{1}\right)} \sum_{\mathbf{i}, \mathbf{u}} g_{\mathbf{i}} a_{\mathbf{i} ;\left(\mathbf{u}, \mathbf{v}_{1}\right)} \eta_{\mathbf{u} ; \ell} \xi_{\tilde{\mathbf{v}}_{2} ; \ell}\right|^{2} \\
= & \prod_{j=k_{1}+1}^{k}\left\|\mathbf{T}^{(j)}\right\|^{2} \sup _{\|g\|=1} \sum_{\mathbf{v}_{1}} \sum_{\ell}\left(\lambda_{\ell_{1}}^{(1)} \cdots \lambda_{\ell_{k_{1}}}^{\left(k_{1}\right)}\right)^{2}\left|\sum_{\mathbf{i}, \mathbf{u}} g_{\mathbf{i}} a_{\mathbf{i} ;\left(\mathbf{u}, \mathbf{v}_{1}\right)} \eta_{\mathbf{u} ; \ell}\right|^{2} \\
\leq & \prod_{j=1}^{k}\left\|\mathbf{T}^{(j)}\right\|^{2} \sup _{\|g\|=1}^{2} \sum_{\mathbf{v}_{1}} \sum_{\ell}\left|\sum_{\mathbf{i}, \mathbf{u}} g_{\mathbf{i}} a_{\mathbf{i} ;\left(\mathbf{u}, \mathbf{v}_{1}\right)} \eta_{\mathbf{u} ; \ell}\right|^{2} \\
\leq & \prod_{j=1}^{k}\left\|\mathbf{T}^{(j)}\right\|^{2} \sup _{\|g\|=1} \sum_{\mathbf{v}_{1}} \sum_{\tilde{\ell}}\left|\sum_{\mathbf{i}, \mathbf{u}} g_{\mathbf{i}} a_{\mathbf{i} ;\left(\mathbf{u}, \mathbf{v}_{1}\right)} \eta_{\mathbf{u} ; \tilde{\ell}}\right|^{(\mathrm{A} .} \\
= & \prod_{j=1}^{k}\left\|\mathbf{T}^{(j)}\right\|^{2} \sup _{\|g\|=1} \sum_{\mathbf{u}, \mathbf{v}_{1}}\left|\sum_{\mathbf{i}} g_{\mathbf{i}} a_{\mathbf{i} ;\left(\mathbf{u}, \mathbf{v}_{1}\right)}\right|^{2} \\
= & \prod_{j=1}^{k}\left\|\mathbf{T}^{(j)}\right\|^{2}\|\mathbf{A}\|, \tag{A.4.5}
\end{align*}
$$

where

$$
\begin{aligned}
\ell & =\left(\ell_{1}, \cdots, \ell_{k_{1}}\right)^{\prime}, \\
\eta_{\mathbf{u} ; \ell} & =\prod_{j=1}^{k_{1}} \eta_{u_{f_{i}\left(e_{j}\right)}, \ell_{j}}^{(j)},
\end{aligned}
$$

$$
\xi_{\tilde{\mathbf{v}}_{2} ; \ell}=\prod_{j=1}^{k_{1}} \xi_{v_{j}, \ell_{j}}^{(j)} .
$$

Here, the second identity in (A.4.5) follows from the fact that

$$
\sum_{\tilde{\mathbf{v}}_{2}} \xi_{\tilde{\mathbf{v}}_{2}, \ell} \bar{\xi}_{\tilde{\mathbf{v}}_{2}, \ell^{\prime}}=\delta_{\ell, \ell^{\prime}}
$$

and the third identity from

$$
\sum_{\tilde{\ell}} \eta_{\mathbf{u}, \tilde{\ell}} \bar{\eta}_{\mathbf{u}^{\prime}, \tilde{\ell}}=\delta_{\mathbf{u}, \mathbf{u}^{\prime}}
$$

and $\delta_{a, b}$ is the Kronecker delta; i.e., $\delta_{a, a}=1$ and $\delta_{a, b}=0$ for $a \neq b$.
This completes the proof of Theorem A. 28.
Remark A.29. When $V_{1}=V_{3}=\{1\}$ and $V_{2}=\emptyset$, Theorem A. 28 reduces to Corollary A.22.

## A.4.3 Fundamental Theorem on Graph-Associated $M M s$

Definition A.30. A graph $G=(V, E, F)$ is called two-edge connected if, removing any one edge from $G$, the resulting subgraph is still connected.

The following theorem is fundamental in finding the existence of the LSD of a product of two random matrices. It was initially proved in Yin and Krishnaiah [304] for a common nonnegative definite matrix T. Now, it is extended to any complex matrices with consistent dimensions.

Theorem A.31. (Fundamental theorem for graph-associated matrix). Suppose that $G=(V, E, F)$ is a two-edge connected graph with $t$ vertices and $k$ edges. Each vertex $i$ corresponds to an integer $m_{i} \geq 2$ and each edge $e_{j}$ corresponds to a matrix $\mathbf{T}^{(j)}, j=1, \cdots, k$, with consistent dimensions; that is, if $F\left(e_{j}\right)=(g, h)$, then the matrix $\mathbf{T}^{(j)}$ has dimensions $m_{g} \times m_{h}$. Define $\mathbf{v}=\left(v_{1}, \cdots, v_{t}\right)$ and

$$
T=\sum_{\mathbf{v}} \prod_{j=1}^{k} t_{v_{f_{i}\left(e_{j}\right)}, v_{f_{e}\left(e_{j}\right)}}^{(j)},
$$

where the summation $\sum_{\mathbf{v}}$ is taken for $v_{i}=1,2, \cdots, m_{i}, i=1,2, \cdots, t$. Then, for any $i \leq t$,

$$
\begin{equation*}
|T| \leq m_{i} \prod_{j=1}^{k}\left\|\mathbf{T}^{(j)}\right\| \tag{A.4.6}
\end{equation*}
$$

Because the graph $G=(V, E, F)$ is two-edge connected, the degree of vertex 1 is at least 2 . Divide the edges connecting vertex 1 into two (nonempty) sets. Define a new graph $G^{*}$ by splitting vertex 1 into two vertices $1^{\prime}$ and $1^{\prime \prime}$ and connecting the edges of the two sets to the vertices $1^{\prime}$ and $1^{\prime \prime}$, respectively. The correspondence between the edges and the matrices remains unchanged (both vertices $1^{\prime}$ and $1^{\prime \prime}$ correspond to the integer $m_{1}$ ). For brevity, we denote the vertices $1^{\prime}$ and $1^{\prime \prime}$ by 1 and 2 and other vertices by $3, \cdots, t+1$. Define an $m_{1} \times m_{1}$ matrix $\mathbf{T}\left(G^{*}\right)$ with entries

$$
\mathbf{T}_{v_{1}, v_{2}}\left(G^{*}\right)=\sum_{\mathbf{v}^{*}} \prod_{j=1}^{k} t_{v_{f_{i}\left(e_{j}\right)}, v_{f_{e}\left(e_{j}\right)}}^{(j)},
$$

where $\mathbf{v}^{*}=\left(v_{3}, \cdots, v_{t+1}\right)$.
One finds that $T$ is the trace of the matrix $\mathbf{T}$ and hence Theorem A. 31 is an easy consequence of the following theorem.

## Theorem A.32.

$$
\begin{equation*}
\|\mathbf{T}\| \leq \prod_{j=1}^{k}\left\|\mathbf{T}^{(j)}\right\| \tag{A.4.7}
\end{equation*}
$$

To prove Theorem A.32, we need to define a new graph $G_{p}$ of $\tilde{t}$ vertices and $\tilde{k}$ edges associated with a new class of matrices $\widetilde{\mathbf{T}}^{(j)}$ with consistent dimensions such that the similarly defined matrix $\mathbf{T}\left(G_{p}\right)=\mathbf{T}\left(G^{*}\right)$, where

$$
\widetilde{\mathbf{T}}\left(G_{p}\right)=\left(\sum_{\tilde{\mathbf{v}}} \prod_{j=1}^{k} \tilde{t}_{v_{f_{i}\left(\tilde{e}_{j}\right)}^{(j)}, v_{f_{e}\left(\tilde{e}_{j}\right)}}\right)
$$

and $\tilde{\mathbf{v}}=\left(v_{3}, \cdots, v_{\tilde{t}}\right)$.
The graph $G_{p}$ is directional and satisfies the following properties:

1. Every edge of $G_{p}$ is on a directional path from vertex 1 to 2 (a path is a proper chain without cycles).
2. The graph $G_{p}$ is direction-consistent; that is, it has no directional cycles.
3. Vertex 1 meets with only arrow tails and vertex 2 meets with only arrow heads, and all other vertices connect with both arrow heads and tails.

Remark A.33. Due to the second property, we have in fact established a partial order on the vertex set of $G_{p}$; in other words, we say that a vertex $u$ is prior to vertex $w$ if there is a directional path from $u$ to $w$.

## Construction of graph $\mathbf{G}_{\mathrm{p}}$

Arbitrarily choose a circuit passing through vertex 1 of $G$, and split the edges connecting to vertex 1 into two sets so that the two edges connecting to vertex 1 do not belong to one set simultaneously (a circuit is a cycle without proper subcycles). Then, this circuit becomes a chain of $G^{*}$ starting from vertex

1 and ending at vertex 2. (We temporarily denote the vertices of $G^{*}$ by $1, \cdots, t+1$, and the numbering of vertices will automatically shift forward when new vertices are added.) Then, we may mark each edge of the chain as an arrow so that the chain forms a directional path from vertex 1 to vertex 2 . Then, the directional chain, regarded as the directionalized subgraph of $G^{*}$, satisfies the three properties above.

Suppose we have directionalized or extended (if necessary) the graph $G^{*}$ to $G^{* d}$ with a directionalized subgraph $G^{d}$ (of $G^{* d}$ ) starting from vertex 1 to vertex 2 and satisfying the three properties above.

If this subgraph $G^{d}$ does not contain all edges of $G^{* d}$, we can find a simple path $\mathcal{P}$ with two distinct ends at two different vertices $a \prec b$ (say, of $G^{d}$ or a circuit $\mathcal{C}$ with only one vertex $A$ on $G^{d}$ ) since $G$ is two-edge-connected. Consider the following cases.

Case 1. Suppose that path $\mathcal{P}$ ends at two distinct vertices $a \prec c$ of a directional path of the directionalized subgraph $G^{d}$. As an example, see Fig. A.1. Then, we mark arrows on the edges of $\mathcal{P}$ as a directional path from $a$ to $c$. As shown in Fig. A.1(left), suppose that the undirectionalized path $\mathcal{P}=a d e c$ intersects the directionalized path $a b c$ at vertices $a$ and $c$. Since the arrows on the path $a b c$ are from $a$ to $c$, we mark arrows on path adec from $a$ to $c$.


Fig. A. 1 Directionalize a path attaching to a directional chain.

Now, let us show that the new subgraph $G^{d} \cup \overline{\mathcal{P}}$ satisfies the three conditions given above, where $\overline{\mathcal{P}}$ is the directionalized path $\mathcal{P}$.

Since $G^{d}$ satisfies condition 1 , there is a directional path from 1 to $a$ and a directional path from $c$ to 2 , so we conclude that the directional graph $G^{d} \cup \overline{\mathcal{P}}$ satisfies condition 1.

If $G^{d} \cup \overline{\mathcal{P}}$ contains a directional cycle (say $\mathcal{F}$ ), then $\mathcal{F}$ must contain an edge of $\overline{\mathcal{P}}$ and an edge of $G^{d}$ because $G^{d}$ and $\overline{\mathcal{P}}$ have no directional cycles. Since $\overline{\mathcal{P}}$ is a simple path, $\mathcal{F}$ must contain the whole path $\overline{\mathcal{P}}$. Thus, the remaining part of $\mathcal{F}$ contained in $G^{d}$ forms a directional chain from $c$ to $a$. As shown in the
right graph of Fig. A.1(right), the directional chains (cfa) and (abc) form a directional cycle of $G^{d}$. Because $G^{d}$ also contains a directional path from $a$ to $c$, we reach a contradiction to the assumption that $G^{d}$ is direction-consistent. Thus, $G^{d} \cup \overline{\mathcal{P}}$ satisfies condition 2.

Condition 3 is trivially seen.
Case 2. Suppose that path $\mathcal{P}$ meets $G^{d}$ at two distinct vertices $a$ and $c$ between which there are no directional paths in the directionalized subgraph $G^{d}$. As an example, see Fig. A.2. Then, we mark arrows on the edges of $\mathcal{P}$ as a directional path from $a$ to $c$, say. As shown in the left graph of Fig. A.2(left), suppose that the undirectionalized path $\mathcal{P}=a b c$ intersects $G^{d}$ at vertices $a$ and $c$. We make arrows on path $a b c$ from $a$ to $c$ (or the other direction without any harm).


Fig. A. 2 Directionalize a path attaching to incomparable vertices.

Because $G^{d}$ satisfies condition 1 and contains an edge leading to vertex $a$ if $a \neq 1$, there is a directional path from 1 to $a$. Similarly, there is a directional path from $c$ to the vertex 2 if $c \neq 2$. Thus, the directionalized graph $G^{d} \cup \overline{\mathcal{P}}$ satisfies condition 1.

As shown in the right graph of Fig. A.2, if there is a directional cycle in the extended directional subgraph, then there would be a directional path cdefa from $c$ to $a$ in $G^{d}$, which violates our assumption that $a$ and $c$ are not comparable. Thus, $G^{d} \cup \overline{\mathcal{P}}$ satisfies condition 2 . Condition 3 is trivially satisfied.

Case 3. Suppose that there is a simple cycle $\mathcal{C}$ (or a loop), say. As an example (shown in Fig. A.3), the cycle $a b c d$ intersects $G^{d}$ at vertex $a$. Cut the graph $G^{* d}$ off at $a$, separate vertex $a$ as $a^{\prime}$ and $a^{\prime \prime}$ and add an arrowed edge from $a^{\prime \prime}$ to $a^{\prime}$, connect edges with $a$ as initial vertices to $a^{\prime}$ and edges
with $a$ as end vertices to $a^{\prime \prime}$, stretch the cycle $\mathcal{C}$ (abcd in Fig. A.3(left)) as a directional path from $a^{\prime \prime}$ to $a^{\prime}$, and finally connect other undirectionalized edges with $a$ as end vertices to $a^{\prime \prime}$ or $a^{\prime}$ arbitrarily.


Fig. A. 3 Directionalize a loop.

We can similarly show that the resulting directionalized subgraph satisfies the three conditions. If the newly added edge is made to correspond to an identity matrix of dimension $m_{a}$, the matrix $\mathbf{T}$ defined by the extended graph is the same as defined by the original graph.

By induction, we have eventually directionalized the graph $G^{*}$, with possible extensions, to a directional graph $G_{p}$, which satisfies the three properties.

Proof of Theorem A.32. By the argument above, we may assume that $G^{*}$ is a directional graph and satisfies the properties above.

Now, we define a function $g$ mapping the vertex set of $G^{*}$ to nonnegative integers. We first define $g(1)=0$. For a given vertex $u>1$, there must be one but may be several directional paths from 1 to $u$. We define $g(u)$ to be the maximum number of edges among the directional paths from 1 to $u$.

For each nonnegative integer $\ell$, define a vertex subset $V(\ell)=\{u \in$ $V ; g(u)=\ell\}$ with $V(0)=\{1\}$. If $k_{0}$ is the maximum number such that $V\left(k_{0}\right) \neq \emptyset$, then $V\left(k_{0}\right)=\{2\}$.

Note that the vertex sets $V(\ell)$ are disjoint and there are no edges connecting vertices of $V(\ell)$. Fixing an integer $\ell<k_{0}$, for each vertex $b \in V(\ell+1)$, there is at least one vertex $a \in V(\ell)$ such that $(a, b) \in E$.

For each $0<\ell \leq k_{0}$, define an $\mathrm{MM} \mathbf{T}_{(\ell)}$ by

$$
\mathbf{T}_{(\ell)}=\left(\prod_{\substack{f_{i}\left(e_{j}\right) \in V(0)+\ldots+V(\ell-1) \\ f_{e}\left(e_{j}\right) \in V(\ell)}} t_{i_{f_{i}\left(e_{j}\right), i_{f e}\left(e_{j}\right)}^{(j)}}^{j_{i}}\right)
$$

and an MM $\mathbf{A}_{(\ell)}$ by

$$
\mathbf{A}_{(\ell)}=\left(\sum_{\substack{\mathbf{i} \\ f_{i}\left(e_{j}\right) \in V(0)+\cdots+V(\ell-1) \\ f_{e}\left(e_{j}\right) \in V(1)+\cdots+V(\ell)}} t_{i_{f_{i}\left(e_{j}\right), i_{f e}\left(e_{j}\right)}^{(j)}}\right)
$$

where $\mathbf{i}=\left\{i_{a}: g(a) \leq \ell \& \forall g(b)>\ell, \quad(a, b) \notin E\right\}$.
Intuitively, $\mathbf{t}_{(\ell)}$ is the MM defined by the subgraph of all edges starting from $V(0)+\cdots+V(\ell-1)$ and ending in $V(\ell)$ and their corresponding matrices, while $\mathbf{A}_{(\ell)}$ is the MM defined by the subgraph of all edges starting from $V(0)+\cdots+V(\ell-1)$ and endeding in $V(0)+\cdots+V(\ell)$.

The left index of $\mathbf{A}_{(\ell)}$ is $i_{1}$ and its right indices are

$$
\mathbf{v}^{\ell}=\left\{i_{a}: g(a) \leq \ell, \& \exists g(b)>\ell,(a, b) \in E\right\}
$$

The left indices of $\mathbf{T}_{(\ell)}$ are

$$
\begin{aligned}
\mathbf{u}^{\ell}=\{ & i_{a}: g(a) \leq \ell-1, \& \exists g(b)=\ell \\
& (a, b) \in E \& \forall g(c)>\ell,(a, c) \notin E\}
\end{aligned}
$$

and its right indices are

$$
\begin{array}{r}
\mathbf{v}^{\ell}=\left\{i_{b}: b \in V(\ell)\right\} \cup\left\{i_{a}: g(a) \leq \ell-1, \& \exists g(b)=\ell,\right. \\
g(c)>\ell,(a, b),(a, c) \in E\} .
\end{array}
$$

It is obvious that $\mathbf{u}^{\ell} \subset \mathbf{v}^{\ell-1}$ and

$$
\mathbf{A}_{(\ell)}=\mathbf{A}_{(\ell-1)} \cdot \mathbf{T}_{(\ell)}=\sum_{\mathbf{u}} \mathbf{A}_{(\ell-1)}\left(i_{1}, \mathbf{v}^{(\ell-1)}\right) \mathbf{T}_{(\ell)}\left(\mathbf{u}, \mathbf{v}_{1}^{\ell}\right) .
$$

Applying Theorem A.28, we obtain

$$
\left\|\mathbf{A}_{(\ell)}\right\| \leq\left\|\mathbf{A}_{(\ell-1)}\right\| \prod_{\substack{f_{i}\left(e_{j}\right) \in V\left(()+\cdots+V(\ell-1) \\ f_{e}\left(e_{j}\right) \in V(\ell)\right.}}\left\|\mathbf{T}^{(j)}\right\| .
$$

For the case $\ell=1$, we have $\mathbf{A}_{(1)}=\left(A_{(1)}\left(i_{1} ; \mathbf{v}^{1}\right)\right)=\mathbf{T}_{(1)}$. It is easy to see that

$$
\left\|\mathbf{A}_{(1)}\right\|=\left\|\left(\prod_{\substack{f_{i}\left(e_{j}\right)=1 \\ f_{e}\left(e_{j}\right) \in V(1)}} t_{i_{1}, i_{f_{e}\left(e_{j}\right)}}^{(j)}\right)\right\| \leq \prod_{\substack{f_{i}\left(e_{j}\right)=1 \\ f_{e}\left(e_{j}\right) \in V(1)}}\left\|\mathbf{T}^{(j)}\right\|
$$

Applying induction, it is proven that

$$
\left\|\mathbf{A}_{(\ell)}\right\| \prod_{f_{e}\left(e_{j}\right) \in V(1)+\cdots+V(\ell)}\left\|T_{j}\right\|
$$

Especially, for $\ell=k_{0}$,

$$
\begin{equation*}
\|\mathbf{T}\|=\left\|\mathbf{A}_{\left(k_{0}\right)}\right\| \leq \prod_{j=1}^{k}\left\|T_{j}\right\| \tag{A.4.8}
\end{equation*}
$$

This completes the proof of the theorem.
Now, let us consider a connected graph $G$ of $k$ edges.
Definition A.34. An edge $e$ is called a cutting edge if removing this edge will result in a disconnected subgraph.

Whether an edge is a cutting edge or not remains the same when a cutting edge is removed. Now, removing all cutting edges, the resulting subgraph consists of disjoint two-edge connected subgraphs, isolated loops, and/or isolated vertices, which we call the MC blocks. On the other hand, contracting these two-edge connected subgraphs results in a tree of cutting edges and their vertices. Suppose that corresponding to each edge $e_{\ell}$ there is a matrix $\mathbf{T}_{\ell}$ and dimensions of the matrices are consistent.

Theorem A.35. Suppose that the edge set $E=E_{1}+E_{2}$, where $E_{1}=E-E_{2}$ and $E_{2}$ is the set of all cutting edges. If $G$ is connected, then we have

$$
\begin{equation*}
\left|\sum_{i_{w} \in V} \prod_{j=1}^{k} t_{i_{f_{i}\left(e_{j}\right), i_{f e\left(e_{j}\right)}}^{(j)}}\right| \leq p_{0} \prod_{e_{j} \in E_{1}}\left\|\mathbf{T}^{(j)}\right\| \prod_{e_{j} \in E_{2}}\left\|\mathbf{T}^{(j)}\right\|_{0} \tag{A.4.9}
\end{equation*}
$$

where $p_{0}=\min \left\{n_{\ell} ; \ell \in V\right\},\left\|\mathbf{T}^{(j)}\right\|_{0}=\bar{n}\left(e_{j}\right) \max _{g h}\left|t_{g, h}^{(j)}\right|$, and $\bar{n}\left(e_{j}\right)=$ $\max \left(m_{j}, n_{j}\right)$ is the maximum of the dimensions of the $\mathbf{T}^{(j)}$.

Furthermore, let $V_{2}^{*}$ be a subset of the vertex set $V$. Denote by $\sum_{\left\{-V_{2}^{*}\right\}}$ the summation running for $i_{w}=1, \cdots, m_{w}$ subject to the restriction that $i_{w_{1}} \neq i_{w_{2}}$ if both $w_{1}, w_{2} \in V_{2}^{*}$. Then, we have

$$
\begin{equation*}
\left|\sum_{\left\{-V_{2}^{*}\right\}} \prod_{j=1}^{k} t_{i_{f_{i}\left(e_{j}\right)}, i_{f_{e}\left(e_{j}\right)}, j}\right| \leq C_{k} p_{0} \prod_{e_{j} \in E_{1}}\left\|\mathbf{T}_{j}\right\| \prod_{e_{j} \in E_{2}}\left\|\mathbf{T}_{j}\right\|_{0} \tag{A.4.10}
\end{equation*}
$$

where $C_{k}$ is a constant depending on $k$ only.

Remark A.36. The second part of the theorem will be used for the inclusionexclusion principle to estimate the values of MMs associated with graphs. The useful case is for $V_{2}^{*}=V$; that is, the indices for noncoincident vertices are not allowed to take equal values.

Proof. If the graph contains only one MC block, Theorem A. 35 reduces to Theorem A.31. We shall prove the theorem by induction with respect to the number of MC blocks. Suppose that Theorem A. 35 is true when the number of MC blocks of the graph $G$ is less than $u$.

Now, we consider the case where $G$ contains $u(>1)$ MC blocks. Select a vertex $v_{0}$ such that it corresponds to the smallest dimension of the matrices. Since the cutting edges form a tree if the MC blocks are contracted, we can select an MC block $B$ that connects with only one cutting edge, say $e_{c}=\left(v_{1}, v_{2}\right)$, and does not contain the vertex $v_{0}$. Suppose that $v_{1} \in B$ and $v_{2} \in G-B-e_{c}$. Remove the MC block $B$ and the cutting edge $e_{c}$ from $G$ and add a loop attached at the vertex $v_{2}$. Write the resulting graph as $G^{\prime}$. Let the added loop correspond to the diagonal matrix

$$
\begin{aligned}
\mathbf{T}_{0}=\operatorname{diag}[ & \sum_{i_{w}, w \in B} t_{i_{f_{i}\left(e_{c}\right)}, 1}^{(c)} \prod_{e_{j} \in B} t_{i_{f_{i}\left(e_{j}\right)}, i_{f_{e}\left(e_{j}\right)}}^{(j)}, \cdots, \\
& \cdots, \sum_{i_{w}, w \in B} t_{i_{f_{i}\left(e_{c}\right)}, n_{v_{2}}}^{(c)} \prod_{e_{j} \in B} t_{\left.i_{f_{i}\left(e_{j}\right), i_{f_{e}\left(e_{j}\right)}}^{(j)}\right] .} .
\end{aligned}
$$

By Theorem A.31, we have

$$
\left\|\mathbf{T}_{0}\right\| \leq \bar{n}\left(e_{c}\right) \max _{i j}\left|t_{i, j}^{(c)}\right| \prod_{e_{j} \in B}\left\|\mathbf{T}^{(j)}\right\|=\left\|\mathbf{T}_{c}\right\|_{0} \prod_{e_{j} \in B}\left\|\mathbf{T}^{(j)}\right\| .
$$

Note that graph $G^{\prime}$ has $u-1$ MC blocks. Then, by induction, we have

$$
\begin{aligned}
\left|\sum_{i_{w} \in V} \prod_{j=1}^{k} t_{i_{f_{i}\left(e_{j}\right)}, i_{f_{e}\left(e_{j}\right)}, j}\right| & \leq p_{0} \prod_{e_{j} \in E_{1}-B}\left\|\mathbf{T}_{j}\right\| \prod_{e_{j} \in E_{2}-e_{c}}\left\|\mathbf{T}_{j}\right\|_{0}\left\|\mathbf{T}_{0}\right\| \\
& =p_{0} \prod_{e_{j} \in E_{1}}\left\|\mathbf{T}_{j}\right\| \prod_{e_{j} \in E_{2}}\left\|\mathbf{T}_{j}\right\|_{0}
\end{aligned}
$$

The proof of (A.4.9) is complete.
Note that (A.4.9) is a special case of (A.4.10) when $V_{2}^{*}$ is empty. We shall prove (A.4.10) by induction with respect to the cardinality of the set $V_{2}^{*}$. We have already proved that (A.4.10) is true when $\left\|V_{2}^{*}\right\|=0$. Now, assume that (A.4.10) is true for $\left\|V_{2}^{*}\right\| \leq a-1 \geq 0$. We shall show that (A.4.10) is true for $\left\|V_{2}^{*}\right\|=a$.

Suppose that $w_{1}, w_{2} \in V_{2}^{*}$ and $w_{1} \neq w_{2}$. Write $\widetilde{V}_{2}^{*}=V_{2}^{*}-\left\{w_{2}\right\}$. Let $\widehat{G}$ denote the graph obtained from $G$ by gluing the vertices $w_{1}$ and $w_{2}$ as one
vertex, still denoted by $w_{1}$. Then, we have $\left\|\widetilde{V}_{2}^{*}\right\|=a-1$. Without loss of generality, let vertex $w_{1}$ correspond to a smaller dimension, say $p_{1}$. If the edge $\hat{e}_{j}$ of $\widehat{G}$ is obtained from the edge $e_{j}$ of $G$ with $w_{2}$ as a vertex, then, corresponding to $\hat{e}_{j}$, we define a matrix $\widehat{\mathbf{T}}^{(j)}$ by the first $p_{1}$ rows (or columns) of the matrix $\mathbf{T}^{(j)}$ when $w_{2}$ is the initial (or end, respectively) vertex of $e_{j}$. For all other edges, we define the associated matrices by $\widehat{\mathbf{T}}^{(j)}=\mathbf{T}^{(j)}$. Note that

$$
\left\|\widehat{\mathbf{T}}^{(j)}\right\| \leq\left\|\mathbf{T}^{(j)}\right\| \leq\left\|\mathbf{T}^{(j)}\right\|_{0}
$$

and

$$
\begin{gathered}
\left\|\widehat{\mathbf{T}}^{(j)}\right\|_{0} \leq\left\|\mathbf{T}^{(j)}\right\|_{0} \\
\text { For definiteness, write } \sum_{\left\{G,-V_{2}^{*}\right\}}=\sum_{\left\{-V_{2}^{*}\right\}} \text {. Then, we have } \\
\sum_{G,\left\{-V_{2}^{*}\right\}}=\sum_{G,\left\{-\widetilde{V}_{2}^{*}\right\}}-\sum_{\widehat{G},\left\{-\widehat{V}_{2}^{*}\right\}} .
\end{gathered}
$$

By the induction hypothesis, we have

$$
\begin{equation*}
\left|\sum_{G,\left\{-\widetilde{V}_{2}^{*}\right\}} \prod_{j=1}^{k} t_{i_{f_{i}\left(e_{j}\right), i_{f_{e}\left(e_{j}\right), j}}}\right| \leq C_{k, 1} p_{0} \prod_{e_{j} \in E_{1}}\left\|\mathbf{T}_{j}\right\| \prod_{e_{j} \in E_{2}}\left\|\mathbf{T}_{j}\right\|_{0} . \tag{A.4.11}
\end{equation*}
$$

When constructing the graph $\widehat{G}$, some cutting edge of $G$ may be changed to a noncutting edge of $\widehat{G}$, while the noncutting edge of $G$ remains a noncutting edge of $\widehat{G}$. By induction, we also have

$$
\begin{equation*}
\left|\sum_{\widehat{G},\left\{-\widehat{V}_{2}^{*}\right\}} \prod_{j=1}^{k} t_{i_{f_{i}\left(e_{j}\right), i_{f}\left(e_{j}\right), j}}\right| \leq C_{k, 2} p_{0} \prod_{e_{j} \in E_{1}}\left\|\mathbf{T}_{j}\right\| \prod_{e_{j} \in E_{2}}\left\|\mathbf{T}_{j}\right\|_{0} . \tag{A.4.12}
\end{equation*}
$$

Combining (A.4.11) and (A.4.12) and by induction, we complete the proof of (A.4.10) and hence the remaining part of the theorem.

## A. 5 Perturbation Inequalities

Theorem A.37. (i) Let $\mathbf{A}$ and $\mathbf{B}$ be two $n \times n$ normal matrices with eigenvalues $\lambda_{k}$ and $\delta_{k}, k=1,2, \cdots, n$, respectively. Then

$$
\begin{equation*}
\min _{\pi} \sum_{k=1}^{n}\left|\lambda_{k}-\delta_{\pi(k)}\right|^{2} \leq \operatorname{tr}\left[(\mathbf{A}-\mathbf{B})(\mathbf{A}-\mathbf{B})^{*}\right] \leq \max _{\pi} \sum_{k=1}^{n}\left|\lambda_{k}-\delta_{\pi(k)}\right|^{2} \tag{A.5.1}
\end{equation*}
$$

where $\pi=(\pi(1), \cdots, \pi(n))$ is a permutation of $1,2, \cdots, n$.
(ii) In (i), if $\mathbf{A}$ and $\mathbf{B}$ are two $n \times p$ matrices and $\lambda_{k}$ and $\delta_{k}, k=1,2, \cdots, n$, denote their singular values, then the conclusion in (A.5.1) remains true. If the singular values are arranged in descending order, then we have

$$
\sum_{k=1}^{\nu}\left|\lambda_{k}-\delta_{k}\right|^{2} \leq \operatorname{tr}\left[(\mathbf{A}-\mathbf{B})(\mathbf{A}-\mathbf{B})^{*}\right],
$$

where $\nu=\min \{p, n\}$.
Proof. Because a normal matrix is similar to a diagonal matrix through a unitary matrix, without loss of generality, we can assume that $\mathbf{A}=\operatorname{diag}\left(\lambda_{k}\right)$ and assume $\mathbf{B}=\mathbf{U} \Delta \mathbf{U}^{*}$, where $\Delta=\operatorname{diag}\left(\delta_{k}\right)$ and $\mathbf{U}=\left(u_{k j}\right)$ is a unitary matrix. Then we have

$$
\begin{aligned}
\operatorname{tr}\left(\mathbf{A A}^{*}\right) & =\sum_{k=1}^{n}\left|\lambda_{k}\right|^{2}, \\
\operatorname{tr}\left(\mathbf{B B}^{*}\right) & =\sum_{k=1}^{n}\left|\delta_{k}\right|^{2}, \\
2 \Re\left[\operatorname{tr}\left(\mathbf{A} \mathbf{B}^{*}\right)\right] & =2 \Re\left(\sum_{k j} \lambda_{k} \bar{\delta}_{j}\left|u_{k j}\right|^{2}\right) .
\end{aligned}
$$

From these, we obtain

$$
\begin{equation*}
\operatorname{tr}\left[(\mathbf{A}-\mathbf{B})(\mathbf{A}-\mathbf{B})^{*}\right]=\sum_{k=1}^{n}\left|\lambda_{k}\right|^{2}+\sum_{k=1}^{n}\left|\delta_{k}\right|^{2}-2 \Re\left(\sum_{k j} \lambda_{k} \bar{\delta}_{j}\left|u_{k j}\right|^{2}\right) \tag{A.5.2}
\end{equation*}
$$

The proof of the first assertion of the theorem will be complete if one can show that there are two permutations $\pi_{j}, j=1,2$, of $1,2, \cdots, n$ such that

$$
\begin{equation*}
\Re \sum_{k=1}^{n} \lambda_{k} \bar{\delta}_{\pi_{1}(k)} \leq \Re\left(\sum_{k j} \lambda_{k} \bar{\delta}_{j}\left|u_{k j}\right|^{2}\right) \leq \Re \sum_{k=1}^{n} \lambda_{k} \bar{\delta}_{\pi_{2}(k)} . \tag{A.5.3}
\end{equation*}
$$

Assertion (A.5.3) is a trivial consequence of the following real linear programming problem:

$$
\begin{array}{lll}
\max \sum_{k, j} a_{k j} x_{k j} & \text { subject to constraints; } & \\
a_{i j} & \text { real; } & 1 \leq k, j \leq n ;  \tag{A.5.4}\\
x_{k j} \geq 0 & \text { for all } & 1 \leq j \leq n ; \\
\sum_{k=1}^{n} x_{k j}=1 & \text { for all } & 1 \leq k \leq n
\end{array}
$$

In fact, we can show that

$$
\begin{equation*}
\min _{\pi} \sum_{i=1}^{n} a_{i, \pi(i)} \leq \sum_{i j} a_{i j} x_{i j} \leq \max _{\pi} \sum_{i=1}^{n} a_{i, \pi(i)} \tag{A.5.5}
\end{equation*}
$$

If $\left(x_{i j}\right)$ forms a permutation matrix (i.e., each row (and column) has one element 1 and others 0 ), then for this permutation $\pi^{0}$ (i.e., for all $i, x_{i, \pi^{0}(i)}=$ 1)

$$
\min _{\pi} \sum_{i=1}^{n} a_{i, \pi(i)} \leq \sum_{i j} a_{i j} x_{i j}=\sum_{i=1}^{n} a_{i, \pi^{0}(i)} \leq \max _{\pi} \sum_{i=1}^{n} a_{i, \pi(i)} .
$$

That is, assertion (A.5.5) holds. If $\left(x_{i j}\right)$ is not a permutation matrix, then we can find a pair of integers $i_{1}, j_{1}$ such that $0<x_{i_{1}, j_{1}}<1$. By the condition that the rows sum up to 1 , there is an integer $j_{2} \neq j_{1}$ such that $0<x_{i_{1}, j_{2}}<1$. By the condition that the columns sum up to 1 , there is an $i_{2} \neq i_{1}$ such that $0<x_{i_{2}, j_{2}}<1$. Continuing this procedure, we can find integers $i_{1}, j_{1}, i_{2}, j_{2}, \cdots, i_{k}, j_{k}$ such that

$$
\begin{aligned}
& i_{1} \neq i_{2}, i_{2} \neq i_{3}, \cdots, i_{k-1} \neq i_{k} \\
& j_{1} \neq j_{2}, j_{2} \neq j_{3}, \cdots, j_{k-1} \neq j_{k} \\
& 0<x_{i_{t}, j_{t}}<1,0<x_{i_{t}, j_{t+1}}<1, t=1,2, \cdots, k
\end{aligned}
$$

During the process, there must be a $k$ such that $j_{k+1}=j_{s}$ for some $1 \leq s \leq k$ and hence we find a cycle on whose vertices the $x$-values are all positive. Such an example is shown in Fig. A.4(right), where we started from $\left(i_{1}, j_{2}\right)$, stopped at $\left(i_{5}, j_{5}\right)=\left(i_{2}, j_{2}\right)$, and obtain a cycle

$$
\left(i_{2}, j_{2}\right) \rightarrow\left(i_{2}, j_{3}\right) \rightarrow \cdots \rightarrow\left(i_{4}, j_{5}\right) \rightarrow\left(i_{2}, j_{2}\right)
$$

Consider the cycle

$$
\left(i_{s}, j_{s}\right) \rightarrow\left(s_{1}, j_{s+1}\right) \rightarrow\left(i_{k}, j_{k}\right) \rightarrow\left(i_{k}, j_{s}\right) \rightarrow\left(i_{s}, j_{s}\right)
$$

which has the property that at the vertices of this route, all $x_{i j}$ 's take positive values.

If

$$
a_{i_{s}, j_{s}}+a_{i_{s+1}, j_{s+1}}+\cdots+a_{i_{k}, j_{k}} \geq a_{i_{s}, j_{s+1}}+a_{i_{s+1}, j_{s+2}}+\cdots+a_{i_{k}, j_{k+1}},
$$

define

$$
\begin{aligned}
\tilde{x}_{i_{t}, j_{t}} & =x_{i_{t}, j_{t}}+\delta, t=s, s+1, \cdots, k \\
\tilde{x}_{i_{t}, j_{t+1}} & =x_{i_{t}, j_{t+1}}-\delta, t=s, s+1, \cdots, k, \\
\tilde{x}_{i j} & =x_{i j}, \text { for other elements }
\end{aligned}
$$

where $\delta=\min \left\{x_{i_{t}, j_{t+1}}, t=s, s+1, \cdots, k\right\}>0$.
If


Fig. A. 4 Find a cycle of positive $x_{i j}$ 's.

$$
a_{i_{s}, j_{s}}+a_{i_{s+1}, j_{s+1}}+\cdots+a_{i_{k}, j_{k}}<a_{i_{s}, j_{s+1}}+a_{i_{s+1}, j_{s+2}}+\cdots+a_{i_{k}, j_{k+1}}
$$

define

$$
\begin{aligned}
\tilde{x}_{i_{t}, j_{t}} & =x_{i_{t}, j_{t}}-\delta, t=s, s+1, \cdots, k, \\
\tilde{x}_{i_{t}, j_{t+1}} & =x_{i_{t}, j_{t+1}}+\delta, t=s, s+1, \cdots, k, \\
\tilde{x}_{i j} & =x_{i j}, \text { for other elements },
\end{aligned}
$$

where $\delta=\min \left\{x_{i_{t}, j_{t}}, t=s, s+1, \cdots, k\right\}>0$.
For both cases, it is easy to see that

$$
\sum_{i j} a_{i j} x_{i j} \leq \sum_{i j} a_{i j} \tilde{x}_{i j}
$$

and $\left\{\tilde{x}_{i j}\right\}$ still satisfies condition (A.5.4). Note that the set $\left\{\tilde{x}_{i j}\right\}$ has at least one more 0 entry than $\left\{x_{i j}\right\}$. If ( $\tilde{x}_{i j}$ ) is still not a permutation matrix, repeat the procedure above until the matrix is transformed to a permutation matrix. The inequality on the right-hand side of (A.5.5) follows. The inequality on the left-hand side follows from the inequality on the right-hand side by considering $\sum_{i j}\left(-a_{i j}\right) x_{i j}$. Consequently, conclusion (i) of the theorem is proven.

In applying the linear programming above to our maximization problem, $a_{k j}=\Re\left(\lambda_{k} \bar{\delta}_{j}\right)$ and $x_{k j}=\left|u_{k j}\right|^{2}$.

As for the proof of the second part of the theorem, by the singular decomposition theorem, we may assume that $\mathbf{A}=\operatorname{diag}\left[\lambda_{1}, \cdots, \lambda_{\nu}\right]$ and $\mathbf{B}^{*}=\mathbf{U d i a g}\left[\delta_{1}, \cdots, \delta_{\nu}\right] \mathbf{V}$, where $\mathbf{U}=\left(u_{i j}\right)(p \times \nu)$ and $\mathbf{V}=\left(v_{i j}\right)(n \times \nu)$ satisfy $\mathbf{U}^{*} \mathbf{U}=\mathbf{V}^{*} \mathbf{V}=\mathbf{I}_{\nu}$. Also, we may assume that $\lambda_{1} \geq \cdots \geq \lambda_{\nu} \geq 0$ and
$\delta_{1} \geq \cdots \geq \delta_{\nu} \geq 0$. Similarly, we have

$$
\begin{aligned}
& \operatorname{tr}\left[(\mathbf{A}-\mathbf{B})(\mathbf{A}-\mathbf{B})^{*}\right] \\
= & \operatorname{tr} \mathbf{A} \mathbf{A}^{*}+\operatorname{tr} \mathbf{B} \mathbf{B}^{*}-2 \Re \operatorname{tr} \mathbf{A} \mathbf{B}^{*} \\
= & \sum_{k=1}^{n} \lambda_{k}^{2}+\sum_{k=1}^{n} \delta_{k}^{2}-2\left(\sum_{k, j=1}^{\nu} \lambda_{i} \delta_{j} \Re\left(u_{i j} v_{j i}\right)\right) \\
\geq & \sum_{k=1}^{n} \lambda_{k}^{2}+\sum_{k=1}^{n} \delta_{k}^{2}-2 \sum_{i, j=1}^{\nu} \lambda_{i} \delta_{j}\left|u_{i j} v_{j i}\right| .
\end{aligned}
$$

Thus, the second conclusion follows if one can show that

$$
\begin{equation*}
\sum_{i, j=1}^{\nu} \lambda_{i} \delta_{j}\left|u_{i j} v_{j i}\right| \leq \sum_{i=1}^{\nu} \lambda_{i} \delta_{i} \tag{A.5.6}
\end{equation*}
$$

Note that

$$
\sum_{i=1}^{\nu}\left|u_{i j} v_{j i}\right| \leq\left(\sum_{i=1}^{\nu}\left|u_{i j}\right|^{2} \sum_{i=1}^{\nu}\left|v_{j i}\right|^{2}\right)^{1 / 2} \leq 1
$$

and similarly

$$
\sum_{i=1}^{\nu}\left|u_{i j} v_{j i}\right| \leq 1
$$

Thus, (A.5.6) is a special case of the problem

$$
\begin{equation*}
\max \sum_{i, j=1}^{\nu} \lambda_{i} \delta_{j} x_{i j}=\sum_{i=1}^{\nu} \lambda_{i} \delta_{i} \tag{A.5.7}
\end{equation*}
$$

under the constraints

$$
\begin{aligned}
& x_{i j} \geq 0 \\
& \sum_{i=1}^{\nu} x_{i j} \leq 1, \text { for all } j, \\
& \sum_{j=1}^{\nu} x_{i j} \leq 1, \text { for all } i .
\end{aligned}
$$

Now, let

$$
\begin{array}{llrl}
u_{1} & =\lambda_{1}-\lambda_{2} \geq 0, & v_{1} & =\delta_{1}-\delta_{2} \geq 0 \\
& \cdots \cdots & & \cdots \cdots \\
u_{\nu-1} & =\lambda_{\nu-1}-\lambda_{\nu} \geq 0, & v_{\nu-1} & =\delta_{\nu-1}-\delta_{\nu} \geq 0 \\
u_{\nu} & =\lambda_{\nu} \geq 0, & v_{\nu} & =\delta_{\nu} \geq 0, \\
a_{s, t} & =\sum_{i=1}^{s} \sum_{j=1}^{t} x_{i j} \leq \min (s, t) . &
\end{array}
$$

Then,

$$
\begin{aligned}
\sum_{i, j=1}^{\nu} \lambda_{i} \delta_{j} x_{i j} & =\sum_{i, j=1}^{\nu} \sum_{s=i}^{\nu} u_{s} \sum_{t=j}^{\nu} u_{s} v_{t} x_{i j} \\
& =\sum_{s, t}^{\nu} u_{s} v_{t} a_{s t}
\end{aligned}
$$

From this, it is easy to see that the maximum is attained when $a_{s, t}=$ $\min (s, t)$, which implies that $x_{i i}=1$ and $x_{i j}=0$. This completes the proof of the theorem.

Theorem A.38. Let $\left\{\lambda_{k}\right\}$ and $\left\{\delta_{k}\right\}, k=1,2, \cdots, n$, be two sets of complex numbers and their empirical distributions be denoted by $F$ and $\bar{F}$. Then, for any $\alpha>0$, we have

$$
\begin{equation*}
L(F, \bar{F})^{\alpha+1} \leq \min _{\pi} \frac{1}{n} \sum_{k=1}^{n}\left|\lambda_{k}-\delta_{\pi(k)}\right|^{\alpha}, \tag{A.5.8}
\end{equation*}
$$

where $L$ is the Levy distance between two two-dimensional distribution functions $F$ and $G$ defined by

$$
\begin{equation*}
L(F, G)=\inf \{\varepsilon: F(x-\varepsilon, y-\varepsilon)-\varepsilon \leq G(x, y) \leq F(x+\varepsilon, y+\varepsilon)+\varepsilon\} \tag{A.5.9}
\end{equation*}
$$

Remark A.39. For one-dimensional distribution functions $F$ and $G$, we may regard them as two-dimensional distributions in the following manner:

$$
\widetilde{F}(x, y)= \begin{cases}F(x), & \text { if } y \geq 0 \\ 0, & \text { otherwise }\end{cases}
$$

and

$$
\widetilde{G}(x, y)= \begin{cases}G(x), & \text { if } y \geq 0 \\ 0, & \text { otherwise }\end{cases}
$$

Then, the Levy distance $L(\widetilde{F}(x, y), \widetilde{G}(x, y))$ reduces to the usual definition of the Levy distance for one-dimensional distributions $L(F, G)$.

Remark A.40. It is not difficult to show that convergence in the metric $L$ implies convergence in distribution.

Proof. To prove (A.5.8), we need only show that

$$
\begin{equation*}
L(F, \bar{F})^{\alpha+1} \leq \frac{1}{n} \sum_{k=1}^{n}\left|\lambda_{k}-\delta_{k}\right|^{\alpha} . \tag{A.5.10}
\end{equation*}
$$

Inequality (A.5.10) is trivially true if $d=\frac{1}{n} \sum_{k=1}^{n}\left|\lambda_{k}-\delta_{k}\right|^{\alpha} \geq 1$. Therefore, we need only consider the case where $d<1$. Take $\varepsilon$ such that $1>\varepsilon^{\alpha+1}>d$. For fixed $x$ and $y$, let $m=\#(A(x, y) \backslash B(x, y)$, where

$$
A(x, y)=\left\{k \leq n ; \Re\left(\lambda_{k}\right) \leq x, \Im\left(\lambda_{k}\right) \leq y\right\}
$$

and

$$
B(x, y)=\left\{k \leq n ; \Re\left(\delta_{k}\right) \leq x+\varepsilon, \Im\left(\delta_{k}\right) \leq y+\varepsilon\right\} .
$$

Then, we have

$$
\begin{aligned}
& F(x, y)-\bar{F}(x+\varepsilon, y+\varepsilon) \leq \frac{m}{n} \\
\leq & \frac{1}{n \varepsilon^{\alpha}} \sum_{k=1}^{n}\left|\lambda_{k}-\delta_{k}\right|^{\alpha} \\
\leq & \varepsilon
\end{aligned}
$$

Here the first inequality follows from the fact that the elements $k \in$ $A(x, y) \backslash B(x, y)$ contribute to $F(x, y)$ but not to $\bar{F}(x, y)$, and the second inequality from the fact that for each $k \in A(x, y) \backslash B(x, y),\left|\lambda_{k}-\delta_{k}\right| \geq \varepsilon$.

Similarly, we may prove that

$$
\bar{F}(x-\varepsilon, y-\varepsilon)-F(x, y) \leq \varepsilon
$$

Therefore, $L(F, \bar{F}) \leq \varepsilon$, which implies the assertion of the lemma.
Combining Theorems A. 37 and A. 38 with $\alpha=2$, we obtain the following corollaries.

Corollary A.41. Let $\mathbf{A}$ and $\mathbf{B}$ be two $n \times n$ normal matrices with their $E S D s$ $F^{\mathbf{A}}$ and $F^{\mathbf{B}}$. Then,

$$
\begin{equation*}
L^{3}\left(F^{\mathbf{A}}, F^{\mathbf{B}}\right) \leq \frac{1}{n} \operatorname{tr}\left[(\mathbf{A}-\mathbf{B})(\mathbf{A}-\mathbf{B})^{*}\right] . \tag{A.5.11}
\end{equation*}
$$

Corollary A.42. Let $\mathbf{A}$ and $\mathbf{B}$ be two $p \times n$ matrices and the $E S D$ of $\mathbf{S}=$ $\mathbf{A A}^{*}$ and $\overline{\mathbf{S}}=\mathbf{B B}^{*}$ be denoted by $F^{\mathbf{S}}$ and $F^{\overline{\mathbf{S}}}$. Then,

$$
\begin{equation*}
L^{4}\left(F^{\mathbf{S}}, F^{\overline{\mathbf{S}}}\right) \leq \frac{2}{p^{2}}\left(\operatorname{tr}\left(\mathbf{A} \mathbf{A}^{*}+\mathbf{B B}^{*}\right)\right)\left(\operatorname{tr}\left[(\mathbf{A}-\mathbf{B})(\mathbf{A}-\mathbf{B})^{*}\right]\right) \tag{A.5.12}
\end{equation*}
$$

Proof. Denote the singular values of the matrices $\mathbf{A}$ and $\mathbf{B}$ by $\lambda_{k}$ and $\delta_{k}$, $k=1,2, \cdots, p$. Applying Theorems A. 37 and A. 38 with $\alpha=1$, we have

$$
\begin{aligned}
& L^{2}\left(F^{\mathbf{S}}, F^{\overline{\mathbf{S}}}\right) \leq \frac{1}{p} \sum_{k=1}^{p}\left|\lambda_{k}^{2}-\delta_{k}^{2}\right| \\
\leq & \frac{1}{p}\left(\sum_{k=1}^{p}\left(\lambda_{k}+\delta_{k}\right)^{2}\right)^{1 / 2}\left(\sum_{k=1}^{p}\left|\lambda_{k}-\delta_{k}\right|^{2}\right)^{1 / 2} \\
\leq & \frac{1}{p}\left(2 \sum_{k=1}^{p}\left(\lambda_{k}^{2}+\delta_{k}^{2}\right)\right)^{1 / 2}\left(\sum_{k=1}^{p}\left|\lambda_{k}-\delta_{k}\right|^{2}\right)^{1 / 2}
\end{aligned}
$$

$$
\begin{equation*}
\leq\left(\frac{2}{p} \operatorname{tr}\left(\mathbf{A} \mathbf{A}^{*}+\mathbf{B} \mathbf{B}^{*}\right)\right)^{1 / 2}\left(\frac{1}{p} \operatorname{tr}\left[(\mathbf{A}-\mathbf{B})(\mathbf{A}-\mathbf{B})^{*}\right]\right)^{1 / 2} \tag{A.5.13}
\end{equation*}
$$

## A. 6 Rank Inequalities

In cases where the underlying variables are not iid, Corollaries A. 41 and A. 42 are not convenient in showing strong convergence. The following theorems are powerful in this case.
Theorem A.43. Let $\mathbf{A}$ and $\mathbf{B}$ be two $n \times n$ Hermitian matrices. Then,

$$
\begin{equation*}
\left\|F^{\mathbf{A}}-F^{\mathbf{B}}\right\| \leq \frac{1}{n} \operatorname{rank}(\mathbf{A}-\mathbf{B}) \tag{A.6.1}
\end{equation*}
$$

Throughout this book, $\|f\|=\sup _{x}|f(x)|$.
Proof. Since both sides of (A.6.1) are invariant under a common unitary transformation on $\mathbf{A}$ and $\mathbf{B}$, we may transform $\mathbf{A}-\mathbf{B}$ as $\left(\begin{array}{cc}\mathbf{C} & 0 \\ 0 & 0\end{array}\right)$, where $\mathbf{C}$ is a full rank matrix. To prove (A.6.1), we may assume

$$
\mathbf{A}=\left(\begin{array}{ll}
\mathbf{A}_{11} & \mathbf{A}_{12} \\
\mathbf{A}_{21} & \mathbf{A}_{22}
\end{array}\right) \quad \text { and } \quad \mathbf{B}=\left(\begin{array}{ll}
\mathbf{B}_{11} & \mathbf{A}_{12} \\
\mathbf{A}_{21} & \mathbf{A}_{22}
\end{array}\right)
$$

where the order of $\mathbf{A}_{22}$ is $(n-k) \times(n-k)$ and $\operatorname{rank}(\mathbf{A}-\mathbf{B})=\operatorname{rank}\left(\mathbf{A}_{11}-\right.$ $\left.\mathbf{B}_{11}\right)=k$. Denote the eigenvalues of $\mathbf{A}, \mathbf{B}$, and $\mathbf{A}_{22}$ by $\lambda_{1} \leq \cdots \leq \lambda_{n}$, $\eta_{1} \leq \cdots \leq \eta_{n}$, and $\tilde{\lambda}_{1} \leq \cdots \leq \tilde{\lambda}_{(n-k)}$, respectively. By the interlacing theorem, ${ }^{1}$ we have the relation that $\max \left(\lambda_{j}, \eta_{j}\right) \leq \tilde{\lambda}_{j} \leq \min \left(\lambda_{(j+k)}, \eta_{(j+k)}\right)$, and we conclude that, for any $x \in\left(\tilde{\lambda}_{(j-1)}, \tilde{\lambda}_{j}\right)$,

$$
\frac{j-1}{n} \leq F^{\mathbf{A}}(x) \quad\left(\text { and } F^{\mathbf{B}}(x)\right)<\frac{j+k}{n}
$$

which implies (A.6.1).
Theorem A.44. Let $\mathbf{A}$ and $\mathbf{B}$ be two $p \times n$ complex matrices. Then,

$$
\begin{equation*}
\left\|F^{\mathbf{A A}^{*}}-F^{\mathbf{B B}^{*}}\right\| \leq \frac{1}{p} \operatorname{rank}(\mathbf{A}-\mathbf{B}) \tag{A.6.2}
\end{equation*}
$$

More generally, if $\mathbf{F}$ and $\mathbf{D}$ are Hermitian matrices of orders $p \times p$ and $n \times n$, respectively, then we have

[^6]\[

$$
\begin{equation*}
\left\|F^{\mathbf{F}+\mathbf{A D A}^{*}}-F^{\mathbf{F}+\mathbf{B D B}^{*}}\right\| \leq \frac{1}{p} \operatorname{rank}(\mathbf{A}-\mathbf{B}) \tag{A.6.3}
\end{equation*}
$$

\]

Proof. Let $\mathbf{C}=\mathbf{B}-\mathbf{A}$. Write $\operatorname{rank}(\mathbf{C})=k$. Then, applying Theorem A.8, it follows that for any nonnegative integer $i \leq p-k$,

$$
\sigma_{i+k+1}(\mathbf{A}) \leq \sigma_{i+1}(\mathbf{B}) \text { and } \sigma_{i+k+1}(\mathbf{B}) \leq \sigma_{i+1}(\mathbf{A})
$$

Thus, for any $x \in\left(\sigma_{i+1}(\mathbf{B}), \sigma_{i}(\mathbf{B})\right)$, we have

$$
\begin{aligned}
F^{\mathbf{B B}^{*}}(x) & =1-\frac{i}{p}=1-\frac{i+k}{p}+\frac{k}{p} \\
& \leq F^{\mathbf{A A}^{*}}(x)+\frac{k}{p}
\end{aligned}
$$

This has in fact proved that, for all $x$,

$$
F^{\mathbf{B B}^{*}}(x)-F^{\mathbf{A A}^{*}}(x) \leq \frac{k}{p}
$$

Similarly, we have

$$
F^{\mathbf{A A}^{*}}(x)-F^{\mathbf{B B}^{*}}(x) \leq \frac{k}{p}
$$

This completes the proof of (A.6.2).
The proof of (A.6.3) follows from the interlacing theorem and the following observation. If $\operatorname{rank}(\mathbf{A}-\mathbf{B})=k$, then we may choose a $p \times p$ unitary matrix U such that

$$
\mathbf{U}(\mathbf{A}-\mathbf{B})=\left(\begin{array}{cl}
\mathbf{C}_{1} & : k \times n \\
0 & :(p-k) \times n
\end{array}\right)
$$

Write $\widetilde{F}=\mathbf{U F U}^{*}=\left(\begin{array}{ll}\mathbf{F}_{11} & \mathbf{F}_{12} \\ \mathbf{F}_{21} & \mathbf{F}_{22}\end{array}\right)$,

$$
\widetilde{\mathbf{A}}=\mathbf{U A}=\left(\begin{array}{ll}
\mathbf{A}_{1} & : k \times n \\
\mathbf{A}_{2} & :(p-k) \times n
\end{array}\right)
$$

and

$$
\widetilde{\mathbf{B}}=\mathbf{U B}=\left(\begin{array}{ll}
\mathbf{B}_{1} & : k \times n \\
\mathbf{A}_{2} & :(p-k) \times n
\end{array}\right),
$$

with $\mathbf{A}_{1}-\mathbf{B}_{1}=\mathbf{C}_{1}$. Then,

$$
F^{\mathbf{F}+\mathbf{A D A}^{*}}=F^{\widetilde{\mathbf{F}}+\widetilde{\mathbf{A}} \widetilde{\mathbf{D}}^{*}} \text { and } F^{\mathbf{F}+\mathbf{B D B}^{*}}=F^{\widetilde{\mathbf{F}}+\widetilde{\mathbf{B}} \widetilde{\mathbf{B}}^{*}}
$$

Note that

$$
\widetilde{\mathbf{F}}+\widetilde{\mathbf{A}} \widetilde{\mathbf{D}}^{*} \widetilde{\mathbf{A}}^{*}=\left(\begin{array}{ll}
\mathbf{F}_{11}+\mathbf{A}_{1} \mathbf{D} \mathbf{A}_{1}^{*} & \mathbf{F}_{12}+\mathbf{A}_{1} \mathbf{D} \mathbf{A}_{2}^{*} \\
\mathbf{F}_{21}+\mathbf{A}_{2} \mathbf{D} \mathbf{A}_{1}^{*} & \mathbf{F}_{22}+\mathbf{A}_{2} \mathbf{D} \mathbf{A}_{2}^{*}
\end{array}\right)
$$

and

$$
\widetilde{\mathbf{F}}+\widetilde{\mathbf{B}} \widetilde{\mathbf{D}} \widetilde{\mathbf{B}}^{*}=\left(\begin{array}{ll}
\mathbf{F}_{11}+\mathbf{B}_{1} \mathbf{D} \mathbf{A}_{B}^{*} & \mathbf{F}_{12}+\mathbf{B}_{1} \mathbf{D} \mathbf{A}_{2}^{*} \\
\mathbf{F}_{21}+\mathbf{A}_{2} \mathbf{D} B_{1}^{*} & \mathbf{F}_{22}+\mathbf{A}_{2} \mathbf{D} \mathbf{A}_{2}^{*}
\end{array}\right) .
$$

The bound (A.6.3) can be proven by similar arguments in the proof of Theorem A. 43 and the comparison of eigenvalues of $\widetilde{\mathbf{F}}+\widetilde{\mathbf{A}} \widetilde{\mathbf{D}} \widetilde{\mathbf{A}}^{*}, \widetilde{\mathbf{F}}+\widetilde{\mathbf{B}} \widetilde{\mathbf{D}} \widetilde{\mathbf{B}}^{*}$, and $\mathbf{F}_{22}+\mathbf{A}_{2} \mathbf{D A}_{2}^{*}$. The theorem is proved.

## A. 7 A Norm Inequality

The following theorems will be used to remove the diagonal elements of a random matrix or the mean matrix due to truncation in establishing the convergence rate of the ESDs.
Theorem A.45. Let $\mathbf{A}$ and $\mathbf{B}$ be two $n \times n$ Hermitian matrices. Then,

$$
\begin{equation*}
L\left(F^{\mathbf{A}}, F^{\mathbf{B}}\right) \leq\|\mathbf{A}-\mathbf{B}\| . \tag{A.7.1}
\end{equation*}
$$

The proof of the theorem follows from $L\left(F^{\mathbf{A}}, F^{\mathbf{B}}\right) \leq \max _{k}\left|\lambda_{k}(\mathbf{A})-\lambda_{k}(\mathbf{B})\right|$ and a theorem due to Horn and Johnson [154] given as follows.
Theorem A.46. Let $\mathbf{A}$ and $\mathbf{B}$ be two $n \times p$ complex matrices. Then,

$$
\begin{equation*}
\max _{k}\left|s_{k}(\mathbf{A})-s_{k}(\mathbf{B})\right| \leq\|\mathbf{A}-\mathbf{B}\| . \tag{A.7.2}
\end{equation*}
$$

If $\mathbf{A}$ and $\mathbf{B}$ are Hermitian, then the singular values can be replaced by eigenvalues; i.e.,

$$
\begin{equation*}
\max _{k}\left|\lambda_{k}(\mathbf{A})-\lambda_{k}(\mathbf{B})\right| \leq\|\mathbf{A}-\mathbf{B}\| . \tag{A.7.3}
\end{equation*}
$$

Proof. By (A.2.2), the first conclusion follows from

$$
\begin{aligned}
& s_{k}(\mathbf{A})=\min _{\mathbf{y}_{1}, \cdots, \mathbf{y}_{k-1}} \max _{\substack{\mathbf{x} \perp \mathbf{y}_{1}, \ldots, \mathbf{y}_{k-1} \\
\|\mathbf{x}\|=1}}\|\mathbf{A} \mathbf{x}\|
\end{aligned}
$$

Similarly, the second conclusion follows from

$$
\begin{aligned}
& \lambda_{k}(\mathbf{A})=\min _{\mathbf{y}_{1}, \cdots, \mathbf{y}_{k-1}} \max _{\substack{\mathbf{x} \perp \mathbf{y}_{1}, \ldots, \mathbf{y}_{k-1} \\
\|\mathbf{x}\|=1}} \mathbf{x}^{*} \mathbf{A} \mathbf{x} \\
& \left\{\begin{array}{l}
\leq \min _{\mathbf{y}_{1}, \cdots, \mathbf{y}_{k-1}} \max _{\substack{\mathbf{x} \perp \mathbf{y}^{\prime}, \cdots, \mathbf{y}_{k-1} \\
\|\times \mathbf{x}\|=1}} \mathbf{x}^{*} \mathbf{B} \mathbf{x}+\|\mathbf{A}-\mathbf{B}\|=\lambda_{k}(\mathbf{B})+\|\mathbf{A}-\mathbf{B}\|, \\
\geq \min _{\substack{\mathbf{y}_{1}, \cdots, \mathbf{y}_{k-1} \\
\mathbf{x}_{\mathrm{x}}, \mathbf{y}_{1}, \cdots, \mathbf{y}_{k-1} \\
\|\mathbf{x}\|=1}} \mathbf{x a x}^{*} \mathbf{B} \mathbf{x}-\|\mathbf{A}-\mathbf{B}\|=\lambda_{k}(\mathbf{B})-\|\mathbf{A}-\mathbf{B}\| .
\end{array}\right.
\end{aligned}
$$

Theorem A.47. Let $\mathbf{A}$ and $\mathbf{B}$ be two $p \times n$ complex matrices. Then,

$$
\begin{equation*}
L\left(F^{\mathbf{A} \mathbf{A}^{*}}, F^{\mathbf{B B}^{*}}\right) \leq 2\|\mathbf{A}\|\|\mathbf{A}-\mathbf{B}\|+\|\mathbf{A}-\mathbf{B}\|^{2} . \tag{A.7.4}
\end{equation*}
$$

This theorem is a simple consequence of Theorem A. 45 or Theorem A.46.

## Appendix B Miscellanies

## B. 1 Moment Convergence Theorem

One of the most popular methods in RMT is the moment method, which uses the moment convergence theorem (MCT). That is, suppose $\left\{F_{n}\right\}$ denotes a sequence of distribution functions with finite moments of all orders. The MCT investigates under what conditions the convergence of moments of all fixed orders implies the weak convergence of the sequence of the distributions $\left\{F_{n}\right\}$. In this chapter, we introduce Carleman's theorem.

Let the $k$-th moment of the distribution $F_{n}$ be denoted by

$$
\begin{equation*}
\beta_{n, k}=\beta_{k}\left(F_{n}\right):=\int x^{k} d F_{n}(x) \tag{B.1.1}
\end{equation*}
$$

Lemma B.1. (Unique limit). A sequence of distribution functions $\left\{F_{n}\right\}$ converges weakly to a limit if the following conditions are satisfied:

1. Each $F_{n}$ has finite moments of all orders.
2. For each fixed integer $k \geq 0, \beta_{n, k}$ converges to a finite limit $\beta_{k}$ as $n \rightarrow \infty$.
3. If two right-continuous nondecreasing functions $F$ and $G$ have the same moment sequence $\left\{\beta_{k}\right\}$, then $F=G+$ const.

Proof. By Helly's theorem, $\left\{F_{n}\right\}$ has a subsequence $\left\{F_{n_{i}}\right\}$ vaguely convergent to (i.e., convergent at each continuity point of) a right-continuous nondecreasing function $F$.

Let $k \geq 0$ be an integer. We have the inequality

$$
\begin{aligned}
\left|\int_{|x| \geq K} x^{k} d F_{n_{i}}(x)\right| & \leq \frac{1}{K^{k+2}} \int_{|x| \geq K} x^{2 k+2} d F_{n_{i}}(x) \\
& \leq \frac{1}{K^{k+2}} \sup _{n} \beta_{n, 2 k+2}<\infty
\end{aligned}
$$

From this inequality, we can conclude that $\int_{|x| \geq K} x^{k} d F_{n_{i}} \rightarrow 0$ uniformly in $i$ as $K \rightarrow \infty$, and

$$
\int x^{k} d F_{n_{i}} \rightarrow \int x^{k} d F(x)
$$

Thus, $\int x^{k} d F(x)=\beta_{k}$, and $F$ is a distribution function (set $k=0$ ).
If $G$ is the vague limit of another vaguely convergent subsequence, then $G$ must also be a distribution function and the moment sequence of $G$ is also $\left\{\beta_{k}\right\}$. So, applying (3), $F=G$. Therefore, the whole sequence $F_{n}$ converges vaguely to $F$. Since $F$ is a distribution function, $F_{n}$ converges weakly to $F$.

When we apply Lemma B.1, one needs to verify condition (3) of the lemma. The following lemmas give conditions that imply (3).

Lemma B.2. (M. Riesz). Let $\left\{\beta_{k}\right\}$ be the sequence of moments of the distribution function $F$. If

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} \frac{1}{k} \beta_{2 k}^{\frac{1}{2 k}}<\infty \tag{B.1.2}
\end{equation*}
$$

then $F$ is uniquely determined by the moment sequence $\left\{\beta_{k}, k=0,1, \cdots\right\}$.
This lemma is a corollary of the next lemma due to Carleman. However, we give a proof of Lemma B. 2 because its proof is much easier than the latter and it is powerful enough in spectral analysis of large dimensional random matrices. The uninterested reader may skip the proof of Carleman's theorem.

Proof. Let $F$ and $G$ be two distributions with common moments $\beta_{k}$ for all integers $k \geq 0$. Denote their characteristic functions by $f(t)$ and $g(t)$ (FourierStieltjes transforms). We need only show that $f(t)=g(t)$ for all $t \geq 0$. Since $F$ and $G$ have common moments, we have, for all $j=0,1, \cdots$,

$$
f^{(j)}(0)=g^{(j)}(0)=i^{j} \beta_{j} .
$$

Define

$$
\begin{aligned}
& t_{0}=\sup \left\{t \geq 0 ; f^{(j)}(s)=g^{(j)}(s)\right. \\
& \qquad \text { for all } 0 \leq s \leq t \text { and } j=0,1, \cdots\}
\end{aligned}
$$

Then Lemma B. 2 follows if $t_{0}=\infty$. Suppose that $t_{0}<\infty$. We have, for any $j$,

$$
\int_{-\infty}^{\infty} x^{j} e^{i t_{0} x}[F(d x)-G(d x)]=0
$$

By condition (B.1.2), there is a constant $M>0$ such that

$$
\beta_{2 k} \leq(M k)^{2 k} \text { for infinitely many } k
$$

Choosing $s \in(0,1 /(e M))$, applying the inequality that $k!>(k / e)^{k}$, and

$$
\begin{equation*}
\left|e^{i a}-1-i a-\cdots-(i a)^{k} / k!\right| \leq|a|^{k+1} /(k+1)! \tag{B.1.3}
\end{equation*}
$$

(see Loève [200]), for any fixed $j \geq 0$, we have

$$
\begin{aligned}
& \left|f^{(j)}\left(t_{0}+s\right)-g^{(j)}\left(t_{0}+s\right)\right| \\
= & \left|\int_{-\infty}^{\infty} x^{j} e^{i\left(t_{0}+s\right) x}[F(d x)-G(d x)]\right| \\
= & \left\lvert\, \int_{-\infty}^{\infty} x^{j} e^{i t_{0} x}\left[e^{i s x}-1-i s x-\cdots-\frac{(i s x)^{2 k-j-1}}{(2 k-j-1)!}\right]\right. \\
& \times[F(d x)-G(d x)] \mid \\
\leq & 2 \frac{s^{2 k-j} \beta_{2 k}}{(2 k-j)!} \leq 2 \frac{(s M k)^{2 k}}{s^{j}(2 k-j)!} \\
\leq & 2(e s M k /(2 k-j))^{2 k}(2 k / s)^{j} \rightarrow 0,
\end{aligned}
$$

as $k \rightarrow \infty$ along those $k$ such that $\beta_{2 k} \leq(M k)^{2 k}$. This violates the definition of $t_{0}$. The proof of Lemma B. 2 is complete.
Lemma B.3. (Carleman). Let $\left\{\beta_{k}=\beta_{k}(F)\right\}$ be the sequence of moments of the distribution function $F$. If the Carleman condition

$$
\begin{equation*}
\sum \beta_{2 k}^{-1 / 2 k}=\infty \tag{B.1.4}
\end{equation*}
$$

is satisfied, then $F$ is uniquely determined by the moment sequence $\left\{\beta_{k}, k=\right.$ $0,1, \cdots\}$.

Proof. Let $F$ and $G$ be two distribution functions with the common moment sequence $\left\{\beta_{k}\right\}$ satisfying condition (B.1.4). Let $f(t)$ and $g(t)$ be the characteristic functions of $F$ and $G$, respectively. By the uniqueness theorem for characteristic functions, we need only prove that $f(t)=g(t)$ for all $t>0$.

By the relation $\beta_{2 k}^{1 / 2 k} \leq \beta_{2 k+2}^{1 /(2 k+2)}$, it is easy to see that Carleman's condition is equivalent to

$$
\begin{equation*}
\sum_{k=1}^{\infty} 2^{k} \beta_{2^{k}}^{-2^{-k}}=\infty \tag{B.1.5}
\end{equation*}
$$

For any integer $n \geq 6$ and $k \geq 1$, define

$$
h_{n, k}=n^{-1} 2^{k}\left(\beta_{2^{k}}^{4} / \beta_{2^{k+1}}^{5 / 2}\right)^{2^{-k}}
$$

We first show that, for any $n$,

$$
\begin{equation*}
\sum_{k=1}^{\infty} h_{n, k}=\infty \tag{B.1.6}
\end{equation*}
$$

Let $c<1 / 2$ be a positive constant and define

$$
\mathcal{K}_{1}=\{1\} \bigcup\left\{k: \beta_{2^{k}}^{2^{-k}} \geq c \beta_{2^{k+1}}^{2^{-k-1}}\right\}
$$

and

$$
\mathcal{K}_{2}=\left\{k \notin \mathcal{K}_{1}\right\}=\left\{k: \beta_{2^{k}}^{2^{-k}}<c \beta_{2^{k+1}}^{2^{-k-1}}\right\} .
$$

We first show that

$$
\begin{equation*}
\sum_{k \in \mathcal{K}_{1}} 2^{k} \beta_{2^{k+1}}^{-2^{-k-1}}=\infty \tag{B.1.7}
\end{equation*}
$$

Suppose that $k \in \mathcal{K}_{1}$ and $k+1, \cdots, k+s \in \mathcal{K}_{2}$. Then, we have

$$
\beta_{2^{k+s+1}}^{-2^{-k-s-1}}<c \beta_{2^{k+s}}^{-2^{-k-s}}<\cdots<c^{s} \beta_{2^{k+1}}^{-2^{-k-1}}
$$

From this and the fact that $\mathcal{K}_{1}$ is nonempty, one can easily derive that

$$
\sum_{k \in \mathcal{K}_{2}} 2^{k} \beta_{2^{k+1}}^{-2^{-k-1}} \leq \frac{1}{1-2 c} \sum_{k \in \mathcal{K}_{1}} 2^{k} \beta_{2^{k+1}}^{-2^{-k-1}}
$$

from which, along with condition (B.1.5), assertion (B.1.7) follows.
For each $k \in \mathcal{K}_{1}$, we have

$$
\begin{equation*}
h_{n, k} \geq c^{4} n^{-1} 2^{k} \beta_{2^{k+1}}^{-2^{-k-1}} \tag{B.1.8}
\end{equation*}
$$

Then, by (B.1.7), for each fixed $n$, we have

$$
\sum_{k=1}^{\infty} h_{n, k} \geq c^{4} n^{-1} \sum_{k \in \mathcal{K}_{1}} 2^{k} \beta_{2^{k+1}}^{-2^{-k-1}}=\infty
$$

Thus, for any $t>0$, there is an integer $m$ such that $t_{n, m-1} \leq t<t_{n, m}$, where $t_{n, j}=h_{n, 1}+\cdots+h_{n, j}, j=1,2, \cdots, m-1$.

For simplicity of notation, we write $h_{n, m}=t-t_{n, m-1}, t_{n, 0}=0$, and $t_{n, m}=t$. Write $H=F-G, q_{n, 1}(x)=\exp \left(i h_{n, 1} x\right)-1-i h_{n, 1} x$ and

$$
\begin{aligned}
q_{n, k}(x)= & \left(\prod_{j=1}^{k-1}\left(1+i h_{n, j} x+\cdots+\frac{\left(i h_{n, j} x\right)^{2^{j}-1}}{\left(2^{j}-1\right)!}\right)\right) \\
& \times\left(\exp \left(i h_{n, k} x\right)-1-i h_{n, k} x-\cdots-\frac{\left(i h_{n, k} x 2^{2^{k}-1}\right.}{\left(2^{k}-1\right)!}\right) .
\end{aligned}
$$

For $k \leq m$, by inequality (B.1.3), we have

$$
\begin{aligned}
\left|q_{n, k}(x)\right| & \leq Q_{n, k}(x) \\
& :=\left(\prod_{j=1}^{k-1}\left(1+h_{n, j}|x|+\cdots+\frac{\left(h_{n, j}|x|\right)^{2^{j}-1}}{\left(2^{j}-1\right)!}\right)\right) \frac{\left(h_{n, k}|x|\right)^{2^{k}}}{\left(2^{k}\right)!} .
\end{aligned}
$$

Since $\int x^{j} H(d x)=0$, we have

$$
\begin{align*}
|f(t)-g(t)| & =\left|\int_{-\infty}^{\infty} e^{i t x} H(d x)\right| \\
& =\left|\sum_{k \leq m} \int_{-\infty}^{\infty} \exp \left[i\left(t-t_{n, k}\right) x\right] q_{n, k}(x) H(d x)\right| \\
& \leq \sum_{k \leq m} \int_{-\infty}^{\infty} Q_{n, k}(x)(F(d x)+G(d x)) \\
& =2 \sum_{k \leq m} \int_{-\infty}^{\infty} Q_{n, k}(x) F(d x) . \tag{B.1.9}
\end{align*}
$$

Expanding $Q_{n, k}(x)$, the general terms have the form

$$
\frac{h_{n, 1}^{\nu_{1}}}{\nu_{1}!} \cdots \frac{h_{n, k-1}^{\nu_{k-1}}}{\nu_{k-1}!} \frac{h_{n, k}^{2^{k}}|x|^{\nu}}{\left(2^{k}\right)!}
$$

where $\nu=\nu_{1}+\cdots+\nu_{k-1}+2^{k}$ and $0 \leq \nu_{j} \leq 2^{j}-1$. By the definition of $h_{n, k}$, the integral of this term is bounded by

$$
\begin{align*}
& \frac{h_{n, 1}^{\nu_{1}}}{\nu_{1}!} \cdots \frac{h_{n, k-1}^{\nu_{k-1}}}{\nu_{k-1}!} \frac{h_{n, k}^{2^{k}} \beta_{\nu}}{\left(2^{k}\right)!} \\
\leq & \frac{n^{-\nu} 2^{\mu} \beta_{2}^{2 \nu_{1}} \beta_{4}^{4^{-1}\left(4 \nu_{2}-5 \nu_{1}\right)} \cdots \beta_{2^{k-1}}^{2^{-k+1}\left(4 \nu_{k-1}-5 \nu_{k-2}\right)}}{\nu_{1}!\nu_{2}!\cdots \nu_{k-1}!} \\
& \quad \times \frac{\beta_{2^{k}}^{2^{-k}\left(2^{k+2}-5 \nu_{k-1}\right)} \beta_{2^{k+1}}^{2^{-k-1} \nu-5 / 2}}{\left(2^{k}\right)!}, \tag{B.1.10}
\end{align*}
$$

where $\mu=\nu_{1}+2 \nu_{2}+\cdots+(k-1) \nu_{k-1}+k 2^{k}$.
Note that

$$
\begin{aligned}
& 4 \nu_{1}+\left(4 \nu_{2}-5 \nu_{1}\right)+\cdots+\left(4 \nu_{k-1}-5 \nu_{k-2}\right)+\left(2^{k+2}-5 \nu_{k-1}\right) \\
= & 2^{k+2}-\nu_{1}-\cdots-\nu_{k-1}=2^{k+2}+2^{k}-\nu>0 .
\end{aligned}
$$

Applying $\beta_{2^{s}} \leq \beta_{2^{k+1}}^{2^{-k-1+s}}$, which is a consequence of Hölder's inequality, we obtain

$$
\begin{aligned}
& \beta_{2}^{2 \nu_{1}} \beta_{4}^{4^{-1}\left(4 \nu_{2}-5 \nu_{1}\right)} \cdots \beta_{2^{k-1}}^{2^{-k+1}\left(4 \nu_{k-1}-5 \nu_{k-2}\right)} \beta_{2^{k}}^{2^{-k}\left(2^{k+2}-5 \nu_{k-1}\right)} \\
\leq & \beta_{2^{k+1}}^{2^{-k-1}}\left(4 \nu_{1}+\left(5 \nu_{2}-5 \nu_{1}\right)+\cdots+\left(4 \nu_{k-1}-5 \nu_{k-2}\right)+\left(2^{k+2}-5 \nu_{k-1}\right)\right)
\end{aligned}=\beta_{2^{k+1}}^{5 / 2-2^{-k-1} \nu} .
$$

From this and (B.1.10), we obtain

$$
\frac{h_{n, 1}^{\nu_{1}}}{\nu_{1}!} \cdots \frac{h_{n, k-1}^{\nu_{k-1}}}{\nu_{k-1}!} \frac{h_{n, k}^{2^{k}} \beta_{\nu}}{\left(2^{k}\right)!} \leq \frac{n^{-\nu} 2^{\mu}}{\nu_{1}!\nu_{2}!\cdots \nu_{k-1}!\left(2^{k}\right)!}
$$

Therefore, noting that $\nu \geq 2^{k}$, we have

$$
\begin{aligned}
& \int_{-\infty}^{\infty} Q_{n, k}(x) F(d x) \\
\leq & \sum_{\nu_{1}+\cdots+\nu_{k-1}+2^{k}=\nu} \frac{\left(n^{-1} 2\right)^{\nu_{1}} \cdots\left(n^{-1} 2^{k-1}\right)^{\nu_{k-1}}\left(n^{-1} 2^{k}\right)^{2^{k}}}{\nu_{1}!\cdots \nu_{k-1}!\left(2^{k}\right)!} \\
\leq & \sum_{\substack{\nu_{1}+\cdots+\nu_{k}=\nu \\
\nu \geq 2^{k}}} \frac{\left(n^{-1} 2\right)^{\nu_{1}} \cdots\left(n^{-1} 2^{k}\right)^{\nu_{k}}}{\nu_{1}!\cdots \nu_{k}!} \\
= & \sum_{\nu=2^{k}}^{\infty}\left(n^{-1}\left(2+\cdots+2^{k}\right)\right)^{\nu} / \nu!\leq \sum_{\nu=2^{k}}^{\infty}(2 e / n)^{\nu} \\
= & (2 e / n)^{2^{k}} \frac{n}{n-2 e} .
\end{aligned}
$$

Substituting this into (B.1.9), we get

$$
|f(t)-g(t)| \leq \frac{n}{n-2 e} \sum_{k=1}^{\infty}(2 e / n)^{2^{k}} \rightarrow 0, \text { letting } n \rightarrow \infty
$$

The lemma then follows.
Remark B.4. Generally, the condition (B.1.4) cannot be further relaxed, which will be seen in examples given below. However, for one-sided distributions, this condition can be weakened. This is given in the following corollary. For ease of statement, in the following corollary, we assume the distributions are of nonnegative random variables. It is easy to see that the following corollary is true for one-sided distributions if we change the moments $\beta_{k}$ to their absolute moments.

Corollary B.5. Let $F$ and $G$ be two distribution functions with $F\left(0_{-}\right)=$ $G\left(0_{-}\right)=0, \beta_{k}(F)=\beta_{k}(G)=\beta_{k}$, for all integers $k \geq 1$, and

$$
\begin{equation*}
\sum_{k=1}^{\infty} \beta_{k}^{-1 / 2 k}=\infty \tag{B.1.11}
\end{equation*}
$$

Then, $F=G$.
Proof. Define $\tilde{F}$ by $\tilde{F}(x)=1-\tilde{F}(-x)=\frac{1}{2}\left(1+F\left(x^{2}\right)\right)$ for all $x>0$ and similarly define $\tilde{G}$. Then, we have

$$
\beta_{2 k-1}(\tilde{F})=\beta_{2 k-1}(\tilde{G})=0 \quad \text { and } \quad \beta_{2 k}(\tilde{F})=\beta_{2 k}(\tilde{G})=\beta_{k}
$$

Applying Carleman's lemma, we get $\tilde{F}=\tilde{G}$. Consequently, $F=G$. The proof is complete.

The following example shows that, for distributions of nonnegative random variables, condition (B.1.11) cannot be further weakened as for some $\alpha>0$,

$$
\begin{equation*}
\sum_{k=1}^{\infty} k^{\alpha} \beta_{k}^{-1 / 2 k}=\infty \tag{B.1.12}
\end{equation*}
$$

Example B.6. For each $\alpha>0$, there are two different distributions $F$ and $G$ with $F(0)=G(0)=0$ such that, for each positive integer $k, \beta_{k}(F)=$ $\beta_{k}(G)=\beta_{k}$ and

$$
\begin{equation*}
\sum_{k=1}^{\infty} k^{\alpha} \beta_{k}^{-1 / 2 k}=\infty \tag{B.1.13}
\end{equation*}
$$

The example can be constructed in the following way. Set $\delta=1 /(2+2 \alpha)<$ $1 / 2$ and define the densities of $F$ and $G$ by

$$
f(x)= \begin{cases}c e^{-x^{\delta}}, & \text { if } x>0 \\ 0, & \text { otherwise }\end{cases}
$$

and

$$
g(x)= \begin{cases}c e^{-x^{\delta}}\left(1+\sin \left(a x^{\delta}\right)\right), & \text { if } x>0 \\ 0, & \text { otherwise }\end{cases}
$$

where $a=\tan (\pi \delta)$ and $c^{-1}=\int_{0}^{\infty} e^{-x^{\delta}} d x$. It is obvious that all moments of both $F$ and $G$ are finite. We begin our proof by showing that, for each $k$, $\beta_{k}(F)=\beta_{k}(G)=\beta_{k}$. To this end, it suffices to show that

$$
\begin{equation*}
\int_{0}^{\infty} x^{k} \exp \left(-x^{\delta}\right) \sin \left(a x^{\delta}\right) d x=0 \tag{B.1.14}
\end{equation*}
$$

Note that the integral on the left-hand side of the equality above is the negative imaginary part of the integral in the first line below:

$$
\begin{aligned}
& \int_{0}^{\infty} x^{k} \exp \left(-(1+i a) x^{\delta}\right) d x \\
= & \delta^{-1} \int_{0}^{\infty} x^{(k+1) / \delta-1} \exp (-(1+i a) x) d x \\
= & \delta^{-1}(1+i a)^{(k+1) / \delta} \Gamma((k+1) / \delta) .
\end{aligned}
$$

Note that $1+i a=\exp (i \pi \delta) / \cos (\pi \delta)$, which implies that $(1+i a)^{(k+1) / \delta}$ is real and hence the imaginary part of $\int_{0}^{\infty} x^{k} \exp \left(-(1+i a) x^{\delta}\right) d x$ is zero. The proof of (B.1.14) is complete.

Note that

$$
\beta_{k}=c \int_{0}^{\infty} x^{k} \exp \left(-x^{\delta}\right) d x=c \delta^{-1} \Gamma\left(\frac{k+1}{\delta}\right) .
$$

Thus, by applying Stiring's formula,

$$
k^{\alpha} \beta_{k}^{-1 / 2 k} \sim k^{\alpha}\left(\frac{e \delta}{k}\right)^{1 / 2 \delta}=\frac{1}{k}(e \delta)^{1 / \delta}
$$

which implies that $\sum k^{\alpha} \beta_{k}^{-1 / 2 k}=\infty$.
Example B.7. For each $\alpha>0$, there are two different distributions $F$ and $G$ such that, for each positive integer $k, \beta_{k}(F)=\beta_{k}(G)=\beta_{k}$ and

$$
\begin{equation*}
\sum_{k=1}^{\infty} k^{\alpha} \beta_{2 k}^{-1 / 2 k}=\infty \tag{B.1.15}
\end{equation*}
$$

In fact, construct $\widehat{F}$ and $\widehat{G}$ according to Example 1.4.1 with $\beta_{k}(\widehat{F})=$ $\beta_{k}(\widehat{G})=\beta_{2 k}$. For all $x>0$, define $F(x)=1-F(-x)=\frac{1}{2}\left(1+\widehat{F}\left(x^{2}\right)\right)$ and $G(x)=1-G(-x)=\frac{1}{2}\left(1+\widehat{G}\left(x^{2}\right)\right)$. Then, $F$ and $G$ are the solutions.

## B. 2 Stieltjes Transform

Stieltjes transforms (also called Cauchy transforms in the literature) of functions of bounded variation are another important tool in RMT. If $G(x)$ is a function of bounded variation on the real line, then its Stieltjes transform is defined by

$$
s_{G}(z)=\int \frac{1}{\lambda-z} d G(\lambda), \quad z \in D
$$

where $z \in D \equiv\{z \in \mathbb{C}: \Im z>0\}$.

## B.2.1 Preliminary Properties

Theorem B.8. (Inversion formula). For any continuity points $a<b$ of $G$, we have

$$
G\{[a, b]\}=\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{\pi} \int_{a}^{b} \Im s_{G}(x+i \varepsilon) d x
$$

If $G$ is considered a finite signed measure, then Theorem B. 8 shows a one-to-one correspondence between the finite signed measures and their Stieltjes transforms.

Proof. Note that

$$
\frac{1}{\pi} \int_{a}^{b} \Im s_{G}(x+i \varepsilon) d x
$$

$$
\begin{aligned}
& =\frac{1}{\pi} \int_{a}^{b} \int \frac{\varepsilon d G(y)}{(x-y)^{2}+\varepsilon^{2}} d x \\
& =\int \frac{1}{\pi}\left[\arctan \left(\varepsilon^{-1}(b-y)\right)-\arctan \left(\varepsilon^{-1}(a-y)\right)\right] d G(y)
\end{aligned}
$$

Letting $\varepsilon \rightarrow 0$ and applying the dominated convergence theorem, we find that the right-hand side tends to $G[a, b]$.

The importance of Stieltjes transforms also relies on the next theorem, which shows that to establish the convergence of ESD of a sequence of matrices, one needs only to show that convergence of their Stieltjes transforms and the LSD can be found by the limit Stieltjes transform.

Theorem B.9. Assume that $\left\{G_{n}\right\}$ is a sequence of functions of bounded variation and $G_{n}(-\infty)=0$ for all $n$. Then,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} s_{G_{n}}(z)=s(z) \forall z \in D \tag{B.2.1}
\end{equation*}
$$

if and only if there is a function of bounded variation $G$ with $G(-\infty)=0$ and Stieltjes transform $s(z)$ and such that $G_{n} \rightarrow G$ vaguely.

Proof. If $G_{n} \rightarrow G$ vaguely, then (B.2.1) follows from the Helly-Bray theorem (see Loève [200]) since, for any fixed $z \in D$, both real and imaginary parts of $\frac{1}{x-z}$ are continuous and tending to 0 as $x \rightarrow \pm \infty$.

Conversely, suppose that (B.2.1) holds. For any subsequence of $\left\{G_{n}\right\}$, by Helly's selection theorem, we may select a further subsequence converging vaguely to a signed measure $G$. By (B.2.1) and the sufficiency part of the theorem, the Stieltjes transform of $G$ is $s(z)$. Then, by Theorem B.8, the limit signed measure is unique. The proof of the theorem is complete.

Compared with the Fourier transform, an important advantage of Stieltjes transforms is that one can easily find the density function of a signed measure via its Stieltjes transform. We have the following theorem.

Theorem B.10. Let $G$ be a function of bounded variation and $x_{0} \in \mathbb{R}$. Suppose that $\lim _{z \in D \rightarrow x_{0}} \Im s_{G}(z)$ exists. Call it $\Im s_{G}\left(x_{0}\right)$. Then $G$ is differentiable at $x_{0}$, and its derivative is $\frac{1}{\pi} \Im s_{G}\left(x_{0}\right)$.

Proof. Given $\varepsilon>0$, let $\delta>0$ be such that $\left|x-x_{0}\right|<\delta, 0<y<\delta$ implies $\frac{1}{\pi}\left|\Im s_{G}(x+i y)-\Im s_{G}\left(x_{0}\right)\right|<\frac{\varepsilon}{2}$. Since all continuity points of $G$ are dense in $\mathbb{R}$, there exist $x_{1}, x_{2}$ continuity points such that $x_{1}<x_{2}$ and $\left|x_{i}-x_{0}\right|<$ $\delta, i=1,2$. From Theorem B.8, we can choose $y$ with $0<y<\delta$ such that

$$
\left|G\left(x_{2}\right)-G\left(x_{1}\right)-\frac{1}{\pi} \int_{x_{1}}^{x_{2}} \Im s_{G}(x+i y) d x\right|<\frac{\epsilon}{2}\left(x_{2}-x_{1}\right) .
$$

For any $x \in\left[x_{1}, x_{2}\right]$, we have $\left|x-x_{0}\right|<\delta$. Thus

$$
\begin{aligned}
& \left|\frac{G\left(x_{2}\right)-G\left(x_{1}\right)}{x_{2}-x_{1}}-\frac{1}{\pi} \Im s_{G}\left(x_{0}\right)\right| \\
\leq & \frac{1}{x_{2}-x_{1}}\left|G\left(x_{2}\right)-G\left(x_{1}\right)-\frac{1}{\pi} \int_{x_{1}}^{x_{2}} \Im s_{G}(x+i y) d x\right| \\
& +\frac{1}{x_{2}-x_{1}} \int_{x_{1}}^{x_{2}}\left|\frac{1}{\pi}\left(\Im s_{G}(x+i y)-\Im s_{G}\left(x_{0}\right)\right)\right| d x<\varepsilon .
\end{aligned}
$$

Therefore, for all $\left\{x_{n}\right\}$ a sequence of continuity points of $G$ with $x_{n} \rightarrow x_{0}$ as $n \rightarrow \infty$,

$$
\lim _{n, m \rightarrow \infty} \frac{G\left(x_{n}\right)-G\left(x_{m}\right)}{x_{n}-x_{m}}=\frac{1}{\pi} \Im s_{G}\left(x_{0}\right) .
$$

This implies $\left\{G\left(x_{n}\right)\right\}$ is a Cauchy sequence. Thus, $\lim _{x \uparrow x_{0}} G(x)=$ $\lim _{x \downarrow x_{0}} G(x)$, and therefore $G$ is continuous at $x_{0}$.

Therefore, by choosing the sequence $\left\{x_{1}, x_{0}, x_{2}, x_{0}, \ldots\right\}$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{G\left(x_{n}\right)-G\left(x_{0}\right)}{x_{n}-x_{0}}=\frac{1}{\pi} \Im s_{G}\left(x_{0}\right) . \tag{B.2.2}
\end{equation*}
$$

To complete the proof of the theorem, we need to extend (B.2.2) to any sequence $\left\{x_{n} \rightarrow x_{0}\right\}$, where $x_{n}$ may not necessarily be continuity points of $G$. To this end, let $\left\{x_{n}\right\}$ be a real sequence with $x_{n} \neq x_{0}$ and $x_{n} \rightarrow x_{0}$. For each $n$, we define $x_{n b}, x_{n u}$ as follows. If there is a sequence $y_{n m}$ of continuity points of $G$ such that $y_{n m} \rightarrow x_{n}$ and $G\left(y_{n, m}\right) \rightarrow G\left(x_{n}\right)$ as $m \rightarrow \infty$, then we may choose $y_{n, m_{n}}$ such that

$$
\left|\frac{G\left(x_{n}\right)-G\left(x_{0}\right)}{x_{n}-x_{0}}-\frac{G\left(y_{n, m_{n}}\right)-G\left(x_{0}\right)}{y_{n, m_{n}}-x_{0}}\right|<\frac{1}{n}
$$

and then we define $x_{n b}=x_{n u}=y_{n, m_{n}}$. Otherwise, by the property of bounded variation, $G$ should satisfy either $G\left(x_{n}-\right)<G\left(x_{n}\right)<G\left(x_{n}+\right)$ or $G\left(x_{n}-\right)>G\left(x_{n}\right)>G\left(x_{n}+\right)$. In the first case, we may choose continuity points $x_{n b}$ and $x_{n u}$ such that

$$
x_{n}-\frac{1}{n}<x_{n b}<x_{n}<x_{n u}<x_{n}+\frac{1}{n}
$$

and

$$
\frac{G\left(x_{n b}\right)-G\left(x_{0}\right)}{x_{n b}-x_{0}}<\frac{G\left(x_{n}\right)-G\left(x_{0}\right)}{x_{n}-x_{0}}<\frac{G\left(x_{n u}\right)-G\left(x_{0}\right)}{x_{n u}-x_{0}} .
$$

In the second case, we may choose continuity points $x_{n b}$ and $x_{n u}$ such that

$$
x_{n}-\frac{1}{n}<x_{n u}<x_{n}<x_{n b}<x_{n}+\frac{1}{n}
$$

and

$$
\frac{G\left(x_{n b}\right)-G\left(x_{0}\right)}{x_{n b}-x_{0}}<\frac{G\left(x_{n}\right)-G\left(x_{0}\right)}{x_{n}-x_{0}}<\frac{G\left(x_{n u}\right)-G\left(x_{0}\right)}{x_{n u}-x_{0}} .
$$

In all cases, we have $x_{n b} \rightarrow x_{0}, x_{n u} \rightarrow x_{0}, x_{n b}$ and $x_{n u}$ are continuity points of $G$ and

$$
\frac{G\left(x_{n b}\right)-G\left(x_{0}\right)}{x_{n b}-x_{0}}-\frac{1}{n}<\frac{G\left(x_{n}\right)-G\left(x_{0}\right)}{x_{n}-x_{0}}<\frac{G\left(x_{n u}\right)-G\left(x_{0}\right)}{x_{n u}-x_{0}}+\frac{1}{n} .
$$

Letting $n \rightarrow \infty$ and applying (B.2.2) to the sequences $x_{n b}$, and $x_{n u}$, the inequality above proves that (B.2.2) is also true for the general sequence $x_{n}$ and hence the proof of this theorem is complete.

In applications of Stieltjes transforms, its imaginary part will be used in most cases. However, we sometimes need to estimate its real part in terms of its imaginary part. We present the following result.

Theorem B.11. For any distribution function $F$, its Stieltjes transform $s(z)$ satisfies

$$
|\Re(s(z))| \leq v^{-1 / 2} \sqrt{\Im(s(z))}
$$

Proof. We have

$$
\begin{aligned}
|\Re(s(z))| & =\left|\int \frac{(x-u) d F(x)}{(x-u)^{2}+v^{2}}\right| \\
& \leq \int \frac{d F(x)}{\sqrt{(x-u)^{2}+v^{2}}} \\
& \leq\left(\int \frac{d F(x)}{(x-u)^{2}+v^{2}}\right)^{1 / 2} .
\end{aligned}
$$

Then, the theorem follows from the observation that

$$
\Im(s(z))=v \int \frac{d F(x)}{(x-u)^{2}+v^{2}} .
$$

## B.2.2 Inequalities of Distance between Distributions in Terms of Their Stieltjes Transforms

The following theorems create a methodology for establishing convergence rates of the ESD of RMs.

Theorem B.12. Let $F$ be a distribution function and let $G$ be a function of bounded variation satisfying $\int|F(x)-G(x)| \mathrm{d} x<\infty$. Denote their Stieltjes transforms by $f(z)$ and $g(z)$, respectively. Then, we have

$$
\begin{aligned}
& \|F-G\|:=\sup _{x}|F(x)-G(x)| \\
\leq & \frac{1}{\pi(2 \gamma-1)}\left[\int_{-\infty}^{\infty}|f(z)-g(z)| d u\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.+\frac{1}{v} \sup _{x} \int_{|y| \leq 2 v a}|G(x+y)-G(x)| d y\right] \tag{B.2.3}
\end{equation*}
$$

where $z=u+i v, v>0$, and $a$ and $\gamma$ are constants related to each other by

$$
\begin{equation*}
\gamma=\frac{1}{\pi} \int_{|u|<a} \frac{1}{u^{2}+1} d u>\frac{1}{2} . \tag{B.2.4}
\end{equation*}
$$

Proof. Write $\Delta=\sup _{x}|F(x)-G(x)|$. Without loss of generality, we can assume that $\Delta>0$. Then, there is a sequence $\left\{x_{n}\right\}$ such that $F\left(x_{n}\right)-$ $G\left(x_{n}\right) \longrightarrow \Delta$ or $-\Delta$.

We shall first consider the case where $F\left(x_{n}\right)-G\left(x_{n}\right) \longrightarrow \Delta$. For each $x$, we have

$$
\begin{align*}
& \frac{1}{\pi} \int_{-\infty}^{\infty}|f(z)-g(z)| d u \\
\geq & \frac{1}{\pi} \int_{-\infty}^{x} \Im(f(z)-g(z)) d u \\
= & \frac{1}{\pi} \int_{-\infty}^{x}\left[\int_{-\infty}^{\infty} \frac{v d(F(y)-G(y))}{(y-u)^{2}+v^{2}}\right] d u \\
= & \frac{1}{\pi} \int_{-\infty}^{x}\left[\int_{-\infty}^{\infty} \frac{2 v(y-u)(F(y)-G(y)) d y}{\left((y-u)^{2}+v^{2}\right)^{2}}\right] d u \\
= & \frac{1}{\pi} \int_{-\infty}^{\infty}(F(y)-G(y))\left[\int_{-\infty}^{x} \frac{2 v(y-u) d u}{\left((y-u)^{2}+v^{2}\right)^{2}}\right] d y \\
= & \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{(F(x-v y)-G(x-v y)) d y}{y^{2}+1} . \tag{B.2.5}
\end{align*}
$$

Here, the second equality follows from integration by parts, while the third follows from Fubini's theorem due to the integrability of $|F(y)-G(y)|$. Since $F$ is nondecreasing, we have

$$
\begin{align*}
& \frac{1}{\pi} \int_{|y|<a} \frac{(F(x-v y)-G(x-v y)) d y}{y^{2}+1} \\
\geq & \gamma(F(x-v a)-G(x-v a))-\frac{1}{\pi} \int_{|y|<a}|G(x-v y)-G(x-v a)| d y \\
\geq & \gamma(F(x-v a)-G(x-v a))-\frac{1}{\pi v} \sup _{x} \int_{|y|<2 v a}|G(x+y)-G(x)| d y . \tag{B.2.6}
\end{align*}
$$

Take $x=x_{n}+v a$. Then, (B.2.5) and (B.2.6) imply that

$$
\frac{1}{\pi} \int_{-\infty}^{\infty}|f(z)-g(z)| d u
$$

$$
\begin{aligned}
\geq \gamma( & \left.F\left(x_{n}\right)-G\left(x_{n}\right)\right) \\
& \quad-\frac{1}{\pi v} \sup _{x} \int_{|y|<2 v a}|G(x+y)-G(x)| d y-(1-\gamma) \Delta \\
\longrightarrow & (2 \gamma-1) \Delta-\frac{1}{\pi v} \sup _{x} \int_{|y|<2 v a}|G(x+y)-G(x)| d y,
\end{aligned}
$$

which implies (B.2.3).
Now we consider the case where $F\left(x_{n}\right)-G\left(x_{n}\right) \longrightarrow-\Delta$. Similarly, we have, for each $x$,

$$
\begin{align*}
& \frac{1}{\pi} \int_{-\infty}^{\infty}|f(z)-g(z)| d u \\
\geq & \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{(G(x-v y)-F(x-v y)) d y}{y^{2}+1} \\
\geq & \gamma(G(x+v a)-F(x+v a)) \\
& -\frac{1}{\pi v} \sup _{x} \int_{|y|<2 v a}|G(x+y)-G(x)| d y-(1-\gamma) \Delta . \tag{B.2.7}
\end{align*}
$$

By taking $x=x_{n}-v a$, we have

$$
\begin{aligned}
& \frac{1}{\pi} \int_{-\infty}^{\infty}|f(z)-g(z)| d u \\
\geq & \gamma\left(G\left(x_{n}\right)-F\left(x_{n}\right)\right) \\
& -\frac{1}{\pi v} \sup _{x} \int_{|y|<2 v a}|G(x+y)-G(x)| d y-(1-\gamma) \Delta \\
\longrightarrow & (2 \gamma-1) \Delta-\frac{1}{\pi v} \sup _{x} \int_{|y|<2 v a}|G(x+y)-G(x)| d y,
\end{aligned}
$$

which implies (B.2.3) for the latter case. This completes the proof of Theorem B.12.

Remark B.13. In the proof of Theorem B.12, one may find that the following version is stronger than Theorem B.12:

$$
\begin{align*}
\|F-G\| \leq & \frac{1}{\pi(2 \gamma-1)}\left[\int_{-\infty}^{\infty}|\Im(f(z)-g(z))| d u\right. \\
& \left.+\frac{1}{v} \sup _{x} \int_{|y| \leq 2 v a}|G(x+y)-G(x)| d y\right] \tag{B.2.8}
\end{align*}
$$

However, in applying the inequalities, we did not find any significant superiority of (B.2.8) over (B.2.3).

Sometimes the functions $F$ and $G$ may have light tails, or both may even have bounded support. In such cases, we may establish a bound for $\|F-G\|$
by means of the integral of the absolute difference of their Stieltjes transforms on only a finite interval. We have the following theorem.

Theorem B.14. Under the assumptions of Theorem B.12, we have

$$
\begin{align*}
\|F-G\| \leq & \frac{1}{\pi(1-\kappa)(2 \gamma-1)}\left[\int_{-A}^{A}|f(z)-g(z)| d u\right. \\
& +2 \pi v^{-1} \int_{|x|>B}|F(x)-G(x)| d x \\
& \left.+v^{-1} \sup _{x} \int_{|y| \leq 2 v a}|G(x+y)-G(x)| d y\right] \tag{B.2.9}
\end{align*}
$$

where $A$ and $B$ are positive constants such that $A>B$ and

$$
\begin{equation*}
\kappa=\frac{4 B}{\pi(A-B)(2 \gamma-1)}<1 \tag{B.2.10}
\end{equation*}
$$

The following corollary is immediate.
Corollary B.15. In addition to the assumptions of Theorem B.12, assume further that, for some constant $B>0, F([-B, B])=1$ and $|G|((-\infty,-B))=$ $|G|((B, \infty))=0$, where $|G|((a, b))$ denotes the total variation of the signed measure $G$ on the interval $(a, b)$. Then, we have

$$
\begin{aligned}
\| F-G| | \leq & \frac{1}{\pi(1-\kappa)(2 \gamma-1)}\left[\int_{-A}^{A}|f(z)-g(z)| d u\right. \\
& \left.+v^{-1} \sup _{x} \int_{|y| \leq 2 v a}|G(x+y)-G(x)| d y\right]
\end{aligned}
$$

where $A, B$, and $\kappa$ are defined in (B.2.10).
Remark B.16. The benefit of using Theorem B. 14 and Corollary B. 15 is that we need only estimate the difference of Stieltjes transforms of the two distributions of interest on a finite interval. When Theorem B. 14 is applied to establish the convergence rate of the spectral distribution of a sample covariance matrix in Chapter 3, it is crucial to the proof of Theorem 8.10 that $A$ is independent of the sample size $n$. It should also be noted that the integral limit $A$ in Girko's [122] inequality should tend to infinity with a rate of $A^{-1}$ faster than the convergence rate to be established. Therefore, our Theorem B. 14 and Corollary B. 15 are much easier to use than Girko's inequality.

Proof of Theorem B.14. Using the notation given in the proof of Theorem B.12, we have

$$
\int_{A}^{\infty}|f(z)-g(z)| d u
$$

$$
\begin{align*}
& =\int_{A}^{\infty}\left|\int_{-\infty}^{\infty} \frac{(F(x)-G(x)) d x}{(x-z)^{2}}\right| d u \\
& \leq \int_{A}^{\infty}\left|\int_{-B}^{B} \frac{(F(x)-G(x)) d x}{(x-z)^{2}}\right| d u+\int_{-\infty}^{\infty}\left|\int_{|x|>B} \frac{(F(x)-G(x)) d x}{(x-z)^{2}}\right| d u \\
& \leq 2 B \Delta \int_{A}^{\infty} \frac{d u}{(u-B)^{2}+v^{2}}+\pi v^{-1} \int_{|x|>B}|F(x)-G(x)| d x \\
& \leq 2 B \Delta /(A-B)+\pi v^{-1} \int_{|x|>B}|F(x)-G(x)| d x \tag{B.2.11}
\end{align*}
$$

By symmetry, we get the same bound for $\int_{-\infty}^{-A}|f(z)-g(z)| d u$. Substituting the inequality above into (B.2.3), we obtain (B.2.9) and the proof is complete.

## B.2.3 Lemmas Concerning Levy Distance

Lemma B.17. Let $L(F, G)$ be the Levy distance between the distributions $F$ and $G$. Then we have

$$
\begin{equation*}
L^{2}(F, G) \leq \int|F(x)-G(x)| d x \tag{B.2.12}
\end{equation*}
$$

Proof. Without loss of generality, assume that $L(F, G)>0$. For any $r \in$ $(0, L(F, G))$, there exists an $x$ such that

$$
F(x-r)-r>G(x) \quad(\text { or } \quad F(x+r)+r<G(x)) .
$$

Then the square between the points $(x-r, F(x-r)-r),(x, F(x-r)-r)$, $(x-r, F(x-r))$, and $(x, F(x-r))($ or $(x, F(x+r)),(x+r, F(x+r))$, $(x, F(x+r)+r)$, and $(x+r, F(x+r)+r)$ for the latter case) is located between $F$ and $G$ (see Fig. B.1). Then (B.2.12) follows from the fact that the right-hand side of (B.2.12) equals the area of the region between $F$ and $G$. The proof is complete.

Lemma B.18. If $G$ satisfies $\sup _{x}|G(x+y)-G(x)| \leq D|y|^{\alpha}$ for all $y$, then

$$
\begin{equation*}
L(F, G) \leq\|F-G\| \leq(D+1) L^{\alpha}(F, G), \text { for all } F \tag{B.2.13}
\end{equation*}
$$

Proof. The inequality on the left-hand side is actually true for all distributions $F$ and $G$. It can follow easily from the argument in the proof of Lemma B. 17 .

To prove the right-hand-side inequality, let us consider the case where, for some $x$,

$$
F(x)>G(x)+\rho,
$$

where $\rho \in(0,\|F-G\|)$. Since $G$ satisfies the Lipschitz condition, we have
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$$
G\left(x+(\rho /(D+1))^{1 / \alpha}\right)+(\rho /(D+1))^{1 / \alpha} \leq G(x)+\rho<F(x)
$$

(see Fig. B.2), which implies that

$$
L(F, G) \geq(\rho /(D+1))^{1 / \alpha} .
$$

Then, the right-hand-side inequality of (B.2.13) follows by making $\rho \rightarrow$ $\|F-G\|$. The proof of the inequality for the other case (i.e., $G(x)>F(x)+\rho$ ) can be similarly proved.

Lemma B.19. Let $F_{1}, F_{2}$ be distribution functions and let $G$ satisfy $\sup _{x}|G(x+u)-G(x)| \leq g(u)$, for all $u$, where $g$ is an increasing and continuous function such that $g(0)=0$. Then

$$
\begin{equation*}
\left\|F_{1}-G\right\| \leq 3 \max \left\{\left\|F_{2}-G\right\|, L\left(F_{1}, F_{2}\right), g\left(L\left(F_{1}, F_{2}\right)\right)\right\} \tag{B.2.14}
\end{equation*}
$$

Proof. Let $0<\rho<\left\|F_{1}-G\right\|$, and assume that $\left\|F_{2}-G\right\|<\rho / 3$. Then, we may find an $x_{0}$ such that $F_{1}\left(x_{0}\right)-G\left(x_{0}\right)>\rho\left(\right.$ or $\left.F_{1}\left(x_{0}\right)-G\left(x_{0}\right)\right)<-\rho$ alternatively). Let $\eta>0$ be such that $g(\eta)=\rho / 3$. By the condition on $G$, for any $x \in\left[x_{0}, x_{0}+\eta\right]$ (or $\left[x_{0}-\eta, x_{0}\right]$ for the alternate case), we have $F_{2}(x) \leq G(x)+\frac{1}{3} \rho \leq G\left(x_{0}\right)+\frac{2}{3} \rho$ and $F_{1}(x) \geq F_{1}\left(x_{0}\right)>G\left(x_{0}\right)+\rho$. This shows that the rectangle $\left\{x_{0}<x<x_{0}+\eta, G\left(x_{0}\right)+\frac{2}{3} \rho<y<G\left(x_{0}\right)+\rho\right\}$ is located between $F_{1}$ and $F_{2}$ (see Fig. B.3). That means

$$
L\left(F_{1}, F_{2}\right) \geq \min \left(\eta, \frac{1}{3} \rho\right)
$$
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If $\eta<\frac{1}{3} \rho$, then $\eta \leq L\left(F_{1}, F_{2}\right)$, which implies that

$$
\frac{1}{3} \rho=g(\eta) \leq g\left(L\left(F_{1}, F_{2}\right)\right)
$$

Combining the three cases above, we conclude that

$$
\rho \leq 3 \max \left\{\left\|F_{2}-G\right\|, L\left(F_{1}, F_{2}\right), g\left(L\left(F_{1}, F_{2}\right)\right)\right\} .
$$

The lemma follows by letting $\rho \rightarrow\left\|F_{1}-G\right\|$. The proof is complete.

## B. 3 Some Lemmas about Integrals of Stieltjes Transforms

Lemma B.20. Suppose that $\phi(x)$ is a bounded probability density supported on a finite interval $[A, B]$. Then,

$$
\int_{-\infty}^{\infty}|s(z)|^{2} d u<2 \pi^{2} M_{\phi}
$$
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where $s(z)$ is the Stieltjes transform of $\phi, M_{\phi}$ is the upper bound of $\phi$, and, in the integral, $u$ is the real part of $z$.

Proof. We have

$$
\begin{aligned}
I & :=\int_{-\infty}^{\infty}|s(z)|^{2} \mathrm{~d} u \\
& =\int_{-\infty}^{\infty} \int_{A}^{B} \int_{A}^{B} \frac{\phi(x) \phi(y) \mathrm{d} x \mathrm{~d} y}{(x-z)(y-\bar{z})} \mathrm{d} u \\
& =\int_{A}^{B} \int_{A}^{B} \phi(x) \phi(y) \mathrm{d} x \mathrm{~d} y \int_{-\infty}^{\infty} \frac{1}{(x-z)(y-\bar{z})} \mathrm{d} u \text { (by Fubini) } \\
& =\int_{A}^{B} \int_{A}^{B} \frac{2 \pi i}{y-x+2 v i} \phi(x) \phi(y) \mathrm{d} x \mathrm{~d} y \text { (residue theorem). }
\end{aligned}
$$

Note that

$$
\begin{aligned}
& \int_{A}^{B} \int_{A}^{B} \Re\left(\frac{1}{y-x+2 v i}\right) \phi(x) \phi(y) \mathrm{d} x \mathrm{~d} y \\
= & \int_{A}^{B} \int_{A}^{B}\left(\frac{y-x}{(y-x)^{2}+4 v^{2}}\right) \phi(x) \phi(y) \mathrm{d} x \mathrm{~d} y=0 \text { by symmetry. }
\end{aligned}
$$

We finally obtain

$$
I=-2 \pi \int_{A}^{B} \int_{A}^{B} \Im\left(\frac{1}{y-x+2 v i}\right) \phi(x) \phi(y) \mathrm{d} x \mathrm{~d} y
$$

$$
\begin{aligned}
& =4 \pi v \int_{A}^{B} \int_{A}^{B}\left(\frac{1}{(y-x)^{2}+4 v^{2}}\right) \phi(x) \phi(y) \mathrm{d} x \mathrm{~d} y \\
& \leq 4 \pi v M_{\phi} \int_{-\infty}^{\infty} \int_{A}^{B} \phi(y)\left(\frac{1}{w^{2}+4 v^{2}}\right) \mathrm{d} w \mathrm{~d} y \quad \text { (making } w=x-y \text { ) } \\
& =2 \pi^{2} M_{\phi}
\end{aligned}
$$

The proof is complete.
Corollary B.21. When $\phi$ is the density of the semicircular law, we have

$$
\begin{equation*}
\int|s(z)|^{2} d u \leq 2 \pi \tag{B.3.1}
\end{equation*}
$$

Lemma B.22. Let $G$ be a function of bounded variation satisfying $\|G\|=$ : $\sup _{x}|G(x)|<\infty$. Let $g(z)$ denote its Stieltjes transform. When $z=u+i v$ with $v>0$, we have

$$
\begin{equation*}
I:=\sup _{u}|g(z)| \leq \pi v^{-1}\|G\| . \tag{B.3.2}
\end{equation*}
$$

Proof. Using integration by parts, we have

$$
\begin{aligned}
\mid g(z) & =\left|\int \frac{G(x)}{(x-z)^{2}} d x\right| \\
& \leq\|G\| \int \frac{1}{(x-u)^{2}+v^{2}} d x \\
& =\pi v^{-1}\|G\|,
\end{aligned}
$$

which proves the lemma.
Lemma B.23. Let $G$ be a function of bounded variation satisfying $V(G)=$ : $\int|G(d u)|<\infty$. Let $g(z)$ denote its Stieltjes transform. When $z=u+i v$ with $v>0$, we have

$$
\begin{equation*}
\int|g(z)|^{2} \mathrm{~d} u \leq 2 \pi v^{-1} V(G)\|G\| \tag{B.3.3}
\end{equation*}
$$

Proof. Following the same lines as in the proof of Lemma B.20, we may obtain

$$
\begin{aligned}
I & =4 \pi v \iint\left(\frac{1}{(u-x)^{2}+4 v^{2}}\right) G(d x) G(d u) \\
& =8 \pi v \int\left[\int \frac{(u-x) G(x) d x}{\left((u-x)^{2}+4 v^{2}\right)^{2}}\right] G(d u) \quad \text { (integration by parts) } \\
& \leq 2 \pi v^{-1} V(G)\|G\|
\end{aligned}
$$

Remark B.24. The two lemmas above give estimations for the difference of Stieltjes transforms of two distributions.

## B. 4 A Lemma on the Strong Law of Large Numbers

The Marcinkiewicz-Zygmund strong law of large numbers was first proved in [202], which gives necessary and sufficient conditions for the partial sample means from a single array of iid random variables with a rate of $n^{-(1-\alpha)}$, where $\alpha>\frac{1}{2}$. The following lemma is a generalization of this result to the case of multiple arrays of iid random variables.

Lemma B.25. Let $\left\{X_{i j}, i, j=1,2, \cdots\right\}$ be a double array of iid complex random variables and let $\alpha>\frac{1}{2}, \beta \geq 0$, and $M>0$ be constants. Then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\max _{j \leq M n^{\beta}}\left|n^{-\alpha} \sum_{i=1}^{n}\left(X_{i j}-c\right)\right| \rightarrow 0 \text { a.s. } \tag{B.4.1}
\end{equation*}
$$

if and only if the following hold:
(i) $\mathrm{E}\left|X_{11}\right|^{(1+\beta) / \alpha}<\infty$;
(ii) $\quad c= \begin{cases}\mathrm{E}\left(X_{11}\right), & \text { if } \alpha \leq 1, \\ \text { any number }, & \text { if } \alpha>1 .\end{cases}$

Furthermore, if $\mathrm{E}\left|X_{11}\right|^{(1+\beta) / \alpha}=\infty$, then

$$
\lim \sup \max _{j \leq M n^{\beta}}\left|n^{-\alpha} \sum_{i=1}^{n}\left(X_{i j}-c\right)\right|=\infty \quad \text { a.s. }
$$

Proof of sufficiency. Without loss of generality, assume that $c=\mathrm{E}\left(X_{11}\right)=0$ for the case $\alpha \leq 1$.

Define $X_{i j k}=X_{i j} I\left(\left|X_{i j}\right| \leq 2^{k \alpha}\right)$. Then, by condition (i),

$$
\begin{aligned}
& P\left(\max _{j \leq M n^{\beta}}\left|n^{-\alpha} \sum_{i=1}^{n} X_{i j}\right| \neq \max _{j \leq M n^{\beta}}\left|n^{-\alpha} \sum_{i=1}^{n} X_{i j k}\right|, \text { i.o. }\right) \\
\leq & \sum_{k=K}^{\infty} \mathrm{P}\left(\bigcup_{n=2^{k}}^{2^{k+1}-1} \bigcup_{i=1}^{n} \bigcup_{j \leq M n^{\beta}}\left\{\left|X_{i j}\right| \geq n^{\alpha}\right\}\right) \\
\leq & \sum_{k=K}^{\infty} \mathrm{P}\left(\bigcup_{n=2^{k}}^{2^{k+1}-1} \bigcup_{i=1}^{2^{k+1}} \bigcup_{j \leq M 2^{(k+1) \beta}}\left\{\left|X_{i j}\right| \geq 2^{k \alpha}\right\}\right) \\
\leq & \sum_{k=K}^{\infty} \mathrm{P}\left(\bigcup_{i=1}^{2^{k+1}} \bigcup_{j \leq M 2^{(k+1) \beta}}\left\{\left|X_{i j}\right| \geq 2^{k \alpha}\right\}\right) \\
\leq & \sum_{k=K}^{\infty} M 2^{(k+1)(\beta+1)} \mathrm{P}\left(\left|X_{11}\right| \geq 2^{k \alpha}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{k=K}^{\infty} M 2^{(k+1)(\beta+1)} \sum_{\ell=k}^{\infty} \mathrm{P}\left(2^{\ell \alpha} \leq\left|X_{11}\right|<2^{(\ell+1) \alpha}\right) \\
& =\sum_{\ell=K}^{\infty} \mathrm{P}\left(2^{\ell \alpha} \leq\left|X_{11}\right|<2^{(\ell+1) \alpha}\right) \sum_{k=K}^{\ell} M 2^{(k+1)(\beta+1)} \\
& \leq \sum_{\ell=K}^{\infty} M 2^{(\ell+2)(\beta+1)} \mathrm{P}\left(2^{\ell \alpha} \leq\left|X_{11}\right|<2^{(\ell+1) \alpha}\right) \\
& \leq M 2^{\beta+1} \mathrm{E}\left|X_{11}\right|^{(\beta+1) / \alpha} I\left(\left|X_{11}\right| \geq 2^{K \alpha}\right) \rightarrow 0
\end{aligned}
$$

as $K \rightarrow \infty$.
This proves that the convergence (B.4.1) is equivalent to

$$
\begin{equation*}
\max _{j \leq M n^{\beta}}\left|n^{-\alpha} \sum_{i=1}^{n} X_{i j k}\right| \rightarrow 0 \text { a.s., as } 2^{k}<n \leq 2^{k+1} \rightarrow \infty . \tag{B.4.2}
\end{equation*}
$$

Note that

$$
\begin{aligned}
& \max _{j \leq M n^{\beta}}\left|n^{-\alpha} \sum_{i=1}^{n} \mathrm{E}\left(X_{i j k}\right)\right|=n^{-\alpha+1}\left|\mathrm{E} X_{11 k}\right| \\
\leq & \left\{\begin{array}{ll}
n^{-\alpha+1} 2^{-k(\beta+1)} \mathrm{E}\left|X_{11}\right|^{(\beta+1) / \alpha} I\left(\left|X_{11}\right|>2^{k \alpha}\right), & \text { if } \alpha \leq 1 \\
n^{-(\alpha-1) / 2}+n^{-\alpha+1} 2^{k(\alpha-1)} \mathrm{E}\left|X_{11}\right|^{(\beta+1) / \alpha} I\left(\left|X_{11}\right| \geq n^{(\alpha-1) / 2}\right), \text { if } & \alpha>1
\end{array}\right\} \\
\rightarrow & 0
\end{aligned}
$$

Therefore, the proof of (B.4.2) further reduces to showing that

$$
\begin{equation*}
\max _{j \leq M n^{\beta}}\left|n^{-\alpha} \sum_{i=1}^{n}\left(X_{i j k}-\mathrm{E} X_{11 k}\right)\right| \rightarrow 0 \text { a.s., as } 2^{k}<n \leq 2^{k+1} \rightarrow \infty \tag{B.4.3}
\end{equation*}
$$

For any $\varepsilon>0$, choose an integer $m=[(\beta+1) /(2 \alpha-1)]+1$. We have

$$
\begin{align*}
& \mathrm{P}\left(\max _{j \leq M n^{\beta}}\left|n^{-\alpha} \sum_{i=1}^{n}\left(X_{i j k}-\mathrm{E} X_{11 k}\right)\right| \geq \varepsilon, \text { i.o. }\right) \\
\leq & \lim _{N \rightarrow \infty} \sum_{k=N}^{\infty} \mathrm{P}\left(\max _{2^{k}<n \leq 2^{k+1}} \max _{j \leq M 2^{(k+1) \beta}}\left|\sum_{i=1}^{n}\left(X_{i j k}-\mathrm{E} X_{11 k}\right)\right| \geq \varepsilon 2^{k \alpha}\right) \\
\leq & \lim _{N \rightarrow \infty} \sum_{k=N}^{\infty} M 2^{(k+1) \beta} \mathrm{P}\left(\max _{n \leq 2^{k+1}}\left|\sum_{i=1}^{n}\left(X_{i 1 k}-\mathrm{E} X_{11 k}\right)\right| \geq \varepsilon 2^{k \alpha}\right) \\
\leq & M \varepsilon^{-2 m} \lim _{N \rightarrow \infty} \sum_{k=N}^{\infty} 2^{(k+1)(\beta-2 m \alpha)} \mathrm{E}\left|\sum_{i=1}^{2^{k+1}}\left(X_{i 1 k}-\mathrm{E} X_{11 k}\right)\right|^{2 m} . \tag{B.4.4}
\end{align*}
$$

Here, the first two inequalities are trivial, while the third follows from an extension of Kolmogorov's inequality that can be found in any textbook on martingales. ${ }^{1}$

By multinomial expansion,

$$
\begin{aligned}
& \mathrm{E}\left|\sum_{i=1}^{n}\left(X_{i 1 k}-\mathrm{E} X_{11 k}\right)\right|^{2 m} \\
\leq & \sum_{\substack{\ell=1}}^{m} \sum_{\substack{i_{1}+\cdots+i_{\ell}=2 m \\
i_{1}, \cdots, i_{\ell} \geq 2}} \frac{(2 m)!n^{\ell}}{i_{1}!\cdots i_{\ell}!\ell!} \mathrm{E}\left|X_{11 k}-\mathrm{E} X_{11 k}\right|^{i_{1}} \cdots \mathrm{E}\left|X_{11 k}-\mathrm{E} X_{11 k}\right|^{i_{\ell}} .
\end{aligned}
$$

Choose an integer $\nu$ such that $0 \leq \nu-1 \leq(\beta+1) / \alpha<\nu$. For each $i \geq 2$, we have

$$
\left|\mathrm{E} X_{11 k}^{i}\right| \leq \begin{cases}C \mathrm{E}\left|X_{11 k}\right|^{\nu} 2^{(i-\nu) \alpha k}, & \text { if } i \geq \nu \\ C 2^{(i-(\beta+1) / \alpha) \alpha k} \leq C 2^{(i \alpha-1) k}, & \text { if } i>(\beta+1) / \alpha \\ C \leq C 2^{(i \alpha-1) k}, & \text { if } i \leq(\beta+1) / \alpha\end{cases}
$$

Then, for some constant $C$,

$$
\begin{aligned}
& \mathrm{E}\left|X_{11 k}-\mathrm{E} X_{11 k}\right|^{i_{1}} \cdots \mathrm{E}\left|X_{11 k}-\mathrm{E} X_{11 k}\right|^{i_{\ell}} \\
\leq & \begin{cases}C \mathrm{E}\left|X_{11 k}-\mathrm{E} X_{11 k}\right|^{\nu} 2^{(2 m-\nu) \alpha k-(\ell-1) k}, & \text { if } \max \left\{i_{1}, \cdots, i_{\ell}\right\} \geq \nu \\
C, & \text { otherwise. }\end{cases}
\end{aligned}
$$

Hence,

$$
\mathrm{E}\left|\sum_{i=1}^{n}\left(X_{i 1 k}-\mathrm{E} X_{11 k}\right)\right|^{2 m} \leq C \mathrm{E}\left|X_{11 k}-\mathrm{E} X_{11 k}\right|^{\nu} 2^{(2 m-\nu) \alpha k+k}+C 2^{k m}
$$

Substituting this with $n=2^{k+1}$ into (B.4.4), we have

$$
\sum_{k=N}^{\infty} 2^{(k+1)(\beta-2 m \alpha+m)} \rightarrow 0 \text { since } \beta-2 m \alpha+m<-1,
$$

and

$$
\begin{aligned}
& \sum_{k=N}^{\infty} 2^{(k+1)(\beta-2 m \alpha)} \mathrm{E}\left|X_{11 k}-\mathrm{E} X_{11 k}\right|^{\nu} 2^{(2 m-\nu) \alpha k+k} \\
\leq & C \sum_{k=N}^{\infty} 2^{k(\beta+1-\nu \alpha)} \mathrm{E}\left|X_{11 k}\right|^{\nu}
\end{aligned}
$$

[^7]\[

$$
\begin{aligned}
= & C \sum_{k=N}^{\infty} 2^{k(\beta+1-\nu \alpha)} \sum_{\ell=1}^{k}\left[\mathrm{E}\left|X_{11}\right|^{\nu} I\left(2^{\alpha(\ell-1)}<\left|X_{11}\right| \leq 2^{\alpha \ell}\right)+\mathrm{E}\left|X_{11}\right|^{\nu} I\left(\left|X_{11}\right| \leq 1\right)\right] \\
= & C \sum_{\ell=1}^{\infty} \mathrm{E}\left|X_{11}\right|^{\nu} I\left(2^{\alpha(\ell-1)}<\left|X_{11}\right| \leq 2^{\alpha \ell}\right) \sum_{k=\ell \vee N} 2^{k(\beta+1-\nu \alpha)}+\sum_{k=N}^{\infty} 2^{k(\beta+1-\nu \alpha)} \\
\leq & C \sum_{\ell=1}^{\infty} 2^{(\ell \vee N)(\beta+1-\nu \alpha)} \mathrm{E}\left|X_{11}\right|^{\nu} I\left(2^{\alpha(\ell-1)}<\left|X_{11}\right| \leq 2^{\alpha \ell}\right)+\sum_{k=N}^{\infty} 2^{k(\beta+1-\nu \alpha)} \\
\leq & C \sum_{\ell=1}^{\infty} 2^{(\ell \vee N)(\beta+1-\nu \alpha)+\ell(\nu \alpha-\beta-1)} \mathrm{E}\left|X_{11}\right|^{(\beta+1) / \alpha} I\left(2^{\alpha(\ell-1)}<\left|X_{11}\right| \leq 2^{\alpha \ell}\right) \\
& +\sum_{k=N}^{\infty} 2^{k(\beta+1-\nu \alpha)} \\
\leq & C \mathrm{E}\left|X_{11}\right|^{(\beta+1) / \alpha} I\left(\left|X_{11}\right| \geq 2^{\alpha N / 2}\right)+C \mathrm{E}\left|X_{11}\right|^{(\beta+1) / \alpha} 2^{N(\beta+1-\nu \alpha) / 2} \\
& +\sum_{k=N}^{\infty} 2^{k(\beta+1-\nu \alpha)} \rightarrow 0
\end{aligned}
$$
\]

as $N \rightarrow \infty$. Consequently, these, together with (B.4.4), imply that

$$
\max _{j \leq M n^{\beta}}\left|n^{-\alpha} \sum_{i=1}^{n}\left(X_{i j k}-\mathrm{E} X_{11 k}\right)\right| \rightarrow 0, \text { a.s. }
$$

The proof of the sufficiency of the lemma is complete.
Proof of necessity. From (B.4.1), one can easily derive

$$
\max _{j \leq M(n-1)^{\beta}} n^{-\alpha}\left|X_{n j}\right| \rightarrow 0 \text { a.s. }
$$

which, together with the Borel-Cantelli lemma, implies that

$$
\sum_{n} \mathrm{P}\left(\max _{j \leq M(n-1)^{\beta}}\left|X_{1 j}\right| \geq n^{\alpha}\right)<\infty
$$

By the convergence theorem for an infinite product, the inequality above is equivalent to the convergence of the product

$$
\prod_{n=1}^{\infty} \mathrm{P}\left(\max _{j \leq M(n-1)^{\beta}}\left|X_{1 j}\right|<n^{\alpha}\right)=\prod_{n=1}^{\infty} \mathrm{P}\left(\left|X_{11}\right|<n^{\alpha}\right)^{\left[M(n-1)^{\beta}\right]} .
$$

Again, using the same theorem, the convergence above is equivalent to the convergence of the series

$$
\sum_{n}(n-1)^{\beta} \mathrm{P}\left(\left|X_{11}\right| \geq n^{\alpha}\right)<\infty
$$

From this, it is routine to derive $\mathrm{E}\left|X_{11}\right|^{(\beta+1) / \alpha}<\infty$. Applying the sufficiency part, the second condition of the lemma follows.
(The divergence). Assume that $\mathrm{E}\left|X_{11}\right|^{(1+\beta) / \alpha}=\infty$. Then, for any $N>0$, we have

$$
\sum_{k=1} M 2^{(\beta+1) k} \mathrm{P}\left(\left|x_{11}\right| \geq N 2^{\alpha k}\right)=\infty
$$

Then, by the convergence theorem of infinite products, the equality above is equivalent to

$$
\begin{gathered}
\prod_{k=1}^{\infty}\left(\mathrm{P}\left(\left|x_{11}\right|<N 2^{\alpha k}\right)\right)^{\left[M 2^{\beta+1) k}\right]}=0 \\
\Longleftrightarrow \sum_{k=1} \mathrm{P}\left(\max _{2^{k}<n \leq 2^{K-1}, M 2^{(k-1) \beta}<j \leq M 2^{k \beta}}\left|x_{n j}\right| \geq N 2^{\alpha k}\right)=\infty .
\end{gathered}
$$

By the Borel-Cantelli lemma, we have

$$
\mathrm{P}\left(\max _{2^{k}<n \leq 2^{K-1}, M 2^{(k-1) \beta}<j \leq M 2^{k \beta}}\left|x_{n j}\right| \geq N 2^{\alpha k} \text {, i.o. }\right)=1 .
$$

Therefore,

$$
\lim \sup \max _{j \leq M n^{\beta}}\left|n^{-\alpha} \sum_{i=1}^{n}\left(X_{i j}-c\right)\right| \geq N / 2 \text { a.s. }
$$

This proves the second conclusion of the lemma. The proof is complete.

## B. 5 A Lemma on Quadratic Forms

Lemma B.26. Let $\mathbf{A}=\left(a_{i j}\right)$ be an $n \times n$ nonrandom matrix and $\mathbf{X}=$ $\left(x_{1}, \cdots, x_{n}\right)^{\prime}$ be a random vector of independent entries. Assume that $\mathrm{E} x_{i}=0$, $\mathrm{E}\left|x_{i}\right|^{2}=1$, and $\mathrm{E}\left|x_{j}\right|^{\ell} \leq \nu_{\ell}$. Then, for any $p \geq 1$,

$$
\mathrm{E}\left|\mathbf{X}^{*} \mathbf{A} \mathbf{X}-\operatorname{tr} \mathbf{A}\right|^{p} \leq C_{p}\left(\left(\nu_{4} \operatorname{tr}\left(\mathbf{A} \mathbf{A}^{*}\right)\right)^{p / 2}+\nu_{2 p} \operatorname{tr}\left(\mathbf{A} \mathbf{A}^{*}\right)^{p / 2}\right)
$$

where $C_{p}$ is a constant depending on $p$ only.
In the proof of this lemma, we need a lemma from Dilworth [95].
Lemma B.27. Let $\left\{\mathscr{F}_{k}\right\}$ be a sequence of increasing $\sigma$-fields and $\left\{X_{k}\right\}$ be a sequence of integrable random variables. Then, for any $1 \leq q \leq p<\infty$, we have

$$
\mathrm{E}\left(\sum_{k=1}^{\infty}\left|\mathrm{E}\left(X_{k} \mid \mathscr{F}_{k}\right)\right|^{q}\right)^{p / q} \leq\left(\frac{p}{q}\right)^{p / q} \mathrm{E}\left(\sum_{k=1}^{\infty}\left|X_{k}\right|^{q}\right)^{p / q}
$$

Proof of Lemma B.26. We use the expression

$$
\begin{equation*}
\mathbf{X}^{*} \mathbf{A} \mathbf{X}-\operatorname{tr} \mathbf{A}=\sum_{i=1}^{n} a_{i i}\left(\left|X_{i}\right|^{2}-1\right)+\sum_{i=1}^{n} \sum_{j=1}^{i-1}\left(a_{j i} \bar{X}_{j} X_{i}+a_{i j} X_{j} \bar{X}_{i}\right) \tag{B.5.1}
\end{equation*}
$$

By Theorem A.13, it is seen that

$$
\begin{aligned}
& \mathrm{E}\left|\mathbf{X}^{*} \mathbf{A X}-\operatorname{tr} \mathbf{A}\right| \\
\leq & \left.\sum_{i=1}^{n}\left|a_{i i}\right| \mathrm{E}| | X_{i}\right|^{2}-1 \mid+\left(\mathrm{E}\left|\sum_{i=1}^{n} \sum_{j=1}^{i-1} a_{j i} \bar{X}_{j} X_{i}+a_{i j} X_{j} \bar{X}_{i}\right|^{2}\right)^{1 / 2} \\
\leq & C\left[\operatorname{tr}\left(\mathbf{A} \mathbf{A}^{*}\right)^{1 / 2}+\left(\nu_{4} \operatorname{tr} \mathbf{A} \mathbf{A}^{*}\right)^{1 / 2}\right]
\end{aligned}
$$

which proves the lemma for the case $p=1$. Note that here we have used the fact that $\nu_{4} \geq 1$.

Now, assume $1<p \leq 2$. By Lemma 2.12 and Theorem A.13, we have

$$
\begin{aligned}
& \mathrm{E}\left|\sum_{i=1}^{n} a_{i i}\left(\left|X_{i}\right|^{2}-1\right)\right|^{p} \leq C \mathrm{E}\left(\left.\sum_{i=1}^{n}\left|a_{i i}\right|^{2}| | X_{i}\right|^{2}-\left.1\right|^{2}\right)^{p / 2} \\
\leq & C \sum_{i=1}^{n}\left|a_{i i}\right|^{p} \mathrm{E} \|\left. X_{i}\right|^{2}-\left.1\right|^{p} \leq C \nu_{2 p} \operatorname{tr}\left(\mathbf{A} \mathbf{A}^{*}\right)^{p / 2}
\end{aligned}
$$

Furthermore, by the Hölder inequality,

$$
\begin{aligned}
& \mathrm{E}\left|\sum_{i=1}^{n} \sum_{j=1}^{i-1}\left(a_{i j} \bar{X}_{j} X_{i}+a_{j i} X_{j} \bar{X}_{i}\right)\right|^{p} \\
\leq & C\left[\mathrm{E}\left|\sum_{i=1}^{n} \sum_{j=1}^{i-1}\left(a_{i j} \bar{X}_{j} X_{i}+a_{j i} X_{j} \bar{X}_{i}\right)\right|^{2}\right]^{p / 2} \\
\leq & C\left(\nu_{4} \operatorname{tr} \mathbf{A} \mathbf{A}^{*}\right)^{p / 2}
\end{aligned}
$$

Combining the two inequalities above, we complete the proof of the lemma for the case $1<p \leq 2$.

Now, we proceed with the proof of the lemma by induction on $p$. Assume that the lemma is true for $1 \leq p \leq 2^{t}$, and then consider the case $2^{t}<p \leq$ $2^{t+1}$ with $t \geq 1$. By Lemma 2.13 and Theorem A.13,

$$
\begin{aligned}
& \mathrm{E}\left|\sum_{i=1}^{n} a_{i i}\left(\left|X_{i}\right|^{2}-1\right)\right|^{p} \\
\leq & C_{p}\left(\left(\sum_{i=1}^{n}\left|a_{i i}\right|^{2} \mathrm{E}\left(\left|X_{i i}\right|^{2}-1\right)^{2}\right)^{p / 2}+\left.\sum_{i=1}^{n}\left|a_{i i}\right|^{p} \mathrm{E}| | X_{i i}\right|^{2}-\left.1\right|^{p}\right) \\
\leq & C\left(\left(\nu_{4} \operatorname{tr} \mathbf{A} \mathbf{A}^{*}\right)^{p / 2}+\nu_{2 p} \operatorname{tr}\left(\mathbf{A} \mathbf{A}^{*}\right)^{p / 2}\right) .
\end{aligned}
$$

For the same reason, with notation $\mathrm{E}_{i}$ for the conditional expectation given $\left\{X_{1}, \cdots, X_{i}\right\}$, we have

$$
\begin{align*}
& \mathrm{E}\left|\sum_{i=1}^{n} \sum_{j=1}^{i-1} a_{i j} \bar{X}_{j} X_{i}\right|^{p} \\
\leq & C_{p}\left(\mathrm{E}\left(\sum_{i=1}^{n} \mathrm{E}_{i-1}\left|\sum_{j=1}^{i-1} a_{i j} \bar{X}_{i} X_{j}\right|^{2}\right)^{p / 2}+\sum_{i=1}^{n} \mathrm{E}\left|\sum_{j=1}^{i-1} a_{i j} \bar{X}_{i} X_{j}\right|^{p}\right) \\
\leq & C_{p}\left(\mathrm{E}\left(\sum_{i=1}^{n}\left|\sum_{j=1}^{i-1} a_{i j} X_{j}\right|^{2}\right)^{p / 2}+\sum_{i=1}^{n} \nu_{p} \mathrm{E}\left|\sum_{j=1}^{i-1} a_{i j} X_{j}\right|^{p}\right) \\
\leq & C_{p}\left(\mathrm{E}\left(\sum_{i=1}^{n}\left|\mathrm{E}_{i-1} \sum_{j=1}^{n} a_{i j} X_{j}\right|^{2}\right)^{p / 2}+\sum_{i=1}^{n} \nu_{p}\left(\sum_{j=1}^{i-1}\left|a_{i j}\right|^{2}\right)^{p / 2}+\nu_{p}^{2} \sum_{j=1}^{i-1}\left|a_{i j}\right|^{p}\right) \\
\leq & C_{p}\left(\mathrm{E}\left(\sum_{i=1}^{n} \mathrm{E}_{i-1}\left|\sum_{j=1}^{n} a_{i j} X_{j}\right|^{2}\right)^{p / 2}+\nu_{p} \sum_{i=1}^{n}\left(\left(\mathbf{A} \mathbf{A}^{*}\right)_{i i}\right)^{p / 2}+\nu_{2 p} \operatorname{tr}\left(\mathbf{A A}^{*}\right)^{p / 2}\right) . \tag{B.5.2}
\end{align*}
$$

Using Lemma B. 27 with $q=1$ applied to the first term and the induction hypothesis with $\mathbf{A}$ replaced by $\mathbf{A}^{*} \mathbf{A}$, we obtain

$$
\begin{aligned}
& \mathrm{E}\left(\sum_{i=1}^{n} \mathrm{E}_{i-1}\left|\sum_{j=1}^{n} a_{i j} X_{j}\right|^{2}\right)^{p / 2} \\
\leq & C_{p} \mathrm{E}\left(\sum_{i=1}^{n}\left|\sum_{j=1}^{n} a_{i j} X_{j}\right|^{2}\right)^{p / 2}=C_{p} \mathrm{E}\left(\mathbf{X}^{*} \mathbf{A}^{*} \mathbf{A} \mathbf{X}\right)^{p / 2} \\
\leq & C_{p}\left(\left(\operatorname{tr} \mathbf{A}^{*} \mathbf{A}\right)^{p / 2}+\mathrm{E}\left|\mathbf{X}^{*} \mathbf{A}^{*} \mathbf{A} \mathbf{X}-\operatorname{tr} \mathbf{A}^{*} \mathbf{A}\right|^{p / 2}\right) \\
\leq & C_{p}\left(\left(\operatorname{tr} \mathbf{A}^{*} \mathbf{A}\right)^{p / 2}+\left[\nu_{4} \operatorname{tr}\left(\mathbf{A}^{*} \mathbf{A}\right)^{2}\right]^{p / 4}+\nu_{p} \operatorname{tr}\left(\mathbf{A}^{*} \mathbf{A}\right)^{p / 2}\right)
\end{aligned}
$$

Note that $\operatorname{tr}\left(\mathbf{A}^{*} \mathbf{A}\right)^{2} \leq\left(\operatorname{tr} \mathbf{A}^{*} \mathbf{A}\right)^{2}$ and $\sum_{i=1}^{n}\left(\left(\mathbf{A} \mathbf{A}^{*}\right)_{i i}\right)^{p / 2} \leq \operatorname{tr}\left(\mathbf{A}^{*} \mathbf{A}\right)^{p / 2}$ by Lemma A.13. Substituting the above into (B.5.2), the proof of the lemma is complete.
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The aim of the book is to introduce basic concepts, main results, and widely applied mathematical tools in the spectral analysis of large dimensional random matrices. The core of the book focuses on results established under moment conditions on random variables using probabilistic methods, and is thus easily applicable to statistics and other areas of science. The book introduces fundamental results, most of them investigated by the authors, such as the semicircular law of Wigner matrices, the Marčenko-Pastur law, the limiting spectral distribution of the multivariate $F$-matrix, limits of extreme eigenvalues, spectrum separation theorems, convergence rates of empirical distributions, central limit theorems of linear spectral statistics, and the partial solution of the famous circular law. While deriving the main results, the book simultaneously emphasizes the ideas and methodologies of the fundamental mathematical tools, among them being: truncation techniques, matrix identities, moment convergence theorems, and the Stieltjes transform. Its treatment is especially fitting to the needs of mathematics and statistics graduate students and beginning researchers, having a basic knowledge of matrix theory and an understanding of probability theory at the graduate level, who desire to learn the concepts and tools in solving problems in this area. It can also serve as a detailed handbook on results of large dimensional random matrices for practical users. This second edition includes two additional chapters, one on the authors' results on the limiting behavior of eigenvectors of sample covariance matrices, another on applications to wireless communications and finance. While attempting to bring this edition up-to-date on recent work, it also provides summaries of other areas which are typically considered part of the general field of random matrix theory.
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[^0]:    ${ }^{1}$ Bernstein's inequality states that if $X_{1}, \cdots, X_{n}$ are independent random variables with mean zero and uniformly bounded by $b$, then, for any $\varepsilon>0$, $P\left(\left|S_{n}\right| \geq \varepsilon\right) \leq 2 \exp \left(-\varepsilon^{2} /\left[2\left(B_{n}^{2}+b \varepsilon\right)\right]\right)$, where $S_{n}=X_{1}+\cdots+X_{n}$ and $B_{n}^{2}=\mathrm{E} S_{n}^{2}$.

[^1]:    ${ }^{2}$ Here we use the elementary inequality $\mathrm{E}\left|\sum X_{i}\right|^{2 k} \leq C_{k}\left(\sum \mathrm{E}\left|X_{i}\right|^{2 k}+\left(\sum \mathrm{E}\left|X_{i}\right|^{2}\right)^{k}\right)$ for some constant $C_{k}$ if the $X_{i}$ 's are independent with zero means.

[^2]:    ${ }^{1}$ In an unpublished work by Bai et al [19], Skorohod's result was generalized to: Suppose that $\mu_{n}$ is a probability measure defined on a Polish space (i.e., a complete and separable metric space) $S_{n}$ and $\varphi_{n}$ is a measurable mapping from $S_{n}$ to another Polish space $S_{0}$. If $\mu_{n} \varphi_{n}^{-1}$ tends to $\mu_{0}$ weakly, where $\mu_{0}$ is a probability measure defined on the space $S_{0}$, then there exists a probability space $(\Omega, \mathcal{F}, P)$ on which we have random mappings $X_{n}: \Omega \mapsto S_{n}$, such that $\mu_{n}$ is the distribution of $X_{n}$ and $\varphi_{n}\left(X_{n}\right) \rightarrow X_{0}$ almost surely. Skorohod's result is the special case where all $S_{n}$ are identical to $S_{0}$ and all $\varphi_{n}(x)=x$.

[^3]:    ${ }^{1}$ The reason for choosing $|s|=\rho<1$ is due to the fact that the mode of the Stieltjes transform of the semicircular law is less than 1 ; see (8.1.11).

[^4]:    ${ }^{1}$ The Hoeffding [150] lemma says that

    $$
    \operatorname{Cov}(X, Y)=\iint[\mathrm{P}(X \leq x, Y \leq y)-\mathrm{P}(X \leq x) \mathrm{P}(Y \leq y)] d x d y .
    $$

[^5]:    ${ }^{1}$ Suppose matrices $\mathbf{A}$ and $\mathbf{B}$ are of dimensions $m \times q$ and $q \times m$, respectively. Then we have the equality $\operatorname{det}\left(\mathbf{I}_{m}+\mathbf{A B}\right)=\operatorname{det}\left(\mathbf{I}_{q}+\mathbf{B A}\right)$.

[^6]:    1 The interlacing theorem says that if $\mathbf{C}$ is an $(n-1) \times(n-1)$ major sub-matrix of the $n \times n$ Hermitian matrix $\mathbf{A}$, then $\lambda_{1}(\mathbf{A}) \geq \lambda_{1}(\mathbf{C}) \geq \lambda_{2}(\mathbf{A}) \geq \cdots \geq \lambda_{n-1}(\mathbf{C}) \geq \lambda_{n}(\mathbf{A})$, where $\lambda_{i}(\mathbf{A})$ denotes the $i$-th largest eigenvalues of the Hermitian matrix $\mathbf{A}$. A reference for this theorem may be found in Rao and Rao [237]. In fact, this theorem may be easily proven by the formula $\lambda_{i}(\mathbf{A})=\inf _{\mathbf{y}_{1}, \cdots, \mathbf{y}_{i-1}} \sum_{{\mathbf{x} \perp \mathbf{y}_{1}}, \cdots, \mathbf{y}_{i-1}} \mathbf{x}^{*} \mathbf{A} \mathbf{x} / \mathbf{x}^{*} \mathbf{x}$.

[^7]:    ${ }^{1}$ The inequality states that, for any martingale sequence $\left\{s_{n}\right\}$, any constant $\varepsilon>0$, and $p>1$, we have $\mathrm{P}\left(\max _{i \leq n}\left|s_{n}\right| \geq \varepsilon\right) \leq \varepsilon^{-p} E\left|s_{n}\right|^{p}$.

