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Preface

For several decades, the concept of access has been emphasized by educators,
researchers, and policy makers in reference to the critical need for educa-
tional equity for all students. Recently, the term accessibility has been used
to describe the degree to which achievement tests permit the full range of
test-takers to demonstrate what they know and can do, regardless of disability
status or other individual characteristics. This handbook contains the perspec-
tives of experts in policy, research, and practice who share the common goal
of defining and operationalizing accessibility to advance the development and
use of tests that yield valid inferences about achievement for all students.

Tempe, Arizona Stephen N. Elliott
Nashville, Tennessee Ryan J. Kettler
Nashville, Tennessee Peter A. Beddow
Nashville, Tennessee Alexander Kurz
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1Creating Access to Instruction and
Tests of Achievement: Challenges
and Solutions

Stephen N. Elliott, Peter A. Beddow,
Alexander Kurz, and Ryan J. Kettler

Access is a central issue in instruction and testing
of all students. Most of us can remember a test-
ing experience, whether for low or high stakes,
where the test questions covered content that we
had not been taught. Many of us also have had
testing experiences where the test items seemed
“tricky” or poorly written, thus making it dif-
ficult to show what we had learned about the
content the test was intended to measure. In both
types of testing situations, one’s test performance
is often negatively influenced because access to
the intended knowledge and skills is limited by
incomplete instruction or poor test items. In addi-
tion, it is likely that these testing situations were
considered unfair and engendered negative atti-
tudes about tests. These are not desired outcomes
of instruction or testing. By improving access to
instruction and tests, the results of testing can be
more meaningful, and potentially positive, for all
users.

For many students with disabilities, testing sit-
uations like these continue to occur. Access has
been affected, if not denied, as a result of lim-
ited opportunities to learn valued knowledge and
skills as well as by test items that feature extra-
neous content and designs insensitive to persons
with various sensory and cognitive disabilities.

S.N. Elliott (�)
Learning Sciences Institute, Arizona State University,
Tempe, AZ 85287, USA
e-mail: steve_elliott@asu.edu

Access to education, and in particular the grade-
level curriculum, lies at the heart of virtually all
federal legislation for students with disabilities.
This access to instruction is a prerequisite and
necessary condition for validity claims about test
scores from statewide assessments of academic
achievement. Ideally, all students are provided
high-quality instruction that offers the oppor-
tunity to learn the knowledge and skills in a
state’s intended curriculum and assessed on the
state’s achievement test. Ideally, eligible students
also are provided needed testing accommodations
to reduce the effects of disability-related char-
acteristics, and thus facilitate access to tested
content. Tests used to measure student achieve-
ment should be designed to provide all students
optimal access to the targeted constructs with-
out introducing variance due to extraneous test
features.

Unfortunately, this ideal scenario of an unob-
structed access pathway to learning and demon-
strating the knowledge and skills expressed in
the general curriculum is not verified by recent
research or our observations of educational prac-
tices in numerous states. Too often it seems
that students have not had opportunities to learn
essential knowledge and skills nor have the tests
used to evaluate their achievement been highly
accessible or well aligned with their instruction.
When access is limited to high-quality instruction
and the tests that measure it, the test results are
misleading at best and the side effects on students
are potentially demoralizing.

1
S.N. Elliott et al. (eds.), Handbook of Accessible Achievement Tests for All Students,
DOI 10.1007/978-1-4419-9356-4_1, © Springer Science+Business Media, LLC 2011
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This chapter is intended to lay the foundation
for subsequent chapters by researchers with expe-
rience in teaching, testing, and advancing equi-
table educational accountability. Here we exam-
ine access challenges related to instruction and
testing often experienced by students with spe-
cial needs, and survey-relevant research related
to three areas: (a) opportunity to learn (OTL), (b)
testing accommodations, and (c) the accessibil-
ity of achievement tests. In addition, we advance
actions for overcoming barriers to access for all
students. The context for this focus on access has
been strongly influenced by federal legislation,
inclusive assessment research, test score validity
theory, and the desire to improve education for
students with special needs.

Legislative Context and Key Concepts

The education of students with disabilities is
strongly influenced by federal legislation that
mandates physical and intellectual access to cur-
riculum, instruction, and assessment. Key federal
legislation on access for students with disabili-
ties includes the Rehabilitation Act of 1973 and
the Individuals with Disabilities Education Act
(IDEA, 1975) and its subsequent reauthoriza-
tions. (See Chapter 3 by Phillips for a comprehen-
sive review of legal issues of access for students.)
These legal mandates serve as the foundation
for the inclusion of students with disabilities in
standards-based reform and test-based account-
ability under the No Child Left Behind Act
(NCLB) of 2001. The reauthorization of IDEA
in 1997 included the access to the general cur-
riculum mandates, which were intended to (a)
provide all students with disabilities access to a
challenging curriculum; (b) yield high expecta-
tions for all students with disabilities; and (c)
ensure that all students with disabilities were
included in test-based accountability mechanisms
such as large-scale testing, progress monitoring,
and public performance reporting. The universal
accountability provisions of NCLB continued to
underscore and expand access for students with
disabilities by mandating academic content that
is aligned with the local and statewide grade-level

standards of students without disabilities (Kurz &
Elliott, in press).

Current federal legislation requires the appli-
cation of universal design principles to the devel-
opment of all state and district-wide achieve-
ment tests. Universal design (UD), as defined
in the Assistive Technology Act (P.L. 105-394,
1998), is “a concept or philosophy for design-
ing and delivering products and services that are
usable by people with the widest possible range
of functional capabilities, which include prod-
ucts and services that are directly usable (with-
out requiring assistive technologies) and products
and services that are made usable with assistive
technologies” (§3(17)). This legislation provides
the rationale for the use of UD principles as
follows:

The use of universal design principles reduces the
need for many specific kinds of assistive tech-
nology devices and assistive technology services
by incorporating accommodations for individuals
with disabilities before rather than after produc-
tion. The use of universal design principles also
increases the likelihood that products (including
services) will be compatible with existing assis-
tive technologies. These principles are increasingly
important to enhance access to information tech-
nology, telecommunications, transportation, phys-
ical structures, and consumer products (PL105-
394(§3(10))).

Prior to the 2007 amendments to NCLB (U.S.
Department of Education, 2007a, 2007b), access
barriers in testing were addressed primarily by
the use of testing accommodations, which are
typically defined as changes in the administra-
tion procedures of a test to address the spe-
cial needs of individual test-takers (Hollenbeck,
2002). More recently, test developers have begun
examining tests and items with the goal of mod-
ifying them to reduce the influence of intrin-
sic access barriers on subsequent test scores
(e.g., Kettler, Elliott, & Beddow, 2009). This
process has led to the development of what
Beddow (2010) has called accessibility theory.
Accessibility is defined as “the degree to which
a test and its constituent item set permit the test-
taker to demonstrate his or her knowledge of
the target construct of the test” (Beddow, 2010,
see Chapter 9). Accessibility is conceptualized as
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the sum of interactions between features of the
test and individual test-taker characteristics.

Although the term accessibility is not used in
the definition of UD, the principles as applied
to assessment technology clearly are intended to
address issues of access. To the extent a test con-
tains access barriers for a portion of the tested
population, the validity of inferences made from
test scores is affected. The validity of subsequent
norms and comparisons across the population is
also likely affected. In summary, the validity of
test score inferences is dependent on the acces-
sibility of the test for the entirety of the target
test-taker population.

One of the final amendments to NCLB (U.S.
Department of Education, 2007a, 2007b) indi-
cates that a small group of students with dis-
abilities is allowed to show proficiency through
an alternate assessment based on modified aca-
demic achievement standards (AA-MAS). These
students can take a version of the regular assess-
ment test with modifications and may constitute
up to 2% of all who are reported proficient
within a school. According to a recent report,
14 states are developing AA-MASs (Lazarus,
Hodgson, & Thurlow, 2010). Modifications are
defined as changes to a test’s content or item
format. The regulations strongly emphasize that
although modifications may make a test easier,
out-of-level (i.e., below grade level) testing is not
acceptable, leaving developers and users of these
AA-MASs to determine at which point a test is no
longer within the intended level. Modifications to
large-scale achievement tests, like testing accom-
modations, are intended to facilitate access to
the assessment for students with special needs,
so that their scores can be meaningfully com-
pared with the scores of students who take the
standard test. If this can be accomplished, better
assessment and accountability for students with
disabilities will be the result (Kettleret al., 2009).

The legislative push to develop AA-MASs for
students identified with disabilities has inspired
the examination of accessibility and its relation
to test score validity. The resulting theory and
evidence supporting its importance has indicated
accessibility affects students’ test performance
across the range of the test-taker population.

Indeed, the differential boost observed across
the testing accommodations literature is similarly
evident in the results of research on item modi-
fications (Kettler et al., in press; Sireci, Scarpati,
& Li, 2005). Much more will be reported about
the effects of item modifications in Chapter 9 by
Beddow.

The terms access, accommodations, and mod-
ifications all have been used for decades when
discussing educational testing and the validity
of resulting test scores. These terms represent
key concepts in the world of testing and fed-
eral assessment and accountability policies. Thus,
these terms demand attention to ensure they are
understood in the context of emerging issues
around tests and testing for students with disabil-
ities.

For instruction, access is the opportunity for
a student to learn the content of the intended
and assessed curricula. In the current educa-
tion reform framework, this means students have
meaningful opportunities to acquire the knowl-
edge and skills featured in the content standards
of their state and ultimately assessed on the
state’s end-of-year achievement test. Teachers are
encouraged to teach to the standards, not the test,
and create engaging instruction for all students to
increase the chances that learning occurs.

For educational testing, access is the opportu-
nity for test-takers to demonstrate proficiency on
the target construct of a test (e.g., language arts,
mathematics, or science) or item (e.g., synonyms,
homonyms, and homographs). In essence, com-
plete access is manifest when a test-taker is fully
able to show the degree to which he or she knows
the tested content. Access, therefore, must be
understood as an interaction between individual
test-taker characteristics and features of the test
itself.

The purpose of both testing accommoda-
tions and modifications is to increase individ-
uals’ access to tests. The definitions of these
access-enabling strategies, however, have been
the subject of debate, in part because of their
inconsistent use in the Standards for Educational
and Psychological Testing (Standards; American
Educational Research Association, American
Psychological Association, & National Council
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for Measurement in Education, 1999) and some
states’ testing guidelines. An examination of the
Standards for Testing finds the term modification
cited nearly a dozen times in the index. A num-
ber of the standards refer to a modification as an
accommodation. For example, in the section enti-
tled “Testing Individuals with Disabilities” in the
Standards for Testing, it is stated:

The terms accommodation and modification have
varying connotations in different subfields. Here
accommodation is used as the general term for
any action taken in response to a determination
that an individual’s disability requires a departure
from established testing protocol. Depending on
circumstances, such accommodation may include
modification of test administration processes or
modification of test content. No connotation that
modification implies a change in construct(s) being
measured is intended. (AERA et al., 1999, p. 101)

The implementation of testing accommodations
for students with disabilities is a policy endorsed
in all states; some states even allow testing
accommodations for all students if they have
been provided the same accommodations during
instruction. Accommodations are widely recog-
nized in state testing guidelines as changes to
the setting, scheduling, presentation format, or
response format of an assessment (Kettler &
Elliott, 2010). The modification of test content,
however, is inconsistent with the definition of
a testing accommodation in the majority of
state testing accommodation guidelines (Lazarus,
Thurlow, Lail, Eisenbraun, & Kato, 2006).
Accommodations are made to increase the valid-
ity of inferences that can be made from a
student’s scores, so that those scores can be
meaningfully compared to scores of students for
whom testing accommodations are not needed.

The modification of test content is inconsistent
with the definition of a testing accommodation
in the majority of state testing accommodation
guidelines (Lazarus et al., 2006). The AA-MAS
policy, however, extends the notion of access and
the spirit of individualized accommodations to
changes made to item content. Such changes are
defined as modifications by most test develop-
ers and administrators. As we have previously
observed, when item and test alterations are made
(e.g., by changing the layout, reducing the length

of the reading passage, adding graphic support),
it is not always clear without test results whether
the changes affect only access to the test or, in
fact, also affect the construct being measured and
the subsequent inferences that are drawn from
scores (Kettler et al., 2009). If the content of an
item or test has been changed and evidence is
not available to show that scores remain compa-
rable to the original construct to be measured, it
has been customary to consider the alteration a
modification (Phillips & Camara, 2006; Koretz &
Hamilton, 2006). To ensure the modifications are
acceptable under AA-MAS policy, research is
needed to confirm the modified test measures the
same construct(s) as the original test. Indeed, the
policy assumes AA-MASs for eligible students
measure the same grade-level content standards
and performance objectives (constructs) as gen-
eral assessments for students without disabilities.
It should be noted that some modifications may
result in an AA-MAS that yields scores that are
not comparable to scores obtained from the orig-
inal test. These modifications could still be per-
missible for an AA-MAS, assuming the content
is commensurate with the intended grade-level of
the test (Kettler et al., 2009).

Given the approach we recommend for devel-
oping an AA-MAS, we defined the term mod-
ification to refer “to a process by which the
test developer starts with a pool of existing test
items with known psychometric properties, and
makes changes to the items, creating a new test
with enhanced accessibility for the target popu-
lation. When analyses indicate inferences made
from the resulting test scores are valid indica-
tors of grade-level achievement, the modifica-
tions are considered appropriate. Conversely, if
analytic evidence suggests the inferences made
from resulting scores are invalid indicators of
grade-level achievement, the modifications are
inappropriate” (Kettler et al., 2009, p. 531).
Thus, like individualized testing accommoda-
tions, modifications must be studied to deter-
mine their appropriateness. Unlike accommo-
dations, modifications are intended to afford
access to an entire group of students, result-
ing in better measurement of their achieved
knowledge.
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Providing Access to Overcome Barriers

We believe three critical points exist for improv-
ing access for students within a test-based
accountability system. These points occur during
instruction, arrangement of the testing situation,
and the design of tests and include providing
students meaningful opportunities to learn the
intended curriculum and to show what they have
learned on highly accessible test with appropri-
ate accommodations. The validity of some test
score inferences depends on students’ opportu-
nity to learn the intended curriculum as well as
on students’ access to tests that are well aligned
with the intended curriculum. When access at
these points is not optimal, it is difficult to draw
inferences about students’ learning in school.
Figure 1.1 illustrates how the failure to provide
students access to curriculum and tests creates
barriers to success.

The state of research differs for each access
barrier. OTL features a substantial body of
theory-driven research that supports its impor-
tance for student achievement, especially in the
context of test-based accountability (Airasian
& Madaus, 1983; Hermann, Klein, & Abedi,
2000; McDonnell, 1995; Porter, 1995). However,
challenges remain regarding the conceptualiza-
tion and measurement of OTL using practical
tools (Kurz, Elliott, Wehby, & Smithson, 2010;

Pullin & Haertel, 2008; Roach, Niebling, &
Kurz, 2008). Testing accommodations research
has grown significantly over the past decade
with reports focusing on their appropriateness
(Hollenbeck, 2002; Phillips, 1994), assignment
and delivery (Elliott, 2007; Fuchs & Fuchs, 2001;
Ketterlin-Geller, Alonzo, Braun-Monegan, &
Tindal, 2007), and effects on student achievement
(Elliott, Kratochwill, & McKevitt, 2001; Elliott
& Marquart, 2004; Sireci, Scarpati, & Li, 2005).
In short, strategies for increasing access via test-
ing accommodations and its typical effects (if
delivered with integrity) are available. Research
concerned with designing accessible tests is rel-
atively new and largely based on UD princi-
ples (Ketterlin-Geller, 2005; Kettler et al., 2009;
Thurlow et al., 2009). More recently, researchers
have applied principles of UD, cognitive load the-
ory, and item development research to modify
items and tests in an effort to increase access for
students with disabilities (Elliott, Kurz, Beddow,
& Frey, 2009; Kettler et al., 2009). In the remain-
der of this chapter, we examine critical research
related to each access barrier and discuss avail-
able strategies for increasing access.

Access via Opportunity to Learn

Although the primacy of OTL in the context
of accessibility may be apparent – after all,

Fig. 1.1 Access barriers to the general curriculum and tests for students with disabilities
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one fundamental assumption of schooling is that
student learning occurs as a function of for-
mal instruction – OTL has not yet captured a
foothold in test-based educational accountability.
The conceptual and methodological challenges
surrounding OTL are at least partly responsible
for its slow ascendancy in the realm of curricu-
lum, instruction, and assessment (Porter, 1995).
In its most general definition, OTL refers to the
opportunities that schools afford their students to
learn what is expected of them (Herman et al.,
2000). This definition highlights two important
conceptual issues: the “who” and “what” of OTL.
With regard to the latter issue, standards-based
reforms influenced by minimum competency
testing, performance assessment, and large-scale
assessment for educational accountability led to
the establishment of performance expectations
for students via subject-specific content standards
across the grade spectrum. The content of these
standards is typically referred to as the intended
curriculum (Porter, 2006). Consequently, the def-
inition by Herman et al. can be revised to OTL
as referring to students’ opportunity to learn the
intended curriculum (Kurz & Elliott, in press).

Numerous factors can affect OTL at the
school (e.g., class size, instructional resources),
teacher (e.g., instructional content, subject mat-
ter knowledge, instructional time), and student
level (e.g., engagement, extracurricular activi-
ties), which has contributed to the proliferation
of the OTL acronym under disparate conceptual
definitions including OTL as teachers’ opportu-
nity to learn subject matter knowledge (Schmidt
et al., 2008). These various factors notwithstand-
ing, the most proximal variable to the instruc-
tional lives of students and their opportunity
to learn the intended curriculum is the teach-
ers’ instruction (e.g., Kurz & Elliott, in press;
Rowan, Camburn, & Correnti, 2004). In the case
of special education teachers, there even exists
a legal precedence to provide students with dis-
abilities access to intended curriculum under
IDEA’s access to the general curriculum man-
dates (Cushing, Clark, Carter, & Kennedy, 2005;
Roach et al., 2008). Conceptual and methodolog-
ical challenges regarding OTL, however, persist
in the decomposition of classroom instruction:

What aspects of classroom instruction are signif-
icant contributors to student achievement? How
can these aspects be measured?

Over the last four decades, three broad strands
of OTL research have emerged related to teacher
instruction focused primarily on the content
of instruction (e.g., Husén, 1967; Rowan &
Correnti, 2009), the time on instruction (e.g.,
Carroll, 1963; Vannest & Hagan-Burke, 2009),
and the quality of instruction (e.g., Brophy &
Good, 1986; Pianta, Belsky, Houts, Morrison, &
NICHD, 2009). A merger of the various
OTL conceptualizations was first articulated by
Anderson (1986) and explicitly conceptualized
by Stevens (1993), although some researchers
have combined some of these OTL variables
prior to Stevens (e.g., Cooley & Leinhardt,
1980). Researchers have further provided empir-
ical support for the relation between each of
those variables and student achievement (e.g.,
Gamoran, Porter, Smithson, & White, 1997;
Rowan, 1998; Thurlow, Ysseldyke, Graden, &
Algozzine, 1984). However, few research studies
have examined all three aspects of OTL to deter-
mine their combined and unique contributions
(e.g., Wang, 1998).

The measurement of OTL related to the con-
tent of instruction was initially motivated by
concerns about the validity of test score infer-
ences (e.g., Husen, 1967; Airasian & Madaus,
1983; Haertel & Calfee, 1983). Two popular
approaches were item-based OTL measures and
taxonomic OTL measures. To determine students’
opportunity to learn tested content, researchers
adopted item-based OTL measures that required
teachers to indicate the extent to which they
covered the content measured by different test
items using some type of rating scale (e.g.,
Comber & Keeves, 1973). To determine students’
opportunity to learn important content objec-
tives, researchers developed content taxonomies
that could be used to judge whether different
tests covered the same objectives delineated in
the taxonomy (e.g., Porter et al., 1978). The
latter approach permitted content comparisons
across different tests and other media such as
textbooks. The flexibility of this approach con-
tributed to its popularity. Porter and colleagues,
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for example, continued their work on taxonomic
OTL measures and eventually developed the
Surveys of the Enacted Curriculum (SEC), one of
two alignment methodologies presently used by
states to document the content overlap between
assessments and state standards (CCSSO, 2009).
Besides teacher self-report, other measurement
techniques used to measure the content of instruc-
tion include direct observation and review of
permanent products (see Porter, Kirst, Osthoff,
Smithson, & Schneider, 1993).

The concept of OTL as time on instruction was
introduced as part of John Carroll’s (1963) model
of school learning. He defined OTL as the amount
of time allocated for learning at the school or
program level. Subsequent research examined
the relation between allocated time and student
achievement, continuously refining the “quantity
of instruction” from allocated time (e.g., 45-min
lessons) to time actually engaged in learning
(e.g., Harnischfeger & Wiley, 1976; Denham &
Lieberman, 1980; Gettinger & Seibert, 2002).
The measurement of time on instruction initially
involved the straightforward summing of allo-
cated class time across the school year, while later
measures relied on teacher report or direct obser-
vation (e.g., Ysseldyke et al., 1984; O’Sullivan,
Ysseldyke, Christenson, & Thurlow, 1990). The
amount of time dedicated to instruction has
received substantial empirical support in predict-
ing student achievement (e.g., Berliner, 1979;
Brophy & Good, 1986; Fisher & Berliner, 1985;
Scheerens & Bosker, 1997; Walberg, 1988).
Vannest and Parker (2009) examined time usage
related to instruction and concluded that time on
instruction represents the single best documented
predictor of student achievement across schools,
classes, student abilities, grade levels, and subject
areas.

School and classroom indicators of OTL
related to the quality of instruction were first
introduced as part of several models of school
learning (e.g., Bloom, 1976; Carroll, 1963;
Gagné, 1977; Harnischfeger & Wiley, 1976).
Walberg (1986) reviewed 91 studies that exam-
ined the effect of putative quality indica-
tors on student achievement such as frequency
of praise statements, frequency of corrective

feedback, availability of instructional resources,
and instructional grouping and reported the high-
est mean effect sizes for praise and correc-
tive feedback with 1.17 and 0.97, respectively.
Brophy (1986) in a review of his meta-analysis
reported active teaching, effective classroom
management, and teacher expectations related
to the content of instruction as key quality
variables of OTL with strong empirical sup-
port (e.g., Brophy & Everston, 1976; Coker,
Medley, & Soar, 1980; Fisher et al., 1980). More
recently, OTL research on the quality of instruc-
tion also considered teacher expectations for
the enacted curriculum (i.e., cognitive demands)
and instructional resources such as access to
textbooks, calculators, and computers (e.g.,
Boscardin, Aguirre-Munoz, Chinen, Leon, &
Shin, 2004; Herman & Klein, 1997; Porter, 1991,
1993; Wang, 1998). Teacher self-report and direct
observation by trained observers represent the
typical measurement techniques for determining
quality aspects of instruction such as expecta-
tions for student learning, instructional practices,
and/or instructional resources (e.g., Rowan &
Correnti, 2009; Pianta & Hamre, 2009).

In summary, the concept of OTL is concerned
with students’ opportunity to learn the intended
curriculum. Students access the intended curricu-
lum indirectly via the teacher’s instruction. In
the context of test-based educational accountabil-
ity, access to the intended curriculum – OTL –
is critical, because end-of-year testing pro-
grams sample across the content domains of
the intended curriculum for purposes of mea-
suring student achievement and the extent to
which schools and teachers have contributed to
achievement. Although the various strands of
OTL research have converged on the teacher’s
enacted curriculum, they did so by focusing on
different aspects of a teacher’s instruction: its
time, content, and quality. Empirical data sup-
port each OTL variable as a correlate of student
achievement, yet few researchers have investi-
gated all three OTL variables – time, content,
and quality – as a set to determine their unique
and combined contributions. This gap in the
researcher literature is unfortunate, because nei-
ther aspect of OTL can occur in isolation for
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all practical purposes. That is, instructional con-
tent enacted by a teacher always has to unfold
along (at least) two additional dimensions: time
and quality. For example, a teacher’s instruction
is not adequately captured by referring solely to
the content of instruction such as solving alge-
braic equations. In actuality, a teacher decides
to teach students the application of solving an
algebraic equation to a context outside of mathe-
matics for 35 min through guided practice. The
different sets of italicized words refer to vari-
ous aspects of OTL – time, content, and quality
of instruction – that have to occur in conjunc-
tion with one another whenever instruction is
enacted by a teacher. Two important challenges
thus have to be met before OTL can begin to
play an integral part in curriculum, instruction,
and assessment. First, the measurement of OTL
has to be refined to allow for the efficient and
reliable data collection of the enacted curricu-
lum along time, content, and quality aspects of
instruction. Second, the measurement of OTL has
to move beyond measurement for measurement’s
sake. Besides measuring and verifying compre-
hensive OTL as a significant contributor to stu-
dent achievement, we envision a shift in OTL
research and measurement that provides practi-
tioners with tools that yield additional formative
benefits that can enhance instruction and increase
access for all students. Kurz addresses this shift
in detail in Chapter 6.

Access via Testing Accommodations

Testing accommodations historically have been
used with the aim of reducing construct-irrelevant
variance due to a variety of access skill deficits
exhibited by students with disabilities. Testing
accommodations are individualized depending on
each student’s access needs. Typically, accom-
modations involve changes in the presentation
format of a test (e.g., oral delivery, paraphrasing,
Braille, sign language, encouragement, permit-
ting the use of manipulatives), the timing or
scheduling of a test (e.g., extended time, deliver-
ing the test across multiple days), the recording
or response format (e.g., permitting test-takers
to respond in the test booklet instead of on the

answer sheet, transcription), or the assessment
environment (e.g., separate room, elimination
of distractions) (Elliott, Kratochwill, Gilbertson-
Schulte, 1999; Kettler & Elliott, 2010).

Appropriate testing accommodations, while
applied individually based on specific student
needs, should not interfere with the test’s mea-
surement of the target construct and should per-
mit the same validity of inferences from the
results of the test as those from students not
receiving accommodations (Hollenbeck, Rozek-
Tedesco, & Finzel, 2000). The application of
accommodations should also differentially affect
test results of students for whom accommoda-
tions are intended, compared to those for whom
testing accommodations are not needed. Most
accommodation researchers subscribe to the con-
cept of differential boost (Fuchs & Fuchs, 2001;
Fuchs et al., 2000), which is used to identify
valid accommodations as those that “will lead
to greater score improvements for students with
disabilities than for students without disabilities”
(Sireci, Scarpati, & Li, 2005, p. 481). Sireci
et al. differentiated the concept of differential
boost from the traditional definition of the inter-
action hypothesis, which states that “(a) when test
accommodations are given to the SWD [students
with disabilities] who need them, their test scores
will improve, related to the scores they would
attain when taking the test under standard con-
ditions; and (b) students without disabilities will
not exhibit higher scores when taking the test
with those accommodations” (p. 458).

A review of the research literature reveals
a number of studies examining the differen-
tial boost of testing accommodations and the
validity of score interpretations (e.g., Elliott,
McKevitt, Kettler, 2002; Feldman, Kim, &
Elliott, 2009; Fuchs, Fuchs, & Cappizzi, 2005;
Kettler et al., 2005; Kosciolek & Ysseldyke,
2000; Lang, Elliott, Bolt, & Kratochwill, 2008;
McKevitt & Elliott, 2003; Pitoniak & Royer,
2001; Sireci et al., 2005). The National Research
Council’s commissioned review of research on
testing accommodations by Sireci et al. (2005)
is one of the most comprehensive reviews of
the evidence for effects on test scores of testing
accommodations. Specifically, Sireci et al. (2005)
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reviewed 28 experimental, quasi-experimental,
and non-experimental empirical studies on the
effects of testing accommodations over nearly
two decades. They found the most common
accommodations were reading support (39%) and
extra time (24%). Aggregate results of studies on
reading support (usually in the form of verbatim
presentation of directions and test items) were
mixed. The interaction hypothesis was upheld for
five of the six studies examining the effect of
the accommodation on scores from mathematics
tests. For two studies on reading and two stud-
ies across multiple content areas, the interaction
hypothesis was not upheld. The authors con-
cluded that reading support, while likely increas-
ing the validity of inferences for mathematics
tests, may not have the desired effect when used
with tests of other content domains. Results of
five out of eight studies on extended time indi-
cated students identified with disabilities exhibit
higher score gains than students not identified
with disabilities. The results of one study rejected
the interaction hypotheses, and the results of two
other studies that did not indicate extra time
resulted in gains for either group. Based on these
findings, Sireci and colleagues concluded that
while the interaction hypothesis was not strictly
upheld, “evidence . . . is tilted in that direction”
(p. 469). Sireci and colleagues also reviewed
several studies on the effects of multiple accom-
modations (i.e., accommodations packages). The
findings of the four studies that used experimental
designs supported the interaction hypothesis.

Reported effect sizes of most testing accom-
modations studies appear small, but there is evi-
dence they are practically meaningful. In a survey
of the accommodations literature, Kettler and
Elliott (2010) reported in some studies, effect
sizes from accommodations for students with
IEPs (Individualized Education Program) were
twice as large as those for students without IEPs.
In one study, effect sizes ranged from 0.13 for
students without IEPs to 0.42 students with IEPs.
While conventional interpretations of effect sizes
(e.g., Cohen, 1992) would suggest these effects
are small, a meta-analysis conducted by Bloom,
Hill, Black, and Lipsey (2008) provides evidence
that they are meaningful within the context of

changes in achievement test scores. Bloom et al.
found that mean effect sizes across six standard-
ized achievement tests from the spring semester
of one school year to the next ranged from 0.06 to
1.52 in reading and 0.01 to 1.14 in mathematics,
with larger effect sizes consistently observed for
lower grades and steadily decreasing until grade
12. Further, the data suggest a steep increase in
effect sizes from grade K until grade 5, after
which no effect sizes above 0.41 are observed
for either reading or mathematics through grade
12. This indicates that effect sizes of 0.40 or
higher for students with disabilities may denote
that the impact of accommodations is meaning-
ful. Indeed, the differential boost reported by
Kettler and Elliott provides evidence of an inter-
action that may heretofore have been underes-
timated. As applied to the accommodations lit-
erature, these results suggest for some students,
appropriate accommodations may indeed reduce
barriers and yield more accurate measures of
achievement.

Although testing accommodations can be
helpful for many students with disabilities, there
are a number of challenges associated with imple-
menting them. First, many students are averse
to testing accommodations for different reasons
including the fact that the accommodations often
draw attention to student challenges (Feldman
et al., 2009). Additionally, there are logisti-
cal challenges associated with their appropri-
ate implementation including time, personnel,
and cost, which often result in poor integrity.
Another challenge is the difficulty in identifying
which students should receive specific accommo-
dations, and which combination of accommoda-
tions may be appropriate. Further, little is known
about the extent to which accommodations inter-
act with each other differentially across students
or packages, notwithstanding the breadth of the
research based on their use. Finally, each time
accommodations are used, general and compar-
ative validity are threatened. Not only is an addi-
tional variable introduced into the test event with
each accommodation, but it is also introduced for
some students and not for other students who may
need some of the same accommodations but are
not eligible for them (Kettler & Elliott, 2010).
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Access via Well-Designed Test Items

Systematically attending to the accessibility of
tests and their constituent items can reduce the
need for individualized accommodations, thereby
reducing potential threats to validity across the
test-taker population. Results of research on
item accessibility suggest many achievement test
items can be improved to reduce access barri-
ers for more test-takers (see Elliott et al., 2010;
Kettler et al., in press). Cognitive interviews and
test-taker survey data suggest when presented
with two similar items, students respond favor-
ably to the item developed with a focus on
accessibility (Roach et al., 2010).

Universal design (UD; Mace, 1991), origi-
nally conceptualized as a set of guiding principles
for ensuring buildings permit equal access for
all individuals, provides a useful framework for
understanding the variety of perspectives that
must be taken into consideration when under-
taking the effort to ensure assessment instru-
ments are equally accessible across the range of
the test-taker population. The theory does not,
however, contain guidelines that apply specif-
ically to test and item development. In 2002,
Thompson, Johnstone, and Thurlow applied the
principles of UD to large-scale assessment and
distilled them into seven recommendations, as
follows: (a) inclusive assessment population; (b)
precisely defined constructs; (c) accessible, non-
biased items; (d) amendable to accommodations;
(e) simple, clear, and intuitive instructions and
procedures; (f) maximum readability and com-
prehensibility; and (g) maximum legibility. This
report was a step forward in that it extended the
use of UD beyond its architectural origins, but it
contained few specific guidelines that informed
the development of accessible tests or items.

Accessibility theory (Beddow, 2010) opera-
tionalizes test accessibility as the sum of inter-
actions between characteristics of the individ-
ual test-taker and features of the test and its
constituent item set (see also Ketterlin-Geller,
2008). Accessibility, therefore, is an attribute of
the test event. Optimally accessible tests gen-
erate test events that minimize the influence of

construct-irrelevant interactions on subsequent
test scores. While in theory, this objective is
shared with testing accommodations, it must be
noted that test items typically are delivered uni-
versally across the test-taker population. As such,
item writers should focus on maximizing the uni-
versality of all test items, focusing particularly on
item features that may reduce their accessibility
for some test-takers.

Locating accessibility in the test event as
opposed to defining it as an attribute of the test
itself is an important distinction insofar as a test
or test item may contain features that pose access
barriers for one test-taker while permitting unfet-
tered access to the target construct for another.
Accessible items, therefore, must contain little or
no content that compels the test-taker to demon-
strate skills that are irrelevant to the construct
intended for measurement. This is of particu-
lar importance when skills that are required in
addition to the target construct (referred to as pre-
requisite skills) are challenging for the test-taker.
Of these prerequisite skills, the clearest example
is found in the vast number of mathematics items
in which the target problem is situated in text. For
a test-taker with low reading ability, complex text
in a mathematics test likely represents an access
barrier that may preclude him or her from fully
demonstrating knowledge, skills, and/or abilities
in math.

The inclusion of extraneous and/or construct-
irrelevant demands, therefore, must be addressed
at both the test and item levels to ensure that
the resulting scores represent, to the extent pos-
sible, a measure of the target construct that is free
from the influence of ancillary interactions due to
access barriers. To this end, cognitive load theory
(CLT; Chandler & Sweller, 1991), a model for
understanding the effects of various features of
instructional task demands on learning outcomes,
offers a useful lens through which to evaluate the
accessibility of tests and items. Based on Miller’s
(1956) notion of the limitations of working mem-
ory, CLT disaggregates task demands into three
types of cognitive demand. For optimal learning
efficiency, proponents of the theory recommend
designers of instructional materials to eliminate
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extraneous load while maximizing intrinsic load.
This ensures the learner is permitted to allocate
his or her cognitive resources to the primary
objectives of the task. Beddow, Kurz, and Frey
detail the application of CLT to the design of
accessible test items in Chapter 15.

In general, there are two primary options for
ensuring tests are accessible for all test-takers.
The first is to use existing research and the-
ory to guide the process of developing tests and
items, with the goal of maximizing accessibility
for all test-takers. The second option is to eval-
uate existing tests and items with the purpose of
identifying potential access barriers. Evaluation
data are then used to guide test and item mod-
ifications based on specific access concerns to
enhance their accessibility for more test-takers.

The goals of modification are twofold. First,
modifications should preserve the target construct
of the original test or test item. This includes
preserving essential content, depth of knowledge,
grade-levelness, and intended knowledge, skills,
and abilities targeted for measurement. Second,
modifications should isolate the target construct
by reducing, to the degree possible, the influence
of ancillary interactions on the test score. These
modifications may include eliminating extrane-
ous material, reorganizing item graphics and page
layouts, and highlighting essential content.

Kettler et al. (2009) described a paradigm
to guide the process of developing accessible
tests and items that yield scores from which
inferences are equally valid for all test-takers.
The model comprises five stages. The first stage
consists of a systematic accessibility review of
an existing pool of test items. To facilitate the
comprehensive and systematic analysis of tests
and items based on the principles of accessibil-
ity theory, the authors developed a set of tools
called the Test Accessibility and Modification
Inventory (TAMI; Beddow, Kettler, & Elliott,
2008) and TAMI Accessibility Rating Matrix
(ARM; Beddow, Elliott, & Kettler, 2009). The
second stage involves collaborative modifica-
tion, including content area experts, assessment
specialists, educators, and/or item writers with
expertise in issues of accessibility. The third

stage involves documenting all changes to the
test and items. In the fourth stage, the new
items are pilot tested with a small sample of
respondents to gather information on the appro-
priateness and feasibility of the modifications.
The final stage involves a large field test to
evaluate item characteristics such as difficulty,
discrimination, and reliability. Beddow and col-
leagues provide a detailed examination of theory
and tools for designing highly accessible items in
Chapter 9.

Actions and Innovations Needed
to Keep Moving Forward

To ensure and expand access to instruction and
the tests designed to measure what all students
have learned from instruction, we believe there
are a number of actions and innovations needed.
The theoretical and empirical foundations for
these actions and innovations for improving
access have been introduced in this chapter and
are thoroughly examined throughout the rest of
this book.

Key actions and innovations needed to
improve access to instruction for all students
include the following:
• Providing teachers more support to implement

curricula that are highly aligned with content
standards and testing blueprints, and sub-
sequently providing these teachers tools for
getting periodic feedback about their efforts
to increase students’ opportunities to learn
the intended content. To provide the support
teachers need is certain to involve more and
innovative professional development activities
that focus on the intended curriculum. With
regard to feedback on their efforts to increase
opportunities to learn, teachers will need new
tools for measuring and monitoring instruc-
tional content, time, and quality.

• Providing teachers more information about
what students are learning as part of instruc-
tion. To accomplish this action, instructionally
sensitive, standards aligned, and accessible
interim measures of achievement are needed.
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These measures will be most effective if deliv-
ered online and scored immediately so that
feedback about the relation between what has
been taught and what has been learned is
timely and salient.
Key actions and innovations needed to

improve access to achievement tests for all stu-
dents include the following:
• The provision of testing accommodations for

students who demonstrate a need and doc-
umentation that such accommodations were
implemented with integrity. To accomplish this
action, it is likely that teachers will need sup-
port from colleagues during testing events and
tools for documenting what accommodations
are actually delivered will be needed. Another
possible innovation needed to accomplish this
action is to use computer-delivered tests with
software that makes the accommodations pos-
sible and also records their implementation.

• The development of test accessibility review
panels, similar to fairness review panels, to
increase the likelihood that all test items meet
high standards of accessibility. To accomplish
this action, state assessment leaders simply
need to recognize that the accessibility of
many of the items they currently use can be
enhanced. Innovative tools designed to mea-
sure test item accessibility and provide diag-
nostic information for both guiding the devel-
opment and evaluation of items are needed.

• The support of ongoing research and evalu-
ation of test results to ensure they are valid
indicators of what students have been taught
and have learned. To accomplish this action,
state assessment leaders and staff need to con-
duct or hire others to conduct periodic validity
studies that consider the effect of OTL, testing
accommodations, and test item accessibility
on the test scores of students with varying
levels of ability.
We believe all these actions and related inno-

vations can be accomplished on a large scale. We
have the knowledge and tools today to move for-
ward; we now need to share this information and
help educators create the infrastructure for using
it to ensure more access for all students to the
intended and assessed curriculum.

Conclusions
Drawing inferences about whether the stu-
dents in a school are successfully learning the
lessons indicated in content standards, based
on the instruction that teachers are providing,
is a complicated process. Any accountability
system that is designed to assist in making
such inferences must take into consideration
the behaviors and characteristics of more than
one group. The system must yield informa-
tion about the instructional practices of teach-
ers, most practically obtained using teacher-
rating measures, as well as information about
the knowledge and skills that students have
learned. This latter piece of information has
historically been obtained using achievement
tests. These two pieces of information – OTL
and achievement – must be aligned to the
same grade level content standards and should
be used together in an organized framework.
One such framework would involve draw-
ing different conclusions based on whether
OTL at a school is higher or lower than one
target threshold, along with whether student
achievement is higher or lower than a sec-
ond target threshold. Table 1.1 depicts such a
framework.

When OTL is high but achievement is
low (A), the school should thoroughly exam-
ine its tests and process for assigning testing
accommodations, to insure that the assess-
ment is accessible. It may also be important
to examine the system for identifying and
helping students with special needs, some
of whom may be unidentified, and without
proper intervention may be achieving at a
very low level. A school is only providing
optimal access to grade-level content stan-
dards when both OTL and achievement are
high (B). When both OTL and achievement

Table 1.1 Proposed interpretive framework for student
achievement by instructional quality

Student achievement

Instructional
quality

Low percentage
proficient

High percentage
proficient

High mean OTL A B

Low mean OTL C D
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are low (C), professional development may be
needed in the delivery of high-quality instruc-
tion related to content standards. Examining
tests and accommodations might also be a
good step, but until high-quality instruction is
established, it is difficult to know whether the
scores are low due to lack of OTL or due to
barriers to assessment. Lastly, when OTL is
low but achievement is high (D), professional
development in instruction of content stan-
dards is necessary. It may also be appropriate
in this case to raise standards for achievement,
in line with what could be obtained if OTL for
students were higher.

Opportunity to learn and accessible
achievement tests are both necessary to
providing optimal access for students to
grade-level content standards. Testing accom-
modations bridge these two constructs as
individualized methods of improving access,
which are best identified in part by transfer-
ring instructional accommodations to the test
event. Although work remains in refining the
measurement both of OTL and achievement,
including the development of measures that
are practical, formative, and accessible, the
state of the field is such that large-scale assess-
ment systems incorporating both constructs
could become the norm in the near future.

References

Airasian, P. W., & Madaus, G. F. (1983). Linking testing
and instruction: Policy issues. Journal of Educational
Measurement, 20(2), 103–118.

American Educational Research Association, American
Psychological Association, & National Council on
Measurement in Education. (1999). Standards for edu-
cational and psychological testing. Washington, DC:
Author.

Anderson, L. W. (1986). Opportunity to learn. In T. Husén
& T. Postlethwaite (Eds.), International encyclope-
dia of education: Research and studies. Oxford, UK:
Pergamon.

Assistive Technology Act, 29 U.S.C. §3001 et seq. (1998).
Beddow, P. A. (2010). Beyond universal design:

Accessibility theory to advance testing for all students.
In M. Russell (Ed.), Assessing students in the margins:
Challenges, strategies, and techniques. Charlotte, NC:
Information Age Publishing.

Beddow, P. A., Elliott, S. N., & Kettler, R. J. (2009). TAMI
accessibility rating matrix. Nashville, TN: Vanderbilt
University.

Beddow, P. A., Kettler, R. J., & Elliott, S. N. (2008). Test
accessibility and modification inventory. Nashville,
TN: Vanderbilt University.

Berliner, D. C. (1979). Tempus educare. In P. L. Peterson
& H. J. Walberg (Eds.), Research on teaching:
Concepts, findings, and implications (pp. 120–135).
Berkeley, CA: McCutchan.

Bloom, B. S. (1976). Human characteristics and school
learning. New York: McGraw-Hill.

Bloom, H. S., Hill, C. J., Black, A. R., & Lipsey,
M. W. (2008). Performance trajectories and perfor-
mance gaps as achievement effect-size benchmarks
for educational interventions. Journal of Research on
Educational Effectiveness, 1, 289–328.

Boscardin, C. K., Aguirre-Muñoz, Z., Chinen, M.,
Leon, S., & Shin, H. S. (2004). Consequences
and validity of performance assessment for English
learners: Assessing opportunity to learn (OTL) in
grade 6 language arts (CSE Report No. 635). Los
Angeles: University of California, National Center
for Research on Evaluation, Standards, and Student
Testing.

Brophy, J. (1986). Teacher influences on student achieve-
ment. American Psychologist, 41(10), 1069–1077.

Brophy, J., & Good, T. L. (1986). Teacher behav-
ior and student achievement. In M. C. Wittrock
(Ed.), Handbook of research on teaching (3rd ed.,
pp. 328–375). New York: Macmillian.

Brophy, J. E., & Evertson, C. M. (1978). Context vari-
ables in teaching. Educational Psychologist, 12(3),
310–316.

Carroll, J. (1963). A model of school learning. Teachers
College Record, 64(8), 723–733.

Chandler, P., & Sweller, J. (1991). Cognitive load the-
ory and the format of instruction. Cognition and
Instruction, 8, 293–332.

Cohen, J. (1992). A power primer. Psychological Bulletin,
112, 155–159.

Coker, H., Medley, D. M., & Soar, R. S. (1980). How valid
are expert opinions about effective teaching? Phi Delta
Kappan, 62(2), 131–149.

Comber, L. C., & Keeves, J. P. (1973). Science education
in nineteen countries. New York: Halsted Press.

Cooley, W. W., & Leinhardt, G. (1980). The instructional
dimensions study. Educational Evaluation and Policy
Analysis, 2(1), 7–25.

Cushing, L. S., Clark, N. M., Carter, E. W., & Kennedy,
C. H. (2005). Access to the general education curricu-
lum for students with significant cognitive disabilities.
Teaching Exceptional Children, 38(2), 6–13.

Denham, C., & Lieberman, A. (Eds.). (1980). Time
to learn. Washington, DC: National Institute of
Education.

Elliott, S. N. (2007). Selecting and using testing accom-
modations to facilitate meaningful participation of all
students in state and district assessments. In L. Cook
& C. Cahalan (Eds.), Large scale assessment and



14 S.N. Elliott et al.

accommodations: What works? (pp. 1–9). Princeton,
NJ: Educational Testing Service.

Elliott, S. N., Kettler, R. J., Beddow, P. A., Kurz, A.,
Compton, E., McGrath, D., et al. (2010). Using mod-
ified items to test students with and without persistent
academic difficulties: Effects on groups and individual
students. Exceptional Children, 76(4), 475–495.

Elliott, S. N., Kratochwill, T. R., & Gilbertson-Schulte, A.
(1999). Assessment accommodaions checklist/guide.
Monterey, CA: CTB/McGraw-Hill [www.CTB.com].

Elliott, S. N., Kratochwill, T. R., & McKevitt, B. C.
(2001). Experimental analysis of the effects of test-
ing accommodations on the scores of students with
and without disabilities. Journal of School Psychology,
39(1), 3–24.

Elliott, S. N., Kurz, A., Beddow, P. A., & Frey, J. R. (2009,
February). Cognitive load theory: Instruction-based
research with applications for designing tests. Paper
presented at the meeting of the national association of
school psychologists, Boston.

Elliott, S. N., & Marquart, A. M. (2004). Extended time
as a testing accommodation: Its effects and perceived
consequences. Exceptional Children, 70(3), 349–367.

Elliott, S. N., McKevitt, B. C., & Kettler, R. J. (2002).
Testing accommodations research and decision mak-
ing: The case of “good” scores being highly valued but
difficult to achieve for all students. Measurement and
Evaluation in Counseling and Development, 35(3),
153–166.

Feldman, E., Kim, J. S., & Elliott, S. N. (2009).
The effects of accommodations on adolescents’
self-efficacy and test performance. Journal of
Special Education. Advance online publication.
doi:10.1177/0022466909353791

Fisher, C. W., & Berliner, D. C. (Eds.). (1985).
Perspectives on instructional time. New York:
Longman.

Fisher, C. W., Berliner, D. C., Filby, N., Marliave, R.,
Cahen, L., & Dishaw, M. (1980). Teaching behav-
iors, academic learning time, and student achievement:
An overview. In C. Denham & A. Lieberman (Eds.),
Time to learn (pp. 7–22). Washington, DC: National
Institute of Education.

Fuchs, L. S., & Fuchs, D. (2001). Helping teachers for-
mulate sound test accommodation decisions for stu-
dents with learning disabilities. Learning Disabilities
Research & Practice, 16(3), 174–181.

Fuchs, L. S., Fuchs, D., & Capizzi, A. M. (2005).
Identifying appropriate test accommodations for stu-
dents with learning disabilities. Focus on Exceptional
Children, 37(6), 1–8.

Fuchs, L. S., Fuchs, D., Eaton, S. B., Hamlett, C. L., &
Karns, K. M. (2000). Supplemental teacher judgments
of mathematics test accommodations with objective
data sources. School Psychology Review, 29(1), 65–85.

Gagné, R. M. (1977). The conditions of learning. Chicago:
Holt, Rinehart & Winston.

Gamoran, A., Porter, A. C., Smithson, J., & White,
P. A. (1997). Upgrading high school mathematics

instruction: Improving learning opportunities for low-
achieving, low-income youth. Educational Evaluation
and Policy Analysis, 19(4), 325–338.

Gettinger, M., & Seibert, J. K. (2002). Best practices in
increasing academic learning time. In A. Thomas &
J. Grimes (Eds.), Best practices in school psychol-
ogy IV (Vol. 1, pp. 773–787). Bethesda, MD: National
Association of School Psychologists.

Gibson, D., Haeberli, F. B., Glover, T. A., & Witter, E.
A. (2005). The use of recommended and provided
testing accommodations. Assessment for Effective
Intervention, 31, 19–36.

Haertel, E., & Calfee, R. (1983). School achievement:
Thinking about what to test. Journal of Educational
Measurement, 20(2), 119–132.

Harnischfeger, A., & Wiley, D. E. (1976). The teaching–
learning process in elementary schools: A synoptic
view. Curriculum Inquiry, 6(1), 5–43.

Herman, J. L., & Klein, D. C. D. (1997). Assessing
opportunity to learn: A California example (CSE
Technical Report No. 453). Los Angeles: University
of California, National Center for Research on
Evaluation, Standards, and Student Testing.

Herman, J. L., Klein, D. C., & Abedi, J. (2000). Assessing
students’ opportunity to learn: Teacher and student
perspectives. Educational Measurement: Issues and
Practice, 19(4), 16–24.

Hollenbeck, K. (2002). Determining when test alterations
are valid accommodations or modifications for large-
scale assessment. In G. Tindal & T. M. Haladyna
(Eds.), Large-scale assessment programs for all stu-
dents: Validity, technical adequacy, and implementa-
tion (pp. 395–425). Mahwah, NJ: Lawrence Erlbaum.

Hollenbeck, K., Rozek-Tedesco, M. A., & Finzel, A.
(2000, April). Defining valid accommodations as a
function of setting, task, and response. Paper presented
at the meeting of the council of exceptional children,
Vancouver, BC, Canada.

Husén, T. (1967). International study of achievement in
mathematics: A comparison of twelve countries. New
York: Wiley.

Individuals with Disabilities Education Act Amendments,
20 U.S.C. §1400 et seq. (1997).

Individuals with Disabilities Education Act, 20 U.S.C.
§1400 et seq. (1975).

Ketterlin-Geller, L. R. (2005). Knowing what all students
know: Procedures for developing universal design
for assessment. Journal of Technology, Learning, and
Assessment, 4(2), 1–23.

Ketterlin-Geller, L. R., Alonzo, J., Braun-Monegan, J., &
Tindal, G. (2007). Recommendations for accommoda-
tions: Implications of (in) consistency. Remedial and
Special Education, 28(4), 194–206.

Kettler, R. J., & Elliott, S. N. (2010). Assessment accom-
modations for children with special needs. In B.
McGaw, E. Baker & P. Peterson (Eds.), International
encyclopedia of education (3rd ed.). Oxford: Elsevier.

Kettler, R. J., Elliott, S. N., & Beddow, P. A. (2009).
Modifying achievement test items: A theory-guided

www.CTB.com


1 Creating Access to Instruction and Tests of Achievement: Challenges and Solutions 15

and data-based approach for better measure-
ment of what students with disabilities know.
Peabody Journal of Education, 84(4), 529–551.
doi:10.1080/01619560903240996.

Kettler, R. J., Niebling, B. C., Mroch, A. A., Feldman, E.
S., Newell, M. L., Elliott, S. N., et al. (2005). Effects
of testing accommodations on math and reading
scores: An experimental analysis of the performance
of fourth- and eighth-grade students with and without
disabilities. Assessment for Effective Intervention,
31(1), 37–48.

Kettler, R. J., Rodriguez, M. R., Bolt, D. M., Elliott,
S. N., Beddow, P. A., & Kurz, A. (in press).
Modified multiple-choice items for alternate assess-
ments: Reliability, difficulty, and differential boost.
Applied Measurement in Education.

Kettler, R., Russell, M., Camacho, C., Thurlow, M.,
Geller, L. K., Godin, K., et al. (2009, April).
Improving reading measurement for alternate assess-
ment: Suggestions for designing research on item and
test alterations. Paper presented at the annual meeting
of the american educational research association, San
Diego, CA.

Koretz, D. M., & Hamilton, L. S. (2006). Testing for
accountability in K-12. In R. L. Brennan (Ed.),
Educational measurement (4th ed., pp. 531–578).
Westport, CT: Praeger.

Kosciolek, S., & Ysseldyke, J. E. (2000). Effects of
a reading accommodation on the validity of a
reading test (Technical Report 28). Minneapolis,
MN: University of Minnesota, National Center on
Educational Outcomes.

Kurz, A., & Elliott, S. N. (in press). Overcoming bar-
riers to access for students with disabilities: Testing
accommodations and beyond. In M. Russell (Ed.),
Assessing students in the margins: Challenges, strate-
gies, and techniques. Charlotte, NC: Information Age
Publishing.

Kurz, A., Elliott, S. N., Wehby, J. H., & Smithson,
J. L. (2010). Alignment of the intended, planned,
and enacted curriculum in general and special edu-
cation and its relation to student achievement.
Journal of Special Education, 44(3), 131–145.
doi:10.1177/0022466909341196

Lang, S. C., Elliott, S. N., Bolt, D. M., & Kratochwill, T.
R. (2008). The effects of testing accommodations on
students’ performances and reactions to testing. School
Psychology Quarterly, 23(1), 107–124.

Lazarus, S.S., Hodgson, J., & Thurlow, M.L. (2010).
States’ participation guidelines for alternate assess-
ments based on modified academic achievement stan-
dards (AA-MAS) in 2009 (Synthesis Report 75).
Minneapolis, MN: University of Minnesota, National
Center on Educational Outcomes.

Lazarus, S. S., Thurlow, M. L., Lail, K. E., Eisenbraun, K.
D., & Kato, K. (2006). 2005 state policies on assess-
ment participation and accommodations for students
with disabilities (Synthesis Report 64). Minneapolis,
MN: University of Minnesota, National Center on
Educational Outcomes.

Mace, R. L. (1991). Definitions: Accessible, adaptable,
and universal design (Fact Sheet). Raleigh, NC: Center
for Universal Design, NCSU.

McDonnell, L. M. (1995). Opportunity to learn as a
research concept and a policy instrument. Educational
Evaluation and Policy Analysis, 17(3), 305–322.

McKevitt, B. C., & Elliott, S. N. (2003). Effects and
perceived consequences of using read-aloud and
teacher-recommended testing accommodations on a
reading achievement test. School Psychology Review,
32(4), 583–600.

Miller, G. A. (1956). The magical number seven, plus or
minus two: Some limits on our capacity for processing
information. Psychological Review, 63(2), 81–97.

No Child Left Behind Act, 20 U.S.C. §16301 et seq.
(2001).

O’Sullivan, P. J., Ysseldyke, J. E., Christenson, S. L.,
& Thurlow, M. L. (1990). Mildly handicapped ele-
mentary students’ opportunity to learn during reading
instruction in mainstream and special education set-
tings. Reading Research Quarterly, 25(2), 131–146.

Phillips, S. E. (1994). High-stakes testing accommo-
dations: Validity versus disabled rights. Applied
Measurement in Education, 7(2), 93–120.

Phillips, S. E., & Camara, W. J. (2006). Legal and ethical
issues. In R. L. Brennan (Ed.), Educational measure-
ment (4th ed., pp. 733–755). Westport, CT: Praeger.

Pianta, R. C., Belsky, J., Houts, R., Morrison, F., &
NICHD. (2007). Opportunities to learn in America’s
elementary classrooms. Science, 315, 1795–1796.

Pianta, R. C., & Hamre, B. K. (2009). Conceptualization,
measurement, and improvement of classroom pro-
cesses: Standardized observation can leverage capac-
ity. Educational Researcher, 38(2), 109–119.

Pianta, R. C., LaParo, K. M., & Hamre, B. K. (2008).
Classroom assessment scoring system. Baltimore:
Brookes.

Pitoniak, M. J., & Royer, J. M. (2001). Testing accommo-
dations for examinees with disabilities: A review of
psychometric, legal, and social policy issues. Review
of Educational Research, 71(1), 53–104.

Porter, A. C. (1991). Creating a system of school pro-
cess indicators. Educational Evaluation and Policy
Analysis, 13(1), 13–29.

Porter, A. C. (1993). School delivery standards.
Educational Researcher, 22(5), 24–30.

Porter, A. C. (1995). The uses and misuses of opportunity-
to-learn standards. Educational Researcher, 24(1),
21–27.

Porter, A. C. (2006). Curriculum assessment. In J. L.
Green, G. Camilli & P. B. Elmore (Eds.), Handbook
of complementary methods in education research (pp.
141–159). Mahwah, NJ: Lawrence Erlbaum.

Porter, A. C., Kirst, M. W., Osthoff, E. J., Smithson, J. L.,
& Schneider, S. A. (1993). Reform up close: An analy-
sis of high school mathematics and science classrooms
(Final Report). Madison, WI: University of Wisconsin,
Wisconsin Center for Education Research.

Porter, A. C., Schmidt, W. H., Floden, R. E., & Freeman,
D. J. (1978). Impact on what? The importance of



16 S.N. Elliott et al.

content covered (Research Series No. 2). East Lansing,
MI: Michigan State University, Institute for Research
on Teaching.

Pullin, D. C., & Haertel, E. H. (2008). Assessment through
the lens of “opportunity to learn”. In P. A. Moss, D. C.
Pullin, J. P. Gee, E. H. Haertel & L. J. Young (Eds.),
Assessment, equity, and opportunity to learn (pp.
17–41). Cambridge, MA: Cambridge University Press.

Roach, A. T., Beddow, P. B., Kurz, A., Kettler, R. J., &
Elliott, S. N. (2010). Using student responses and per-
ceptions to inform item development for an alternate
assessment based on modified achievement standards.
Exceptional Children, 77(1), 61–84.

Roach, A. T., Chilungu, E. N., LaSalle, T. P., Talapatra,
D., Vignieri, M. J., & Kurz, A. (2009). Opportunities
and options for facilitating and evaluating access to
the general curriculum for students with disabili-
ties. Peabody Journal of Education, 84(4), 511–528.
doi:10.1080/01619560903240954

Roach, A. T., Niebling, B. C., & Kurz, A. (2008).
Evaluating the alignment among curriculum, instruc-
tion, and assessments: Implications and applications
for research and practice. Psychology in the Schools,
45(2), 158–176.

Rowan, B. (1998). The task characteristics of teach-
ing: Implications for the organizational design of
schools. In R. Bernhardt, C. N. Hedley, G. Cattaro
& V. Svolopoulus (Eds.), Curriculum leadership:
Rethinking schools for the 21st century. Cresskill, NJ:
Hampton.

Rowan, B., Camburn, E., & Correnti, R. (2004). Using
teacher logs to measure the enacted curriculum: A
study of literacy teaching in third-grade classrooms.
The Elementary School Journal, 105(1), 75–101.

Rowan, B., & Correnti, R. (2009). Studying reading
instruction with teacher logs: Lessons from the study
of instructional improvement. Educational Researcher,
38(2), 120–131.

Scheerens, J., & Bosker, R. J. (1997). The foundations of
educational effectiveness. Oxford: Pergamon.

Schmidt, W. H., Houang, R. T., Cogan, L., Blömeke, S.,
Tatto, M. T., Hsieh, F. J., et al. (2008). Opportunity to
learn in the preparation of mathematics teachers: Its
structure and how it varies across six countries. ZDM
Mathematics Education, 40(5), 735–747.

Sireci, S. G., Scarpati, S. E., & Li, S. (2005). Test accom-
modations for students with disabilities: An analysis
of the interaction hypothesis. Review of Educational
Research, 75(4), 457–490.

Stevens, F. I. (1993). Applying an opportunity-to-learn
conceptual framework to the investigation of the
effects of teaching practices via secondary analyses of
multiple-case-study summary data. Journal of Negro
Education, 62(3), 232–248.

Thompson, S. J., Johnstone, C. J., & Thurlow, M.
L. (2002). Universal design applied to large scale
assessments (Synthesis Report 44). Minneapolis,
MN: University of Minnesota, National Center on
Educational Outcomes. Retrieved [2-1-11], from the
World Wide Web: http://education.umn.edu/NCEO/
OnlinePubs/Synthesis44.html

Thurlow, M. L., Laitusis, C. C., Dillion, D. R., Cook, L.
L., Moen, R. E., Abedi, J., et al. (2009). Accessibility
principles for reading assessments. Minneapolis,
NN: National Accessible Reading Assessment
Projects.

Thurlow, M. L., Ysseldyke, J. E., Graden, J., &
Algozzine, B. (1984). Opportunity to learn for LD
students receiving different levels of special educa-
tion services. Learning Disability Quarterly, 7(1),
55–67.

U.S. Department of Education. (2007a, April). Modified
academic achievement standards: Non-regulatory
guidance. Washington, DC: Author.

U.S. Department of Education. (2007b, revised July).
Standards and assessments peer review guidance.
Washington, DC: Author.

Vannest, K. J., & Hagan-Burke, S. (2009). Teacher
time use in special education. Remedial and
Special Education. Advance online publication.
doi:10.1177/0741932508327459.

Vannest, K. J., & Parker, R. I. (2009). Measuring time: The
stability of special education teacher time use. Journal
of Special Education. Advance online publication.
doi:10.1177/0022466908329826

Walberg, H. J. (1986). Syntheses of research on teach-
ing. In M. C. Wittrock (Ed.), Handbook of research
on teaching (3rd ed., pp. 214–229). New York:
Macmillian.

Walberg, H. J. (1988). Synthesis of research on time and
learning. Educational Leadership, 45(6), 76–85.

Wang, J. (1998). Opportunity to learn: The impacts
and policy implications. Educational Evaluation and
Policy Analysis, 20(3), 137–156.

Ysseldyke, J. E., Thurlow, M. L., Mecklenburg, C., &
Graden, J. (1984). Opportunity to learn for regular and
special education students during reading instruction.
Remedial and Special Education, 5(1), 29.

http://education.umn.edu/NCEO/OnlinePubs/Synthesis44.html
http://education.umn.edu/NCEO/OnlinePubs/Synthesis44.html


Part I

Government Policies and Legal
Considerations



2U.S. Policies Supporting Inclusive
Assessments for Students
with Disabilities

Susan C. Weigert

U.S. Policies Supporting Inclusive
Assessment of Students with
Disabilities

This overview of U.S. policies supporting inclu-
sive assessment practices traces the policies and
supporting educational contexts within the histor-
ical framework of key legislation and regulations
over the past 50 years.

Assessment Policies in the 1960s and
1970s: Inclusion and ‘Equal Terms’

The history of inclusive assessment policies in the
United States has been a product of many polit-
ical and practical influences, but at the root of
their developments has been the central and fun-
damental tenet of equal protection. Title VI of the
Civil Rights Act of 1964 prohibited discrimina-
tion on the basis of race, sex, color, or national
origin, rather than on the basis of disability. Yet
the spirit of the law swept students with disabil-
ities (SWDs) into its strong political current and
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promised to ensure and protect the equity of their
educational opportunities. The passion for equal
access to education as a civil right was best char-
acterized by Chief Justice Warren’s opinion on
Brown v. Board of Education in 1954:

In these days it is doubtful that any child may
reasonably be expected to succeed in life if he is
denied the opportunity of an education. Such an
opportunity, where the State has undertaken to pro-
vide it, is a right that must be made available to
all on equal terms. (Brown v. Board of Education,
347 U.S. 483 (1954), quoted in Russo & Osborne,
2008 p. 493)

While policies of inclusion constituted a pop-
ular solution to problems of inequity in public
education, compulsory education statutes during
the 1960s and early 70s left the authority to
school districts to decide whether SWDs could
‘benefit’ from instruction (Russo & Osborne,
2008). The new inclusion principles were even-
tually codified in PL 93-112, Section 504 of the
Rehabilitation Act of 1973, which prohibited dis-
crimination against individuals with disabilities
in federally funded programs, and required rea-
sonable accommodations for students with phys-
ical or mental impairments that ‘substantially
limited’ them in one or more major life activi-
ties, including learning (29 USC § 706 (7)(B)).
In addition to physical and sensory handicaps,
Section 504 of the Rehabilitation Act applied to
persons with ‘mental’ disabilities such as men-
tal retardation, traumatic or organic brain syn-
dromes, emotional disturbance, specific learning
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disabilities, and other cognitively disabling con-
ditions (Phillips, 1994).

The Rehabilitation Act further defined the
meaning of a free, appropriate, public education
(FAPE), and specified that appropriate educa-
tion included educational services designed to
meet the individual education needs of students
with disabilities ‘as adequately’ as the needs of
non-disabled students were met. Yet the only
assessment-related provisions of the Act were
those requiring that assessments be provided in a
child’s ‘normal mode of communication’ (includ-
ing native language) unless it was clearly not
feasible to do so.

The principle of inclusion in the Rehabilitation
Act was later incorporated into the elementary
and secondary education act (ESEA) amend-
ments of 1974 (PL 93-380), which also mandated
the ‘free appropriate public education (FAPE)’ in
the ‘least restrictive environment (LRE).’ These
provisions were codified a year later in the
Education for All Handicapped Children Act
(P.L. 94-142). Yet at the time, FAPE simply
meant access to special education and related
services—in conformity with individualized aca-
demic and behavioral goals stated in the student’s
IEP, rather than connoting access to the gen-
eral education curriculum. A new requirement for
inclusive assessment of SWDs in PL 94-142 §612
(5)(C) mandated that testing and evaluative mate-
rials used for evaluation and placement not be
the sole criterion for determining an appropriate
educational program for a child with a disability.

The 1977 regulations amending the
Rehabilitation Act of 1973 (§104.35) required
that tests and other evaluation materials meet
requirements for validity for the specific purpose
for which the tests were used, and that they be
administered by trained personnel in conformity
with test-developer’s instructions. Further, the
type of assessments to be used for educational
evaluation of SWDs were to include those
tailored to assess specific areas of educational
needs, not merely those designed to measure a
student’s I.Q. Finally, educational tests were to
be selected and administered to ensure that the
results of testing accurately reflected the student’s
educational aptitude or achievement level (or

whatever educational factor was to be measured
by the test), rather than merely reflecting the
student’s impaired sensory, manual, or speaking
skills (except when those skills were the factors
measured by the test). The protections against
‘disparate impact’ of assessments for SWDs
was restricted to ‘otherwise qualified’ individ-
uals with disabilities, meaning that the student
who might have impaired sensory, manual, or
speaking skills, still had to be capable of meeting
the standards required to pass the test. As U.S.
Supreme Court justice Powell commented:

Section 504 imposes no requirement upon an edu-
cational institution to lower or to effect substantial
modifications of standards to accommodate a hand-
icapped person. (Southeastern Community College
v. Davis 442 U.S. 397, 1979 Supreme Court of
United States)

The 1980s and 1990s: IEP
as Curriculum

As had been the case in the 1977 regulations,
regulatory changes to the Rehabilitation Act in
1980 required that assessments used for college
admissions constitute validated predictors of col-
lege aptitude or college achievement, rather than
merely reflecting the applicant’s impaired sen-
sory, manual, or speaking skills. Yet the 1980
regulations essentially permitted use of tests with
established disproportionate adverse effects on
SWDs, provided that an alternate test with a
less disproportionate effect was unavailable. In
1980, when President Jimmy Carter established
the Department of Education (ED) as a cabinet-
level agency with a mission to ensure that educa-
tional opportunities were not denied on account
of race, creed, color, national origin, or sex,
disability was not included among the list of pro-
tected categories. Importantly, Section 103 (a)
of the Department of Education Organization
Act (PL 96-88) prohibited ED from exercising
any control over the curriculum, or any pro-
gram of instruction, or selection of instructional
materials by any school system or educational
institution.
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Soon after the establishment of the new
agency, Education Secretary Terrel Bell cre-
ated a National Commission on Excellence in
Education, which produced a report on the sta-
tus of American education entitled ‘A Nation
at Risk,’ which concluded that the country was
threatened by a ‘rising tide of mediocrity,’ that
over 10% of 17-year-olds were functionally illit-
erate, that SAT scores were declining across the
country, and that many students required reme-
diation courses even after entering college. The
report concluded that comprehensive strategies
to reform education across the country were
needed (National Commission on Excellence in
Education, 1983). It was believed that the needed
reforms could be better comprehended after get-
ting a fuller picture of student performance, by
instituting the national assessment of all students
(Ginsberg, Noell, & Plisko, 1988). During this
decade and throughout the next, however, partici-
pation of SWDs in the national assessment (later,
the National Assessment of Educational Progress
or NAEP) was minimal (Shriner & Thurlow,
1993). In addition, most state assessment pro-
grams based their inclusion decisions for SWDs
primarily upon those specified by the NAEP or
on the basis of time spent in the regular classroom
(Thurlow & Yessledyke, 1993). Some factors that
belied high exclusion rates on the NAEP cited by
NCEO included unclear participation guidelines,
sampling plans that systematically excluded stu-
dents in separate schools or those not in graded
classes, and an ‘altruistic’ motivation to reduce
stress on students not expected to perform well
(Zigmond & Kloo, 2009). Some states were sim-
ply unwilling to make accommodations to stu-
dents to permit participation of SWDs in the
NAEP (Ysseldyke & Thurlow, 1994a).

On the state assessment front, SWDs were
included only slightly more often than on the
NAEP. Shriner and Thurlow (1993) document
that in the early 1990s, less than 10% of
SWDs were being included in state assess-
ments. As a consequence of widespread assess-
ment exclusion policies for the first two decades
after the establishment of the Office of Special
Education Programs (OSEP), there was very
little known about the academic outcomes of

SWDs (Ysseldyke, Thurlow, McGrew, & Shrine,
1994b).

The IDEA was reauthorized in 1990 as
PL 101-476, and a focus remained on physi-
cal inclusion—greater inclusion in community
schools, least restrictive placement of students,
and transition services. Placements of SWDs in
classes were to be age and grade appropriate with
a minimum of placement in self-contained class-
rooms. Teaching methods for including SWDs
in the general education classrooms began to
involve cooperative learning and peer-instruction
models. Yet an emphasis was placed on the phys-
ical inclusion of SWDs over the quality or effec-
tiveness of their academic experience of SWDs
(Danielson, personal communication, October
22, 2009). While teaching staff were expected to
‘adapt’ the curricular content, in doing so, they
were encouraged to choose a grade-level curricu-
lum that seemed developmentally most suited to
meet each SWDs IEP objectives, rather than to
ensure access to grade-level standards (Simon,
Karasoff, & Smith, 1991).

IDEA 1990 also funded studies and inves-
tigations through which to collect information
needed for program and system improvements by
states and LEAs. The results of studies, such as
the National Longitudinal Transition Study began
to be available to OSEP prior to the 1997 autho-
rization, and later shed light on the degree to
which inclusion efforts were failing to ensure
effective instruction of SWDs (Danielson, per-
sonal communication, October 22, 2009).

Prior to the 1993 ESEA reauthorization, Title
I funds were to be distributed to schools on
the basis of the poverty level and economic
needs of students rather than on the basis
of performance on State assessments. But the
reauthorized 1993 ESEA shifted the focus to
assessing outcomes for all children, including
students with special needs, in key disciplines—
mathematics, science, history, geography, civics,
English, the arts, and other languages. The reau-
thorized ESEA attempted to ensure that ‘all stu-
dents,’ including ‘special needs’ students, met
high academic standards, that teaching and learn-
ing improved, that government offered flexi-
bility coupled with responsibility for student
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performance, that schools work cooperatively
with parents and the community, and that Federal
aid go to the poorest students (U.S. Department
of Education, 1993).

ESEA 1993 endeavored to improve learning
through reform approaches similar to those of
other countries whose students were thought to
be outperforming American students, particularly
in the fields of science and mathematics. Thus,
closely following the ESEA reauthorization of
1993 was the Goals 2000 Educate America Act
(PL 103-227), which was signed into law on
March 31, 1994. The essence of Goals 2000 was
that by the year 2000 all students would leave
grades 4, 8, and 12 with competency in English,
mathematics, science, foreign languages, civics
and government, economics, arts, history, and
geography. Every student was to be prepared
for responsible citizenship, postsecondary learn-
ing, and productive employment. The reforms
of Goals 2000 were grounded in the expecta-
tion that States develop more challenging con-
tent and performance standards, design instruc-
tion and assessments aligned to those standards,
and participate in accountability reporting on
the extent to which schools and students were
meeting the State standards (The White House,
1990; National Academy of Education, 1998).
For some states, this was the first effort at trying
to develop a broad framework for a general cur-
riculum (National Academy of Education, 1998).
Ultimately, under the ESEA Title I requirement,
all states were expected to have valid, reliable,
and aligned assessments based on their new con-
tent standards in the four core academic subjects
by school year 2000–2001.

At the same time, among disability advo-
cates, it was well understood that there was
both an education gap as well as an ‘assessment
gap’ for SWDs (Danielson, personal communica-
tion, October 22, 2009). The National Center on
Educational Outcomes (NCEO) publicly posed
the question of whether SWDs were seriously
being considered in the standards-based reform
movement, and pointed out that when identi-
fying sources of data for monitoring progress
toward the national goals, in 1991 the National

Education Goals Panel identified data collection
programs that had excluded up to 50% of SWDs
(McGrew et al., 1992). An NCEO Synthesis
report ended with ‘Our nation in its quest to
become first in the world has forgotten many of
its students’ (Thurlow & Yesseldyke, 1993).

The Council for Exceptional Children testified
to Congress in 1992 that the standards themselves
should be constructed so as to accommodate
all students, and it called for an investigation
into alternative forms of assessments as well as
ways to ensure that when educators worked on
standards for assessments that at least one mem-
ber be included who had expertise in working
with individuals with disabilities (CEC testimony
before House Subcommittee on Elem, Sec, and
Vocational Education, 1992). By the time IDEA
1997 was reauthorized, most states had estab-
lished content standards in the four core con-
tent areas, yet the question of which students
with disabilities could access these standards,
and participate in assessments based upon them,
was a subject of debate. Moreover, the type of
tests that was being constructed posed barri-
ers over and above the content standards. States
began moving away from flexible, or ‘authen-
tic assessments,’ which held greater promise for
inclusiveness of a range of student ability lev-
els, in order to fulfill the pragmatic require-
ments of large-scale testing. Such ‘authentic’
assessments, popular during the era, were dif-
ficult to standardize across large numbers of
diverse students. Moreover, while most spe-
cial educators believed that performance-based
assessments provided more accurate descrip-
tions of student progress and were more
helpful in informing classroom practice, their
administration was expensive and overly time
consuming for consideration in accountability
testing.

In the midst of the standards movement, there
was a pervasive concern that norm-referenced
assessments were not appropriate to the goals of
standards-based reforms, not just in the case of
SWDs, but for all students. More importantly,
norm-referenced tests were not well aligned to
the curricula that students were to be taught
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under the new standards movement. During the
mid-1990s, there had been much concern about
the fairness and the validity of norm-referenced
scoring approaches for use with special popu-
lations. Many states also justified the exclusion
of SWDs from standardized testing on the basis
of fairness—that students had not received an
opportunity to learn the material assessed on gen-
eral assessments—and on the basis of utility—
arguing that the results of assessment scores
did not provide useful information about the
academic performance or educational needs of
SWDs. Advocates complained that the use of
norm-referenced testing, in which SWDs were
usually ranked lowest, led to the perpetuation of
assumptions that SWDs were incapable of mak-
ing any academic progress. Yet, excluding them
from participation provided no information at
all about their academic performance and, some
argued, denied FAPE.

While many in the special education field were
divided as to how SWDs should participate in
the standards-based accountability movement of
the 1980’s, most later came to agree, as one
state policymaker commented, that ‘the removal
of special education students from the “account-
ability track” resulted in their removal from the
“curriculum track” ’ (Koehler, 1992).

Following Goals 2000, as most states
embarked on a full-scale revision of their
assessment systems and attempted to define
‘what all students should know’ in their new
content standards, nearly all states shifted to
the use of criterion-referenced assessments
and began including a percentage of SWDs in
these new assessments. In order to assist SWDs
in accessing these new criterion-referenced
assessments, States developed a list of ‘standard
accommodations.’ The four classes of accom-
modations included the following: presentation
format, which were changes in how tests were
presented and involved accommodations like
providing Braille versions of the tests or orally
reading the directions to students; response
format, which were changes in the manner in
which students gave their responses and included
accommodations such as having a student point

to a response or use a computer for responding;
setting of the test, which could be alone, or in
small groups; and finally, timing of the test,
which could include extending the time allowed,
or providing more breaks during testing.

In response to questions about the attainabil-
ity of performance standards for all students
with disabilities, ED advised states to imple-
ment alternative assessments for a ‘small num-
ber’ of students and to implement accommo-
dations to ensure an ‘equal playing-field’ for
those students, stating, ‘Assessment accommoda-
tions help students show what they know without
being placed at a disadvantage by their disability’
(U.S. Department of Education, 1997). However,
claims about the capacity of accommodations
alone to overcome the disadvantages created by a
student’s disability were considered true for stu-
dents with sensory, manual, or speaking skills,
but not for SWDs with cognitive impairments.

The implementation of testing participa-
tion guidelines for SWDs was the subject of
considerable controversy among disability advo-
cates across states. Policy experts maintained,
often based upon the Supreme Court ruling
in Southeastern Community College v. Davis
that standards could never not be lowered for
SWDs taking accountability assessments, even
if those assessments were also to be used to
guide instruction (e.g., Philips, 2002). Yet most
advocates maintained that, as students with
disabilities were not included when the standards
were developed, it seemed inappropriate to hold
them to the standards.

Prior to the passage of the Americans with
Disabilities Act of 1990 test developers were
most familiar with the provision of accommo-
dations for students with sensory impairments.
However, following the passage of the ADA,
advocates for the disabled argued that federal law
should ensure the availability of testing accom-
modations and modifications for mental disabil-
ities such as dyslexia and other learning dis-
abilities. Yet policymakers responded again that
the effect of accommodations for cognitive dis-
abilities undermined the valid interpretation of a
student’s test score (e.g., Philips, 1993).
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IDEA 97 and Options for Alternate
Assessment

OSEP hoped, by providing funding opportu-
nities, to spur the Research and Development
Community to go beyond what had been con-
sidered technically feasible, to respond to the
increasing demand for teaching tools and new
approaches to the assessment of SWDs. The
reauthorized IDEA of 1997 provided for the
development of new assessments to both identify
areas of academic need and to measure academic
progress for children with disabilities. The new
assessments were also to be used in educational
program planning and for placement in special
education, related services, and/or early interven-
tion under § 641, (1)(G) of the law. Funds were to
be made available for the development of alterna-
tive assessments for the inclusion of non-native
English speakers and other minority students,
to prevent misidentification of such students as
SWDs. The mandates of IDEA 97 called for
assessments to meet requirements that could not
be entirely met by inclusion of SWDs in large-
scale state assessments alone. Scientific measure-
ment of student progress called for new types
of classroom assessments to monitor academic
progress (e.g., Fuchs & Fuchs, 2004), in response
to intensive and evidence-based interventions.
These new ‘curriculum-based’ assessments
(CBM) were inherently inclusive, as they could
be individualized for students working across a
broad continuum of skill levels. The new CBM
measures also represented a significant improve-
ment from previous classroom assessments
which relied on ‘mastery measurement,’ or sum-
mative, end-of-unit assessments, as the new mea-
sures permitted the monitoring of incremental
progress over time by teachers (Stecker, 2005).

While progress-monitoring assessments per-
mitted inclusiveness and informed decision-
making in the classroom, some advocates main-
tained they had the disadvantage of isolating
SWDs from the general education curriculum:

These assessments frequently were conducted in
isolation from the larger general education cur-
riculum. The assessments focused on immediate

and discrete skill deficits and IEPs often were a
collection of isolated skill objectives that led to
isolated instruction. . .Too often, the IEP became
the curriculum for the student, instead of a tool
for defining how to implement a general education
curriculum. (Nolet & McLaughlin, 2000, p. 10)

Overall, the 1997 reauthorization was most sig-
nificant for its endorsement of the participation
of all children with disabilities in state assess-
ments and for the requirement that alternate
assessments be made available, by July 2000, for
any of those students who could not meaning-
fully participate in the regular state assessment
even with accommodations (U.S. Department
of Education, 2000). The sanctioning of alter-
nate assessments was to shift the views of fed-
eral and state policymakers on what constituted
fair assessment practices by moving away from
the principle that a single standard of perfor-
mance on state standards, even for purposes of
accountability, would by necessity apply to ‘all
students.’

The states had concluded that, if all students
were to be included in the new accountability
systems, new assessments based on the standards
would have to be developed for a small percent-
age of students with the most severe disabilities—
generally students labeled with ‘severe-profound
disabilities and trainable mentally handicapped’
(Quenemoen, 2009). According to Browder, &
Wakeman, & Flowers (2009), prior to IDEA 97
there were three classes of SWDs: (a) those
who pursued a general education curriculum
with expectations for grade-level achievement,
(b) those who required a remedial curricu-
lum (e.g., a 7th grader working on 4th grade
math), and (c) those who required functional
life skills to prepare for independent living.
While prior to 1997, teachers expected that only
the first group of SWDs would participate in
state assessments, after the 1997 reauthoriza-
tion, the inclusion of SWDs in the new alternate
assessments (Browder et al., 2009) constituted a
major shift in assessment inclusion policies, per-
mitting all subgroups of SWDs to participate with
validity. The new alternate assessments were to
be ‘aligned with the general curriculum standards
set for all students and should not be assumed
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appropriate only for those students with signifi-
cant cognitive impairments’ (34 CFR §200).

In spite of the inclusion accomplished by the
1997 IDEA, the disability community was torn
as some advocates continued to maintain that
exclusion from state assessments and substitu-
tion of measurements of progress toward IEP
goals were the only appropriate responses to
the new standards movement. Others contended
that the substitution of IEP goals for state and
National assessment participation would violate
the spirit of inclusion—especially considering
that IEP goals were often chosen from a list of
useful skills of ‘everyday life’ (Browder et al.,
2009), rather than being designed to provide equi-
table access to the full scope of the State content
standards.

In response to the mandate for alternate
assessments, states developed a variety of types
of assessments which came in a variety of forms,
including teacher checklists of functional skills,
reports on progress toward IEP goals, portfolios
of student work, and performance tasks mod-
erately aligned to grade-level content standards
(Thompson & Thurlow, 2000).

Significant policy input into the 1997 IDEA
reauthorization came through David Hoppe, an
aid to Senator Trent Lott, and a parent of a
person with disabilities, who exercized a gentle
touch in bringing diverse stakeholders to consen-
sus. While the field grew to be unanimous in
believing accountability and assessments based
entirely on IEP rubrics did not make sense, at the
same time, there continued to be debates about
the validity of the scores of SWDs, especially
those with cognitive impairments, who had not
been exposed to the curriculum being assessed.
Hoppe convinced policymakers to sidestep the
partisanship in reauthorizing IDEA 97 and urged
Congress to come up with a bill to please both
sides of the debate (Danielson, personal commu-
nication, October 22, 2009).

The critical new elements in the 1997 IDEA
amendments were accountability for inclusion of
SWDs in general state and district-wide assess-
ments, with appropriate accommodations and
modifications, if necessary, and the establishment
of performance goals for SWDs as a condition

of funding under IDEA Part B. In the infrequent
cases when an IEP team or Section 504 team
determined that standard assessments, even with
reasonable accommodations, did not provide a
student with an opportunity to demonstrate his
or her knowledge and skill, the State or school
district was to provide an alternate assessment.
Yet whatever assessment approach was taken,
the scores of students with disabilities were to
be included in the assessment system for pur-
poses of public reporting and school and district
accountability.

The reauthorized IDEA 97 also required the
consideration of assistive technology needs for
participation, as well as the communication needs
of children who were deaf, hard of hearing, or
those with limited English language proficiency.
A further requirement for assessments used for
the evaluation of SWDs was the inclusion of
information that was ‘instructionally relevant’ in
the evaluation, in order to help a child become
involved in and make progress in the general edu-
cation curriculum. Assessment instruments used
for disability evaluation were also required to be
technically sound to assess the ‘relative contribu-
tions’ of both cognitive and behavioral factors, in
addition to physical or developmental factors, on
students’ academic performance.

States were, once again, required to admin-
ister assessments to SWDs in a child’s native
language, or typical mode of communication.
Importantly, any standardized tests given to a
child were required to be validated for the specific
purposes for which they were to be used. In addi-
tion, assessment tools and strategies that directly
assisted teachers in determining the educational
needs of the child were also to be provided under
IDEA 97.

In response to the mandate for new alternate
assessments, OSEP funded a variety of projects,
such as supporting computer-adaptive assess-
ments aligned to the state standards that would
be capable of identifying, through ‘dynamic’
assessment techniques, learning issues of stu-
dents with learning disabilities or other ‘gap stu-
dents’ in order to uncover the instructional gaps
they were manifesting in general education set-
tings (e.g., see Tindal, 2008). It was known that
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the population of students with specific learning
disabilities (SLD) consisted of slow learners who
could eventually address all content standards,
though not necessarily in the time frame required
to participate fairly in the summative end-of-year
assessments. OSEP struggled with how to bal-
ance the learning needs of high-incidence SLD
students with the mandate to include them in
state assessments, as well as how to overcome
the historical problem of low expectations. The
answer OSEP arrived at to best address this was
to mandate that instruction be provided by skilled
teachers specifically trained to work with the
SLD population. OSEP later funded the Access
Center to help teachers adapt and individualize
instruction aligned to standards that were appro-
priate for the student’s grade and age-level, rather
than ‘out-of-level’ standards, as had been a com-
mon teaching practice prior to 1997. Yet, to
many advocates in the field, assessments based
on standards that many SWDs could not mas-
ter in the same time frame were also considered
‘out-of-level’ assessment, since such assessments
required that a typical SLD student would need
to make more than a year’s worth of average
progress in a year to learn enough grade-level
material to be fairly assessed on the full scope of
material being tested (Danielson, personal com-
munication, October 22, 2009).

The effect of the 1997 IDEA was to shift
reform efforts to the IEP, envisioning it not as
a guide to what SWDs were to be learning, but
rather rendering it into a tool to ensure inclusion
and progress in the grade-level general education
curriculum by defining each student’s present
level of performance, including how the student’s
disability affected his or her ability to be involved
in and make progress in the general education
curriculum. Additionally, the law required a state-
ment in the IEP about the program modifications
and supports to be used by school personnel to
enable the child to be involved in and make
progress in the general education curriculum and
to participate with his or her non-disabled peers.

Subsequent to the IDEA Part B regulations
in 1999, which mandated inclusion of all SWDs
in standards-based reform programs, however,
many SEAs did not succeed in ensuring that local

education agencies (LEAs) and schools taught
SWDs the grade-level curriculum.

2001 No Child Left Behind Act

Under the 1994 ESEA, States were required to
test only three times during a student’s tenure
in the K-12 educational system. For policymak-
ers crafting the reauthorized ESEA, this left too
many intervening years in which children’s aca-
demic difficulties could go unaddressed, with
the result that many children were being ‘left
behind,’ academically. Under the ‘No Child Left
Behind Act’(NCLB) of 2001, States were obliged
to enhance their existing assessment systems to
include annual assessments in reading/language
arts and mathematics for all public school stu-
dents in grades 3 through 8 and at least once in
grades 10 through 12 by the 2005–2006 school
year. Additionally, by the 2007–2008 school year,
all States were to annually assess their students
in science at least once in grades 3 through 5,
once in grades 6 through 9, and once in grades
10 through 12 (U.S. Department of Education,
2003).

The NCLB required annual testing in reading
and mathematics, the demonstration of ‘adequate
yearly progress’ against state-specified perfor-
mance targets, and the inclusion of all students in
annual assessments. Secretary of Education, Rod
Paige, later succeeded by White House domestic
policy advisor, Margaret Spellings, emphasized
that the purpose of the NCLB provisions was to
ensure that every child was learning ‘on grade
level.’ The accountability for the SWD subgroup
also required steps to recruit, hire, train, and
retain highly qualified personnel, research-based
teaching methods, and the creation of improve-
ment programs to address local systems that fell
short of performance goals.

During the same year, President Bush cre-
ated the President’s Commission on Excellence
in Special Education, a program designed to
improve the dropout rate among SWDs, who
were leaving school at twice the rate of their
peers, and whose enrollment in higher education



2 U.S. Policies Supporting Inclusive Assessments for Students with Disabilities 27

was 50% lower. Moreover, the SLD subgroup
had grown over 300% since 1976, and 80% of
those with SLD reportedly had never learned
to read (President’s Commission on Education,
2002). The claim was made that few children
in special education were closing the achieve-
ment gap to a point where they could read and
learn like their peers. A major thrust of the
Commission was that although special education
was based in civil rights and legal protections,
most SWDs remained at risk of being left behind.
Several findings of the Commission included crit-
icisms that the reauthorized 1997 IDEA placed
process above results and compliance above stu-
dent achievement and outcomes. Further, Special
Education did not appear to guarantee more effec-
tive instruction. The identification of students
for special education services was criticized for
being based upon a ‘wait-to-fail’ model. The crit-
icism was launched that ED had become two
separate systems instructionally, when it was crit-
ical that general education and special education
share responsibilities for the education of SWDs.
Among the recommendations of the report was a
call for improved assessment policies to prevent
exclusion from State and district-wide assess-
ments, still a common practice in 2001.

2002–2003 Title I Regulations
Permitting Alternate Achievement
Standards in Accountability

The ESEA regulations of 2002 implementing
the assessment provisions of NCLB authorized
the use of alternate assessments in accountabil-
ity assessments and required that States make
available alternate assessments for any student
unable to participate in the State’s general assess-
ments, even with accommodations. The sub-
sequent ESEA regulations of 2003 permitted
states to develop alternate achievement standards
for students with the most significant cogni-
tive disabilities. The 2003 regulations required
that the alternate assessment be aligned with
the State’s academic content standards, promote
access to the general curriculum, and reflect pro-
fessional judgment of the highest achievement

standards possible (34 CFR§200.1). These reg-
ulations effectively forced most states to begin
to revise the assessments they had originally cre-
ated in response to the more liberal 1997 IDEA
requirements. While the due date for the devel-
opment of alternate assessments was 2000, there
was little knowledge in the field of the appro-
priate academic content to base such tests on.
While there had been some early work on how
to teach general education curriculum content to
students with severe disabilities (e.g., Downing
& Demchak, 1996), the mandate for alternate
academic achievement standards aligned to the
state’s academic content standards was to become
a critical force in transforming the curriculum
for SWDs with severe disabilities. Over the next
decade, problems with developing a coherent
academic curriculum appropriate to the diverse
population of students with significant cogni-
tive disabilities were prevalent. Among the most
significant contributing factors in the delay in
developing valid and aligned alternate assess-
ments under the NCLB was the belief among
special educators charged with developing the
assessments that grade-level academic content
standards were not relevant to these students, and
that the appropriate content for these students
consisted of ‘life-skills’ for independent living
(Wallace, Ticha, & Gustafson, 2008). In response
to this, ED set new standards for technical ade-
quacy that alternate assessments were required to
meet. Over the next decade, while the quality of
many alternate assessments on alternate achieve-
ment standards (AA-AAs) improved, by 2010,
many states still did not have technically ade-
quate, peer-reviewed alternate assessments. At
the same time, research carried out in the field
indicated that students eligible for the AA-AAS
could use symbolic communication systems and
could learn to read and reason mathematically
(Browder, Wakeman, Spooner, Ahlgrim-Delzell,
& Algozzine, 2006; Kearns, Towles-Reeves, E.,
Kleinert, H. L., & Kleinter, 2009).

Students with significant cognitive disabilities
continue to be inappropriately excluded from par-
ticipation in alternate assessments, although one
study of excluded students found that many could
be using augmentative and assistive technologies
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to speak or otherwise communicate, and that
approximately 75% were learning sight words
and using calculators to perform mathematical
calculations (Kearns et al., 2009). Kearns recom-
mends that to meaningfully include the popula-
tion of students with significant cognitive impair-
ment in state assessments, future assessments
must include ‘authentic’ demonstrations of skills
and knowledge aligned to the grade-level content
standards, within the assessment context such
students require. Scaffolding may be required for
some within this population to enable them to
show what they know and can do. The inclusive-
ness of alternate assessments for students with
significant cognitive impairment depends largely
upon whether or not the teacher has an under-
standing of how to teach a standards-based cur-
riculum appropriate to the students within this
diverse population (Kearns et al., 2009).

An additional problem with the implementa-
tion of alternate assessments for students with the
most significant cognitive impairments has been
the continued difficulty of establishing appro-
priately challenging achievement standards for
the full range of ability levels manifested in
this population. While states are permitted to set
more than one achievement standard in order
to make an alternate assessment more inclu-
sive, teachers and schools have been cautious
about assigning students to the more challenging
achievement standard on a test used for mak-
ing school accountability determinations—often
assigning both higher- and lower-functioning stu-
dents in the 1% population to the lowest achieve-
ment standard, to safeguard a favorable outcome
in accountability under NCLB. As a result of
these widespread practices, the proficiency rates
on alternate assessments have been much higher
compared to proficiency rates of SWDs taking
the general assessment across the majority of
states, suggesting that alternate assessments are
simply not challenging enough for the majority
of students taking them.

Currently available alternate assessments vary
in the extent to which they inform parents and
teachers about student academic progress. While
advances in the development of classroom-based
formative assessments, such as CBM, have been

widely used among students with high-incidence
disabilities since IDEA 1997, comparable forma-
tive assessments have rarely if ever been available
for teachers of students in the 1% population,
though OSEP encouraged their development (but
see Phillips et al., 2009). Assessment measures
designed to measure a student’s level of mastery
and progress on both prerequisite and grade-
level content and skills at a challenging level for
such students would greatly assist and support
instruction of students with significant cogni-
tive disabilities and help to demonstrate their
capacity for progressing in an academic curricu-
lum. Fundamentally, the central problem with
alternate assessments has arisen from the need
to understand and develop an appropriate aca-
demic curriculum for eligible students—one that
is aligned to the same grade-level content stan-
dards intended for all students, yet reflects con-
tent and skills at an appropriate level of difficulty
for each unique student, and is also capable of
indicating progress toward an expected level of
knowledge and skill.

IDEA 2004 and Assessments
Measuring Responsiveness
to Intervention

The reauthorization of the IDEA 2004 (PL 108-
446) reiterated the NCLB mandate for inclusion
of all SWDs in State and district-wide assess-
ments, and clarified that IEP goals were not
to be the only form of assessment. The most
important assessment-related changes made in
the IDEA 2004 reauthorization were those that
pertained to requirements for eligibility determi-
nations of SLD. These changes permitted states
to move away from the IQ-performance dis-
crepancy model of SLD identification that had
been the subject of criticism in the Commission
report. Under IDEA 2004, new assessments
were to be developed for the purpose of assist-
ing with the identification of students with
SLD through the assessment of a student’s
response to tiered, evidence-based instructional
interventions (RTI). Such assessments were to
be of several types, those to screen students in
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basic skills (e.g., literacy or mathematics), and
those to help define and monitor responsiveness
to evidence-based interventions designed to help
the child progress in significant areas of academic
weakness and to inform a decision about the need
for more intensive remedial instruction.

2007 Joint Title I IDEA Regulations
Permitting Modified Academic
Achievement Standards
in Accountability

Nearing the end of the George W. Bush presi-
dential term, Secretary of Education Margaret
Spellings grew concerned at the slow pace
with which states were advancing to the goal
of ‘universal proficiency’ by 2014 intended by
the NCLB. States and the special education
community expressed concerns that a small
group of SWDs who were enrolled in general
education classes were, due to the nature of
their disabilities, unable to demonstrate the same
extent of academic progress on their state’s
general assessment by the end of the school
year. In 2006, the administration responded by
announcing a new assessment policy option to
provide states with the flexibility to include the
scores of ‘persistently low-performing’ students
with disabilities in alternate assessments based
on modified academic achievement standards
(AA-MAS). While states had struggled to
improve teaching practices for a subgroup of
low-performing students, both those with and
without disabilities, it was widely accepted that
some students, because of the effects of a dis-
ability, required additional time to learn content
standards to mastery. State rationales for the new
assessment included a need to develop academic
achievement standards inclusive of this small
group of SWDs, the majority of whom were
enrolled in general education classes, yet had
cognitive impairments such as mental retarda-
tion, autism, specific learning disability, or other
health impairment for which accommodations
alone could not ensure an ‘equal playing field.’

After the publication of the 2007 Joint IDEA
Title I regulations, the field became split over

the potential consequences of permitting states to
assess a portion of SWDs against a lower stan-
dard of performance. Concerns of some advo-
cates in the disability community centered on the
potential lowering of standards and educational
tracking of students with SLD predominantly for
the sake of making ‘Adequate Yearly Progress’
toward assessment performance targets specified
under Title I accountability. States differed in the
degree to which they included the SLD popu-
lation in the new modified assessments—some
argued that the SLD population in particular had
been receiving below grade-level instruction and
that the availability of such a test would unneces-
sarily lower academic expectations for these stu-
dents, who, by definition, have normal or above
average intellectual abilities. Others argued that
problems manifested by this group of students
in accessing general assessment items and their
inability to master the expected content in the
same time frame constituted the direct effects
of their disabilities. They maintained that the
new modified assessments, especially if used as a
temporary measure, could help to illuminate the
academic progress of this group of students, to
help ensure that they received instruction aligned
to grade-level content standards.

Subsequent to substantial investments by ED
in the development of the AA-MAS, many states
began investigating the population of SWDs who
were persistently low achieving and conducted
item accessibility and ‘cognitive lab’ studies to
develop more accessible test items. Elliot et al.,
(2010) reported the results of a study in four
states that indicated that certain modifications
made to general test items improved the acces-
sibility of the items and improved the accuracy
of measurement for SWDs eligible for the AA-
MAS. Modifications to regular test items did not
change the content to be tested nor did they
reduce the complexity of the test item (‘depth
of knowledge’). The modifications made to test
items were straightforward—including removing
unnecessary words, simplification of language,
addition of pictures and graphics, breaking long
paragraphs into several, and bolding of key
words. The study showed that an additional boost
in student performance on the modified items



30 S.C. Weigert

occurred when reading support (audio versions of
text, except for the key vocabulary words being
tested) was added to item modification. Results
also showed a large boost in mathematics per-
formance for the eligible group (Elliott et al.,
2010).

‘Race To The Top’ Assessment
Initiatives

In 2009, during the initial months of the Obama
administration, a ‘new generation’ of standards
and assessments was envisioned by which pol-
icymakers hoped all American students would
become more competitive in the global market-
place. Many of the goals of the RTT assessment
initiative reiterated those of the Goals 2000 era
in this research. The RTT initiative endeavors to
create assessments aligned to ‘fewer, higher, and
clearer’ state standards held in common by most
states, as well as becoming more inclusive and
informative for students who typically perform at
lower achievement standards, including SWDs.

In the words of Secretary Duncan,

The majority of students with disabilities take
the regular state tests based on the state′s stan-
dards for all students, with appropriate accom-
modations to ensure that their results are valid.
Students with the most significant cognitive dis-
abilities can take alternate tests based on alternate
standards and other students with disabilities may
take an alternate test based on modified standards.
(Duncan, 2010).

Our proposal would continue to hold schools
accountable for teaching students with disabilities
but will also reward them for increasing student
learning. . . The Department plans to support con-
sortia of states, who will design better assessments
for the purposes of both measuring student growth
and providing feedback to inform teaching and
learning in the classroom. All students will ben-
efit from these tests, but the tests are especially
important for students with disabilities. (Duncan,
2010).

Policies supportive of inclusive assessments
under the new administration promise to support
the development of a new generation of assess-
ments aligned to a range of achievement levels
required for inclusion of all SWDs and to include
measures of growth for students who make

progress at different rates. The history of inclu-
sion in standards-based assessments shows that
thoughtful inclusion decisions promote meaning-
ful academic progress for SWDs. In the era of
Goals 2000, 32% of SWDs graduated high school
with a regular diploma, compared to nearly 60%
of students in 2007. In 1987, only one in seven
SWDs enrolled in postsecondary education, com-
pared to a third of students in 2007 (Duncan,
2010). The challenge for growth-based account-
ability is to ensure that conceptions of growth
are academically meaningful, in addition to being
‘statistically’ meaningful. To demonstrate con-
sequential validity, the new assessments must
provide results that specify clearly the knowl-
edge and skills at each grade level that the stu-
dent has attained and those requiring additional
focus or individualized instructional intervention.
Promising research and development since 2008
has resulted in empirically based assessment
tools which can help to specify the accessibility
of test items and to separate construct-relevant
from irrelevant or extraneous cognitive process-
ing demands of test items (Elliott, Kurz, Beddow,
& Frey, 2009). To maximize inclusion of SWDs
in the next generation of state assessments, a
renewed commitment will be required by the
disability community, to build upon the lessons
learned over the history of inclusive assessment,
and to methodically investigate and empirically
establish expectations for their academic achieve-
ment and progress. Maximal inclusiveness in
assessment will always be a function of success-
ful inclusion in the general education curriculum,
and of empirically-derived expectations for aca-
demic achievement and progress.
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3U.S. Legal Issues in Educational
Testing of Special Populations

S.E. Phillips

Introduction

Legal challenges to educational testing programs
have focused primarily on the issues of adverse
impact, parental rights, testing irregularities, non-
standard test administrations, and testing English
language learners (ELLs).1 However, once a case
goes to trial, issues of validity, reliability, passing
standards, and adherence to other professional
standards may be raised.2 This chapter focuses
on the legal, psychometric, and policy issues
related to educational testing of special popula-
tions. Although prior federal cases and profes-
sional standards provide guidance, some tough
policy decisions remain.

Nonstandard Test Administrations

State-mandated tests are typically administered
under standard conditions that are the same for
all students. The purpose of standard test admin-
istration conditions is to produce test scores that
have comparable interpretations across students,

S.E. Phillips (�)
Consultant, Mesa, AZ 85205, USA
e-mail: sephillips2@aol.com

1 Portions of this chapter were adapted from Phillips
(2010), Phillips (2006), and Phillips (2002).
2 The APA/AERA/NCME 1999 Standards for
Educational and Psychological Testing. In this chap-
ter, the document is referred to as the Test Standards, and
individual Standards are referenced by number.

classrooms, schools, and districts. However, test
administrators routinely receive requests for test-
ing alterations for students with disabilities and
ELLs. For example, a reader, calculator, word
processor, extended time, or a separate room
may be requested for students with reading,
mathematics, writing, or other learning dis-
abilities. Tests administered under such altered
conditions are referred to as nonstandard test
administrations.

The term testing accommodation refers to
a nonstandard test administration that provides
access for persons with disabilities while preserv-
ing the content and skills intended to be mea-
sured and producing comparable scores. Access
involves the removal of irrelevant factors that
may interfere with valid measurement of the
intended content and skills. The validity of test
scores as accurate measures of the intended con-
tent and skills is improved when the effects of
irrelevant factors are removed but is reduced
when relevant factors are altered or eliminated.
When the intended inference from a test score is
the attainment of a specified domain of content
and skills, nonstandard test administrations that
provide access to direct assistance with the tested
content and skills may increase test scores, but
those scores will lack validity for their intended
interpretation.

The domain of content and skills intended
to be measured by a test is referred to as the
tested construct. For achievement tests, the tested
construct (e.g., reading, mathematics) is defined
by the content standards, objectives, and test
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specifications used to develop the test. Typically,
the test specifications for an achievement test
consist of a two-dimensional matrix of content by
cognitive difficulty with the corresponding num-
ber of included test items given in each cell.
A nonstandard test administration preserves the
content and skills intended to be measured (con-
struct preservation) when the resulting scores can
be interpreted as indicators of attainment of the
same domain of content and skills as specified for
a standard test administration. Construct preser-
vation means that the same content has been
measured at the same level of cognitive difficulty.

In addition to construct preservation, score
comparability is an essential characteristic of a
testing accommodation. Comparable test scores
are equivalent and interchangeable and have the
same intrinsic meaning and interpretation. When
test scores from standard and nonstandard test
administrations are comparable, users are able to
make the same inferences about the degree of
attainment of the content and skills in the con-
struct domain from identical scores. In essence,
students who obtain comparable scores from
standard and nonstandard test administrations
know and can do the same things.

The evidence used to evaluate construct
preservation and score comparability for non-
standard test administrations must be related to
the purpose of the test for the intended audi-
ence. Such evidence may be logical (judgmen-
tal) and/or empirical evidence related to test
score validity, reliability, and interpretation (Test
Standards, p. 10; Standards 4.10 and 9.7). For
achievement tests, construct preservation is typ-
ically evaluated via content validity evidence.
Content validity evidence is obtained by asking
content experts (usually teachers of the tested
subject) to judge whether each test item is an
appropriate measure of its designated content
standard or objective for the intended grade level
(Test Standards, pp. 10–11; Standards 1.2, 1.6
& 1.7). Positive content validity judgments sup-
port an inference that the test is measuring the
intended construct at an appropriate level of cog-
nitive difficulty.

For a nonstandard test administration, evi-
dence of construct preservation can be obtained

by asking content experts to judge the fidelity
of the altered items and/or testing conditions to
the intended domain of content and cognitive dif-
ficulty applicable to the test administered under
standard conditions. Information from relevant
test statutes, administrative regulations, minutes
of board meetings, item-writing guides, and test
administration manuals for standard test admin-
istrations may also provide helpful guidance for
content experts’ judgments of preservation of the
intended construct.

If content experts provide content validity
judgments that differ for a standard versus a non-
standard administration, these judgments are log-
ical evidence that the tested construct is different
for the two test administrations and that numer-
ically equivalent scores for the two test adminis-
trations should be interpreted as indicating attain-
ment of qualitatively different content and skills
and/or cognitive difficulty. Alternatively, if con-
tent experts provide content validity judgments
indicating that a nonstandard test administration
is measuring the same content but at a dif-
ferent level of cognitive difficulty, comparable
scores may be obtained by statistically linking
the test scores from the nonstandard adminis-
tration to those from a standard test adminis-
tration (Standard 4.10). Empirical evidence of
the reliability of standard and nonstandard test
administrations and comparisons between stu-
dents with disabilities and low-achieving regular
education students who have tested under stan-
dard and nonstandard conditions may also be
useful for evaluating construct preservation and
score comparability.

Unfortunately, the term testing accommoda-
tion has been used by some educators and policy-
makers to refer to any testing alteration provided
to students with disabilities or ELLs during test
administration. This is unfortunate because some
alterations in testing conditions do not fit the
legal or psychometric definitions of an accom-
modation. These distinctions are discussed in
more detail below. Relevant federal legislation
is reviewed followed by the analysis of a series
of issues related to the decisions state and dis-
trict testing staff must make to create a legally
and psychometrically defensible nonstandard test
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administrations policy. These issues highlight
the trade-offs between competing policy goals
advocated by different constituencies. In some
cases, these competing policy goals cannot all be
achieved simultaneously, so policymakers must
prioritize goals and make difficult decisions that
are consistent with the purpose(s) of the state or
district tests, the state or district content stan-
dards, and the intended score interpretations.

Federal Legislation

There are three major federal statutes with spe-
cific provisions for persons with disabilities that
are relevant to decisions about nonstandard test
administrations. They include Section 504 of the
Rehabilitation Act (1973), the Americans with
Disabilities Act (ADA, 1990), and the Individuals
with Disabilities Education Act (IDEA, 1991).
Congress passed these statutes to correct serious
abuses brought to its attention during hearings
about the treatment of people with disabilities.
For example, the IDEA was intended to provide
educational services to students with disabilities
who had been excluded, ignored, or inappropri-
ately institutionalized by the educational system.
Section 504 addressed discrimination by recipi-
ents of federal funding who, for example, refused
to hire persons with disabilities even when the
disability was unrelated to the skills required for
the job. The ADA extended the protection against
discrimination due to a disability to private enti-
ties. When Congress passed disability legislation,
it was particularly concerned about mandating
barrier-free access to facilities open to the pub-
lic. However, all three federal disability laws also
included provisions relevant to cognitive skills
testing.

Section 504 of the Rehabilitation Act

Section 504 provides that no otherwise qual-
ified disabled person shall be denied partic-
ipation in or the benefits of any federally
funded program solely due to the person’s dis-
ability. In Southeastern Community College v.

Davis (1979), the U.S. Supreme Court defined
otherwise qualified as a person who, despite the
disability, can meet all educational or employ-
ment requirements. In that case, the Court held
that the college was not required to modify its
nursing program to exempt a profoundly hearing-
impaired applicant from clinical training. The
Court was persuaded that the applicant was not
otherwise qualified because she would be unable
to communicate effectively with all patients,
might misunderstand a doctor’s verbal commands
in an emergency when time is of the essence, and
would not be able to function in a surgical envi-
ronment in which required facial masks would
make lip reading impossible.

The Davis decision clearly indicated that an
educational institution is not required to lower
or substantially modify its standards to accom-
modate a disabled person, and it is not required
to disregard the disability when evaluating a per-
son’s fitness for a particular educational program.
The Court stated

Section 504 by its terms does not compel edu-
cational institutions to disregard the disabilities
of [disabled] individuals or to make substantial
modifications in their programs to allow disabled
persons to participate. . . . Section 504 indicat[es]
only that mere possession of a [disability] is not
a permissible ground for assuming an inability to
function in a particular context. (p. 413, 405)

Thus, a critical aspect in evaluating a
requested nonstandard test administration turns
on the interpretation of “substantial modifica-
tion of standards.” In a diploma testing case
involving students with disabilities, Brookhart
v. Illinois State Bd. of Educ. (1979), the court
listed Braille, large print, and testing in a separate
room as accommodations mandated by Section
504. However, paraphrasing the Davis decision,
the Brookhart court provided the following addi-
tional interpretive guidance

Altering the content of the [test] to accommo-
date an individual’s inability to learn the tested
material because of his [disability] would be a
“substantial modification” as well as a “perver-
sion” of the diploma requirement. A student who is
unable to learn because of his [disability] is surely
not an individual who is qualified in spite of his
[disability]. (p. 184, [emphasis added])
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This language in the Brookhart opinion indi-
cated that the federal courts were willing to
draw a line between format changes (reasonable
accommodations) and substantive changes in test
questions (substantial modifications).

The meaning of otherwise qualified was fur-
ther explained in Anderson v. Banks (1982). In
that case, students with severe cognitive disabil-
ities in a Georgia school district, who had not
been taught the skills tested on a mandatory
graduation test, were denied diplomas. The court
held that when the disability is extraneous to the
skills tested, the person is otherwise qualified;
but when the disability itself prevents the person
from demonstrating the required skills, the person
is not otherwise qualified. Using this definition
of otherwise qualified, the Anderson court rea-
soned that the special education students who had
been denied diplomas were unable to benefit from
general education because of their disabilities.
The court further reasoned that this should not
prevent the district from establishing academic
standards for receipt of a diploma. The fact that
such standards had a disparate impact on students
with disabilities did not render the graduation test
unlawful in the court’s view. The court stated

[I]f the [disability] is extraneous to the activity
sought to be engaged in, the [person with a disabil-
ity] is “otherwise qualified.” ... [But] if the [disabil-
ity] itself prevents the individual from participation
in an activity program, the individual is not “oth-
erwise qualified.” ... To suggest that ... any stan-
dard or requirement which has a disparate effect
on [persons with disabilities] is presumed unlaw-
ful is farfetched. The repeated use of the word
“appropriate” in the regulations suggests that dif-
ferent standards for [persons with disabilities] are
not envisioned by the regulations. (pp. 510–511,
emphasis in original)

In Bd. of Educ. of Northport v. Ambach (1982),
a New York Supreme Court justice concluded,
“The statute merely requires even-handed treat-
ment of the [disabled and nondisabled], rather
than extraordinary action to favor the [disabled]”
(p. 684).

Americans with Disabilities Act (ADA)

The ADA, which uses the phrase qualified indi-
vidual with a disability in place of otherwise

qualified [disabled] individual, requires persons
with disabilities to be given reasonable accom-
modations. Consistent with Section 504 cases,
the legal requirement to provide reasonable
accommodations for cognitive tests refers only
to those variations in standard testing conditions
that compensate for factors that are extraneous
to the academic skills being assessed. Consistent
with Section 504 case law, the ADA does not
require nonstandard test administrations that sub-
stantially modify the tested skills.

Individuals with Disabilities Education
Act (IDEA)

Although the IDEA and its predecessor, the
Education for All Handicapped Children Act
(EAHCA), clearly mandated specialized and
individualized education for students with dis-
abilities, the federal courts have held that federal
law does not guarantee any particular educational
outcome. Thus, under federal law, students with
disabilities are guaranteed access to a free, appro-
priate, public education that meets their needs
in the least restrictive environment, but not spe-
cific results (Bd. of Educ. v. Rowley, 1982) or
a high school diploma (Brookhart, 1983). The
Brookhart court also held that because students
were required to earn a specified number of cred-
its, complete certain courses mandated by the
state, and pass the graduation test, the graduation
test was “not the sole criterion for graduation”
(p. 183).

A student with a disability who has received
appropriate educational services according to
an individualized education program (IEP),3 but
who is unable to master the skills tested on a
graduation test, may be denied a high school
diploma without violating the IDEA. However,
when appropriate, federal regulations do require
good faith efforts by the educational agency

3 An individualized education program (IEP) is a writ-
ten document constructed by a team of professionals to
address the educational needs of a special education stu-
dent. The IDEA mandates a separate IEP for each special
education student and includes procedural requirements
for its development and implementation.
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to teach the tested skills to students with dis-
abilities. Federal case precedents also indicate
that an IDEA challenge to a graduation testing
requirement for students with disabilities will be
unlikely to succeed if professional testing stan-
dards have been satisfied.

Professional Standards

Three national professional organizations, the
American Educational Research Association
(AERA), the American Psychological
Association (APA), and the National Council
on Measurement in Education (NCME) have
collaborated to produce consensus Standards for
Educational and Psychological Testing (1999),
referred to in this chapter as the Test Standards.
Courts routinely recognize the Test Standards as
an appropriate source of guidance and support for
professional opinions in a testing case. Although
the Test Standards are aspirational rather than
prescriptive, judges tend to be skeptical of expert
opinions that seriously conflict with reason-
able interpretations of the Test Standards. The
most appropriate edition of the Test Standards
for evaluating a specific test is the edition in
effect at the time the test was constructed and
administered. Most of the cases discussed in this
chapter involved tests constructed and admin-
istered when the 1985 or 1999 editions were
current. Unless otherwise indicated, references
to the Test Standards are to the most recent
1999 edition.

Introductory material in the 1999 Test
Standards supports the exercise of professional
judgment when evaluating tests:

Evaluating the acceptability of a test or test applica-
tion does not rest on the literal satisfaction of every
standard in this document, and acceptability can-
not be determined by using a checklist. Specific
circumstances affect the importance of individ-
ual standards, and individual standards should not
be considered in isolation. Therefore, evaluating
acceptability involves (a) professional judgment
that is based on a knowledge of behavioral sci-
ence, psychometrics, and the community standards
in the professional field to which the tests apply;
(b) the degree to which the intent of the standard
has been satisfied by the test developer and user;

(c) the alternatives that are readily available; and
(d) research and experiential evidence regarding
feasibility of meeting the standard. (p. 4)

A construct is a skill, such as reading com-
prehension or mathematics computation, that is
measured by a test. The Test Standards dis-
tinguish between factors intended to be mea-
sured by a test (construct-relevant factors) and
factors extraneous to the construct intended to
be measured (construct-irrelevant factors). When
determining the appropriateness of nonstandard
administrations, the Test Standards emphasize the
importance of considering the construct valid-
ity of the inference from the test score the user
wishes to make. The Test Standards indicate that
the knowledge and skills intended to be mea-
sured (construct-relevant factors) should be pre-
served, but construct-irrelevant factors should be
eliminated to the extent feasible. Standard 10.1
states

In testing individuals with disabilities, test develop-
ers, test administrators, and test users should take
steps to ensure that the test score inferences accu-
rately reflect the intended construct [knowledge
and skills] rather than any disabilities and their
associated characteristics extraneous to the intent
of the measurement. (p. 106)

The Test Standards distinguish between com-
parable and noncomparable scores in the con-
text of determining when it is appropriate to
place an identifying notation (flag) on test
scores obtained from nonstandard administra-
tions. Standard 10.11 states

When there is credible evidence of score compara-
bility across regular and modified administrations,
no flag should be attached to a score. When such
evidence is lacking, specific information about the
nature of the modification should be provided, if
permitted by law, to assist test users properly to
interpret and act on test scores.

Comment: . . . If a score from a modified
administration is comparable to a score from a
[standard] administration, there is no need for a
flag. Similarly, if a modification is provided for
which there is no reasonable basis for believing that
the modification would affect score comparability,
there is no need for a flag. . . . [I]f a nonstandard
administration is to be reported because evidence
does not exist to support score comparability, then
this report should avoid referencing the existence
or nature of the [student’s] disability and should
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instead report only the nature of the [modification]
provided, such as extended time for testing, the use
of a reader, or the use of a tape recorder. (p. 108)

Terminology

In the Test Standards, the terms accommoda-
tion and modification are used interchangeably to
refer to nonstandard test administrations. But as
indicated in Standard 10.11, the Test Standards
do distinguish between nonstandard test adminis-
trations that produce comparable scores and those
that do not (or for which evidence of compara-
bility is lacking). For convenience in distinguish-
ing between these two types of nonstandard test
administrations, this author has urged testing pro-
grams to use the term accommodation for the
former and modification for the latter.

Testing programs and test users routinely
make decisions about whether scores obtained
from nonstandard test administrations preserve
the construct(s) intended to be tested and should
be interpreted as comparable to scores obtained
from standard test administrations. Many have
found it helpful in communicating with students,
parents, educators, professionals, policymakers,
and the public to have different words to describe
nonstandard test administrations that they judge
do and do not result in comparable scores. This
distinction has allowed them to explain more
clearly to others why some scores count for sat-
isfying requirements such as graduation testing
while others do not.

The recommendation to use the term accom-
modation as a shorthand referent for nonstan-
dard test administrations that produce compara-
ble scores and the term modification as a short-
hand referent for nonstandard test administrations
that result in noncomparable scores is consistent
with the plain English meaning of these terms.
According to the American Heritage Dictionary,
accommodate means to adapt or adjust while
modify means to change in form or charac-
ter. Making an adjustment for a paraplegic stu-
dent who needs a taller table to make room
for a wheelchair during the administration of a
cognitive test is typically judged by psychometri-
cians to produce a comparable score. On the other

hand, changing the construct of reading compre-
hension to listening comprehension by providing
a reader for a reading test is generally viewed by
psychometricians as producing noncomparable
scores. Thus, the use of the term accommodation
for the former nonstandard test administration
and modification for the latter is consistent with
prior case law and with the English meanings
of those words as applied to the psychometric
interpretations of score comparability described
previously. This differential usage of the terms
accommodation and modification is employed
throughout this chapter.

Tension Between Accessibility
and Construct Preservation/Score
Comparability

As previously indicated, it is unfortunate that
some advocates for students with disabilities have
urged test administrators to classify all non-
standard test administrations as accommodations
and to treat the resulting scores as comparable
to scores from standard administrations. Such
actions are not consistent with the legal require-
ment for the provision of reasonable accom-
modations. According to its legal definition, a
reasonable accommodation must
• be needed by a disabled person to access

the test
• while ensuring construct preservation and

score comparability.
A testing condition variation needed to access

the test means that the student with a disabil-
ity is unable to meaningfully respond to the
test questions without it. The phrase needed for
access requires more than simply providing assis-
tance that helps the student with a disability to
obtain a higher score; the assistance must be nec-
essary for participation in the testing program.
The phrase ensuring construct preservation and
score comparability means that the change in
test administration conditions produces scores
that are free from extraneous (content irrele-
vant) factors while preserving the knowledge
and skills intended to be measured and pro-
ducing scores that have the same interpretation
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and intrinsic meaning as scores from standard
test administrations. Language from the test-
ing accommodations cases discussed earlier and
the Test Standards support the interpretation of
reasonable accommodations as providing acces-
sibility for individuals with disabilities without
compromising construct interpretation or score
comparability (Davis, 1979; Brookhart, 1979;
Ambach, 1982; Section 504 Regulations, 1997
and ADA Regulations, 1997; Rene, 2001 [dis-
cussed below]).

Labeling Nonstandard Test
Administrations

The following questions should be considered
when labeling a nonstandard test administration
as an accommodation or a modification:
1. Will the test scores obtained under altered

testing conditions have a different interpreta-
tion than scores obtained under standard test
administration conditions? Are the test scores
from standard and nonstandard administra-
tions comparable?

2. Is the alteration in test format or administra-
tion conditions part of the skill or knowledge
being tested? Is it construct relevant?

3. Would a nonstandard test administration also
assist nondisabled, low-achieving students to
demonstrate what they know and can do with-
out changing the interpretation of their test
scores?

4. Can valid and reliable decision procedures and
appeals be established for determining which
students will be allowed specific nonstandard
test administrations?

5. Do students with disabilities included in regu-
lar education classrooms have any responsibil-
ity for adapting to standard testing conditions
(and foregoing nonstandard test administra-
tions) when feasible?4

Some observers have argued that any non-
standard test administration that helps a student
with a disability to achieve a higher score is a

4 Adapted from Phillips (1993, p. 27, 1994, p. 104).

reasonable accommodation that should be treated
the same as scores obtained by students with
common accessories such as eyeglasses (Fraser
& Fields, 1999). Unfortunately, this view fails to
distinguish between variations for extraneous fac-
tors and variations that are closely related to the
cognitive skill being measured. Eyeglasses are
a reasonable accommodation for a mathematics
estimation test because vision is not part of the
skill the test is intended to measure. Alternatively,
although a calculator on the same mathematics
estimation test might assist a student with a learn-
ing disability to achieve a higher score, it would
be a modification because its use changes the skill
being measured from application of rounding and
approximation techniques to pushing the correct
buttons on the calculator.5

Some observers have also questioned policy
decisions that exclude modified test administra-
tions from high-stakes decisions. Yet the lack
of availability of such scores for use in making
high-stakes decisions is appropriate when those
scores have different interpretations than scores
obtained from standard or accommodated admin-
istrations. For example, it would be misleading
and unfair to treat a modified test score from
a reading comprehension test obtained with a
reader (a measure of listening comprehension)
as having the same meaning as scores obtained
from standard administrations where students
read the test material silently by themselves.
Alternatively, when nonstandard test administra-
tions are limited to only those testing variations
that maintain test score comparability and pre-
serve the intended construct (i.e., accommoda-
tions), the resulting scores should be interpreted
the same as scores obtained from standard admin-
istrations.

5 Prior to becoming a psychometrician and attorney, the
author was a mathematics educator. Consequently, many
of the content examples of testing variations analyzed in
this chapter using logical evidence are drawn from math-
ematics. Note also that the increased efficiency rationale
for allowing students with learning disabilities to use cal-
culators on a mathematics computation test is equally
applicable to low-achieving regular education students
and would be universally inappropriate if the content stan-
dards intended to be measured specified application of
paper-and-pencil computational algorithms.
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Skill Substitution

When a student is given a modification that
changes the skill intended to be measured, the
student has been permitted to substitute a differ-
ent skill for the one tested. The following sections
discuss examples of skill substitution related to
extended time, readers, and calculators.

Extended Time. Extended time is a particularly
difficult nonstandard test administration to clas-
sify. Deciding whether it is an accommodation or
modification depends on the degree of intentional
and unintentional speededness of the test. For
example, if the purpose of the test is to measure
how quickly a student can copy a pattern of num-
bers and letters, speed is part of the skill being
measured. In this situation, an extended time
administration would change the skill being mea-
sured from accuracy and speed to accuracy only.
This change in the skill being measured would
change the interpretation of the resulting test
score, so in this case the extended time admin-
istration should be classified as a modification.
Examples of speeded tests commonly adminis-
tered in elementary schools are math facts tests
for which the student is given a sheet of addition
facts (e.g., 5 + 7 = ___) or multiplication facts
(e.g., 9 × 8 = ___) with a fixed amount of time
to correctly answer as many items as possible.

Alternatively, an achievement test may inten-
tionally be designed to be a power test with
generous time limits. The purpose may be to
measure pure academic knowledge irrespective
of the time taken to demonstrate that knowledge.
In this case, extended time may be judged to be an
accommodation of a factor extraneous to the skill
being measured. Even so, if a portion of the state
test is norm referenced (e.g., Iowa Tests of Basic
Skills (ITBS), American College Testing (ACT)),
the corresponding normative score information
would be valid only for scores obtained under the
same timing conditions as the norm group.

Some educators argue that all achievement
tests should be power tests with no speeded-
ness. But there are two reasons why allowing
unlimited time may be counterproductive. First,
if given unlimited time, some students will con-
tinue working on the test well beyond the point of

productivity. This behavior wastes instructional
time and may unnecessarily tire and frustrate the
student. Second, one of the goals of education
is to help students automate skills so that they
are readily available when needed. Thus, students
who take 4 h to complete a task that most students
can complete in 1 h may not have the same level
of skill development. Assuming all other rele-
vant factors equal, it is unlikely that an employer
would be indifferent between these two potential
applicants. Huesman and Frisbie (2000) demon-
strated that both students with learning disabil-
ities and students in regular education signifi-
cantly improved their scores on a standardized,
norm-referenced achievement test when given
extended time.

An extended time alteration may be com-
bined with other testing condition variations such
as segmented administration with extended rest
breaks. This combination of changes in standard
testing conditions could result in a 1-h test, typ-
ically administered in a single sitting with no
breaks, being administered over a period of 4 h
spread across one school week. Such a non-
standard administration is often more expensive
to schedule, and it may be difficult to ensure
that the student has not obtained inappropriate
coaching or assistance between testing sessions.
In addition, in real-world college, professional
licensure, and employment testing contexts, users
often interpret scores from such a nonstandard
test administration differently because they judge
skill automaticity, efficiency, and speed of work
to be construct relevant. Thus, it is not clear that
students with disabilities are well-served by poli-
cies that permit major time extensions with seg-
mentation for school tests when it is unlikely such
options will be available or judged to produce
comparable scores in postsecondary contexts.

To address this concern, the combined effects
of taking four times as long in actual time and
completing the task in much smaller increments,
possibly with review or coaching in between,
must be considered. Because most students find
a final exam over all the material covered in a
course much more difficult than a series of tests
over individual units, one might conclude that the
measurement of multiple skills at a single point in
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time is different than measurement of a series of
skills at different points in time. That is, extend-
ing testing time across multiple days in small
segments appears more consistent with the char-
acteristics of a modification. Thus, if additional
time is permitted to compensate for an extraneous
factor such as reading Braille, the time extension
should have reasonable limits within a single day
(and preferably within a single block of time) to
be labeled a reasonable accommodation.

Readers. Another nonstandard test adminis-
tration that is difficult to classify is a reader
for a mathematics test. Again, classifying this
testing variation as an accommodation or mod-
ification depends on the purpose of the test
and may involve competing educational goals.
On the one hand, curriculum specialists may
argue for more authentic mathematics tasks (real-
world problems) that require students to read text
and graphs, apply mathematical reasoning, and
explain their solutions in writing. On the other
hand, advocates for students with learning dis-
abilities may argue that assessing communication
as part of a mathematics test penalizes students
with reading/writing disabilities and does not
allow them to fully demonstrate their mathemati-
cal knowledge.

Nonetheless, on real-world mathematics prob-
lems, poor performance by low-achieving stu-
dents without disabilities may also be the result
of poor reading or writing skills. But a reader,
often available to students with learning dis-
abilities, usually is not provided to a nondis-
abled student with poor reading skills. A policy-
maker might question why nondisabled students
who read slowly and laboriously, have limited
vocabularies, have difficulty interpreting sym-
bols, respond slowly, suffer test anxiety, or have
difficulty staying on task are less deserving of
the opportunity to demonstrate maximum perfor-
mance with a reader than is a student who has
been labeled learning disabled. Perhaps no one
has yet discovered the “disability” that causes the
low-achieving students to experience the listed
difficulties.

Some evidence suggests that students with
disabilities profit more from a reader than do
low-achieving students (Tindal, 1999). This may

be because testing variations are usually most
effective when students have had practice using
them. Instructional prescriptions for students
with learning disabilities often require all text
to be read to the student, whereas low-achieving
students are typically expected to continue strug-
gling to read text by themselves. Therefore, stu-
dents with learning disabilities may have received
extended practice listening to text being read
aloud and little practice reading the text them-
selves, while the experience of low achievers
was exactly the opposite. Nevertheless, Meloy,
Deville, and Frisbie (2000) found that students
with and without disabilities benefited from
a reader on a standardized, norm-referenced
achievement test.

The policy dilemma is whether to (a) confer
a benefit on students with disabilities and poten-
tially penalize low achievers by only allowing
readers for students with disabilities on mathe-
matics tests, (b) label a reader as a modification
for all students or (c) allow a reader for any stu-
dent who needs one and treat the resulting scores
as comparable to scores from standard adminis-
trations. Choosing (a) creates the inconsistency
of arguing that reading is part of the skill being
measured for nondisabled students but not for
students with disabilities. Choosing (b) preserves
the intended construct of authentic problem solv-
ing but may be unpopular with advocates for
students with disabilities because these students’
reading/writing disabilities would be considered
part of the skill intended to be tested. Choosing
(c) minimizes the communication component of
mathematics and may be contrary to the test
specifications and the corresponding state mathe-
matics content standards. A more straightforward
method for minimizing the impact of skills other
than pure mathematics is to develop less complex
items that use simplified text and/or more pic-
torial representations for all students. However,
this option may also inappropriately alter the
construct intended to be measured. Policymakers
must make the final decision based on the pur-
pose for testing, the tested content standards, the
intended use(s) of the scores, and their evalua-
tions of the relative merits of these competing
policy goals.
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Another important consideration in the for-
mulation of a policy on readers for mathematics
tests is their unintended effects on student and
teacher behavior. If readers are allowed for all
students or if mathematics items are simplified
to reduce reading/writing complexity, teachers
may be encouraged to engage in less real-world
instruction in the classroom or may be encour-
aged to provide a read-aloud instructional strat-
egy for most students who are having difficulty
reading text themselves. Alternatively, disallow-
ing readers for all students on a mathematics test
might discourage teachers from providing read-
aloud instructional strategies for students with
disabilities and encourage them to give greater
emphasis to improving students with disabili-
ties’ abilities to read text themselves. This lat-
ter unintended outcome might provide important
long-term benefits to individual students with dis-
abilities. Consider the following actual example
from a statewide graduation testing program.

A first-grade student, Joey (not his real name),
was struggling in school relative to the earlier per-
formance of his gifted older brother. His parents
requested a special education referral, and Joey
was tested. His performance in mathematics was
about one year below grade level, and his per-
formance in reading was about half a year below
grade level. There was a small discrepancy with
ability in mathematics and none in reading. The
IEP developed for Joey, with significant parental
input, labeled him learning disabled in mathemat-
ics and required all written material to be read
aloud to him. When Joey entered high school, an
enterprising teacher chose to disregard the IEP and
began intensive efforts to teach Joey to read. Within
about 18 months, Joey went from reading at a
second-grade level to reading at a sixth-grade level.
Had this teacher not intervened, Joey would have
graduated from high school with only rudimentary
reading skills. Although his sixth-grade reading
skills were not as high as expected of high school
graduates, they provided some reading indepen-
dence for Joey and allowed him to eventually pass
the state’s mathematics graduation test without a
reader.6 (Phillips, 2010, chapter 5)

6 Incidentally, when the items on the state graduation test
were divided into two categories, symbolic text and story
problems, the percent of items Joey answered correctly
was similar for both categories.

This example illustrates an important trade-
off in providing debatable testing variations such
as readers for mathematics tests. Joey’s parents
pressured his teachers to read all instructional
materials aloud to him so he could avoid the frus-
tration of struggling with a difficult skill. The
downside was that Joey became totally depen-
dent on the adults in his life to read everything
to him. Yet, when he finally was expected to
learn reading skills, he was able to develop some
functional independence. Although he still may
require assistance with harder materials, there are
many simpler texts that he can read solo.

Calculators. Suppose a mathematics test mea-
sures paper-and-pencil computation algorithms
and estimation skills. If calculators are not per-
mitted for a standard administration of the test but
are allowed for students with the learning disabil-
ity of dyscalculia (difficulty handling numerical
information), the resulting scores will represent
different mathematical skills and will not be com-
parable. For example, consider this item:

About how many feet of rope would be
required to enclose a 103

′ ′
by 196

′ ′
garden?

A. 25 ∗B. 50 C. 75 D. 100

Students without calculators might round 103
and 196 to 100 and 200, calculate the approxi-
mate perimeter as 2(100) + 2(200) = 600 inches,
and convert to feet by dividing by 12. Students
with calculators would likely use the following
keystrokes: 1 0 3 + 1 0 3 + 1 9 6 + 1 9 6 = ÷
1 2 = . The calculator would display 49.833. . .

and the student would only need to choose the
closest answer: 50. Clearly, use of the calculator
would subvert the skills intended to be measured
because the student would not have to do any
estimation or computation to select the correct
answer. In this case, the student’s disability is not
an irrelevant factor to be eliminated but rather an
indication that the student does not have the cog-
nitive skills measured by the mathematics test.
Moreover, classifying calculator use as a modi-
fication for a mathematics test with such items is
based on evaluation of the test specifications as
they are currently written. If critics want students
tested on different skills (e.g., calculator literacy
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and problem solving rather than estimation and
paper-and-pencil computation), they should first
convince policymakers to change the test speci-
fications and corresponding mathematics content
standards.

Construct Fragmentation

In some cases, when a nonstandard test admin-
istration assists with or removes a single, minor
factor from the construct measured on a test,
a reasonable argument may be made that it is
extraneous or not essential to the essence of the
construct. However, if several parts of the con-
struct are removed concurrently by providing
multiple testing variations to the same students,
the remaining parts of the construct that are tested
may seriously distort the intended measurement.
Allowing any student or group of students to
choose which parts of the construct they will be
tested on and which parts of the construct will be
removed or receive assistance allows these stu-
dents to be tested on different definitions of the
construct and produces noncomparable scores.

For example, to assist students with learning
disabilities on a mathematics problem-solving
test, a test administrator might (a) permit calcu-
lator use, arguing computation is not part of the
intended skill; (b) read the test aloud, arguing
reading the problems is not part of mathematics
knowledge; (c) provide a reference sheet with for-
mulas and measurement unit conversions, argu-
ing memorization of that information is unim-
portant; (d) remove extraneous information from
each problem, arguing such information is an
unnecessary distraction; and (e) eliminate one
of the answer choices, arguing that with fewer
choices, the student will be more focused on
the task. If all these parts of the construct of
solving mathematics problems, each judged indi-
vidually to not be part of the intended mea-
surement (i.e., construct irrelevant), are removed
from the tested skill to provide greater “access”
for students with learning disabilities, the only
remaining tasks are to select the correct formula,
plug the numbers into the calculator, and find
the matching or closest answer choice. Similar

arguments can be made for administration of a
reading comprehension test to ELLs with decod-
ing, language complexity, more difficult vocabu-
lary and nonessential text removed from the test,
and each test question relocated to directly fol-
low the paragraph containing the answer. In both
examples, the intended construct has been frag-
mented into pieces, selected pieces have been
altered or removed, and the reassembled pieces
have produced a distorted construct. If the altered
and lost fragments of the construct were part of
the original test specifications and corresponding
content standards, content validity judgments will
characterize the tested construct as qualitatively
different from that measured by a standard test
administration.

Construct Shift

In addition to fragmenting the construct into
removable parts with multiple testing variations,
there is another problem with the logic some-
times used to identify “appropriate” testing varia-
tions. According to the Test Standards, the con-
struct which defines the skills intended to be
measured should be a property of the test and
should be defined by the test’s content objec-
tives and specifications. But, for example, when
a reading test is administered with a reader for
students with learning disabilities but not for
regular education students who are poor read-
ers, or when language assistance is provided
to ELLs with English language skill deficien-
cies but not to non-ELLs with similar deficien-
cies, the construct has been redefined by group
membership. For the reading test, the construct
tested for students without learning disabilities
is reading comprehension but for students with
learning disabilities is listening comprehension.
Similarly, for non-ELLs, the construct is con-
tent (reading or mathematics) in English, but
for ELLs, the construct is content only with the
effects of language removed to the extent pos-
sible. Thus, the definition of the construct has
shifted from a property of the test to a property
of the group to which the student is a mem-
ber. When tests measuring different constructs
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are administered to students in different sub-
groups, the resulting scores are not comparable
and, according to the Test Standards, should not
be interpreted as having the same meaning (e.g.,
proficient, passing) for all students.

Public Policy Exceptions

Normally, the award of diplomas, licenses, and
credentials conditioned on the achievement of a
specified test score should only be made when
passing scores are obtained from standard admin-
istrations or nonstandard administrations that
produce comparable scores. However, there may
be extraordinary circumstances for which a spe-
cial waiver of the testing requirement may be
appropriate.

For example, suppose a student who has been
taking accelerated college-preparatory courses
and receiving “A” grades is involved in a tragic
automobile accident just prior to the initial
administration of the graduation test in eleventh
grade. Suppose further that there was extensive
evidence that the student’s academic achievement
in reading and mathematics had already exceeded
the standards tested by the graduation test and
that the student had been expected to pass easily
with a high score. However, due to the acci-
dent, the student is now blind and has no hands.
The student can no longer read the material on
the reading test visually (no sight) and is unable
to learn to read it in Braille (no hands). But,
administering the reading test aloud via a reader
would alter the tested skills from reading com-
prehension to listening comprehension producing
noncomparable scores.

Nonetheless, as a matter of public policy, such
a case might be deserving of a waiver of the
graduation test requirement in recognition of the
extraordinary circumstances and compelling evi-
dence of achievement of the tested skills. Based
on the student’s medical records, transcripts, ref-
erences, and a passing score on the graduation
test obtained with the modification of a reader,
an appeals board might determine that this stu-
dent should receive a test waiver and be eligible
to receive a high school diploma if all other

graduation requirements are satisfied. Rather than
treating this modification as if it were an accom-
modation, it is preferable to grant a waiver of
the testing requirement when a student is other-
wise qualified. Waivers granted judiciously avoid
pretense and preserve the integrity of the testing
program. It should be a rare event for students
with disabilities to be able to document achieve-
ment of high school level competencies but be
unable to access the graduation test without a
modification.

Leveling the Playing Field: Access
Versus Success

One of the goals of federal legislation for stu-
dents with disabilities is access. A goal of access
reflects an understanding that there is value in
having students with disabilities participate in
testing programs under any circumstances. One
reason policymakers value access may be that it
results in greater accountability for school dis-
tricts in providing instruction and demonstrating
educational progress for special-needs students.
If this is the case, any nonstandard test adminis-
tration that moves a student from an exclusionary
status to one of being included in the test may be
desirable.

However, some advocates have interpreted
the goal of federal legislation for students with
disabilities to be increased success (higher test
scores). Those who support this view argue that
students with disabilities should not be penalized
for biological conditions outside their control.
They believe that the intent of federal legislation
was to confer a benefit on students with disabili-
ties that would change the skills being measured
from tasks the student cannot do to tasks the
student is able to do. The term leveling the play-
ing field has often been used in this context to
describe testing modifications that go beyond the
goal of access to a goal of success and confuse
removing extraneous factors with equalizing test
scores.

Increasing access by removing the effects
of extraneous factors supports the validity of
test score interpretations by requiring students
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with disabilities to demonstrate all relevant skills
while not penalizing them for unrelated deficien-
cies. Alternatively, increasing success by provid-
ing a compensating advantage to offset relevant
deficiencies so that students with disabilities have
an equal opportunity to obtain a high or qual-
ifying score relative to their nondisabled peers
decreases the validity of the resulting test scores
as indicators of achievement of the skills the test
is intended to measure.

Leveling the playing field to equalize suc-
cess is analogous to a golf handicap tournament.
Based on prior performance, golfers are given a
handicap that is subtracted from the final score. In
a handicap tournament, a poor golfer who plays
well on a given day can win over a good golfer
with a lower score who has not played as well as
usual that day. Handicapping prevents the good
golfers from always winning.

Similarly, using a handicapping model for
interpreting leveling the playing field would cre-
ate a testing scenario in which the highest achiev-
ing students would not always receive the highest
scores. In such a scenario, the test would be
viewed as a competition for which all partici-
pants, regardless of their level of knowledge and
skills, should have an equal chance of obtaining
a proficient score. Under this interpretation, each
student with a disability would be given what-
ever assistance was necessary to neutralize the
effects of the student’s disability. For example,
students who were not proficient at estimation
would be given a calculator for those items;
students who had difficulty processing complex
textual material would be given multiple-choice
items with only two choices rather than the usual
four. Low-achieving students whose poor perfor-
mance could not be linked to a specific disability
would not receive any assistance; they would be
required to compete on the same basis as the
rest of the regular education students. The settle-
ment of a federal case in Oregon case illustrates
some of the concerns with using the goal of
equal opportunity for success rather than equal
access to level the playing field for students with
disabilities.

Oregon Case Settlement

Advocates for Special Kids v. Oregon Dep’t of
Educ. (2001) involved a ban on the use of com-
puter spell-check on a tenth-grade writing test for
which 40% of the score was based on spelling,
grammar, and punctuation.7 Affected students
and their parents claimed the ban discriminated
against students with learning disabilities. A
plaintiff student with dyslexia stated that “[w]hen
they test me in spelling, they’re testing my dis-
ability, which isn’t fair. It’s like testing a blind
man on colors.” Unconcerned that her spelling
deficit would hinder her career, she also stated
that “[a] lot of things I like are hands-on, [a]nd
if I become a writer, they have editors for that”
(Golden, 2000, p. A6).8

In a settlement agreement between the plain-
tiffs and the state testing agency, the parties
agreed to changes in the state testing program
based on recommendations of an expert panel
convened to study the issue. In the settlement,
the state agreed to permit all requested nonstan-
dard administrations on its tests unless it had
empirical research proving that a specific non-
standard administration produced noncomparable
scores. Contrary to the Test Standards, which cre-
ates an assumption of noncomparability of scores
from nonstandard administrations in the absence
of credible evidence of score comparability, this
agreement effectively created a default assump-
tion that a requested nonstandard test administra-
tion produced comparable scores unless the state
could produce empirical evidence that proved
otherwise.

This settlement reflected the reality that nega-
tive publicity can motivate parties to settle a law-
suit contrary to accepted professional standards.
Effectively, agreeing to these conditions meant

7 Technically, passing the tenth grade test was not required
for receipt of a diploma. Nonetheless, retests were pro-
vided, and it functioned like a graduation test of minimal
skills expected of high school graduates.
8 Note, however, that a color-blind individual cannot
obtain a pilot’s license.
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that testing variations such as a reader for a read-
ing test, a calculator for a computation or esti-
mation test, or spell-check and/or grammar check
for a writing test would automatically be pro-
vided to students with learning disabilities who
regularly used them in instruction and requested
them for the test, even though most psychometri-
cians would agree that they altered the construct
intended to be tested and produced noncompara-
ble scores. In addition, because states often have
few resources for research and often not enough
students with a given disability requesting a par-
ticular testing variation to conduct a separate
study, this settlement made it nearly impossi-
ble for the state to place limits on nonstandard
test administrations for students with disabili-
ties, even when logical evidence clearly indicated
that the scores were not comparable. Moreover,
if the state did impose any limits on nonstan-
dard test administrations, the state was required
to provide an alternate assessment for the test
that probably would not have produced compa-
rable scores to those obtained from standard test
administrations.

To date, no court has ordered a state to inter-
pret nonstandard administrations that altered the
skills intended to be measured and produced
noncomparable scores as equivalent to standard
administrations because federal disability law
does not require it. Had the Oregon case gone to
trial, it is unlikely that the court would have done
so. Unfortunately, despite the fact that this settle-
ment applied only to the Oregon testing program,
it was used by advocates to pressure other states
to grant similar concessions.

No Child Left Behind (NCLB)
Modified Tests

The issue of access versus success and its impli-
cations for the validity of the resulting test score
interpretations is especially relevant to the mod-
ified tests permitted under the NCLB Act (2000)
guidelines for students with disabilities who
have had persistent academic difficulties. Federal
guidelines require on-grade-level content but per-
mit cognitive difficulty to be reduced. State may
count up to 2% of students with disabilities as

proficient on such modified tests. Many states
have reduced the cognitive difficulty of test items
from standard administrations by reducing the
number of answer choices, decreasing language
complexity, removing nonessential information,
adding graphics, shortening the test, and so on.
However, as described previously, the intersec-
tion of content and cognitive difficulty defines
the content coverage and grade-level constructs
intended to be measured by most achievement
tests. Thus, if a modified test retains the content
designations but changes the cognitive difficulty
of the items, the measured construct will change
and the resulting test scores will not be com-
parable to scores from the on-grade-level test
unless the two tests have been statistically linked.
If so, the modified test score corresponding to
proficient will typically be proportionally higher
than for the on-grade-level test. Moreover, recent
research has suggested that some of the item
modifications intended to increase access (or suc-
cess) may be ineffective (Gorin, 2010).

For example, consider the fifth-grade mathe-
matics story problem and the simplified item for
the same problem shown below.

Original Item: (The field test percent of students
choosing each option is given in parentheses.)

Tom divided his 12 cookies equally between
himself and his 4-year-old sister Sara who then
ate one-third of her share. How many cookies did
Sara have left?
A. 2 (22%)
B. 3 (2%)
∗ C. 4 (72%)
D. 6 (4%)

Modified Item:
Sara has 6 cookies. She eats one-third of them.
How many cookies are left?
A. 3
B. 4
C. 6

In the original item, the student must ana-
lyze the problem; determine several relationships;
use mathematical reasoning to understand what
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happened; identify “4” as an irrelevant number;
translate “divided,” “one-third of,” and “left” into
the operations of division, multiplication of frac-
tions, and subtraction; set up the problem; and
solve for the answer. The modified item presents
the same fractional computation but with less lan-
guage complexity, fewer steps required to solve
the problem, and fewer answer choices. Tom is
removed completely, extraneous information has
been eliminated, and the problem statement is
broken into two simpler sentences using present
tense verbs, no relational words, fewer modifying
phases, and fractions written as numbers rather
than words. There are only three answer choices,
the most attractive wrong answer has been elimi-
nated, and the graphic demonstrates how to setup
the problem.

The modified item still involves the same con-
tent (fractions), but the cognitive difficulty has
been reduced because there are fewer steps, no
extra information, and the student can obtain the
correct answer from the graphic by counting. If,
as part of a content validity judgmental review of
these two items, elementary mathematics teach-
ers stated that the modified item matched the
initial introduction of fractions skills described in
the fourth-grade content standards and the orig-
inal item matched the fractions skills described
in the fifth-grade content standards, these judg-
ments would provide logical evidence that use
of the modified item on the fifth-grade mathe-
matics test would alter the construct intended to
be measured and produce noncomparable scores.
Thus, as judged by the mathematics teachers, stu-
dents who could correctly answer the original
item would have demonstrated more mathemat-
ical skill at a higher grade level than students
who could correctly answer the modified item.
Further, the modified item would be easier to
guess correctly with fewer answer choices and the
most attractive wrong answer eliminated.9

9 If the rationale for eliminating an answer choice is to
reduce the reading load, reduce fatigue, and/or compen-
sate for a short attention span, all of which might be
considered construct-irrelevant factors for a mathematics
test, this author’s opinion is that it would be more defen-
sible to eliminate the least-often-chosen wrong answer.
Eliminating the most attractive wrong answer appears to
inappropriately address success rather than access.

The federal guidelines appear to intend these
results, and there is no conflict with the Test
Standards if scores from tests with modified
items are interpreted as measuring a modified
construct and as comparable only when statis-
tically linked to the on-grade-level score scale.
Some researchers who have investigated vari-
ous item modifications in multiple states describe
their modified items as providing greater access
for students with disabilities with persistent aca-
demic difficulties (Elliott et al., 2010). However,
their criteria for a useful item modification
include a narrowing of the gap between aver-
age scores of students with and without dis-
abilities. This criterion sounds more like one
of success than access because it assumes that
the only reason students with disabilities have
performed poorly on the on-grade-level tests is
due to lack of “access” to the test questions.
However, some research studies have gathered
evidence suggesting that the real problem for
some of these students with disabilities is lack
of “access” to instruction on the tested skills
(Stoica, 2010). When this is the case, altering
the content by modifying the items may not be
addressing the real access problem faced by these
students with disabilities. Thus, a greater nar-
rowing of the achievement gap (success) for stu-
dents with disabilities eligible for modified tests
may be realized through a closer match between
these students’ instruction and the on-grade-level
tested skills (access through instruction rather
than access through item modification).

Eligibility for Nonstandard Test
Administrations

There is a difference between truly needing some-
thing and wanting something. Humans need food
and water to survive, but they do not need to
eat apple pie and drink coffee to survive. Some
people may want the latter and be unhappy if
they do not get it, but they can meet their sur-
vival needs with other less appealing foods and
plain water. Similarly, students who are blind
need an alternative method to access written text
or they will be unable to provide any response
to the test questions. However, a student with a
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learning disability does not necessarily need to
have a reader. The student with a learning disabil-
ity may have sufficient reading skills to respond
to the test questions but may want a reader to
achieve a higher score and avoid the frustration
of struggling with a difficult task.

The challenge for test administrators is to
separate those students who truly cannot partic-
ipate without a nonstandard test administration
from those who simply want the additional assis-
tance to make the task easier. Nonetheless, even
a nonstandard test administration that is truly
needed for a student to access the test may inval-
idate the intended score interpretation. In such a
case, policymakers must determine whether the
benefits of inclusion with a modification out-
weigh the costs of losing interpretive informa-
tion and being excluded from aggregate results.
In addition, if a modification confers a benefit
on a specific subset of students, it is important
to determine who qualifies for the benefit. In
this case, relevant considerations may be these:
recent written documentation of the disability
by a trained professional, routine provision of
the modification in the student’s educational
program, an appropriate relationship between
the disability and the desired modification, and
the availability of facilities for providing the
modification.

In the past, most testing programs have relied
on the student’s IEP or 504 Plan to certify a
disability. In many cases, achievement below
expectations has been sufficient to label a student
disabled. However, two Supreme Court decisions
suggest a narrower interpretation of the term
disability. In these cases, the Court held that per-
sons are disabled only if substantial life activities
are affected after correction or mitigation of an
impairment (Murphy v. United Parcel Service,
1999; Sutton v. United Airlines, 1997). The Court
held that an employee with a corrected impair-
ment was not disabled even if the person theo-
retically would have difficulties in the absence of
medication or corrective apparatus (e.g., medica-
tion for high blood pressure or eyeglasses). This
holding suggests a duty to take feasible correc-
tive action for a disability and then be evaluated
for the level of impairment.

In an educational context, this holding may
mean that a student would qualify as having a
reading disability and be eligible for a reader only
if it is impossible for the student to learn to read,
not merely because the student might have dif-
ficulty learning to read or because the student’s
current skill level might be significantly below
grade level. Nonetheless, a student who is blind
and for whom reading printed text is impossible
would still qualify for a Braille administration.
Such an interpretation would have the advantages
of reserving nonstandard test administrations for
those whose conditions cannot be modified or
corrected and reducing any incentive to label a
student disabled whenever the student has diffi-
culty with academic tasks.

Undue Burdens

Case law has established that an accommoda-
tion is not required if it imposes an undue bur-
den. However, most interpretations have required
extreme expense or disruption for a requested
nonstandard test administration to qualify as an
undue burden. Most testing programs are bur-
dened with extra costs and scheduling difficul-
ties for some nonstandard administrations. For
example, more space and substantially increased
numbers of test administrators are required when
significant numbers of students are tested indi-
vidually. An individual administration may be
required due to frequent breaks, attention prob-
lems, readers, use of specialized equipment, med-
ical monitoring, and so on, but such administra-
tions may also pose a major resource allocation
challenge for schools when testing windows are
narrow. At issue is when such burdens rise to
the level of an undue burden and need not be
provided.

A situation in which a very expensive test-
ing variation has been requested for a single
student may qualify as an undue burden. For
example, for one state graduation test, a student’s
parents requested a 99-point large-print version.
This size print allowed only one to two words
per page and required special large-paper ver-
sions for diagrams. The cost of producing such a
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large-print version for a single test form was over
$5,000. Because it was a graduation test, there
was also the possibility that additional versions
would have to be created if the student was unsuc-
cessful on the initial attempt. In this example, the
student had a visual impairment that could not be
further corrected. Thus, it was impossible for the
student to take the test without the requested test-
ing variation. However, the cost was significant
for the state to pay for a single student. In such
a case, the requested nonstandard test administra-
tion might be judged an undue burden and a state
might not be required to provide it.10

Moreover, state policymakers must prioritize
the use of available resources for nonstandard
administrations. It may not be possible to provide
the test in all requested formats, even when such
requests are consistent with state policies. An
alternative may be to allow local test administra-
tors to decide which nonstandard administrations
to provide. Such a policy would have the advan-
tage of limiting the state cost, but would have
the disadvantage of resulting in similarly situ-
ated students being treated differently depending
on local policy in their geographic area. In addi-
tion, there would probably still be a duty for state
policymakers to provide guidance to local policy-
makers regarding accommodation/modification
decisions, appropriate use and interpretation of
the resulting test scores, and informed consent of
parents/students.

Graduation Testing Challenges

Some states with graduation tests award high
school diplomas to students with disabilities who

10 The stated reason for requesting the nonstandard
administration was a parental desire for the student to
attend a particular state university that required a high
school diploma for admission. Due to the severity of the
disability (the student could only work on the test for
about ten minutes at a time and was tested in small seg-
ments over several weeks), some educators questioned the
student’s ability to handle college level coursework even
if the student passed the modified test. Note also that a
computerized test administration, unavailable at the time,
might provide adequate magnification at less cost.

have completed their IEPs, ELLs who have taken
a translated test, or students who have passed the
graduation test with modifications. However, the
tendency of states to tie testing modifications to
specific disabilities (or lack of language profi-
ciency for ELLs) indicates that they implicitly
recognize that test scores from modified admin-
istrations are not comparable to those obtained
from standard test administrations. If a state
allows scores from modified test administrations
to be interpreted the same as scores from stan-
dard administrations, it has conferred a benefit
on those students who received the modifications.
When benefits are conferred, the state must estab-
lish eligibility criteria and evaluate the qualifica-
tions of persons who seek the benefit. Effectively,
the conferring of such benefits means that if a
student can document a disability or ELL sta-
tus, the student is permitted to satisfy the state
testing requirement by substituting an alternative
skill and/or being exempted from portions of the
tested skill.

Instead of awarding diplomas to students who
have completed IEPs, passed translated tests, or
received the benefit of modifications on a grad-
uation test, some states substitute a certificate of
completion for these students. This policy, chal-
lenged in recent litigation, was influenced by
the early challenges to graduation testing of spe-
cial education students referenced previously and
challenges to graduation tests by minority stu-
dents claiming racial/ethnic discrimination. The
graduation test challenges claiming racial/ethnic
discrimination, Debra P. v. Turlington (1984) and
GI Forum v. Texas Educ. Agency (2000), are dis-
cussed next followed by additional graduation
testing cases involving students with disabilities
and ELLs.

The Debra P. and GI Forum Cases

In the Debra P. case, African-American students
subject to a Florida graduation test requirement
alleged that it was unconstitutional because they
had received an inferior education in segregated
schools and because they had too little time
to prepare for it. Initially, the court announced
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two new requirements for graduation tests, notice
and curricular validity, and ordered Florida to
award diplomas to students who had failed the
graduation test but satisfied all other graduation
requirements. The court defined curricular valid-
ity as evidence that the tested skills were included
in the official curriculum and taught by the major-
ity of teachers. Once Florida produced sufficient
evidence of the test’s curricular validity and stu-
dents had been given at least 4 years’ notice of
the requirement, the court held that Florida could
require students to pass the graduation test to earn
a high school diploma.

In the GI Forum case, Hispanic and African-
American students alleged that the Texas gradua-
tion test discriminated against them because they
received inadequate educational preparation and
the test failed to satisfy professional standards.
The GI Forum court reaffirmed the holdings of
the Debra P. court and ruled in favor of the state,
finding

While the [graduation test] does adversely affect
minority students in significant numbers, the [state]
has demonstrated an educational necessity for the
test, and the Plaintiffs have failed to identify
equally effective alternatives. . . . The [state] has
provided adequate notice of the consequences of
the exam and has ensured that the exam is strongly
correlated to material actually taught in the class-
room. In addition, the test is valid and in keeping
with current educational norms. Finally, the test
does not perpetuate prior educational discrimina-
tion. . . . Instead, the test seeks to identify inequities
and to address them. (p. 684)

Notice

Notice requires the state to disseminate infor-
mation about graduation test requirements to all
affected students well in advance of implementa-
tion. Notice periods of less than 2 years have been
found unacceptable by the courts; notice periods
of 4 years in the Debra P. case and 5 years in the
GI Forum case were found acceptable. The courts
have not mandated a specific length for the notice
period; with extensive dissemination efforts, solid
curricular validity, and systematic achievement
testing of prerequisite skills in earlier grades, a
3-year notice period may be adequate.

There has been some debate about whether the
notice period applies to the first administration
of the graduation test or to students’ scheduled
graduations. The Debra P. and GI Forum cases
referred to the latter, but satisfying curricular
validity may require a longer notice period to
allow students to complete all the coursework
covering the tested skills. For example, if a grad-
uation test administered in the spring of eleventh
grade includes Algebra II content, and students
must take courses covering Pre-algebra, Algebra
I, and Plane Geometry prior to taking Algebra II,
notice must be given by seventh grade so students
can enroll in Pre-algebra no later than eighth
grade. In this case, notice would occur 4 years
before the first test administration and 5 years
before the students’ scheduled graduations.

Curricular Validity

The curricular validity requirement, also referred
to as opportunity to learn (OTL), was included
as Standard 8.7 in the 1985 version of the Test
Standards and carried forward as Standard 13.5
in the 1999 revision. OTL means that students
must be taught the skills tested on a graduation
test. In practice, evidence of OTL is often gath-
ered by examining the official curricular materi-
als used in instruction and surveying the work of
teachers to determine whether they are teaching
the tested content. In the GI Forum case, the court
held, on all the facts and circumstances, that the
state had satisfied the curricular validity require-
ment with a mandated state curriculum, teacher
committee item reviews that considered adequacy
of preparation, remediation for unsuccessful stu-
dents mandated by statute, and continuity of the
graduation test with its predecessor which was
based on the same curriculum and for which an
OTL survey of teachers had been completed.

Retests and Remediation

Multiple retests combined with substantial reme-
diation efforts were persuasive in the Debra P.
and GI Forum cases. The Debra P. court stated
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[The state’s] remedial efforts are extensive ....
Students have five chances to pass the [graduation
test] between the 10th and 12th grades, and if they
fail, they are offered remedial help . . .. All [of the
state’s experts] agreed that the [state’s remediation]
efforts were substantial and bolstered a finding of
[adequate opportunity to learn]. (pp. 1410–1411)

In the GI Forum case, the Texas Education
Code provided: “Each school district shall offer
an intensive program of instruction for students
who did not [pass the graduation test]” (§ 39.024
(b)), and the court held

[A]ll students in Texas have had a reasonable
opportunity to learn the subject matters covered by
the exam. The State’s efforts at remediation and
the fact that students are given eight opportunities
to pass the [graduation test] before leaving school
support this conclusion. (p. 29)

Notice and Curricular Validity
for Special Education Students

Contemporaneous with the Debra P. and GI
Forum cases, lawsuits in Illinois and New York
addressed graduation testing of students with dis-
abilities. These cases upheld the application of
graduation test requirements to students with dis-
abilities and addressed the notice and curricular
validity requirements as applied to special educa-
tion students.

The Brookhart Case

The Brookhart v. Illinois State Bd. of Educ.
(1983) case addressed the due process require-
ments for graduation tests as applied to stu-
dents with disabilities. It involved a minimum-
competency test mandated by a local school
district in Illinois. The testing requirement was
imposed in the spring of 1978 and became effec-
tive for the spring 1980 graduating class. Prior to
their scheduled graduations, regular and special
education students had five opportunities to pass
the three-part test of reading, language arts, and
mathematics skills at a passing standard of 70%.
Students who failed the graduation test received
certificates of completion instead of a high school
diploma.

Several students with disabilities who had suc-
cessfully completed their IEPs but who had failed
the graduation test and been denied diplomas
filed a lawsuit to challenge the testing require-
ment and force their districts to award them diplo-
mas. They alleged that their constitutional rights
had been violated by insufficient advance notice
of the graduation test requirement. A variety
of disabilities were represented among the stu-
dents challenging the testing requirement includ-
ing physical disabilities, multiple impairments,
mild mental retardation, and learning disabilities.
The trial court ruled against the students, stating

It is certainly true that giving a blind person a test
from a printed test sheet discloses only his [dis-
ability] and nothing of his knowledge. To discover
a blind person’s knowledge, a test must be given
orally or in [B]raille .. . . This . . . does not mean
that one can discover the knowledge or degree
of learning of a [cognitively] impaired student by
modifying the test to avoid contact with the [cog-
nitive] deficiency. To do so would simply be to
pretend that the deficiency did not exist, and to
fail completely to measure the learning .. . . This
position does not involve any lack of compassion
or feeling for people living with serious [disabili-
ties]; it simply involves the avoidance of pretense,
the integrity of a knowledge-testing program, and
reserves some meaning for a high school diploma
in relation to the attainable knowledge and skills
for which the schools exist. (p. 729)

The trial court also held that awarding a
diploma to a student with a disability who did not
receive extended notice of the graduation testing
requirement

is a misunderstanding and debasement of the con-
cept of due process of law.. . . [D]ue process of
law does not require pretending that such standard
has been achieved by a person whose [disability]
clearly makes attainment of that standard impos-
sible or inappropriate . . . The means to avoid [the
stigma of failing to receive a high school diploma]
exists in attainment of the necessary knowledge. If
capacity for such does not exist, the law does not
require pretense to the contrary. (pp. 730–31)

The trial court seemed to be questioning
whether extended notice would really change the
learning outcomes for students with disabilities
whose IEPs did not already contain provisions for
academic instruction at a high school level.

The students appealed this decision, and the
appeals court held that students with disabilities
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may be subject to a graduation test requirement.
But the court also held that (1) parents and edu-
cators must make an informed decision regarding
whether the tested content should be included
in the students’ IEPs and (2) 11/2 years is not
sufficient notice for students with disabilities to
prepare for a graduation test. The court stated

[I]n an educational system that assumes special
education students learn at a slower rate than reg-
ular division students, a year and a half at most
to prepare for the [test] is insufficient.. . . [P]arents
and teachers may evaluate students and conclude
that energies would be more profitably directed
toward areas other than [test] preparation . . . Here
however parents had only a year to a year and
a half to evaluate properly their children’s abili-
ties and redirect their educational goals.. . . [T]his
was insufficient time to make an informed deci-
sion about inclusion or exclusion of training on [the
tested] objectives. (p. 187)

The court also found that up to 90% of the
tested skills had not been included on the stu-
dents’ IEPs, an 18-month notice period was not
sufficient to remedy this deficiency, and expert
opinion suggested inappropriate school district
predictions of failure without giving the students
with disabilities an adequate chance to learn the
tested skills. Because a number of the plaintiffs
had been out of school for several years, the
court determined that it would be unreasonable to
expect these students to return to school for fur-
ther remediation and that they should be awarded
diplomas as the remedy for the notice violation.

The Ambach Case

The Bd. of Educ. of Northport v. Ambach (1981)
case was filed by the Commissioner of Education
in New York against a local school district. The
school district had awarded high school diplo-
mas to two students with disabilities who had
failed to pass the mandatory state graduation tests
in reading and mathematics. The two students
with disabilities – one with a neurologic disabil-
ity affecting computation ability and the other
who was trainable mentally retarded – had suc-
cessfully completed their respective IEPs. The
Commissioner sought to invalidate the diplomas

awarded to these students with disabilities and
any others who had not passed the required tests.

In challenging the Commissioner’s order on
behalf of these students with disabilities, the
school district alleged a Section 504 violation. In
holding that there was no denial of a benefit based
solely on the students’ disabilities, the trial court
stated

Section 504 may require the construction of a
ramp to afford [a person who is wheelchair bound]
access to a building but it does not assure that once
inside he will successfully accomplish his objec-
tive. . . . Likewise, § 504 requires that a [disabled]
student be provided with an appropriate education
but does not guarantee that he will successfully
achieve the academic level necessary for the award
of a diploma. (p. 569)

The trial court also found no constitutional
violations because students with disabilities are
not a protected class, and education is not a
fundamental right. Nevertheless, after acknowl-
edging that it normally does not interfere in
academic decisions, the court found that “[t]he
denial of a diploma could stigmatize the individ-
ual [students] and may have severe consequences
on their future employability and ultimate success
in life” (p. 574). Although the testing require-
ment became effective 3 years after its enactment,
the court found that these students’ constitutional
rights had been violated by a lack of timely notice
because written state guidelines covering the test-
ing of students with disabilities were not issued
until the year the testing requirement became
effective.

The Ambach (1982) appeals court disagreed,
holding

[I]t is undisputed that [the two disabled students]
were performing at a level expected of elemen-
tary students and the record is clear that their
mental deficits were functional, thereby depriving
them of ever advancing academically to the point
where they could be reasonably expected to pass
the [graduation test]. Thus, the issue of whether
the three-year notice [period was adequate] is irrel-
evant. No period of notice, regardless of length,
would be sufficient to prepare [these two disabled
students] for the [graduation test]. However, . . .

[there may exist disabled] students with remedial
mental conditions who, with proper notice, might
[have] IEPs adopted to meet their needs so as to
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prepare them to pass the [graduation test]. As to
them, . . . we hold that the three-school-year notice
given here . . . was not of such a brief duration so as
to prevent school districts from programming [their
IEPs] to enable them to pass the [graduation test].
(pp. 687–688)

Thus, the issues of adequate notice of the grad-
uation test (which must be at least as long for
students with disabilities as for nondisabled stu-
dents) and the curricular validity of the test (evi-
dence that students with disabilities have been
given the option to be taught what is tested) are
important legal requirements for students with
disabilities in graduation testing cases.

Recent Challenges to Graduation Tests
by Students with Disabilities

Historically, special education students could
receive a high school diploma by remaining in
school for 12 years and completing their IEPs
at whatever level of achievement the writers of
those plans deemed appropriate. So there was
significant resistance when graduation testing
requirements were applied to special education
students in states where there was no exception
for students with disabilities unable to demon-
strate high school level skills or when a waiver
process provided for those students was not auto-
matic. The Rene v. Reed (2001) case in Indiana
and the Chapman (Kidd) v. State Bd. of Educ.
(2003) case in California are examples of such
challenges.

The Indiana Case

The Indiana graduation test, adopted in 1997,
was a subset of the English language arts (ELA)
and mathematics items from the tenth-grade
state accountability test. Students with disabili-
ties could obtain a waiver of a failed graduation
subtest if their teachers certified proficiency in
the tested skills supported by documentation,
the principal concurred, remediation and retest-
ing were completed as specified in their IEPs,
the students maintained a “C” average, and their
attendance was at least 95%.

Rene had been in special education since first
grade. Her IEP indicated that she was in the
diploma program and that she was to be provided
with a reader and a calculator for all tests. The
graduation test was administered to Rene several
times without a reader or calculator and she did
not pass. Rene and other special education stu-
dents challenged the graduation test requirement
claiming that it violated their constitutional rights
because they had previously been exempted from
standardized tests, had not been given sufficient
notice of the graduation test requirement to adjust
their curricula to include the tested skills, and
would not qualify for a waiver because their
teachers were unable to certify that they had
achieved proficiency on the tested skills. They
also alleged a violation of the IDEA because the
state had refused to allow certain nonstandard
test administrations provided for in their IEPs.
The state countered that the 5 years’ notice given
to schools and the 3 years’ notice given to stu-
dents and their parents were sufficient, and the
state was not required to provide nonstandard test
administrations which altered the tested skills and
produced noncomparable scores.

By the time the case was decided, Rene was
the only remaining class representative of the
original four because one had dropped out of
school, one had received a waiver and one had
passed the graduation test. Citing the Debra P.
case, the Rene trial court held there was no consti-
tutional violation because (1) these students had
received adequate notice and (2) if there was a
lack of curricular validity because these students
had not been taught the tested skills, the appropri-
ate remedy was additional remedial instruction,
not the award of a diploma.

The students appealed the trial court’s deci-
sion. The appeals court concurred with the trial
court holding that 3–5 years’ notice provided ade-
quate preparation time and that the remediation
opportunities provided to students with disabil-
ities were an adequate remedy for any prior
failure of the schools to teach them the tested
skills. The appeals court also held that the state
was not required to provide students with dis-
abilities modifications of the graduation test that
the state had determined would fundamentally
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alter the tested skills and produce noncompara-
ble scores. The appeals court also ruled that the
IDEA did not require the state to honor all mod-
ifications in students’ IEPs (e.g., a reader for the
reading test), even though some students with dis-
abilities were unable to pass the graduation test
without those modifications. The appeals court
found

We note . . . that the IDEA does not require specific
results, but instead it mandates only that disabled
students have access to specialized and individu-
alized educational services. Therefore, denial of a
diploma to [students with disabilities] who cannot
achieve the educational level necessary to pass a
standardized graduation exam is not a denial of
the “free appropriate public education” the IDEA
requires. Further, the imposition of such a stan-
dardized exam [without honoring all modifications
provided in instruction] does not violate the IDEA
where, as in the case before us, the exam is not
the sole criterion for graduation. (p. 745, citations
omitted)

The appeals court further distinguished the
appropriateness of modifications in educational
services provided to students with disabilities
through their IEPs and the appropriateness of
modifications on a graduation test designed to
certify academic skills. The court stated

We cannot say the trial court erred to the extent it
determined the [s]tate need not honor certain [mod-
ifications] called for in the Students’ IEPs where
those [modifications] would affect the validity of
the test results. The court had evidence before it
that the State does permit a number of [testing vari-
ations] typically called for in IEPs. However, the
State does not permit [modifications] for “cogni-
tive disabilities” that can “significantly affect the
meaning and interpretation of the test score.”

For example, the State permits accommoda-
tions such as oral or sign language responses to test
questions, questions in Braille, special lighting or
furniture, enlarged answer sheets, and individual or
small group testing. By contrast, it prohibits [mod-
ifications] in the form of reading to the student
test questions that are meant to measure reading
comprehension, allowing unlimited time to com-
plete test sections, allowing the student to respond
to questions in a language other than English, and
using language in the directions or in certain test
questions that is reduced in complexity. (p. 746,
citations omitted)

The appeals court also cited Office for Civil
Rights (OCR) decisions by hearing officers that

states were not required to provide readers for
reading comprehension tests.

The appeals court summarized its distinction
between educational services and graduation test-
ing as follows:

The IEP represents “an educational plan devel-
oped specifically for the [student that] sets
out the child’s present educational performance,
establishes annual and short-term objectives for
improvements in that performance, and describes
the specially designed instruction and services that
will enable the child to meet those objectives.”
The [graduation test], by contrast, is an assess-
ment of the outcome of that educational plan. We
therefore decline to hold that [a modification] for
cognitive disabilities provided for in a student’s
IEP must necessarily be observed during the [grad-
uation test], or that the prohibition of such [a
modification] during the [graduation test] is nec-
essarily inconsistent with the IEP. (pp. 746–747,
citations omitted)

The California Case

The Chapman (Kidd) case was a challenge to
a graduation test requirement applied to spe-
cial education students in California. It changed
names from the Chapman case to the Kidd
case during the course of the litigation when
some of the named plaintiffs met the graduation
test requirement and new named plaintiffs were
added to take their places.

The California Graduation Test. The
California High School Exit Examination
(CAHSEE) was enacted in 2001 and was first
administered to high school students early in
the second semester of tenth grade. It consisted
of two untimed tests, ELA and mathematics.
The ELA test consisted of 72 multiple-choice
items and one open-ended writing prompt that
covered the ninth, tenth, and a few eighth-grade
ELA content standards with reading and writing
weighted approximately equally. The mathemat-
ics test consisted of 80 multiple-choice items
covering the sixth- and seventh-grade content
standards plus the Algebra I content standards.
The passing standard was set by the State Board
of Education (SBE) at 60% of the 90 ELA total
score points (raw score = 54) and 55% of the
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Table 3.1 California Graduation Test Passing Rates by
Class and Subgroup

CAHSEE
passing rates
(both tests)

Class of
2004 (%)

Class of
2006 (%)

Special
education

24 35

Diploma track
special education

43 63

All students 68 78

80 mathematics items (raw score = 44) on the
2004 tenth-grade census administration and the
equivalent scaled score on future test forms (Cal.
Dep’t of Educ., 2004–2005).

Cumulative passing rates through eleventh
grade for both sections of the CAHSEE (ELA and
mathematics) calculated by the independent eval-
uator (HumRRO, 2006) for the classes of 2004
and 2006 are shown in Table 3.1.

The cumulative passing rates for special edu-
cation students on a diploma track were estimated
using the California Department of Education
(CDE) 2005 high school graduation rate of
56% (for special education students not required
to pass the CAHSEE) as a proxy for the
unknown percent of special education students
on a diploma track (Phillips, 2010, Chapter 5).
For example, in Table 3.1, the 63% at the middle
of the column labeled Class of 2006 was calcu-
lated by adjusting the 35% passing rate for all
special education students (diploma track plus
nondiploma track) to its corresponding value for
the estimated 56% of special education students
on a diploma track ((35/56) × 100 = 63%).

SBE Decisions. Final decisions about what
the graduation test was intended to measure
were made by the SBE, the entity with statutory
authority to do so. The Board determined that
reading, decoding, and paper-and-pencil math-
ematics computation were part of the skills
intended to be measured (SBE, 2000). These
skills were included in prerequisite standards
from earlier grades. The high school standards
specified that standards from all earlier grades
were part of the knowledge and skills high school
students were expected to have learned.

The Board also determined that students
whose cognitive disabilities described the inabil-
ity to learn decoding, paper-and-pencil computa-
tion, or other tested skills would not be permitted
to substitute different skills for the ones intended
to be measured by the graduation test. In partic-
ular, the Board determined that use of a reader
for the reading test and a calculator for the math-
ematics test would change the construct being
measured and would not produce comparable
scores to those from standard test administra-
tions (5 California Code of Regulations (CCR) §
1217 (c)).

Students with disabilities in the Class of 2006
who expected to earn a high school diploma had
7 years’ notice of the requirement to learn the
tested skills and at least five opportunities to pass
the graduation test by the time of their scheduled
graduation. Special education students could also
remain in school beyond their scheduled gradu-
ation to continue remediation and work toward
earning a high school diploma.

Alternate Assessments. The special education
students who challenged the graduation test com-
plained that some students with disabilities were
unable to access the CAHSEE because they
needed an alternate assessment. However, at that
time, the NCLB and IDEA statutes requiring
alternate assessments for school accountability
did not require alternate assessments for gradua-
tion tests. In addition, it was not lack of access
that resulted from a feature of the test that
prevented these students with disabilities from
responding to the test questions (e.g., a visu-
ally impaired student who cannot see the printed
words or a quadraplegic who cannot blacken the
ovals on the answer sheet). Rather, it was a sit-
uation where the student had not learned the
tested high-school-level content. The fact that the
disability may have prevented the student from
learning academic skills at a high school level
was not an access problem that required an alter-
nate assessment but an indication that the student
was not otherwise qualified for a skills-based
diploma.

Waiver Policy. The plaintiffs also claimed that
some otherwise qualified diploma-track students
with disabilities had been denied modifications
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needed to access the CAHSEE. This was appar-
ently a misunderstanding because California had
a waiver process. Students with disabilities were
permitted to take the CAHSEE with any mod-
ifications specified in their IEPs. Students with
disabilities who received the equivalent of a pass-
ing score on the CAHSEE with modifications
that altered the skills intended to be tested could
receive a waiver of the graduation test require-
ment through a local process specified by law
(CEC § 60851 (c)). For diploma-track students
with disabilities who had completed appropri-
ate high school level courses such as Algebra
I and could pass the CAHSEE with modifi-
cations, the waiver process should have been
straightforward.

The plaintiffs proposed that students with dis-
abilities in the Class of 2006 and beyond who
were unable to pass the CAHSEE be awarded
a high school diploma if they had met all other
graduation requirements. However, the state’s
experts countered that exempting special edu-
cation students in the Class of 2006 from the
graduation test requirement while continuing to
require passage of the graduation test for reg-
ular education students would lower standards
for the special education students and exclude
them from the benefits of remediation and the
opportunity to earn a skills-based diploma pro-
vided to their nondisabled peers (Phillips, 2010).
It would have in effect created a skills-based
diploma for nondisabled students and a rite of
passage (seat time) diploma for students with dis-
abilities contrary to the intent of the CAHSEE
statute.

In addition, the state’s experts argued that cre-
ating different graduation standards for disabled
and nondisabled students would provide a sub-
stantial incentive for low-performing nondisabled
students to be reclassified into special education
so they could receive a diploma without pass-
ing the CAHSEE. It would also have provided
an incentive for limited remedial resources to be
redirected away from educating students with dis-
abilities who did not have to pass the CAHSEE
to nondisabled students who did. Moreover, cre-
ating a double standard would also have devalued
the diplomas of students with disabilities in the

Class of 2006 who had passed the CAHSEE.
Finally, the state and its experts argued that if
some students with disabilities who were on a
diploma track had not been taught or had not
learned all the skills covered by the gradua-
tion test, the appropriate educational remedy was
additional remedial education, not the award of
an unearned skills-based high school diploma
(Phillips, 2010, Chapter 5).

Legislative Intervention and Settlement. Prior
to trial, the legislature intervened and by law pro-
vided that students with disabilities in the Class
of 2006 who met certain procedural require-
ments and all other graduation requirements were
entitled to a high school diploma regardless of
whether or not they passed the state graduation
test (Senate Bill 517, Jan. 30, 2006, amending
CEC § 60851 and adding CEC § 60852.3). These
special conditions entitling students with disabili-
ties to high school diplomas were extended by the
legislature to the Class of 2007 with the proviso
that state authorities study the issue and present
a recommendation to the legislature for the Class
of 2008 and beyond.

On May 30, 2008, the court approved a final
settlement of the case. The settlement required
the state to contract for an independent study
of students with disabilities who had failed the
graduation test with accommodations or modifi-
cations but satisfied all other high school grad-
uation requirements. The recommendations from
the study report were to be considered in formu-
lating the state’s response and recommendations
to the legislature. In return, all claims against
the state by the plaintiff class members from the
Classes of 2001 through 2011 were released (see
www.cde.ca.gov).

ELL Challenges to Graduation Tests

The 1999 Test Standards indicate that making
a professional judgment about the validity and
appropriateness of administering graduation or
accountability tests to ELLs in English requires
evaluation of the purpose for testing and the
construct relevance of English language profi-
ciency. Standard 9.3 from the chapter on Testing

www.cde.ca.gov
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Individuals of Diverse Linguistic Backgrounds
states

The test generally should be administered in the
[student’s] most proficient language, unless profi-
ciency in the less proficient language is part of the
assessment. (p. 98)

ELL graduation test litigation has focused on
evaluating the construct relevance of English lan-
guage proficiency and the appropriate remedy for
any OTL deficiencies.

The dilemma for policymakers in selecting
appropriate testing condition variations for ELLs
is similar to that faced in deciding how to test
students with disabilities. There are competing
policy goals and costs on opposite sides of each
argument. Policymakers must determine which
of the competing goals is most consistent with
the purpose of the state test, is in the best inter-
ests of its students, and has affordable costs. For
example, some policymakers might argue that by
the time students reach high school, they should
be receiving instruction in English. An exception
might be newly arrived students who may not be
literate in either English or their native languages
if they have not received formal schooling in their
home countries. Newly arrived students, who
must master academic content and achieve pro-
ficiency in English, may need to spend additional
years in school to earn a high school diploma that
requires passing a graduation test administered in
English. Alternatives, such as translated tests and
testing waivers, may reduce student frustration
and allow ELLs to graduate earlier, but they have
the disadvantage of awarding a credential to stu-
dents who have not yet achieved the knowledge
and skills in English needed for postsecondary
education and employment.

Cases in Texas (GI Forum, 2000) and
California (Valenzuela v. O’Connell, 2006) have
dealt with the application of graduation testing
requirements to ELLs. California state law estab-
lished a presumption that ELLs in elementary
grades would be taught in English, but Texas
law established a presumption of bilingual ele-
mentary education unless the student was profi-
cient in English. Despite these differing views on
ELL education, both states successfully defended

their high school graduation tests administered to
ELLs in English.

The Texas ELL Case

The Texas Education Code required the pro-
vision of bilingual education for ELL elemen-
tary students and English as a second language
(ESL) instruction for high school students (TEC
§ 29.053). At each elementary grade level, dis-
tricts enrolling at least twenty ELL students
with the same primary language were required
to offer bilingual instruction (TEC §§ 29.055,
29.056). In schools required to offer it, bilingual
instruction was expected to be a full-time, dual-
language program with basic skills instruction in
the primary language, “structured and sequenced
English language instruction” and enrichment
classes, such as art and music, with non-ELLs
in regular classes. Electives could be taught in
the primary language. Detailed criteria, includ-
ing a home language survey, English language
proficiency testing, and primary language profi-
ciency testing, were provided for identifying eli-
gible students. Multiple primary languages were
represented in Texas districts, but the predomi-
nant one was Spanish. State accountability tests
were administered in both English and Spanish
at the elementary grades but in English only at
the upper grades. Hispanic ELLs challenged the
refusal of the state to provide a Spanish language
translation for the graduation test.

State testing data indicated that ELLs had
made progress on the Texas graduation test. For
example, in 1994, 14% of ELLs passed all sub-
tests of the graduation test at its initial admin-
istration in tenth grade, but by 1999, with more
ELL students participating, 31% had done so.
The state’s ELL expert opined the following:

To suggest that students should graduate without
demonstrating minimal knowledge and skills on a
uniform measure is not acceptable for the current
requirements of the technological and information
age job market or for pursuing higher education . . .

A policy of separating language minority students,
many of whom are native born, from the rest of
the student population when the [graduation test] is
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administered is more likely to stigmatize and nega-
tively impact the self-esteem of these students than
is their inclusion in the tests. (Porter, 2000, p. 409)

The GI Forum court upheld the graduation test
administered in English for all students, including
ELLs, stating

[T]he Court finds, on the basis of the evidence pre-
sented at trial, that the disparities in test scores
do not result from flaws in the test or in the way
it is administered. Instead, as the plaintiffs them-
selves, have argued, some minority students have,
for a myriad of reasons, failed to keep up (or catch
up) with their majority counterparts. It may be, as
the [State] argues, that the [graduation test] is one
weapon in the fight to remedy this problem. At any
rate, the State is within its power to choose this
remedy. (pp. 682–683, citations omitted)

The California ELL Case

In the Valenzuela case, the California High
School Exit Examination (CAHSEE), effective
for the Class of 2006, was challenged in state
court by a group of ELLs just prior to their sched-
uled graduation in the Spring of 2006. The ELLs
sought a court order barring implementation of
the graduation test requirement for students in
the Class of 2006. They argued that they had
not received an adequate opportunity to learn
the tested material because they attended schools
lacking fully aligned curricula and fully creden-
tialed teachers. They asserted that this lack of
OTL was a denial of their (state) fundamental
right of equal access to public school educa-
tion. In addition, they alleged that ELLs had
been disproportionately affected by the scarcity
of resources in poor districts.

The state argued that it was appropriate
and valid to administer the graduation test in
English to ELLs, even when English was not the
ELLs’ most proficient language, because state
law required English proficiency for receipt of
a high school diploma and the purpose of the
CASHEE was to determine academic proficiency
in English. The California Code of Regulations
provided specific rules for the administration
of the CAHSEE to ELLs with “accommoda-
tions” including supervised testing in a separate

room, additional supervised breaks and extra time
within a testing day, translated directions, and
translation glossaries if used regularly in instruc-
tion (5 CCR § 1217).

The Valenzuela lawsuit was filed in February
2006. On May 12, 2006, the trial court granted
the requested injunction barring the state from
imposing the testing requirement on any student
in the Class of 2006. On May 24, 2006, the
California Supreme Court stayed the injunction
pending review and decision by the appeals court.
The ELLs’ request to the appeals court for an
immediate hearing was denied, and the gradua-
tion test requirement remained in force for the
Class of 2006.

In August 2007, the appeals court issued its
decision vacating the injunction issued by the
trial court. The appeals court noted that neither
the graduation test requirement nor the validity
of the CAHSEE was being challenged. Further,
the court held that even if some ELLs had not
received an adequate opportunity to learn the
tested material, the appropriate remedy was pro-
vision of the missed instruction, not removal of
the test requirement or the award of diplomas by
court order. The court stated

Within the borders of California, until our schools
can achieve [academic parity, the CAHSEE] pro-
vides students who attend economically disadvan-
taged schools, but who pass the [graduation test],
with the ability to proclaim empirically that they
possess the same academic proficiency as students
from higher performing and economically more
advantaged schools. Granting diplomas to students
who have not proven this proficiency debases the
value of the diplomas earned by the overwhelm-
ing majority of disadvantaged students who have
passed the [test].. . . We believe the trial court’s
[order] erred by focusing its remedy on equal
access to diplomas rather than on equal access to
education (and the funding necessary to provide
it).. . . The purpose of education is not to endow
students with diplomas, but to equip them with
the substantive knowledge and skills they need to
succeed in life. (p. 18, 27)

The appeals court also found that the scope of
the remedy (removal of the test requirement for
all students) was overbroad because it provided a
potential windfall to students who could not trace
their test failure to inadequate school resources.
The court stated
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[T]he ostensibly interim relief of forcing the
“social promotion” of [Class of 2006 students], by
ordering that they be given diplomas, in fact does
not maintain the status quo of the litigation, but
ends it. Surely the trial court did not expect that
if [the state] ultimately prevailed in the litigation,
students would give back the diplomas they had
received under the mandate of the court’s [order].
. . . [D]irecting [the state] to give [Class of 2006
students] diplomas . . . would inadvertently have
perpetuated a bitter hoax: that the [court-ordered
diplomas] somehow would have equipped them
to compete successfully in life, even though they
had not actually acquired the basic academic skills
measured by the CAHSEE.. . . Plaintiffs virtually
concede[d] the overbreadth of the trial court’s
injunction in their argument that some [class mem-
bers] “actually know the material, but do not pass
the [graduation test] due to test anxiety.” But plain-
tiffs have not argued, much less established, that
there is any constitutional violation involved in
depriving a student of a diploma when he or she has
in fact received the educational resources required
to pass the CAHSEE, but has not been able to do
so because of “test anxiety.” (p. 19, 28, 30)

The court’s opinion concluded by urging the
parties, with the active assistance of the trial
court, to work together to provide all seniors
in the Class of 2007 and beyond who had not
yet passed the graduation test an equal access
to effective remedial assistance. The case was
settled in October 2007 with legislation provid-
ing up to 2 years of extra help beyond high
school for students unable to pass the high school
graduation test (Jacobson, 2007).

Accountability Testing Challenges

Challenges to state accountability tests used to
evaluate schools have focused on the appropri-
ateness of testing ELLs in English rather than
their primary language. Early challenges were
based on state accountability systems, and more
recent litigation has focused on state tests man-
dated by the No Child Left Behind (NCLB) Act
(2002). A discussion of cases from California and
Pennsylvania follows after a brief review of the
NCLB Act and its ELL provisions, ELL testing
variations and related policy issues.

No Child Left Behind (NCLB) Act

In 2002, as a condition for receipt of Title
I federal funding for remedial education for
low-performing, disadvantaged students, the fed-
eral NCLB Act mandated that each state estab-
lish challenging academic content standards and
annual assessments in reading and mathematics
for all students in grades 3–8 and at least one
grade in high school by 2006. The challeng-
ing academic content standards were required to
describe what students were expected to know
and do at each grade level and be the same for
all students. Achievement standards applied to
grade-level assessments which were aligned to
the reading and mathematics state content stan-
dards were required to include at least three
levels: advanced, proficient, and basic. NCLB
assessments were also required to be valid, reli-
able, and consistent with professional standards
and had to include alternate assessments for stu-
dents with the most severe cognitive disabili-
ties. Subsequently, U.S. Department of Education
(U.S. DOE) regulations also permitted modified
assessments (with content at grade level) for stu-
dents with disabilities who did not qualify for
alternate assessments but for whom the regu-
lar statewide assessments were not appropriate
due to “persistent academic difficulties” (NCLB
Regulations, 2006).

The NCLB Act also required each state
to develop accountability measures of school
progress toward the goal of all students achiev-
ing proficient test scores by 2014. The adequate
yearly progress (AYP) determination for each
school was required to be based on
• primarily test scores,
• plus graduation rates and at least one addi-

tional academic indicator,
• for all students,
• and for ethnic, ELL, students with disabil-

ities (SD), and economically disadvantaged
(ED) subgroups of statistically reliable and not
personally identifiable size,

• using a baseline established by the higher of
the 2002 subgroup with the lowest percent
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proficient and above or the state’s 20th-student
percentile rank,

• and annual state proficiency targets meeting a
timeline of all students proficient by 2014,

• with consequences for consistently failing
schools, and

• participation in NAEP fourth and eight grade
reading and mathematics assessments.
States were permitted to count up to 1% of

their students as proficient on alternate assess-
ments and up to 2% of their students as proficient
on modified assessments.

NCLB ELL Provisions

Under the NCLB Act and its Regulations, all
ELLs were required to be tested, but states were
permitted to exempt from AYP calculations the
scores of ELLs in the United States less than one
year. ELLs were required to be tested
• on the same grade-level content standards as

all other students,
• with measures most likely to yield valid and

reliable results,
• with reasonable accommodations,
• to the extent practicable, in the language and

form most likely to yield accurate data until
they are English proficient. (20 U.S.C. § 6311)
[emphasis added]
Similar to the decisions about content stan-

dards, proficiency standards, subgroup sizes for
reporting results, and annual school targets that
were left to the states, with respect to ELLs, the
NCLB Act and its Regulations permitted each
state to decide what was practicable, the criteria
for English proficiency, reasonable accommoda-
tions for ELLs, and the language and form of
testing that best aligned to the content standards
required of all students in the state.

The NCLB permitted, but did not require, a
state to use alternative tests for ELLs. For states
choosing to administer alternative tests to ELLs,
the NCLB Act and its Regulations specified that
such tests must be valid, reliable, and aligned
to content standards at grade level. Through its
peer-review process, the U.S. DOE signaled its
interpretation that states administering alternative

tests to ELLs for NCLB accountability purposes
were required to provide evidence of alignment to
grade-level content standards and comparability
to the regular, on-grade-level tests administered
to non-ELLs. The compliance status letters issued
to states in July 2006 indicated that the U.S.
DOE questioned 18 states’ evidence of grade-
level alignment and comparability of primary
language or simplified English tests administered
to ELLs.

ELL “Accommodations”
and Modifications

Many states provide “accommodations” for ELL
students. However, the term accommodation is
probably inappropriate because lack of language
proficiency is not a disability. Disabilities are
generally thought to describe characteristics over
which students have no control and generally
are not reversible over time. However, ELL stu-
dents can become proficient in English through
instruction.

To the extent that a test intends to measure
content skills in English, any nonstandard admin-
istration that provides assistance with English
is providing help with a skill intended to be
measured. Thus, the nonstandard administration
is compensating for a construct-relevant factor,
not an extraneous factor. This is clearly con-
trary to the definition of an accommodation.
Therefore, if testing variations (i.e., bilingual dic-
tionaries or responses in the native language)
are provided to give ELLs greater access to a
state test, they should be labeled and treated as
modifications.

Majority and Minority ELLs

A few states have provided translated tests for
some ELLs. However, existing resources typi-
cally support, at most, a handful of translated tests
that meet professional standards. In many cases,
there may be only enough resources to trans-
late the state test for the majority ELL language
group.
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The equal protection clause of the U.S.
Constitution requires similarly situated persons
to be treated equally. Court cases based on this
clause have invalidated educational programs that
favored a majority ethnic group. In particular,
any allocation of benefits based on race or eth-
nicity has been considered suspect, and the high
standards required by the courts to justify such
programs have rarely been met.

A testing program that provides a benefit of
primary language testing to ELL students who
speak one non-English language (Language 1),
but denies that same benefit to ELL students
who speak all other non-English languages, has
treated similarly situated students unequally. In
the context of the ELL classification, major-
ity group ELLs (Language 1 speakers) would
be treated differently than minority group ELLs
(speakers of all other non-English languages).
However, both majority and minority ELL lan-
guage groups are similarly situated in that they
lack proficiency in English. Using numerical
dominance to justify providing translated tests in
some languages and not others is unfair to the
ELL students who do not receive this benefit and
may constitute an equal protection violation.11

Construct Shift

The argument is often made that students should
not be assessed in a language in which they
are not proficient (Fraser & Fields, 1999). The
intended reference is to nonnative speakers of
English. However, there are native speakers who
perform poorly on tests given in English because
they are also not proficient in English. Yet, for the
native speaker, test administrators rarely worry
about the effects of language proficiency on test

11 Psychometric standards support testing students in the
language in which they receive instruction. However,
in many cases, bilingual instruction may only be avail-
able for a single language. Therefore, the question still
remains whether it is fair and equitable to provide pri-
mary language instruction and testing to the majority ELL
language group but not to other minority ELL language
groups.

performance, and typically these students do not
have the effects of poor language skills removed
from their scores. Thus, the argument seems to
be that the effects of lack of English proficiency
should be removed from test scores for nonna-
tive speakers but not native speakers, although
both may need intensive additional instruction in
English to achieve proficiency. This is another
example of a construct shift – altering the tested
construct based on group membership rather than
following the guidelines in the Test Standards
that refer to the tested construct as a property of
the test. Cases from California and Pennsylvania
considered the issue of construct relevance in
deciding whether, for state accountability pur-
poses, ELLs whose least-proficient language was
English could be tested in English.

California State Law Case (2000)

A 1997 California law required that an achieve-
ment test designated by the State Board of
Education be administered annually to all stu-
dents in grades 2 through 11. The designated
achievement test was the Stanford Achievement
Test Ninth Edition (SAT-9) plus an additional
set of items selected to measure state standards
not measured by the SAT-9. Test scores were
used for school accountability with scores for stu-
dents enrolled for less than 12 months excluded
from the computation of a school’s accountabil-
ity index. There were no state-imposed conse-
quences for individual students.

The case began when the San Francisco
Unified School District (SFUSD) refused to
administer the SAT-9 in English to ELLs with
less than 30 months (three school years) of
public school instruction (ELLs<30) unless spe-
cially designated by their teachers. The state
sought a court order to enforce the testing leg-
islation. The Oakland, Hayward, and Berkeley
Unified School Districts joined SFUSD in the
lawsuit claiming that administration of the SAT-9
to ELLs<30 was unfair because the test mea-
sured English language proficiency in addition
to content knowledge. They argued that ELL
students who lacked English proficiency should
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either be tested in their primary language or
be exempt from testing. State law provided that
ELLs with less than 12 months of public school
instruction (ELLs<12) be administered a second
achievement test in their primary language when
available. ELLs<12 were also eligible for testing
modifications when tested in English (Cal. Dep’t
of Educ. v. San Francisco Unified Sch. Dist.,
1998).

Plaintiffs’ experts opined that ELLs<30 would
suffer psychological harm from taking the SAT-9
in English because their low scores would be stig-
matizing, would diminish their self esteem, and
would cause them to be inappropriately placed
in special education programs and portrayed as
having inferior employment skills. In addition,
plaintiffs’ experts argued that ELLs<30 would
score at the chance level resulting in unreliable
test scores. In response, the State argued that a
reasonable interpretation of state law indicated
an intent to measure academic skills in English,
a fair accountability system required the inclu-
sion of all students, the districts and their ELL
students benefited from the receipt of state funds
targeted toward the improvement of academic
skills for low-scoring students, the districts failed
to show that any ELLs were harmed by the test
administration, and available test data demon-
strated that most ELLs scored above chance and
their test scores were reliable. In addition, the
state argued 30 months was an arbitrary exclusion
criterion and that there was significant overlap
in the performance of ELLs<30 and ELLs<30 in
Plaintiff Districts. Further, over the 3-year period
the SAT-9 had been administered statewide, ELLs
had made substantial gains in some districts
(Phillips, 2010, Chapter 6).

The SFUSD case subsequently settled out of
court just prior to trial. In the settlement, the dis-
tricts agreed to administer the state-designated
achievement test to all ELL students as pro-
vided by state law. The state agreed to clarify the
rules regarding educator communications with
parents about exemptions, to consider English
language proficiency test scores, among other
factors, when evaluating school waiver requests
and to make other minor modifications to pro-
gram procedures.

NCLB Cases

The major testing cases under the NCLB Act
to date have involved ELLs. Two state courts,
Pennsylvania (Reading Sch. Dist. v. Pa. Dep’t of
Educ., 2004) and California (Coachella Valley v.
California, 2007), have ruled on the mandates of
this federal law. Among other rulings, both state
courts held that the NCLB Act did not require
states to provide primary language testing for
ELLs. To some extent, the California Coachella
Valley case appeared to be a reprise of the same
issues litigated in the SFUSD case, only with a
different set of California school districts com-
plaining about the state requirement to test ELLs
in English.

The Reading School District Case

In a challenge by a school district with 69%
economically disadvantaged and 16% ELL stu-
dents, a Pennsylvania court determined that the
state testing agency appropriately exercised its
discretion under the NCLB Act when it made
psychometric decisions related to ELL testing
policy. Specifically, the court upheld the state’s
determination that primary language testing was
not practicable with 125 languages represented in
Pennsylvania schools and found no NCLB vio-
lation because primary language testing was not
mandatory under the NCLB.

The Coachella Valley Case

Nine California school districts enrolling large
numbers of Spanish-speaking ELLs asked a state
court to order the state to provide NCLB tests
for ELLs in Spanish or to provide these students
with simplified English versions of the tests. The
districts argued that the statutory language of the
NCLB Act required the state to provide primary
language testing for ELLs. On May 25, 2007, the
court denied the request.

The court agreed with the state argument
that the NCLB provided discretionary author-
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ity to states to determine appropriate testing for
ELLs and held that California’s decision to test
ELLs in English was not an abuse of its dis-
cretion. Therefore, the court held that it did not
have the legal authority to issue an order to
the state requiring a change in its ELL testing
policy.

In reference to primary language testing
of ELLs, the NCLB Act used the qualifying
phrase “to the extent practicable.” The American
Heritage Dictionary defines practicable as “feasi-
ble and capable of being used for a specified pur-
pose.” The state argued that using primary lan-
guage tests in Spanish as an alternative account-
ability test for some ELLs was not practicable in
California because of the following:
• Existing Spanish language tests could not be

used to assess ELLs with the same ELA and
mathematics content and performance stan-
dards at grade level as non-ELLs as required
by the NCLB accountability provisions and in
English as provided by California law.

• It was not feasible to provide the same ben-
efit to the significant numbers of California
ELLs who spoke other primary languages due
to insufficient resources to produce alterna-
tive tests in all relevant languages. Providing
primary language tests for ELLs who spoke
one language but not for ELLs who spoke
other languages would have been contrary to
the Test Standards fairness requirement that
“The testing [process] should be carried out so
that [students] receive comparable and equi-
table treatment .. . .” (Standard 7.12, p. 84).
Moreover, due to differences in language and
culture likely to produce differential align-
ment to the content standards, inherent diffi-
culties in establishing equivalent performance
standards, and inconsistency with the man-
dates of California law requiring ELLs to
be instructed primarily in English, satisfying
NCLB peer review with even a single primary
language test may have been unattainable in
California.

• Providing primary language tests for ELLs
who spoke one language but not for ELLs
who spoke other languages may have been

an equal protection violation because ELL
students who were similarly situated (lacked
English language proficiency) would have
been treated differently (Phillips, 2010,
Chapter 6).
As in the Valenzuela case, the State in the

Coachella Valley case argued that the appropriate
remedy for ineffective instruction was additional,
improved, remedial instruction, not less valid test
scores that indicated achievement of different
skills than intended. In refusing to issue an order
compelling the state to change its ELL testing
policy, the court stated

[G]iven that California has determined to teach
students who lack English proficiency largely in
English, it cannot be said that a decision to assess
these same students in English for purposes of
NCLB is arbitrary and capricious.

Further, given the extensive range of possi-
ble primary languages of students lacking English
proficiency, it is certainly neither arbitrary nor
capricious for California to determine that trans-
lation and evaluation of assessments in multiple
languages is not practicable and that, accord-
ingly, administration of assessments will be in
English, the single language confirmed by the vot-
ers through [a ballot initiative] as the “official”
language of our educational system.. . .

The task for this court . . . is not to choose
among competing rational alternatives and then
mandate the judicially chosen one. To the contrary,
decisions such as how to assess student perfor-
mance for purposes of NCLB are best left to other
branches of the government that are better suited
to such matters and, so long as they do not act in
an arbitrary, capricious, unlawful or procedurally
unfair manner, great deference must be afforded to
their decisions.. . .

California’s manner of conducting student
assessment for the purposes of NCLB does not vio-
late any ministerial duty created by statute, nor as a
matter of law does it constitute an abuse of any dis-
cretionary authority. Therefore, . . . [the districts’]
motion [to compel a change in policy] is denied.
(p. 24, 27)

Recommendations

The following recommendations are based on
current legal requirements and psychometric
principles. Specific implementation details may
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vary depending on the configuration of a state
testing program and its purposes, implementing
state legislation and administrative regulations.
These recommendations can be used as a start-
ing point for the development of state nonstan-
dard test administration policies for students with
disabilities and ELLs.
1. Require the IEP/504 committees or local ELL

program directors to select one of the fol-
lowing exhaustive, mutually exclusive testing
condition categories for each student with a
disability or ELL student. Allow test admin-
istrators to provide the accommodations in
Category II (below) for nondisabled students
when appropriate.

I. Standard administration conditions.
II. Accommodated administration using one

or more of the testing variations desig-
nated by subject matter test in the state
test administration manual as accommo-
dations that preserve the intended con-
struct and result in comparable scores.
Scores from test administrations in this
category receive the same interpretive
information as Category I scores and may
be aggregated with Category I scores.

III. Modified administration using testing
condition variations that are not on the
state test accommodations list but are reg-
ularly provided in the student’s instruc-
tional program. These may be modified
tests as defined by U.S. DOE NCLB
Regulations. Students tested with modifi-
cations should receive score reports with
information corresponding to the par-
ticular test taken. If the on-grade-level
state test has been modified, on-grade-
level achievement levels, pass/fail desig-
nations, or associated normative informa-
tion should not be reported and Category
III scores should not be aggregated with
Category I and II scores unless the modi-
fied tests have been statistically linked to
the regular tests.

IV. Alternate assessment for students who
cannot access the regular test with mod-
ifications or have been instructed with

an alternative curriculum that consists of
enabling or essence skills related to the
academic skills measured by the regular
state test. These may be alternate assess-
ments as defined by U.S. DOE NCLB
Regulations. Category IV scores should
be reported and interpreted separately.

2. Develop a list that classifies specific nonstan-
dard test administrations for the state test as
accommodations or modifications. Consider
written state content standards, test specifi-
cations, preservation of the intended skills
(construct relevance), and score comparabil-
ity. Aggregate and report scores accordingly.
If a school/parent requests a testing condition
variation not on the list, refer them to a con-
tact person who has been designated to receive
and act on written requests. The contact per-
son may be aided by outside consultants in
making a decision on each request. Add these
decisions to the appropriate list for the next
state test administration.

3. Permit the parent(s)/guardian(s) of any stu-
dent (with or without a disability, ELL, or
non-ELL) to request a category I, II, III,
or IV state test administration by signing a
written form that includes full disclosure of
the options and their consequences. Require
IEP/504 committees to include a form in
the IEP, signed by school personnel and the
parent(s)/guardian(s), documenting consider-
ation of the available testing options and the
final decision of the committee.

4. Collect information about the specific disabil-
ity or ELL status and specific accommoda-
tions or modifications on the student answer
sheet. Conduct separate research studies when
sufficient numbers of students and resources
are available.

5. Consider paying the costs of accommodated
test administrations from state testing pro-
gram funds and requiring local districts to
pay at least some of the costs of modified
test administrations (except state NCLB 1 and
2% tests). Provide detailed written guidelines
to aid local districts in making accommoda-
tions/modifications decisions.
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6. For ELLs, use the required NCLB English lan-
guage proficiency test scores and primary lan-
guage achievement test scores (where avail-
able for ELLs receiving bilingual instruction)
to augment the interpretation of the state test
scores. This information will assist users in
judging the effects of language proficiency on
the achievement of academic skills in English
and assist them in determining appropriate
future instructional strategies for these stu-
dents.

7. If policymakers decide to allow scores from
modified test administrations to be interpreted
the same as scores from standard administra-
tions, they should acknowledge that a benefit
is being conferred on eligible students, and
adopt policies that require appropriate writ-
ten documentation and evaluation to deter-
mine which students qualify for the benefit.
Eligibility criteria for which written documen-
tation should be required include (a) certi-
fication of the disability by a trained pro-
fessional, (b) confirmation of regular use of
the modification by the student in the class-
room, (c) explanation of the rationale for and
relationship of the requested modification to
the specific disability, and (d) certification
of the impossibility of the student accessing
the test without the requested modification.
School and/or department officials may be
aided by outside consultants when evaluating
written documentation and should follow a
written policy. Consider alternate credentials
such as Certificates of Completion or tran-
script and/or diploma notations that identify
scores obtained with modifications. Possible
notations include general statements such as
“tested with modifications” or descriptions
of the modification (e.g., reader, calculator)
without identifying the specific disability.

8. Establish an appeals procedure for persons
desiring to challenge denial of a nonstandard
test administration. Such a procedure might
begin at the local school level and be review-
able by state officials upon request.

9. Create a written state ELL testing policy that
answers the following questions for the state
NCLB tests, graduation tests, and other state

tests, if any, by content area (e.g., ELA, math-
ematics, science).
A. Is English language proficiency construct

relevant for the tested content? If yes,
administer the regular, on-grade-level test
to ELLs. If no, consider alternatives.

B. If an alternative test is to be provided
to ELLs, will it be a primary language
test, translated test, or simplified English
version of the regular test?

C. If an alternative test is provided, what are
the criteria for ELL eligibility to take the
alternative test in place of the regular test
(e.g., length of time in U.S. schools, level
of English language proficiency)?

D. How will the state establish comparability
of its ELL alternative tests to its regu-
lar, on-grade-level tests (e.g., alignment
studies, linking studies)?

E. What is the timeline for developing the
state’s ELL alternative tests? Will the same
test development procedures the state uses
for its regular tests be followed? If not,
how will consistency with psychometric
standards be assured?

F. Has the state established expectations for
annual progress of ELLs in English lan-
guage proficiency? Are policies in place to
identify schools where ELLs are remain-
ing at beginning levels of English language
proficiency for too long?

G. Does the state have policies and proce-
dures for monitoring schools’ provision
of appropriate English language and state
content standards instruction to ELLs?

H. What assistance will the state provide to
educators for professional development to
administer the ELL alternative tests, to
identify weaknesses based on test results,
and to design/develop appropriate instruc-
tional programs to correct deficiencies?

I. If the state has a graduation test, will ELLs
receive the same skills-based diploma as
nonELLs, be awarded a certificate of com-
pletion if unsuccessful by their sched-
uled graduation, be permitted to remain
in high school an extra year(s) or have
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other options for earning a high school
diploma after their senior year, and be
allowed to substitute an alternative test or
be exempted from the testing requirement?

J. Have ELL state course credit requirements
for a high school diploma been aligned
with the skills tested on the state’s grad-
uation test, if any?

K. Will the policies for recent immigrants be
different than for other ELLs?

L. Which ELL testing modifications (e.g.,
extra breaks, individual administration,
word glossaries, reader) will be permitted
on the regular or alternative tests and what
criteria (e.g., regular use for classroom
tests) must be satisfied for an ELL to qual-
ify for a modification? Has the state (or
have local schools) established an appeals
procedure for persons desiring to challenge
an unfavorable modifications decision?

Conclusion
Maintaining a defensible testing program is
a challenging but achievable task. Tests are
visible and accessible targets for those who
disagree with state educational policy deci-
sions. Challenges can come from a variety of
groups on an assortment of issues. To be pre-
pared, state testing programs must follow legal
and psychometric standards, comprehensively
document program decisions and activities,
and work closely with legislators, adminis-
trators, and educators. Cooperation between
staff members from the state agency, local
school districts, and the testing contractor is
essential for success. Carefully crafted policy
documents covering nonstandard test admin-
istrations and ELL testing policies may assist
states and school districts to provide acces-
sible tests for special populations that satisfy
legal and psychometric guidelines for con-
struct preservation and comparable scores.
When policymakers decide to treat test scores
from modified test administrations the same
as those from regular and accommodated test
administrations, test score consumers should
be alerted that the modified test scores are not
comparable (or evidence of comparability is

lacking) and be assisted in interpreting and
using these scores appropriately.
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IEP Team Decision Making for More
Inclusive Assessments

Since the 2001–2002 school year, the account-
ability provisions of the No Child Left Behind
Act (NCLB, 2001) have shaped much of the
work of public school teachers and administra-
tors in the United States. NCLB required each
state to develop content and achievement stan-
dards in several subjects, to administer tests to
measure students’ attainment of those standards,
to develop targets for student performance on
those tests, and to impose a series of sanctions
on schools and districts that did not meet the
targets. Together, the standards, assessments, and
consequences constitute a standards-based
accountability system. State assessments are
the mechanism for determining whether schools
have been successful in teaching students the
knowledge and skills defined by the content
standards. The accountability provisions ensure
that schools are held accountable for educational
results. Many states had such a system in place
before NCLB took effect, but since 2001–2002,
every state in the United States has had to develop
and implement a standards-based accountability
system that meets the requirements of the law.
This mandate has affected every public school
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student, every public school, and every district in
the nation.

The origins of federally required accountabil-
ity for educational outcomes date to the 1994
reauthorization of the Elementary and Secondary
Education Act (Improving America’s Schools
Act, Public Law 103-382, October 20, 1994). An
often overlooked stipulation of the 1994 ESEA
reauthorization was that each State ensures “par-
ticipation in such assessments of all students”
(Improving America’s Schools Act, 1994, Title I,
Subpart 1, section 1111 (b)(3)(F)(i)). Previously,
students with disabilities had been exempt from
participation in school level or district level stan-
dardized testing requirements. On-grade level
performance was not expected of these students
(Crawford, Almond, Tindal, & Hollenbeck, 2002;
Thurlow, Seyfarth, Scott, & Ysseldyke, 1997;
Ysseldyke & Thurlow, 1994). And, because the
primary target of the ESEA regulation was the
Title 1 program in a school or district, and
accountability in federal law (PL 94-142 in 1975
and the Individuals with Disabilities Education
Act [IDEA] of 1990) tended to focus on procedu-
ral compliance and not on achievement outcomes,
little attention was actually paid to the ESEA
1994 requirement of full participation.

The situation changed in 1997. The reautho-
rization of IDEA (US Department of Education,
1997) reiterated the call for full participation of
students with disabilities in statewide and district-
wide assessment programs, through the use of
reasonable adaptations and accommodations. The
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IDEA amendments asserted that the historical
underachievement of students with disabilities
was linked to low expectations for learning and
scant access to the general education curricu-
lum (Koenig & Bachman, 2004). Mandating
that students with disabilities participate in high-
stakes accountability assessments would promote
quality assurance in special education (Defur,
2002). The assumptions were that participation
raises the stakes, in turn yielding higher expec-
tations, leading to increased participation in gen-
eral education, which promotes better teaching
and results in improved academic outcome for
students with disabilities (see Fig. 4.1).

This time, the special education community
took notice and the general education community
did as well when the assessment and account-
ability regulations in NCLB (2001) emerged
as a logical extension of these IDEA 97 pro-
visions. NCLB explicitly prohibited schools
from excluding students with disabilities from
the accountability system. NCLB restated the
requirement for participation of all students in
statewide accountability assessments and report-
ing of the results for students with disabilities
with everyone else’s and as a disaggregated
group. Furthermore, students with disabilities
were to be held responsible for the same aca-
demic content and performance standards as
everyone else.

IDEA 2004, Section 612, Part B echoed the
NCLB call for including all students with dis-
abilities in state and district-wide assessment pro-
grams. It called for tests to adhere to universal
design principles to the extent feasible and to con-
tain bias-free test items; simple, clear instructions
and procedures; maximum readability and com-
prehensibility; and optimal legibility from the

start. In that way, tests would be accessible for as
many students as possible and the vast majority
of students, including the vast majority of those
with disabilities, would participate in the regu-
lar assessment or in the regular assessment with
accommodations approved and widely dissemi-
nated by the State. The general idea was that the
State had a responsibility to create a testing envi-
ronment that ensured that as many students as
possible could take the general assessment in a
way that produced valid and meaningful results.
This orientation was consistent with the grow-
ing commitment in law and public policy to full
inclusion of students with disabilities in general
education classrooms and access of all students,
even those with severe disabilities, to the general
education curriculum. The orientation also made
sense. By excluding no one from the accountabil-
ity requirement, it would be possible to answer
truthfully the fundamental accountability ques-
tion: How well is each school doing in bringing
all of its students up to standard? The answer to
this question lay in the annual reporting of the
percent of students scoring proficient or advanced
on the annual accountability test.

Despite the explicit commitment to all stu-
dents being assessed on the regular test, from
the start, the federal government introduced some
flexibility. Beginning in December 2003 (Federal
Register, 2003) States were given the option to
develop alternate achievement standards to mea-
sure the progress of students with the most sig-
nificant cognitive disabilities. A cap (1.0% of the
number of students enrolled in tested grades) was
set on the number of proficient and advanced
scores based on alternate academic achievement
standards that could be included in accountabil-
ity reports. This cap not only protected the lowest

Fig. 4.1 Assumptions underlying more inclusive accountability assessments
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performing students with disabilities but also pro-
vided a safeguard against inappropriately restrict-
ing the scope of educational opportunities for
other lower-performing students. Permission to
develop and use alternate achievement standards
fundamentally changed the framework for assess-
ing students with disabilities. It was no longer
sufficient to ask whether a student would be
assessed with the general assessment or the gen-
eral assessment with a valid (or invalid) accom-
modation. Instead, each State needed to provide
guidance to Individualized Education Program
(IEP) teams to determine whether a student had
a most significant cognitive disability and could
be assessed using alternate achievement stan-
dards. The use of alternate achievement standards
ensured that students with the most significant
cognitive disabilities were appropriately included
in State accountability systems and that schools
and LEAs received credit for these students’
achievement.

Then, in 2005, additional flexibility for inclu-
sion of students with disabilities in statewide
assessments was introduced. In recognition of
“a small group of students whose disability pre-
cluded them from achieving grade-level profi-
ciency and whose progress was such that they
did not reach grade-level proficiency in the same
time frame as other students” (US Department
of Education, 2007, p. 8), States were given the
option to develop another alternate assessment,
with proficiency defined, this time, on the basis of
modified achievement standards. Before this new
flexibility, students with disabilities could take
either a grade-level assessment or an alternate
assessment based on alternate academic achieve-
ment standards. Neither of these options was
believed to provide an accurate assessment of
what at least some of these students know and can
do. The grade-level assessment was too difficult
and did not provide data about a student’s abilities
or information that would be helpful in guid-
ing instruction. The alternate assessment based
on alternate academic achievement standards was
too easy and not intended to assess a student’s
progress toward grade-level achievement.

The new regulations permitted States to
develop modified grade-level achievement

standards, to adopt such standards, and to
develop an assessment aligned with those stan-
dards that was appropriately challenging for this
particular group of students with disabilities. In
the new assessment, expectations of grade-level
content mastery would be modified, rather than
the grade-level content standards themselves.
The assessment had to cover the same grade-
level content as the general assessment. The
requirement that modified academic achievement
standards be aligned with grade-level content
standards was critical; for as many of these
students as possible to have an opportunity to
achieve at grade level, they must have access
to and instruction in grade-level content. The
regulations included a number of safeguards to
ensure that students assessed based on modified
academic achievement standards had access to
grade-level content and were working toward
grade-level achievement. These regulations also
allowed teachers and schools to receive credit
for the work that they did to help students
with disabilities progress toward grade-level
achievement.

Now there were several participation options
from which to choose for students with disabil-
ities who, even with accommodations, must be
assessed with an alternate assessment: an alter-
nate assessment based on grade-level academic
achievement standards, an alternate assessment
based on modified academic achievement stan-
dards, or an alternate assessment based on alter-
nate academic achievement standards. Each of
these achievement standards was an explicit def-
inition of how students were expected to demon-
strate attainment of the knowledge and skills
reflected in the grade-level content standards.
Grade-level achievement standards describe what
most students at each achievement level know
and can do. Modified achievement standards are
expectations of performance that are challeng-
ing for the students for whom they are designed,
but are less difficult than grade-level academic
achievement standards. Alternate achievement
standards reflect the “highest achievement stan-
dards possible” (US Department of Education,
2005, p. 18) for students with the most significant
cognitive disabilities, no less challenging for the
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students than grade-level standards are for stu-
dents without disabilities. Because the choice of
participation methods has to fit individual needs,
both IDEA and NCLB charged the IEP team with
the task of assigning a student with disabilities to
the appropriate assessment method.

Historic Role of the IEP Team

Throughout the history of special education,
attention to the unique needs of the individual
has been paramount. PL 94-142 codified into fed-
eral law the rights of school-age individuals with
disabilities (and in subsequent reauthorizations of
IDEA of infants, toddlers, and preschoolers) to
specially designed instruction, special education
and related services, and special consideration in
the curricula to be studied and assessments to
be taken. To legitimize and make transparent the
educational decisions for students with disabili-
ties, legislators wisely introduced the concept of
an IEP into the landmark special education law
of 1975. The IEP is a written document detail-
ing a student with disabilities’ educational needs
and the steps the school plans to take to meet
those needs. Developed by the special education
teacher in conjunction with other school person-
nel and the child’s parents, it documents annually
the student’s level of performance, his/her goals
and objectives, the degree to which those can be
met in regular education, and any related services
the student might need. It outlines the special cur-
riculum and specially designed instruction that
will be implemented to meet this child’s indi-
vidual educational needs. An IEP team, whose
membership is individualized for every student
with a disability, agrees to what is on the IEP. The
team consists, at minimum, of a representative of
the educational agency, often the principal; the
student’s special education teacher; the student’s
general education teacher; the student’s parent or
guardian; related service personnel; other persons
at the discretion of parents or the educational
agency; and for students nearing a transition, a
representative of the agency that is likely to pro-
vide or pay for the transition services. The IEP
that the team develops commits the education
provider to focusing on the development of both

academic and practical life skills that are geared
toward the goals and aspirations of that individual
student. It ensures a meaningful educational cur-
riculum aligned with the individual’s needs and
plans. “It is this aspect of individualization that
distinguishes services authorized and provided
through special education from those typically
provided in general education” (Kohler & Field,
2003, p. 180).

Parents have always been designated as mem-
bers of the IEP Team. Their role in planning their
child’s educational experience was reiterated, and
perhaps strengthened, in the language of the most
recently authorized version of the Individuals
with Disabilities Education Act (IDEA 2004).
Parents help to establish, and by signing off on
the IEP, agree to the goals the team sets for a child
during the school year, as well as any special
supports needed to help achieve those goals.

IEP Team Decisions Regarding
Participation in Statewide Assessment

The IEP Team is generally given wide berth in
determining what a student with a disability will
learn, where that learning will take place, and
how the outcomes of that learning will be evalu-
ated. As specified through IDEA, IEP teams have
ultimate responsibility for making instructional,
curricular, and assessment decisions for each stu-
dent with a disability. However, since passage
of the 1997 amendments to the Individuals with
Disabilities Education Act (IDEA, 1997), the
breadth of IEP Team decision-making has been
somewhat curtailed. For all but a small percent-
age of students with the most severe cognitive
disabilities (and even for those students whenever
possible), the agreed-upon IEP goals must pro-
vide access to the general education curriculum
and address state-approved grade-level content
standards. Furthermore, all students with dis-
abilities must be included in state and district
assessments. The IEP team cannot decide that a
particular student will not participate in a
statewide assessment, even if the child’s par-
ents insist. If it is the judgment of the team
that the student is unable to participate in the
regular assessment even with accommodations,
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they must assign the student to participate in
an alternate assessment. Some states may spec-
ify certain conditions under which parents may
refuse to permit their children’s participation;
these exemptions apply to all students in a given
state. For example, in Pennsylvania, students may
be excused from the assessment if (and only if)
their parents have reviewed the test’s content and
have declared it to be inappropriate based on reli-
gious grounds. Beyond that, it is inconsistent with
federal law for an IEP team to exempt a student
from state assessments.

In making the decision about how students
with disabilities will take the statewide assess-
ment, the IEP team operates in an environment in
which academic content, academic achievement
standards, and assessments are set by the State;
the technical qualities of the State assessments
are well established; there are policies in place
on the use of accommodations that do not inval-
idate test results; and there are State guidelines
regarding eligibility for alternate assessments.1

Furthermore, each of these is subject to federal
scrutiny and must meet the requirement specified
in federal regulations.

Federal directives regarding participation in
alternate assessments. Two guidance documents
issued by the US Department of Education,
Alternate Assessment Standards for Students
with the most Significant Cognitive Disabilities
(2005) and Modified Academic Achievement
Standards (2007), have sought to clarify both the
nature of the students for whom the alternate
assessment based on alternate academic achieve-
ment standards and the alternate assessment
based on modified academic achievement stan-
dards were intended and the role of the IEP team
in deciding who should take which state account-
ability assessment. The two guidance documents
emphasize that all students with disabilities
should have access to the general curriculum; that
the participation decisions must be made by each
student’s IEP team and on an individual student

1 States are not required to use every assessment method.
Some states may have alternate assessments but choose
not to use alternate or modified achievement stan-
dards. State guidelines should clarify which methods are
available.

basis, and that decisions should not be based
on disability category or other general qualities.
Guidance documents assign to each State the
responsibility to establish clear and appropriate
guidelines for IEP teams to use when deciding if
one or another alternate assessment is justified for
an individual child. They suggest that each State’s
guidelines may contain the following:
• Criteria that each student must meet before

participating in alternate assessments;
• Examples or case study descriptions of stu-

dents who might be eligible to participate in
such alternate assessments;

• Accommodations that are available for all
assessments, and any special instructions that
IEP teams need to know if such accommoda-
tions require special permission or materials;

• Flow charts for determining which assessment
is appropriate and/or which accommodations
are appropriate;

• Timelines for making the participation deci-
sions;

• Consequences that affect a student as a result
of taking an alternate assessment (e.g., eligi-
bility for a regular high school diploma);

• Consequences that affect a test score as a result
of using a particular accommodation;

• Approaches for ensuring that all students have
access to the general curriculum;

• Commonly used definitions; and
• Information about how results are reported for

individual student reports and in school or
district report cards.
The 2005 Guidance specifies that “only stu-

dents with the most significant cognitive dis-
abilities may be assessed based on alternate
achievement standards” (p. 23) and explains
that these are the students with IEPs whose
cognitive impairments may prevent them from
attaining grade-level achievement standards, even
with the very best instruction. The 2007
Guidance stipulates two primary requirements
for participation in an alternate assessment
based on modified academic achievement stan-
dards. The student must have a disability that
precludes attainment of grade-level achieve-
ment standards. And, the student’s progress
to date in response to appropriate instruction,
special education, and related services must be
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such that, even if significant growth occurs,
there is reasonable certainty that the stu-
dent will not achieve grade-level proficiency
within the year covered by the student’s
IEP. Both documents emphasize the importance
of communicating the assessment participation
decision to students’ parents and to inform
them of any educational consequences of the
decision.

State Guidelines for IEP Team Decision
Making, 2007–2009

In 2007, 2008, and 2010, NCEO published a syn-
thesis of decision-making guidelines posted by
states on their State Department of Education
websites (Lazarus, Rogers, Cormier, & Thurlow,
2008; Lazarus, Thurlow, Christensen, & Cormier,
2007; Lazarus, Hodgson, & Thurlow, 2010).
The 2007 report was a quick snapshot of the
decision-making guidelines regarding participa-
tion in the alternate assessment based on mod-
ified academic achievement standards of six
states (Kansas, Louisiana, North Carolina, North
Dakota, Oklahoma, and Maryland) just a few
months after the 2007 regulations on the AA-
MAS were finalized. One year later, the report
compared and contrasted participation guidelines
for nine states (the original six, plus California,
Connecticut, and Texas), although none had yet
successfully completed the peer review process
that determines whether an accountability assess-
ment fulfills the necessary requirements for the
state to receive federal funds. By 2009, one state
(Texas) had passed peer review though the num-
ber of states with publically available guidelines
for student participation in alternate assessments
was up to 14 (Arizona, Indiana, Michigan, Ohio,
and Tennessee added to the nine of the previ-
ous year). In that third report, Lazarus, Hodgson,
and Thurlow (2010) describe common elements
within the 14 sets of guidelines and provide sam-
ples of the checklists (usually a series of yes/no
questions) or flow charts and decision trees
(conceptual representations of the decision-
making process) recommended for use by IEP
teams. Not surprisingly, the published guidelines

each contain some or all of the elements spec-
ified in the federal guidance documents (see
Table 4.1). Across the 14 states, elements of the
guidelines to IEP teams fall into four categories:
(a) indicators that qualify the student for the alter-
nate assessment based on alternate achievement
standards, instead; (b) factors that should not
influence the participation decision; (c) indicators
of opportunity to learn grade-level content of the
general education curriculum; and (d) indicators
of limited academic growth or progress.

Recommendations to IEP Teams

The decision about how a student with a disability
will participate in the annual statewide account-
ability assessments is not made in isolation. It
is part of the total plan that defines an appropri-
ate education for the student. As such, it should
be made at the annual IEP meeting, with all the
important actors present, and in conjunction with
the development of IEP goals. If the student is
making adequate progress in the general educa-
tion curriculum, the recommendation regarding
participation is indisputable; the default decision
is the general assessment, with or without accom-
modations, or for students who cannot man-
age a pencil/paper test, an alternate assessment
based on grade-level achievement standards (see
Fig. 4.2). The discussion at the IEP team meeting
would focus on the nature of the accommodations
routinely used to enhance this student’s typical
educational experience. These accommodations
would be recommended to make the assess-
ment more accessible and to have the assessment
results better reflect what the student knows and
is able to do. This seems an obvious point.
However, in a 2001 study of the relationship
between the types of accommodations typically
provided to students with IEPs during instruc-
tion and those offered on the accountability tests,
Ysseldyke and colleagues (2001) reported a sig-
nificantly high tendency for students with IEPs
to receive testing accommodations that were not
provided during instruction.

The second decision is also fairly straightfor-
ward. If the student has a significant cognitive
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Table 4.1 Common elements in 14 state assessment participation guidelines

Number of State guidelines
n = 14 Element to be considered in making participation decision

14 states Student has a current IEP

12 states Permit “combination participation”: separate decisions made by subject area
[3 states allow selection from all options; 9 states require selection from regular
assessment and AA-MAS, only]

9 states Decision requires parental notifications

8 states Decision requires consideration of consequences for meeting graduation
requirements

Indicators that qualify the student for the alternate assessment based on alternate academic achievement standards

4 states Decision based on presence of significant cognitive disability

6 states Decision based on whether receiving instruction on extended or alternate
standards

7 states Decision based on whether student receives specialized or individualized
instruction

Factors that should not influence the participation decision

8 states Decision not based on category label

7 states Decision not based on excessive absences, social, cultural, language, economic, or
environmental factors

6 states Decision not based on placement setting

Indicators of opportunity to learn grade-level content of the general education curriculum

11 states Decision based on whether student is learning grade-level content

6 states Decision based on whether student receives accommodations during classroom
instruction

9 states Decision based on whether student has IEP goals based on grade-level content
standards

9 states Decision based on whether student has IEP goals based on grade-level content
standards

Indicators of limited academic growth or progress

12 states Decision based on previous performance on multiple measures

11 states Decision based on evidence that student not progressing at rate expected to
achieve grade-level proficiency

9 states Decision based on whether student has IEP goals based on grade-level content
standards

3 states Decision based on evidence that student’s performance is multiple years behind
grade-level expectations

4 states Decision based on previous performance on state assessment

disability, has IEP goals and is receiving instruc-
tion based on extended or alternate academic
content standards, and requires significant scaf-
folding to participate meaningfully in the gen-
eral education curriculum, the team should rec-
ommend that the student participate in annual
statewide accountability assessments through the

alternate assessment based on alternate academic
achievement standards (AA-AAS).

Of course, if the student is not making ade-
quate progress in the general education curricu-
lum, but is not eligible to be assigned the AA-
AAS, the IEP team may be obligated to consider
recommending a different alternate assessment
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Fig. 4.2 Primary decisions regarding participation in annual accountability assessment

by reviewing and following guidelines provided
by their State Department of Education, using the
flow charts, decision trees, or checklists designed
uniquely for use in their state. This decision is
not nearly as clear-cut. Within the parameters of
the state guidelines, IEP teams would be wise to
consider the following:

Make certain all members of the IEP team
are clear about what the participation decision
for these ‘middle’ students is supposed to accom-
plish. State guidelines are (have to be) consistent
with federal guidelines and regulations, but an
IEP team is making a singular decision in a very
specific context of district, school, and individ-
ual student. Is the student actually competent in
the general education content and skills but needs
an even more accessible test than is possible with
standard accommodations? Is this student so far
from competent that he/she will not be profi-
cient regardless of the definition of proficiency
on the alternate assessment, so the student might
as well participate in an ‘easier’ assessment? Is
there pressure (spoken or unspoken) within the
school or district to increase the number of stu-
dents with disabilities who score proficient on the
annual assessment by finding ways to assign them
en masse to an alternate assessment? Is there a
strong commitment within the school or district
to maintain uncompromisingly high standards for
all the students, teachers, and curriculum, by

assigning as few students as possible to alternate
assessments? Answers to these questions clarify
the climate in which the participation decision
needs to be made.

Do not prejudge the outcome of the decision
based on the student’s diagnostic label or the
setting in which special education services are
provided. The type of assessment recommended
for a student should not be based on the student’s
disability classification. Most students with dis-
abilities do not have intellectual impairments.
They have learning disabilities, speech/language
impairments, other health impairments, emo-
tional/ behavioral disabilities, and/or physical,
visual, and hearing impairments. When given
appropriate accommodations, services, supports,
and specialized instruction, these students may be
capable of learning the grade-level content in the
general education curriculum and thus achieve
proficiency on the grade-level content standards.
In addition, research suggests even a small
percent of students with disabilities who have
intellectual impairments (i.e., generally includes
students in categories of mental retardation,
developmental delay, and some with multiple dis-
abilities and/or autism) might also achieve profi-
ciency when they receive high-quality instruction
in the grade-level content, appropriate services
and supports, and appropriate accommodations
(Thurlow, 2007). There is no basis in research
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for defining how the specific categorical labels
differentiate how students learn and demonstrate
their learning, or how, as required in the regula-
tion, this disability prevents a particular student
from attainment of grade-level achievement
within the current year (National Association of
School Psychologists, 2002). Instead of focusing
on label, the IEP team’s decision about assess-
ment should be based on the types and intensity
of support the student needs to show academic
learning during ongoing instruction.

The decision about the most appropriate
type of assessment for students with disabilities
should be based on neither current placement nor
the setting in which the student receives instruc-
tion. As noted previously, every student has the
right to access the general curriculum. Students
also have the right to receive instruction from
highly qualified teachers who are trained in the
content area and the right to an appropriate edu-
cation in the least restrictive environment (LRE;
IDEA, 2004). LRE does not define the way a stu-
dent participates in a statewide assessment. Every
type of educational setting includes students with
disabilities who can be recommended for any of
the assessment methods.

Do not let the team decision be unduly
influenced by the quality and alignment with
grade-level standards of previous years’ IEPs
or the limited educational accomplishment of
the student that resulted from those previ-
ous educational experiences. The regulations
(CFR §200.1(e)(2)(ii)(A)) stipulate that a student
should not be assigned to an alternate assess-
ment based on modified academic achievement
standards if the child’s IEP is not of “high qual-
ity” and designed to move the child “closer
to grade-level achievement” (Federal Register,
2007, p. 17749). Does that mean a struggling
student with a poorly written IEP will be pre-
cluded from taking the new alternate assess-
ment for at least a year during which time the
IEP team writes a better IEP? Further, Section
200.1(e)(2)(ii)(A) stipulates that students should
not be assigned to an alternate assessment based
on modified academic achievement standards if
they have not had the opportunity to learn grade-
level content. Does that mean that a struggling

student being taught reading or mathematics at
his/her instructional level rather than at “grade-
level” would be precluded from taking the new
alternate assessment for at least a year during
which time he is provided less appropriate and
‘special’ grade-level instruction instead? Section
200.1(e)(2)(ii)(B) requires IEP teams to exam-
ine a student’s progress in response to high-
quality instruction over time and using multi-
ple measures before assigning that student to
an alternate assessment based on modified aca-
demic achievement standards. Does that mean
that a struggling student whose teacher delivers
“less than high-quality instruction” would be pre-
cluded from assignment to the assessment based
on modified achievement standards until she or
he gets a better teacher? And how should mea-
suring student progress be standardized? Given
the pressures of accountability and the time and
effort devoted to preparing for and administering
state tests, many schools have stopped adminis-
tering additional standardized achievement tests.
And, although Response to Intervention (RTI)
and Reading First have promoted increased used
of curriculum-based measurement and progress
monitoring in reading and math, these models are
often restricted to the elementary level. In fact,
the field is only beginning to scratch the surface
in developing and implementing comprehensive
progress monitoring/intervention frameworks for
middle and secondary students – the primary
cohort for accountability testing (Mastropieri &
Scruggs, 2005; Vaughn et al., 2008). How will
IEP teams determine how much progress is suf-
ficient? And for how long should an IEP team
wait for signs of progress before recommend-
ing the student for the new alternate? There
are currently no definitive answers to these
questions.

The recommendation regarding which assess-
ment will be used for a particular student’s par-
ticipation in statewide accountability should not
be made in a separate meeting; this decision-
making is an integral part of the entire IEP team
planning and decision-making for the student
for the upcoming year. The same team that is
making the participation decision is writing the
IEP goals and objectives for the next academic
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year, making decisions about where and how the
student will be taught. The fact that many stu-
dents with disabilities currently do not achieve
at proficiency should raise questions of whether
they were receiving the required high-quality
instruction in the grade-level content, appropriate
services and supports, and appropriate accommo-
dations, not confirm preformed opinions about
the capacity of these students to learn or perform.
Anne Donnellan (1984, p. 142) concluded using
her “criterion of least dangerous assumption” that
barring proof to the contrary, educators need to
assume that poor performance is due to instruc-
tional deficits instead of student deficits. The
IEP team should correct deficiencies in past IEPs
while making assessment decisions for the future.

Craft the IEP so that students have opportu-
nity to learn what will be tested (i.e., this section
of the IEP has ramifications for other sections of
IEP). An important principle of assessment is that
students have the opportunity to learn the material
on which they will be tested. English and Steffy
(2001) call this the “doctrine of no surprises” (p.
88). Because the student being discussed is to
be assessed based on grade-level content stan-
dards, instruction for the students with disabil-
ities should be aligned with grade-level content
in reading and math (albeit reduced in breadth,
depth, and/or complexity for some students). The
IEP team must ensure that the student’s IEP
includes goals that address the content standards
for the grade in which the student is enrolled.
Since the decisions about how a student will par-
ticipate in State and district-wide assessments are
to be made at the student’s annual IEP meeting,
the IEP team will have the time to also develop
IEP goals that are based on grade-level content
standards. This will help to ensure that the student
has had an opportunity to learn grade-level con-
tent prior to taking an alternate assessment based
on modified academic achievement standards.

Remember that an IEP team cannot “stop
the clock” (i.e., suspend participation in the
annual accountability assessments until the stu-
dent has appropriately written IEP goals and
access to appropriate instruction and accommo-
dations). Participation in statewide assessment is
an annual event from third grade through eighth

grade (and continues in at least one grade of high
school). It is true that the reality of many stu-
dents with disabilities currently not achieving at
proficiency raises questions of whether they
have been receiving the required high-quality
instruction in the grade-level content, appro-
priate services and supports, and appropriate
accommodations. Nevertheless, participation in
statewide accountability assessment cannot be
postponed until past deficiencies or inappropri-
ate educational decisions/opportunities have been
corrected.

Do not be intimidated by the ‘cap’ on how
many students’ scores from alternate assessments
can be counted as proficient. Selecting a method
for participation in statewide assessments, like
all educational decisions made by the IEP team,
should focus on creating an appropriate educa-
tion for each individual student with a disabil-
ity. Although limits are in place on the number
of students who can be reported as proficient
using modified or alternate achievement stan-
dards, there is no limit on the number of students
who can be assigned to these alternate assess-
ments. In general, the Department of Education
estimates that about 9% of students with dis-
abilities (approximately 1% of all students) have
significant cognitive disabilities that qualify them
to participate in an assessment based on alter-
nate achievement standards. An additional 18%
of students with disabilities are eligible to take an
alternate assessment based on modified academic
achievement standards. They even suggest “an
LEA that assesses significantly more than 3% of
all students with an alternate assessment based on
modified academic achievement standards should
prompt a review by the State of the implementa-
tion of its guidelines to ensure that the LEA was
not inappropriately assigning students to take that
assessment” (US Department of Education, 2007,
p. 37).

These percentage estimates are misleading for
two reasons. First, since they actually repre-
sent the number of students that can be counted
toward proficient, they presume that every student
assigned to an alternate assessment will score in
the proficient range. If a state, in designing the
alternate state assessments and defining alternate
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or modified achievement standards, is sincerely
setting challenging standards, that would hardly
be the case. Second, every IEP team should have
the flexibility to select the assessment method
that is best for a particular student. The IEP team
is individualized, the IEP goals are individual-
ized, and the needs of the individual student under
consideration are unique. In the spirit and letter
of IDEA, an IEP team must make the assessment
recommendation free of external considerations
like a percentage participation cap.

IEP team members must understand that there
will be intended and unintended consequences
to the assessment participation decision. There
is considerable research evidence that, when the
stakes are high, assessment drives instruction
(rather than the more desired scenario of instruc-
tion driving assessment). Without intending to
teach to the test, in classrooms today, “what you
test is what you get” (Mislevy, 2008, p. 5). Tests
determine not only the content but also the format
of instruction. Shepard (1989) reported that in
response to externally mandated tests, “Teachers
taught the precise content of the tests rather than
underlying concepts; and skills were taught in the
same format as the test rather than as they would
be used in the real world. For example, teach-
ers reported giving up essay tests because they
are inefficient in preparing students for multiple-
choice tests” (p. 5). Others have documented
that in schools or classrooms using multiple-
choice tests, instruction tends to emphasize drill
and practice on decontextualized skills, reflecting
the emphasis of many multiple-choice tests (see
Romberg, Zarinna, & Williams, 1989).

Consequences will, and should, follow the
assessment participation decision. Both the alter-
nate assessment based on alternate academic
achievement standards and the alternate assess-
ment based on modified academic achievement
standards assume that the student with disabil-
ities has been learning the general education
curriculum, but each defines very different expec-
tations for mastery of that curriculum in terms of
breadth, depth, and complexity. The reason given
for developing these assessment options was the
recognition that some student with disabilities
should not be expected to master the full scope

of the grade-level general education curriculum
in the 1-year time frame of annual assessments.
The type of student work that defines proficient
performance on an alternate assessment based on
alternate academic achievement standards is sub-
stantially different from the type of work that
defines proficient performance on an alternate
assessment based on modified academic achieve-
ment standards. That, in turn, is substantially
different from the performance criteria associated
with proficiency on the regular assessment. If def-
initions of proficient performance are different,
it follows that the scope of instruction will be
different, especially if accountability assessments
are designed to assess mastery of what has been
taught.

Narrowing the curriculum may be a positive
consequence. If over the course of the academic
year, fewer concepts need to be mastered, more
time can be spent on working to mastery. On
the other hand, a narrowed curriculum at an
early grade level may limit educational opportu-
nities down the road. Assignment to a particular
alternate assessment may set the trajectory of
academic accomplishment too soon, before the
student has had the opportunity to be exposed to,
and possibly achieve proficiency in, a broader and
more complex curriculum.

In the same way, changing expectations for
proficiency (i.e., using alternate or modified
achievement standards to define proficient perfor-
mance) may be useful for some students and their
families. It makes “proficiency” more attainable
to students with chronic difficulties in school per-
formance, giving the student a sense of pride in
accomplishment, even if the “proficiency” desig-
nation actually carries a different meaning. On
the other hand, telling a family or a student
that his/her academic performance in reading, or
mathematics or science is “proficient” could be
harmful when the performance is only judged
as proficient because the definition of profi-
ciency has been altered. It gives the family and
the student a misleading accounting of relative
accomplishment, an unwarranted sense of what
may be achievable in the future. With parents
present at the IEP meeting, the implications of the
assessment decision can be discussed openly and
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considered in the final assessment participation
recommendation.

Concluding Comments
NCLB (2001) set the ambitious but unachiev-
able goal of having all students scoring pro-
ficient on accountability assessments by the
year 2014. The reason for introducing the
flexibility of alternate assessments into the
accountability system was to help schools,
districts, and states “count more students as
proficient” (Quenemoen, 2010, p. 22). The
regulatory language leaves it to the states to
define the target populations for these alternate
assessments.

In the current standards-based account-
ability-driven reform model, any option that
encourages or rewards less-challenging stan-
dards for any student who could achieve
at grade level (assuming they have access
to the curriculum and are instructed effec-
tively) undermines the entire system of school
reform. For most students, with and with-
out disabilities, we cannot yet predict with
any accuracy whether they will achieve at
grade level when instructed effectively. Thus,
the least dangerous assumption requires that
all students receive that effective instruction.
The implementation of alternate assessments
should expressly raise expectations and result
in realistic but higher achievement for students
who participate in the options. Ultimately,
state-defined modified or alternate achieve-
ment standards should be policy statements of
what are appropriately high expectations for
some small, defined groups of students, and
they should lead to improvement of achieve-
ment outcomes for these students, in order to
be consistent with the letter and the spirit of
NCLB and IDEA.

Careful monitoring of consequences of the
assessment decisions is essential to ensur-
ing that the intended positive consequences
are occurring and unintended negative con-
sequences are not. But IEP teams in annual
IEP meetings are not making grand assess-
ments of the efficacy of the standards-based

accountability system. They are making rec-
ommendations and decisions to ensure an
appropriate education for a particular student
in a particular district, in a particular state.
Each member of the team, the LEA represen-
tative, the educators, and the student’s parents,
should be fully informed about the nature of
the decisions that need to be made and the
implications of those decisions in shaping the
student’s educational experiences. There are
federal, state, and perhaps even district guide-
lines that should influence the decision, but
in the end, the decision needs to be a very
personalized one, reflecting only the team con-
sensus of what is appropriate for this particular
student at this particular time in his/her edu-
cational career, until the next year when the
decision gets made all over again.
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5Australian Policies to Support
Inclusive Assessments

Michael Davies and Ian Dempsey

Introduction

Australia has recently adopted a National
Assessment Program for Literacy and Numeracy
(NAPLAN) that involves assessment of students
in Years 3, 5, 7, and 9. While Australian legisla-
tion and policies are designed to support inclusive
assessments for all, it is evident that in practice
this is not the case. This chapter provides infor-
mation about Australian legislation and ensu-
ing policies, how they interact with national
achievement testing in Australia, and proposes
recommendations for the development of a more
effective and inclusive assessment regime for
Australian students.

The Australian Education Landscape

Australia is a federal parliamentary democracy
comprising six states and two territories and had
the eleventh-largest gross domestic product per
capita in the world in 2008 (World Bank, 2009a).
In that year, the population of Australia was 21.4
million people, the vast majority of whom lived in
the country’s capital cities (World Bank, 2009b).

Australia follows a two-tier system of school
education which includes primary education

M. Davies (�)
School of Education and Professional Studies, Faculty of
Education, Griffith University, Brisbane, QLD 4122,
Australia
e-mail: m.davies@griffith.edu.au

(generally till 12 years of age), and secondary
education (generally till 18 years of age).
Schooling is compulsory between the ages of
6 and 15 or 16, depending on the jurisdiction.
Each of Australia’s states and territories has a
department of education that provides free pub-
lic education. Public school students comprise
about two-thirds of the total student population.
The remaining students attend fee-paying reli-
gious and secular private schools which also
receive substantial government funding. The
Programme for International Student Assessment
for 2006 ranked Australia 6th on a worldwide
scale for Reading, 8th for Science, and 13th for
Mathematics (Australian Council for Educational
Research, 2009).

While there is no national curriculum in
Australia, there is agreement across the states
and territories on the broad content of curricu-
lum (Ministerial Council for Education, Early
Childhood Development and Youth Affairs,
2009a). Although the Federal government makes
a relatively small direct contribution to the states’
and territories’ education budgets, conditions are
often tied to this funding. This mechanism of
influence has, among other things, facilitated the
introduction in recent years of a national test-
ing program and the use of a common student
academic grading system.

The majority of states and territories pro-
vide three enrolment options for students with a
disability: regular classes, support classes (sep-
arate classes in a regular school), and special
schools. For reasons explored in the next section,
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Australia has a very poor record of reporting
both the number of students with a disability in
Australian schools and the nature of enrolment
of those students. The limited evidence avail-
able suggests that over 3.5% of Australian school
students have a disability (there is some vari-
ation in the definition of disability across the
states and territories), there has been a large
increase in the number of students with a dis-
ability identified in regular schools, the major-
ity of students with a disability are educated in
mainstream schools, and as a percentage of the
total school population there has been a recent
increase in the proportion of students placed
in segregated settings (Australian Government
Productivity Commission, 2004; Dempsey, 2004,
2007). It is likely that the increased number of
identified students with a disability in regular
schools have always been in the regular school
system. However, many have more recently been
identified with a disability so as to receive fund-
ing support and also because of improved aware-
ness of disability and special needs by education
professionals.

Australian Legislation Relevant
to Students with a Disability

Disability Discrimination Act

While many Australian states and territories had
legislation that directly related to discrimina-
tion of a variety of groups in the community,
by the late 1980s there was increasing con-
cern that without a law focussing on disability
rights little progress could be made in address-
ing discrimination. Consequently, in 1992 fed-
eral legislation was passed in the Disability
Discrimination Act 1992 (DDA) (Australasian
Legal Information Institute, 2009) that directly
addressed a range of areas, including educa-
tion. In relation to education, the DDA states the
following:
(1) It is unlawful for an educational authority to discrim-

inate against a person on the ground of the person’s
disability:
(a) by refusing or failing to accept the person’s

application for admission as a student; or

(b) in the terms or conditions on which it is prepared
to admit the person as a student.

(2) It is unlawful for an educational authority to discrim-
inate against a student on the ground of the student’s
disability:
(a) by denying the student access, or limiting the

student access, to any benefit provided by the
educational authority; or

(b) by expelling the student; or
(c) by subjecting the student to any other detriment.

(3) It is unlawful for an education provider to discrimi-
nate against a person on the ground of the person’s
disability:
(a) by developing curricula or training courses hav-

ing a content that will either exclude the person
from participation, or subject the person to any
other detriment; or

(b) by accrediting curricula or training courses
having such a content (Australasian Legal
Information Institute, 2009).

Although this legislation effectively mandates
that educational services are provided to students
with a disability, there are some aspects of the
original legislation that are less clear about the
nature of the educational setting and the sup-
port that should be provided to Australian stu-
dents with a disability. For example, the DDA
includes a component that identifies unjusti-
fiable hardship as a legal basis for discrim-
ination. In determining whether an education
provider may experience unjustifiable hardship
in enrolling a student with a disability, the DDA
notes that the following need to be taken into
account:

(a) The nature of the benefit or detriment likely to accrue
to, or to be suffered by, any person concerned;

(b) the effect of the disability of any person concerned;
(c) the financial circumstances, and the estimated

amount of expenditure required to be made, by the
first person (i.e., the education provider);

(d) the availability of financial and other assistance to the
first person (Australasian Legal Information Institute,
2009).

By 2000, there had been one high-profile
Federal Court case related to the enrolment of
a student with a disability in a regular school.
In Hills Grammar School v. HREOC (Australian
Human Rights Commission, 2009a), a private
school was deemed to have discriminated against
a young student with spina bifida by refusing
her enrolment in a regular class. The school did
not provide a support class placement option.
Enrolment was refused on unjustifiable hardship
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grounds with the school arguing that the stu-
dent required a range of additional supports
that were beyond the capacity of the institu-
tion. The Federal Court noted that the institution
was a large national education provider with
substantial resources. The school was fined and
ordered to provide a placement for the student,
if she wished. The precedent set by this case
means that the unjustifiable hardship argument is
unlikely to be successfully used by large educa-
tion providers.

Other aspects of the Australian DDA also
warrant examination. The DDA defines disabil-
ity as including a range of more traditional
impairments (e.g., physical, intellectual, psychi-
atric, and sensory), as well as some impairments
that are traditionally not recognised as disabil-
ities in educational settings in Australia (e.g.,
learning disabilities, behaviour problems, atten-
tion deficit hyperactivity disorder, and physical
disfigurement). In addition, the DDA recognises
disabilities that individuals may presently experi-
ence, may have had in the past, or may have in
the future (e.g., a disease that is yet to physically
manifest itself).

Because the original DDA legislation
addressed educational enrolment, and not edu-
cational services in schools, there was little
incentive for school systems to broaden their
definitions of disability beyond traditional, medi-
cally oriented categories. Indeed, for many state
and territory education departments there was a
powerful disincentive to broaden their definition;
that it may place excessive financial demands
on educational authorities to meet the needs of
a perceived additional group of students with
special needs. Such concerns were misplaced
because Australian public education systems
already provided a range of extensive supports
to students with a disability, as defined by the
DDA (e.g., services to students with reading
difficulties and behaviour problems). Regardless,
the unpreparedness of the states and territories to
adopt a common definition of disability means
that in Australia, at a national level, it is not
possible to report on the total number of school
students with a disability, or to determine the

number of students with a disability in different
educational settings.

In its present form, the DDA provides sev-
eral avenues of redress for individuals, groups,
and organisations. In the first instance, com-
plainants are encouraged to lodge a grievance
with the Australian Human Rights Commission,
the body with responsibility for oversight of
the DDA. Such complaints are reviewed by the
Commission, which seeks to conciliate a set-
tlement between the parties, usually without
admission of liability (Australian Human Rights
Commission, 2009b). If conciliation cannot be
achieved, the matter may then be heard by the
Australian Federal Court. By 2010, there had
been 14 court decisions and 81 conciliated out-
comes.

In 2002, a Productivity Commission review
of the DDA concluded that the legislation had
been “reasonably effective in reducing discrim-
ination (p. xxvi)” although its effectiveness was
highly variable across sectors of the econ-
omy and within disability groups (Australian
Government Productivity Commission, 2004).
Education was the third most common subject of
complaints made under the DDA after employ-
ment and the provision of goods and services.
The Commission also noted that the introduction
of education standards to supplement the DDA
was a pressing need and that the net impact of
such standards would be positive.

Education Standards

Another important feature of the DDA wor-
thy of discussion is that it provided a mecha-
nism to develop standards to assist organisations
to understand their responsibilities in avoiding
discrimination. Education standards were even-
tually legislated in 2005 (Australian Government
Attorney-General’s Department, 2005), and they
had a ‘chequered’ history. From the time of the
release of a discussion document in 1996, it took
9 years and many attempts at negotiation between
the Commonwealth and State and Territory gov-
ernments before the standards were enacted.
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However, the standards address enrolment, par-
ticipation, curriculum, student support services,
and elimination of harassment and victimisation
(Australian Human Rights Commission, 2009c).

An extract from the education standards, as
they relate to participation, appears in Box 5.1.

Box 5.1. Standards for participation

(1) The education provider must take reasonable
steps to ensure that the student is able to par-
ticipate in the learning experiences (including
assessment) of the courses or programs pro-
vided by the educational institution, and use
the facilities and services provided by it, on
the same basis as a student without a disability,
(and include measures that ensure that
. . .the assessment and certification require-
ments of the course or program are appropriate
to the needs of the student and accessible to
him or her; and (f) the assessment procedures
and methodologies for the course or program
are adapted to enable the student to demon-
strate the knowledge, skills, or competencies
being assessed)

(2) The provider must:
(a) consult the student, or an associate of

the student, about whether the disability
affects the student’s ability to participate
in the courses or programs for which the
student is enrolled and use the facilities
or services provided by the provider; and

(b) in the light of the consultation, decide
whether an adjustment is necessary to
ensure that the student is able to partici-
pate in the courses or programs provided
by the educational institution, and use
the facilities and services provided by it,
on the same basis as a student without a
disability; and

(c) if:
(i) an adjustment is necessary to achieve the

aim mentioned in paragraph (b); and
(ii) a reasonable adjustment can be identified

in relation to that aim; make a reasonable
adjustment for the student in accordance
with Part 3.

(3) The provider must repeat the process set out
in subsection (2) as necessary to allow for the
changing needs of the student over time.

An important feature of the participation stan-
dards is the notion that students with a dis-
ability are entitled to participate on the same
basis as students without a disability, and without

discrimination. The ramifications of this require-
ment are that school courses and activities must
be flexible enough to meet the student’s needs,
that the school must consult with the student
and/or the student’s advocate in determining
those needs, and that the participation of the
student with a disability should be compara-
ble to the participation of a student without a
disability. Students with a disability are to be
afforded the same opportunities to participate in
school or a course as other students. The oppor-
tunity to participate in assessments, including
national assessment tests should also be pro-
vided. “This may mean making adjustments to . . .

how students will be assessed” (DDA Education
Standards, 2009, p. 5). The Standards also pro-
vide information regarding exceptions for educa-
tion providers.

Another important feature is the requirement
that education providers must make ‘reasonable
adjustments’ to facilitate the engagement of stu-
dents with a disability in school activities. The
standards note that an adjustment is reasonable
in relation to a student with a disability when it
balances the interests of all parties affected. For
example, education authorities are not obliged
to adjust courses or programs and assessment
requirements to the extent that the academic
integrity of the program is threatened. However,
the student’s disability, the student’s wishes and
the wishes of their advocate, the effect of the
adjustment on the student with a disability and
other students, and the cost of the adjustment
should be considered in coming to a conclu-
sion about the ‘reasonableness’ of an adjustment.
That the texture of this aspect of the DDA is so
open demonstrates that the standards themselves
are a significant compromise, without which, the
Australian community would still be waiting for
their enactment.

At the time of writing, some educational juris-
dictions are still coming to terms with the ram-
ifications of the education standards. However,
as the next section demonstrates, the standards
are already having an impact on the way in
which schools support students with a disabil-
ity. In addition to impelling schools to embrace
a wider definition of disability, schools are now
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legally obliged to provide a minimum level of
educational support to students with a disability
(Nelson, 2003). Just how schools interpret this
level of service will, no doubt, be open to inter-
pretation and perhaps subject to legal challenge.

By 2009, there had been no Federal or High
Court decisions that related to the participation
of students with a disability in educational test-
ing (there were several Federal Court decisions
relating to other aspects of the education of stu-
dents with a disability). Usually such matters
are addressed through policy and administrative
procedures and rarely reach courts or tribunals
(Cumming, 2009a). However, several conciliated
settlements had been made between the parties in
this area (Australian Human Rights Commission,
2009d). Nine separate students with different dis-
abilities at various schools complained that they
had not been given sufficient adjustments by their
respective schools to allow them to participate in
exams. The schools were instructed to provide
appropriate adjustments that included additional
time, a reader, a writer, access to digital record-
ings of exams, a separate exam room, use of
coloured examination paper, taking exams in a
familiar setting, and the use of a word processor.
A student who was deaf complained that he was
not provided with a sufficiently qualified teacher
to help interpret exams. The education authority
subsequently made available a teacher with the
necessary skills.

That the Australian DDA is not as prescrip-
tive as US legislation about the rights of students
with a disability can be seen as both a weak-
ness and a strength in meeting the educational
needs of these students. Supporters of stronger
legislation say that laws guarantee a minimum
standard and that they may create the circum-
stances by which attitudes to students with a
disability in the general and education commu-
nities may change for the better. Those critical of
stronger legislation point out that there is a differ-
ence between ‘following the letter of the law’ and
improved attitudes and practice. The US experi-
ence following the mandating of individualised
education programs for students with a disabil-
ity is an example of how behaviour change does

not always follow from compliance with the law
(Sopko, 2003). Whatever the view taken on legis-
lation, the reliance in Australia on open-textured
laws and education policy to provide educational
services for students with a disability is a reflec-
tion of cultural standards and historical precedent
in this country.

Australian Policy Relevant to Students
with a Disability

National Goals for Schooling
in the Twenty-First Century

The 1999 Adelaide Declaration on national
goals for schooling followed a meeting of
State, Territory, and Commonwealth Ministers of
Education. The Declaration provided broad direc-
tions to guide schools and education authorities
and to maintain a commitment to the report-
ing of comparable educational outcomes for all
students, including students with a disability
(MCEECDYA, 2010). Of interest to this chapter
is the common and agreed commitment to
• continuing to develop curriculum and related

systems of assessment, accreditation, and
credentialling that promote quality and are
nationally recognised and valued; and to

• increasing public confidence in school educa-
tion through explicit and defensible standards
that guide improvement in students’ levels of
educational achievement and through which
the effectiveness, efficiency, and equity of
schooling can be measured and evaluated.
One of the goals specifically relates to stu-

dents with a disability and calls for schooling to
be socially just, so that students’ outcomes from
schooling are free from the effects of negative
forms of discrimination based on sex, language,
culture and ethnicity, religion, or disability. This
Declaration was the precursor to the plan to intro-
duce national reporting of educational outcomes
in numeracy and literacy and other curriculum
areas.

The Melbourne Declaration on Educational
Goals for Young Australians (Ministerial Council
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on Education, Early Childhood Development,
and Youth Affairs, 2008) was released in
December, 2008 and superseded the Adelaide
Declaration to set the direction for Australian
schooling for the next 10 years.

The MCEETYA 4 Year Plan (2009–2012) sup-
ports the Melbourne Declaration and outlines the
key strategies and initiatives Australian govern-
ments will undertake in eight inter-related areas
in order to support the achievement of the educa-
tional goals for young Australians. The two areas
of interest to this chapter are
• promoting world-class curriculum and assess-

ment and
• strengthening accountability and transparency.

In the area of promoting world-class curricu-
lum and assessment, the goals of a national cur-
riculum are identified, before stating that “assess-
ment of student progress will be rigorous and
comprehensive” (p. 14, MCEETYA 4 Year Plan,
2009). The plan also identifies the need for
government to work with all school sectors to
develop and enhance national and school-level
assessment that focuses on
• assessment for learning—enabling teachers

to use information about student progress to
inform their teaching,

• assessment as learning—enabling students to
reflect on and monitor their own progress to
inform their future learning goals and

• assessment of learning—assisting teachers to
use evidence of student learning to assess stu-
dent achievement against goals and standards.
Some of the agreed strategies and actions to

support this plan are as follows:
• To establish the Australian Curriculum,

Assessment and Reporting Authority
(ACARA) to deliver key national reforms
including development of plans to improve the
capacity of schools to assess student perfor-
mance and to link assessment to the national
curriculum and to manage the National
Assessment Program.

• Development of high-quality diagnostic and
formative assessment tools and strategies to
support teachers’ skills and understanding in
the use (of) assessment as a tool for stu-
dent learning and classroom planning and in

adapting instructional practice in classrooms
to focus on specific student needs.
In terms of strengthening accountability and

transparency, the plan identifies the need for
good-quality information on schooling. Schools
and students need reliable and rich data on
student performance so as to improve student
outcomes. Parents and families, however, need
information about the performance of their son
or daughter at school, of the school he or she
attends, and of the system, to help parents and
families make informed choices.

Through the Council of Australian
Governments (COAG), all jurisdictions agreed
to a new performance-reporting framework and
agreed that ACARA will be supplied with the
information necessary to enable it to publish
relevant, nationally comparable information on
all schools to support accountability, school
evaluation, collaborative policy development,
and resource allocation.

While the Melbourne Declaration and
associated plans and policies identify stu-
dents from low socio-economic backgrounds,
including indigenous youth and other disad-
vantaged young Australians, students with
disabilities receive minimal attention. This
cohort, however, does receive some recognition
in the conduct of the National Assessment
Program.

The National Assessment Program

In 2008 the National Assessment Program-
Literacy and Numeracy (NAPLAN) commenced
in all Australian schools. The program contin-
ued in 2009 with all Australian students in Years
3, 5, 7, and 9 being assessed using common
national tests in reading, writing, language con-
ventions (spelling, grammar, and punctuation),
and numeracy. Samples of students must also
participate in other national and international
tests, such as in Information Technology, Maths,
and Science, but NAPLAN is the most compre-
hensive national assessment process that aims
to include all students in the nominated grades
each year. Commonwealth legislation requires
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testing of all students in identified grades for
federal school funding to be provided to the
states.

The tests are developed collaboratively by the
states and territories, the non-government educa-
tion sectors, and the Australian Government. The
NAPLAN tests broadly reflect aspects of liter-
acy and numeracy within the curriculum in all
states and territories, and the types of test ques-
tions and test formats are chosen for familiarity
to both teachers and students across Australia.
Content of the tests is also informed by the
National Statement of Learning in English and
Mathematics. Questions are multiple-choice type
or require a short written response. National
tests of literacy assessed language conventions
(spelling, grammar, and punctuation), writing
(knowledge and control of written language),
and reading (comprehension). In numeracy, the
content areas assessed were number, measure-
ment, chance and data, space, algebra, function,
and pattern. Students are expected to develop a
range of important skills and strategies before sit-
ting the tests. Resources to help students develop
these skills are made available, and teachers are
also able to use the preparation materials from
previous NAPLAN and state tests to familiarise
students with the types of questions and response
formats on the tests.

Each state and territory has a test adminis-
tration authority that is responsible for printing
the NAPLAN tests each year, for test admin-
istration, data capture, marking, and the deliv-
ery of reports to the central Commonwealth
body, the MCEETYA. National protocols for test
administration ensure that the administration of
the tests by the eight authorities is consistently
applied. Principals and teachers are offered infor-
mation on protocols by the relevant authority
through a range of mediums including infor-
mation sessions, written information, and web-
based materials. Students are tested in their own
schools, administered by their own school teach-
ers, in mid-May of the school year. In terms of
marking, the tests for reading, language conven-
tions, and numeracy are marked using optical
mark recognition software to score multiple-
choice items. Writing tasks are professionally

marked by expert, independent markers using
well-established procedures to maintain marker
consistency.

National data are collected by the relevant test
administration authority, and the de-identified
student data are then submitted to an inde-
pendent national data contractor for analysis.
Comparative data showing the performance of
each state, to determine national achievement
scales, national means, and achievement of the
middle 60%, for each domain of reading, writing,
spelling, grammar and punctuation, and numer-
acy, are then provided to each testing authority.
The national achievement scales each span Years
3, 5, 7, and 9. The skills and understandings
assessed in each domain from Year three to Year
nine are mapped onto achievement scales with
scores that range from 0 to 1000 (MCEETYA,
2008).

The scores for individual students across the
national achievement scale are provided to enable
comparisons over time. Students are able to
be located on a single national scale for each
domain, and achievement could be assessed
against national and state means and national
minimum standards. Specific scale scores deter-
mined cutoffs for achievement bands from 1 to
10 for each domain. Reporting scales were con-
structed so that any given scaled score represents
the same level of achievement over time, enabling
monitoring of student achievement as students
advance through year levels.

Later in the year schools receive statements
of performance of their individual students and
year levels as a whole in relation to the national
minimum standards and the number and per-
centage of children not reaching national bench-
marks. While decisions regarding intervention
varied across states, regions, and schools, the
decision regarding intervention is clear if the stu-
dent achieves a level that is identified as below the
national minimum standard. Schools then pro-
vide individual students (and their parents/carers)
with statements of performance in relation to
the national minimum standards. The means and
standard deviations for each state and territory
compared to national means and standard devi-
ations for each domain are published in the full
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report that is publicly available on the web (see
MCEETYA, 2008; MCEECDYA, 2009b).

Student Participation

The policies on student participation are pro-
vided in more detail in materials developed by
the educational authorities responsible for each
state and territory. While based on the same infor-
mation, these materials are presented differently.
One of the states, Queensland, provided a Test
Preparation Handbook that states that the tests are
“structured to be inclusive of all students, within
budgetary and administrative limitations. . .and
all eligible students must sit for the tests, unless
they are exempt or withdrawn by parents/carers”
(QSA Test Preparation Handbook, 2009, section
4.0). Further, eligible students include those stu-
dents of equivalent chronological age to a “typi-
cal” Year 3, 5, 7, or 9 student and involved in a
special education facility or program.

Exempt Students

The Queensland Handbook indicates that stu-
dents may qualify for exemption from one or
more of the tests because of their “lack of pro-
ficiency in the English language, or because of
significant intellectual and/or functional disabil-
ity”. However, students with disabilities should
“be given the opportunity to participate in test-
ing if their parent/carer prefers that they do
so” (QSA Test Preparation Handbook, 2009,
section 4.2). Principals must consult with par-
ents/carers on all matters of exemption, and then
use ‘professional judgment’ when making deci-
sions about a student’s participation in the tests.
Principals are required to obtain signed forms

from parents/carers to allow students who meet
the criteria to be exempted. In Australia, exempt
students are judged to have achieved in each
exempted test at the level “below national min-
imum standard” and are reported within this
subgroup of the population of students who had
participated in the tests.

Students may also be withdrawn from the
testing program by their parents/carers in consul-
tation with the school. Withdrawals are intended
to address concerns such as religious beliefs and
philosophical objections to testing. However,
information guides from some educational
authorities link withdrawal with students with
disabilities. For example, the 2007 information
guide for New South Wales, another Australian
state, documented that “Students with confirmed
disabilities or difficulties in learning are expected
to participate in the testing. However, parents do
have the right to withdraw their children from
testing. This is classified as a parent withdrawal
and not as an exemption” (p. 2).

Students who are withdrawn are not counted
as part of the population. In terms of reporting,
they are grouped with those students who were
absent or suspended, and despite the principals’
facilitation were unable to complete the test(s)
in the days immediately following the standard
National testing day.

The numbers and percentages of students who
are exempted or absent/withdrawn for each of
the five domains are reported within participa-
tion statistics in the NAPLAN annual report.
To provide a summary, the average percentages
of students in each grade who were exempted,
absent, or withdrawn across the five domains for
the 2009 NAPLAN across Australia are provided
in the Table 5.1.

In the 2009 report, some comparisons were
made regarding participation levels of the

Table 5.1 Percentages of Australian student exemptions, absences/withdrawals, and assessed across year levels for
2009 NAPLAN

Year 3 (n = 260,000) Year 5 (n = 265,000) Year 7 (n = 255,000) Year 9 (n = 250,000)

Exempt 1.9 1.7 1.2 1.3

Absent/withdrawn 3.6 3.2 3.6 6.1

Assessed 94.5 95.1 95.2 92.6
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2009 cohort compared with 2008. In gen-
eral, these participation rates were very simi-
lar, although some year-to-year variations among
indigenous populations in some states were
noted.

No details were publicly available as to the
reasons for exemptions or absences and with-
drawals. Testing authorities mentioned that the
written parent applications for exemptions or
withdrawals subsequently approved by princi-
pals were kept at the school level and were
not centrally recorded at the state or national
level. It is unknown as to how many exempted
students had identified disabilities, or were stu-
dents with learning disabilities, or language
difficulties. Similarly, the reasons for students
being withdrawn or absent (or suspended) and
parental philosophical objections for withdrawal
are unknown. How many of those absent or with-
drawn who might have had learning disabilities is
also unknown.

Special Provisions/Considerations

Special provisions were to be made where these
were identified as necessary to comply with
the legislative requirements of the Disability
Standards for Education (DDA). A range of sup-
port and differentiated resources was to be made
available to enable all students to complete the
NAPLAN testing. The information guide for
NSW (2007) stated that special provisions were
provided to students with disabilities or spe-
cial needs in line with arrangements for exist-
ing state-base tests. Special provisions could be
accessed by a student for all or part of a test,
using more than one provision in any one test.
Special provisions should also reflect the type
of support the student regularly accesses in the
classroom.

Queensland Special Provisions and consid-
erations were included in the Test Preparation
Handbook and also made freely available
on a website: http://www.learningplace.com.
au/deliver/content.asp?pid=43511 (accessed Jan
18, 2010). The stated goal of special pro-
visions/considerations is the maximisation of

student access to the NAPLAN tests. Schools
were encouraged to consider the principles of
equity and inclusivity in meeting the needs of
all students by recognising that many students
without disabilities might also require special
provisions/consideration. While this extension of
potential support is noteworthy, the notion of
“reasonable adjustment” provides schools with
the opportunity to avoid offering accommoda-
tions. After a process of consideration as to
whether an adjustment was necessary, a reason-
able adjustment, as previously outlined, was then
to be identified and put into place. Schools were
able to provide the following accommodations or
reasonable adjustments, as were considered nec-
essary (QSA Test Preparation Handbook, 2009,
section 5.10):
• Reading support
• Use of a scribe.
• Extra time (up to 50%) including rest breaks
• Braille and large-print test materials
• Separate supervision or special test environment
• PCs/laptops (no spell check or speech-to-text soft-

ware)
• Assistive listening devices
• Specialised equipment or alternative communication

devices
• ‘Signed’ instructions.

However, a number of accommodations were
not permitted. In terms of reading, it was not
permitted to
• read numbers or symbols in numeracy tests
• interpret diagrams or rephrase questions
• read questions, multiple-choice distractors, or stimulus

material in the reading or language conventions tests
• paraphrase, interpret, or give hints about questions or

texts;
• literacy questions could not be read or signed to

students with moderate/severe-to-profound hearing
impairment.

Many of these disallowed accommodations
would be judged by many to be quite “reason-
able” in providing students with disabilities with
the chance of an even playing field in under-
standing what is required and to then be able to
complete assessment tasks.

The numbers and percentages of students
who are afforded special consideration accom-
modated, and the types of accommodations are
not provided in the annual report. Some test-
ing authorities have reported the numbers who
were given special consideration on at least one

http://www.learningplace.com.au/deliver/content.asp?pid=43511
http://www.learningplace.com.au/deliver/content.asp?pid=43511
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Table 5.2 Queensland students afforded special consideration and exemptions, across year levels for 2009 NAPLAN

Year level
Total
participants

Numbers given special
consideration

Percentage of total given
special consideration

Numbers
exempted

Percentage of
total exempted

3 56,368 7388 13.1 1123 1.9

5 57,467 6730 11.7 1068 1.8

7 58,182 6121 10.5 976 1.7

9 59,997 2834 4.7 1015 1.7

test booklet. For instance, the Queensland Studies
Authority (QSA, 2009) provided the details for
the Table 5.2 to be constructed.

No details were publicly available as to the
types of special consideration afforded to stu-
dents, and the types of disability of these stu-
dents. Written parent applications for special
consideration subsequently approved by princi-
pals were kept at the school level and were
not centrally recorded at the state or national
level.

Issues Arising from
Exemptions/Absences/Withdrawals

Some concerns have been expressed by politi-
cians and others in the print media regarding
an increase in NAPLAN absenteeism in some
schools in some states (Sydney Morning Herald,
October 20, 2009). In this article published in
the Sydney Morning Herald, a politician sug-
gested that because of the publication of school
performance data that there is “a fear that the
school’s average and reputation will be dam-
aged by individual poor results”. The Council of
Australian Governments (COAG) agreement to a
new performance reporting framework to publish
relevant, nationally comparable information on
all schools to support accountability and school
evaluation is potentially threatening to poor per-
formers. Some teachers, schools, school prin-
cipals, education authorities, and governments
will potentially experience ramifications if per-
formances at their level of responsibility in the
system fall below expectation and/or the national

standards. To avoid such negative outcomes,
strategies at each level of the system are being put
into place. For example, since the first NAPLAN
testing in 2008, there is anecdotal evidence that
teachers are spending more time on training their
children on NAPLAN-type tasks from very early
in the school year. School principals in some
states are being offered financial and other incen-
tives to increase the performance of their school.
In the future, school funding and teacher per-
formance pay will potentially be linked to per-
formance on national tests (Cumming, 2009a).
There is concern that at the student level, many
poor-performing students and their parents will
be discouraged by teachers/schools to participate.
While these issues raise the potential for neg-
ative outcomes for students, many schools and
teachers are adopting a more positive approach
and identifying strategies to help students learn
the curriculum and ultimately perform well on
assessment tasks.

The figures provided in Tables 5.1, and 5.2
point to the fact that substantial numbers of stu-
dents are not participating in national achieve-
ment testing. Non-participation is an indictment
on the whole system and flies in the face of
the legislation (DDA, Education Standards) and
policies (National Schooling for the twenty-first
century, Adelaide and Melbourne Declarations,
MCEETYA 4 Year Plan) that promote assessment
for all.

When students are exempted from national
testing or are withdrawn or are absent because
the tests are deemed not to be appropriate for
those students, the national assessment program
fails those students. Their lack of inclusion
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places them and their parents in a position of
obscurity. These students and their performance
levels become less important to schools, and
their parents do not receive meaningful perfor-
mance information in terms of national stan-
dards. In terms of the school performance data,
many of these students could be written off
as not having the potential to achieve the cur-
rent minimum national standards, and so when
resources are allocated to improve performance,
the learning needs of these students may be
considered less important, compared to other stu-
dents who might have potential to achieve these
standards.

These are similar concerns to those raised in
the United States more than 10 years ago in
the report from the Committee on Goals 2000
and the Inclusion of Students with Disabilities
for the National Research Council (McDonnell,
McLaughlin, & Morison, 1997). In the Executive
Summary of this report, concerns were identi-
fied about the exclusion from participation of
many students with disabilities. When data on
achievement levels of students with disabilities
are absent, then “judgments about the effective-
ness of educational policies and programs at
local, state and national levels (p. 6)” are neither
valid nor fair.

Issues Arising from Special
Provisions/Considerations

There is evidence of special provisions and
accommodations being applied to support stu-
dents with additional needs. However, these sanc-
tioned accommodations are regarded as mini-
mal by some judges. Moreover, validity issues
have been raised in relation to the limited appli-
cation of accommodations and adaptations to
NAPLAN among other assessment approaches
(Cumming, 2009a). From a cultural perspec-
tive, while students with disabilities have diverse
ways of knowing, we still frame accommoda-
tions from particular constructions of ways of
knowing, “expected patterns of ‘normal’ devel-
opment, and how the demonstration of knowl-
edge should occur” (Cumming, 2009a, p. 5).

While legislation and policy calls for appropriate
accommodations for all students with disabili-
ties, alternative assessment forms to allow stu-
dents to demonstrate their knowledge in other
ways are not provided in NAPLAN. Cumming
also raises concerns about the form of some
NAPLAN assessment items dominating the task
and precluding the demonstration of knowledge.
Such assessment formats are not uncommon in
large-scale testing, but they do not allow students
with disabilities to demonstrate their skills and
knowledge.

There is a need to develop alternative assess-
ments for students with additional needs. In
the United States, the No Child Left Behind
Act (NCLB) requires all students to participate
in statewide assessments. The challenge is to
design an assessment system that signals high
expectation of performance but still provides use-
ful data about the progress of students at the
lower end (McDonnell et al., 1997). Participation
for some students with disabilities will require
some form of testing accommodation that entail
non-standard forms of test administration and
response. Other students will require alterna-
tive assessments to accurately measure perfor-
mance at the low end of the scale. The US
Department of Education has developed guide-
lines for states that permit alternate and flexi-
ble assessments for special education students
(Cortiella, 2007). Some students will require
alternate assessment based on modified academic
achievement standards (AA-MAS) that are deter-
mined, justified, and documented by the teach-
ing or Individualised Education Plan (IEP) team.
Assessment is aligned to grade-level content
standards for the grade in which the student is
enrolled, but may be less challenging than the
grade-level achievement standard. This form of
modified assessment must have at least three
achievement levels. States can modify standards,
or design a totally different assessment, or adapt
the existing regular assessments. Some states
adapted the regular assessment by reducing the
number of test questions, others simplified the
language of test items, reducing the number of
multiple choice options, using pictures to aid
understanding, and providing more white space
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on the test booklet. The focus of the special
education service is to accelerate learning to
overcome achievement gaps.

A few students will require alternate assess-
ment based on alternate achievement standards
(AA-AAS) whereby the expectation of perfor-
mance is lower than the grade-level achievement
standard, and “usually based on a very limited
sample of content that is linked to but does not
fully represent grade-level content” (Cortiella,
2007, p. 7).

In essence, assessment needs to give credit
for what knowledge can be demonstrated when
not bound by the constraints of comparisons
with other children, or a curriculum that does
not reflect different ways of knowing (Cumming,
2009a). Educators and assessors will need to
demonstrate clearer understandings of children
and their ways of knowing before assess-
ments can effectively meet the needs of all
children.

Conclusion
The Ministerial Council for Education, Early
Childhood Development and Youth Affairs
(MCEECDYA) under its previous name
(MCEETYA) had a facilitative role in the
development of the Education Standards.
Subsequent to the passing of the Education
Standards into legislation, MCEECDYA has
developed a national testing regime. It is con-
cerning that a number of significant incon-
sistencies between the Standards (and other
legislation and policies) and the application of
NAPLAN have been identified.

While the legislation and policies require
equity of opportunity in all school activities,
many students with a disability are exempted
from national testing. While the overall
number of exemptions is known, the reasons
for these exemptions are not known. Some
students are offered adjustments and accom-
modations, but these are not centrally recorded
or monitored for quality assurance in the states
that have been reviewed. No alternative assess-
ments for NAPLAN have been developed,
and there appears to be no agenda to do so.

So while there would seem to be a national
agenda of assessment of achievement for all,
the practical application of these policies falls
well short of the mark. It may well be that test-
ing authorities in each state could justify their
lack of alternative assessment items or tests
behind the DDA Education Standards’ excep-
tion of “unjustifiable hardship” in not carry-
ing out the assessment obligation because it
“would be very expensive” (DDA Education
Standards, 2009, p. 6).

National assessment needs to become more
inclusive to meet the requirements of the
DDA Education Standards. Public reporting
of assessment results for students with dis-
abilities along with those who participate in
different or modified assessments are “key
to ensuring fair and equitable comparisons
among schools, districts, and states; in addi-
tion, all students should be accounted for in
the public reporting of results” (McDonnell
et al., 1997, p. 7). With the establishment of
ACARA and the goal of alternative assess-
ments, there is the promise that inclusive
national assessment for all can take place in
the near future. If alternate modes of assess-
ment are not developed, there is an expectation
of court challenges about the adequacy of cur-
rent provisions to assess student achievement
(Cumming, 2009b).

So the agenda is clear. Exemptions need
to be minimised, and existing assessment
protocols need to be adjusted, in particular,
the level of expected performance needs to
be reduced for each grade level. Conditions
of testing also need to be adjusted, and
test items need to be reviewed and modi-
fied to accommodate students with additional
needs. Alternative assessment tools need to
be designed to accommodate such students.
While national testing has been newly intro-
duced and is evolving within complex political
and educational contexts, this testing regime
needs to achieve full validity and provide
equity for all. For this to be realised, it is
essential that national assessments are truly
inclusive.
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6Access to What Should Be Taught
and Will Be Tested: Students’
Opportunity to Learn the Intended
Curriculum

Alexander Kurz

The annual large-scale assessment of stu-
dent achievement for accountability purposes is
expected to provide reliable test scores that per-
mit valid inferences about the extent to which
students have achieved the intended academic
content standards. The fact that schools are open
to sanctions and rewards on the basis of student
achievement also indicates that these test score
interpretations include inferences about what stu-
dents know and can do as a result of the learn-
ing opportunities provided by schools (Burstein
& Winters, 1994). That is, teachers and school
administrators are considered to contribute to stu-
dent achievement and, if properly incentivized
and supported, are assumed to promote student
achievement more effectively (Linn, 2008). To
support the validity of such inferences, test users
must either account for differences in learning
opportunities or provide evidence that all test-
takers had access to a comparable opportunity to
learn the intended and assessed curriculum (Kurz
& Elliott, in press; Porter, 1995).

The issue of opportunity to learn (OTL), espe-
cially in the context of test-based accountability,
has also prompted researchers and other stake-
holders to raise equity concerns for subgroups
such as students identified with disabilities
and English language learners (Heubert, 2004;
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Herman & Abedi, 2004; Kurz, Elliott, Wehby, &
Smithson, 2010; Porter, 1993; Pullin & Haertel,
2008; Stevens & Grymes, 1993). The differen-
tial achievement of students with and without
disabilities on state and national achievement
tests (Abedi, Leon, & Kao, 2008; Malmgren,
McLaughlin, & Nolet, 2005; Ysseldyke et al.,
1998) underscores this concern and has kept
the question of access and OTL on the fore-
front of debates in special education: “Are stu-
dents [with disabilities] receiving equitable treat-
ment in terms of access to curriculum . . . and
other inputs critical to the attainment of aca-
demic and educational outcomes important to
their postschool success?” (McLaughlin, 2010, p.
274).

For nearly five decades, research related to
OTL has focused on unpacking the “black box”
of schooling processes that translate inputs into
student outcomes (McDonnell, 1995). The con-
ceptual and methodological challenges of OTL
not withstanding (Elliott, Kurz, & Neergaard, in
press; Kurz & Elliott, 2011; Roach et al., 2009),
measurement related to this concept has evolved
over the years allowing stakeholders to ascer-
tain relevant information about OTL at the sys-
tem, teacher, and student level. Broadly defined,
OTL refers to “the opportunities which schools
provide students to learn what is expected of
them” (Herman, Klein, & Abedi, 2000, p. 16).
Researchers from various disciplines, however,
have focused on different aspects of OTL that
facilitate student learning of what is expected,
which has resulted in a wide array of definitions
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and ways to measure OTL. Moreover, the issues
of alignment and access (to the general curricu-
lum) intersect with OTL making it all the more
difficult for stakeholders to understand and apply
OTL and its measurement tools in the service of
promoting student achievement for different sub-
groups. Hence the main objectives of this chapter:
(a) situate the concept of OTL in the context of
a comprehensive curriculum framework; (b) clar-
ify the conceptual and substantive relevance of
OTL; (c) synthesize aspects of OTL emphasized
in the literature into a coherent and empirically
based concept; (d) highlight OTL measurement
options; and (e) conclude with a prospective view
on OTL. Although McLaughlin (2010) recently
noted that we can only “speculate” about the
factors that may have contributed to the current
disparate educational outcomes for students with
disabilities and that we “cannot know with cer-
tainty whether greater access to rigorous courses
and higher expectations would make a difference
to both in school and postschool outcomes” (p.
274), I contend that the concept of OTL and
its measurement, as discussed throughout this
chapter, can move us beyond speculation toward
actual measurement of access and the role it plays
in promoting student achievement.

Student Access to the Intended
Curriculum

The educational lives of students with dis-
abilities are embedded in a legal framework
based on legislation, such as the American with
Disabilities Act (ADA, 1990), the Individuals
with Disabilities Education Improvement Act
(IDEA, 2004), and the No Child Left Behind
Act (NCLB, 2001), which mandates physical and
intellectual access at all levels of the educa-
tional environment including curriculum, instruc-
tion, and assessment (Kurz & Elliott, 2011). That
is, students with disabilities are to be provided
with a free and appropriate public education that
meets their individual needs and offers them
access to, and progress in, the general curriculum.
Moreover, students with disabilities are to be
fully included in test-based accountability and

offered content that is maximally aligned with
the grade-level content standards of their general
education peers. To some, this legal framework
signals “a clear presumption that all students with
disabilities should have access to the general
curriculum [emphasis added] and to the same
opportunity to learn [emphasis added] challeng-
ing and important content that is offered to all
students” (McLaughlin, 1999, p. 9). The extent
to which standards-based accountability along
a general curriculum for all students can be
reconciled with the notion of an individualized
education for students with disabilities contin-
ues to be a matter of debate (e.g., Fuchs, Fuchs,
& Stecker, 2010; McDonnell, McLaughlin, &
Morison, 1997; McLaughlin, 2010). To shed light
on this debate and to develop the conceptual
and substantive relevance of OTL, it is necessary
to set the stage via a comprehensive curriculum
framework.

The Intended Curriculum Model

Several researchers have introduced curriculum
frameworks (e.g., Anderson, 2002; Porter, 2002;
Webb, 1997) that emphasize the content of three
major elements of the educational environment:
the intended curriculum (i.e., the content desig-
nated by state and district standards), the enacted
curriculum (i.e., the content of teacher instruc-
tion), and the assessed curriculum (i.e., the tested
content of assessments). Alignment refers to the
extent to which the contents of these curric-
ula overlap and serve in conjunction with one
another to promote student achievement (Webb,
2002). In a well-aligned system, the content of
teachers’ instructional activities covers the con-
tent intended by the standards, which in turn are
measured (or rather sampled) by the tested con-
tent of state assessments. Several methods for
the quantitative and qualitative analysis of align-
ment between these curricula are available (see
Martone & Sireci, 2009; Roach, Niebling, &
Kurz, 2008).

Building on prior work (Petty & Green, 2007;
Porter, 2006), Kurz and Elliott (2011) extended
the traditional three-part curriculum framework
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to explicate issues of access and OTL for stu-
dents with disabilities at the system, teacher, and
student level. In the context of their intended cur-
riculum model (ICM), the authors defined OTL
as being concerned with “students’ opportunity
to learn the intended curriculum” (p. 38). The
present version of the ICM has been revised
to clarify several questions that were prompted
by the original model related to the conceptual
relevance of OTL: Are the concepts of align-
ment and OTL interchangeable? Are the con-
cepts of access to the general curriculum and
OTL interchangeable? Is the intended curricu-
lum the same for students with and without dis-
abilities? Consequently, a general education and
special education version of the model were spec-
ified. Figure 6.1 presents the ICM for general
education.

The ICM for General Education

At the system level, the ICM posits the intended
curriculum as the primary target of schooling.
The intended curriculum hereby represents a
collection of educational objectives, which in
their entirety encompass the intended purposes
of schooling (i.e., what students are expected to
know and be able to do). Ideally, the intended
curriculum identifies all valued and expected out-
comes via operationally defined and measure-
able objectives at different levels of aggregation
such as subject and grade. Under the NCLB
Act (2001), states were required to develop
challenging academic content and performance
standards that specify “what” and “how much”
is expected of students in mathematics, read-
ing/language arts, and science (Linn, 2008). This
federal mandate was intended to compel states

Fig. 6.1 The intended curriculum model for general education
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to define and improve the so-called “general cur-
riculum” (Karger, 2005). NCLB further described
the general curriculum as applicable to all stu-
dents – hence the term “general.” The statute’s
implementing regulations, for example, stated
that NCLB requires “each State to develop grade-
level academic content and achievement stan-
dards that [NCLB] expects all students – includ-
ing students with disabilities – to meet” (67 F.R.
71710, 71741). Additional legislative mandates
that circumscribe or augment this general cur-
riculum are not available for students without dis-
abilities. The academic content and performance
standards that comprise the general curriculum at
the system level thus signal the entirety of the
intended curriculum for students without disabil-
ities. In other words, the general curriculum is
the intended curriculum in the context of general
education. For students with disabilities, how-
ever, the intended curriculum is not under the
exclusive purview of the general curriculum – as
will be discussed shortly.

The assessed curriculum for accountability
purposes is designed at the system level in align-
ment with the intended curriculum. That is, the
tested content of a state’s large-scale assess-
ment is used to sample exclusively across the
various content domains of the intended curricu-
lum to permit a valid test score inference about
the extent to which students have achieved the
intended curriculum. It would be unreasonable to
expect state tests to cover all skills prescribed by
the intended curriculum due to test length and
time constraints. Figure 6.1 therefore displays
the assessed curriculum as being slightly smaller
than the intended (general) curriculum. Under
the NCLB Act (2001), all states are required
to document alignment between the intended
and assessed curriculum (Linn, 2008). Alignment
methodologies such as the Surveys of the Enacted
Curriculum (SEC; Porter & Smithson, 2001) and
the Webb method (Webb, 1997) allow stakehold-
ers to provide evidence of alignment beyond a
simple match of content topics using additional
indices such as content emphasis and match of
cognitive process expectations (see Martone &
Sireci, 2009; Roach et al., 2008). Lastly, it is
important to note that the uniform description of

the intended curriculum via the general curricu-
lum results in only one assessed curriculum for
accountability purposes: the annual state achieve-
ment test.

At the teacher level, the ICM posits the
planned curriculum as the first proxy of the
intended curriculum. The planned curriculum
represents a teacher’s cumulative plans for cov-
ering the content prescribed by the intended
curriculum. Although the intended curriculum
informs what content should be covered for a
particular subject and grade, a teacher’s planned
curriculum is likely to be constrained as a func-
tion of the teacher’s subject matter knowledge
or familiarity with the intended curriculum. For
example, a teacher may deliberately plan to
emphasize certain content domains and omit oth-
ers, while a different teacher may simply be
unable to plan for comprehensive coverage of
the intended curriculum due to missing content
expertise and professional development experi-
ences. To date, the content of teachers’ planned
curriculum and its alignment with the intended
curriculum have received limited research atten-
tion. As part of their alignment study, Kurz et al.
(2010) adapted the SEC methodology to examine
alignment between teachers’ planned curriculum
and the state’s intended curriculum for 18 gen-
eral and special education teachers. Results via
the SEC’s alignment index (AI), which repre-
sents content alignment along two dimensions
(i.e., topics and cognitive demand) on a contin-
uum from 0 to 1, indicated that approximately
10% of teachers’ self-reported planned curricu-
lum (for the first half of the school year) was
aligned with the intended curriculum. Although
more research is needed, the planned curricu-
lum represents a viable target for professional
development, because a teacher’s planned cur-
riculum directly informs and potentially con-
strains his or her enacted curriculum. In the
Kurz et al. study, for example, alignment between
the planned and enacted curriculum was signif-
icantly greater (about 45%) than between the
intended and enacted curriculum (about 10%).
That is, teachers appear to adhere first and fore-
most to their own planned curriculum (rather
than the intended curriculum). Lastly, the model
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indicates that the planned curriculum is informed
by both the intended and assessed curriculum. In
the context of test-based accountability, the con-
tent of the assessed curriculum exerts a strong
influence on what teachers plan to cover and
ultimately implement. Under the NCLB Act
(2001), the intended and assessed curriculum
have to be aligned, which should allow teachers
to focus their planning and teaching efforts on
the intended curriculum. Misalignment, however,
may pressure teachers to focus on the assessed
curriculum because inferences about their effec-
tiveness are made on the basis of test scores – in
short, teachers may “teach to the test” rather than
the broader intended curriculum.

The next proxy of the intended curriculum
at the teacher level is the enacted curriculum,
which largely comprised of the content of class-
room instruction and its accompanying materials
(e.g., textbooks). Teachers also make pedagogi-
cal decisions about the delivery of this content
including instructional practices, activities, cog-
nitive demands, and time emphases related to the
teaching of certain topics and skills. The enacted
curriculum plays a central role in our definition
and measurement of OTL (i.e., students’ oppor-
tunity to learn the intended curriculum) because
it is primarily through the teacher’s enacted cur-
riculum that students access the intended cur-
riculum. The enacted curriculum consequently
represents one of the key intervention targets
for increasing OTL. As can be seen in Fig. 6.1,
the model again illustrates the potentially atten-
uated uptake of the intended curriculum by each
subordinate curriculum. At this level, the day-to-
day realities of school instruction may prevent
teachers from enacting their entire planned cur-
riculum in response to students’ rate of learn-
ing, school assemblies, absences, and so on.
The extent to which students have the oppor-
tunity to learn the intended curriculum via the
teacher’s enacted curriculum, however, is criti-
cal to their performance on achievement tests,
even after controlling for other factors (e.g.,
Cooley & Leinhardt, 1980; Porter, Kirst, Osthoff,
Smithson, & Schneider, 1993; Stedman, 1997).
Moreover, providing students with the opportu-
nity to learn the content that they are expected

to know represents a basic aspect of fairness in
testing, particularly under high-stakes conditions
(see American Educational Research Association
[AERA], American Psychological Association
[APA], & National Council on Measurement in
Education [NCME], 1999). OTL also plays a
role in the validity of certain test score infer-
ences such as those that interpret assessment
results as a function of teacher instruction or
that explain mean test score differences between
subgroups of examinees: “OTL provides a neces-
sary context for interpreting test scores including
inferences about the possible reasons underly-
ing student achievement (e.g., teacher perfor-
mance, student disability) and suggestions for
remedial actions (e.g., assignment of PD training,
referral to special education)” (Kurz & Elliott,
p. 39).

At the student level, the engaged curricu-
lum represents those portions of content cover-
age during which the student is engaged in the
teacher’s enacted curriculum. Considering data
from the 2006 High School Survey of Student
Engagement, on which 28% of over 80,000
students reported being unengaged in school
(Yazzie-Mintz, 2007), it seems reasonable to sug-
gest that some students are unlikely to engage in
a teacher’s entire enacted curriculum as it unfolds
across the school year. Moreover, a student’s
engaged curriculum is likely to constrain his or
her learned curriculum. That is, a student will pre-
sumably learn only those portions of the enacted
curriculum during which he or she is engaged.
The ICM thus indicates the potential for further
attenuation as the intended curriculum reaches
the student level via the teacher’s enacted cur-
riculum. At the end of the intended curriculum
chain, the model posits the displayed curricu-
lum, which represents the content of the intended
curriculum that a student is able to demonstrate
via classroom tasks, assignments, and/or assess-
ments. A student’s displayed curriculum may not
reveal the entirety of his or her learned curricu-
lum due to various factors including interactions
between test-taker characteristics and features of
the test that do not permit the student to fully
demonstrate his or her knowledge of the tar-
get construct (see Chapter 9, this volume), test
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anxiety, or constraints directly linked to the
assessed curriculum. The latter concern is essen-
tially an issue of alignment: A student can
only “display” his or her achievement of the
intended curriculum to the extent to which the
assessed curriculum is aligned with the intended
curriculum.

So far, we have discussed how the intended
curriculum unfolds across the system, teacher,
and student level in general education. It is within
this educational context that most states use the
general curriculum (i.e., the academic content
and performance standards applicable to all stu-
dents) to define their students’ intended curricu-
lum. As such, it is not surprising that researchers
have failed to see the need to distinguish between
the general and intended curriculum at the sys-
tem level: In the context of general education
both curricula are indeed synonymous. However,
the uncritical adoption of traditional curriculum

models in the context of special education can
blur important distinctions among curricula that
determine the intended outcomes of schooling
for students with disabilities (i.e., what students
are expected to know and be able to do). In
fact, an ongoing debate in special education
centers around the perceived tension between
two federal policies relevant to standards-based
reform and questions about the extent to which
the newly established standards should circum-
scribe the intended and assessed curriculum for
students with disabilities: “There is increasing
recognition of a fundamental tension between
the prevailing K-12 educational policy of uni-
versal standards, assessments, and accountabil-
ity as defined through [NCLB] and the entitle-
ment to a Free Appropriate Public Education
(FAPE) within IDEA” (McLaughlin, 2010,
p. 265). Figure 6.2 presents the ICM for special
education.

Fig. 6.2 The intended curriculum model for special education
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The ICM for Special Education

In the context of special education, the ICM
posits the intended curriculum as dually deter-
mined by both the general curriculum and the stu-
dent’s Individualized Education Program (IEP)
curriculum. That is, neither the IEP curriculum
nor the general curriculum exclusively represents
the intended curriculum for a student with a
disability. The implementing regulations for the
reauthorization of IDEA in 1997 identified the
intended purposes of special education as fol-
lows: “To [(a)] address the unique needs of the
child that result from the child’s disability; and
[(b)] to ensure access of the child to the gen-
eral curriculum, so that he or she can meet the
educational standards within the jurisdiction of
the public agency that apply to all children” (34
C.F.R. § 300.26(b)(3)). Both reauthorizations of
IDEA in 1997 and 2004 further emphasized the
IEP as the central mechanism for detailing a stu-
dent’s access, involvement, and progress in the
general (education) curriculum (Karger, 2005).
The IEP is used further to document educational
objectives relevant to the student’s present lev-
els of performance as well as accommodations
and modifications that facilitate the student’s
access to the enacted and assessed curriculum
(Chapter 7, this volume). The IEP curriculum can
thus include content that goes beyond the knowl-
edge and skills put forth in the general curricu-
lum. A student’s IEP, for example, can include
social and behavioral goals or other functional
goals that are not part of subject- and grade-
specific academic standards. The requirement to
document a student’s access, involvement, and
progress in the general curriculum also has pro-
moted the development of so-called “standards-
based IEPs,” which refers to the practice that
links IEP objectives to a state’s grade-level stan-
dards and assessments (Ahearn, 2006). As such, a
student’s IEP may include specific objectives that
come directly from the general curriculum of his
or her peers. In short, the IEP curriculum delin-
eates the extent to which the general curriculum
is part of the student’s intended curriculum and
includes a set of specific (intended) educational
objectives, which, depending on the student’s

unique disability-related needs, may fall within
or outside the general curriculum. To this end,
the ICM depicts overlap between the IEP curricu-
lum and the general curriculum. The degree to
which both curricula overlap is specified in each
individual student’s IEP and thus varies from stu-
dent to student. Consequently, there is no uniform
intended curriculum in the context of special edu-
cation: The intended curriculum for students with
disabilities is student specific by law.

The possibility of individualized intended cur-
ricula has direct implications for the remain-
ing curricula within the ICM framework. Most
importantly, the notion of only one assessed cur-
riculum fully aligned with the general curriculum
and applicable to all students is no longer tenable.
For purposes of the assessed curriculum, the ICM
therefore reflects the three assessment options
currently available to students with disabilities:
the regular state assessment, the alternate assess-
ment based on modified academic achievement
standards (AA-MAS), and the alternate assess-
ment based on alternate academic achievement
standards (AA-AAS). According to the model,
the varying degrees of overlap between the
IEP curriculum and the general curriculum can
be grouped into three broad categories of the
intended curriculum that directly correspond to
the three assessed curricula: regular, modified,
and alternate.

For students with disabilities whose IEP cur-
riculum largely overlaps with the general cur-
riculum, the intended curriculum should lead
to planned and enacted curricula that offer stu-
dents the opportunity to learn grade-level subject
matter content and progress toward predeter-
mined NCLB achievement goals. The content of
the regular achievement test thus represents the
appropriate assessed curriculum. As for students
without disabilities, the resulting displayed cur-
riculum would be used to monitor educational
progress.

For students with disabilities whose IEP
curriculum moderately overlaps with the general
curriculum, the intended curriculum should lead
to planned and enacted curricula that continue
to offer students the opportunity to learn grade-
level subject matter content and progress toward
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predetermined NCLB achievement goals.
However, we would expect the non-overlapping
portions of the IEP curriculum to include mod-
ified outcomes for some general curriculum
objectives, a set of non-academic educational
objectives (e.g., social and behavioral goals), as
well as more intensive and specialized accom-
modations and related services that support
OTL. The content of the modified achievement
test thus represents a more appropriate assessed
curriculum. Progress monitoring via the resulting
displayed curriculum would be benchmarked to
modified and regular achievement standards.

For students with disabilities whose IEP cur-
riculum barely overlaps with the general cur-
riculum, the intended curriculum should lead to
highly individualized planned and enacted cur-
ricula that offer students the opportunity to learn
subject matter content that is linked to a limited
and not fully representative sample of grade-level
content. We would expect the non-overlapping
portions of the IEP curriculum to represent alter-
nate outcomes for most general curriculum objec-
tives, a large set of non-academic educational
objectives (e.g., social, behavioral, and func-
tional goals), intensive and specialized accom-
modations and modifications, and several related
services that support OTL. The content of the
alternate achievement test thus represents a more
appropriate assessed curriculum. Progress moni-
toring via the displayed curriculum would occur
against highly differentiated outcomes related to
functional independence and self-sufficiency.

As for students without disabilities, the
intended curriculum is subject to change on an
annual basis as students advance from one grade
to the other. Besides subject- and grade-specific
changes in the general curriculum, students with
disabilities also experience an annual review and
update of their IEP. Additional changes in the
IEP curriculum are therefore very likely. Ongoing
feedback loops from the displayed curriculum to
the curricula at the teacher level (i.e., planned and
enacted) and system level (i.e., intended) should
further permit formative changes in the content
of the intended curriculum and the planning and
implementation of classroom instruction. Lastly,
it should be noted that the discussed intended

curriculum categories serve illustrative purposes
and do not suggest separate “tracks” of intended
special education curricula.

At the teachers and student level, the intended
curriculum unfolds in much the same way as
described previously in the general education
context. However, the student-specific nature of
the IEP curriculum implies that the content of
a teacher’s planned and enacted curricula ought
to reflect each student’s unique intended cur-
riculum. Differentiated instruction according to
the specific needs and abilities of each stu-
dent, of course, represents the very essence of
special education and summarizes much of the
teacher training content for special educators.
The sources of instruction for students with
disabilities responsible for implementing their
intended curriculum, however, are rarely com-
prised of only special education teachers. In
most cases, general and special education teach-
ers share the responsibility of providing a stu-
dent with the opportunity to learn his or her
intended curriculum, supported by paraprofes-
sionals, teacher consultants and specialists, and
other related services providers. The fragmen-
tation of OTL sources therefore presents a sig-
nificant measurement challenge – as will be
discussed in a later section of this chapter.

The Relevance of OTL

Up until now, our general definition of OTL
was used to establish the “who” (i.e., stu-
dents) and “what” (i.e., the intended curricu-
lum) of OTL and to pinpoint “how” this
opportunity to learn the intended curriculum
presents itself to students, namely through the
teacher’s enacted curriculum. Not surprisingly,
researchers interested in measuring OTL have
concentrated their efforts on the enacted curricu-
lum (e.g., Pianta, Belsky, Houts, Morrison, &
National Institute of Child Health and Human
Development [NICHD], 2007; Rowan, Camburn,
& Correnti, 2004; Smithson, Porter, & Blank,
1995). Within the context of the ICM, the focus
has been on the content of the various curricula at
the system, teacher, and student level. However,
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the content of the enacted curriculum (i.e., the
content of teacher instruction) represents only
one dimension of OTL examined in the literature.
At the enacted curriculum level, two additional
dimensions related to the concept of OTL – time
on instruction and quality of instruction – have
received sustained research attention for nearly
five decades. Before tracing the three dimensions
of OTL discussed in the literature, it is helpful to
briefly review the “why” of OTL in light of the
ICM framework.

Conceptual Relevance

The importance of OTL can be separated into its
conceptual and substantive relevance. The con-
ceptual relevance of OTL lies in the fact that
it intersects and informs the concepts of align-
ment and access to the general curriculum. To
that end, three questions were introduced ear-
lier: Are the concepts of alignment and OTL
interchangeable? Are the concepts of access to
the general curriculum and OTL interchange-
able? Is the intended curriculum the same for
students with and without disabilities? The last
question already has been answered via the two
versions of the ICM. For students without dis-
abilities, the intended curriculum is exclusively
comprised of the general curriculum, which is the
same for all students. For students with disabil-
ities, the intended curriculum is comprised of a
student’s unique IEP curriculum and (to varying
degrees) the general curriculum, which results in
a different intended curriculum for each student.
The answer to the second question is also “no.”
Access to the general curriculum is a policy man-
date under IDEA (1997, 2004) and applies only
to students with disabilities. As defined in this
chapter, the concept of OTL is concerned with a
student’s intended curriculum and hence is appli-
cable to both students with and without disabili-
ties. According to the ICM, however, the general
curriculum is always part of the intended curricu-
lum (at least to some degree), which implies that
documentation of OTL can also serve as an indi-
cator of access to the general curriculum. In this
sense, access to the general curriculum and OTL
are related but not interchangeable concepts.

The first question requires further clarifica-
tion before it can be answered. Alignment is
always established between two curricula. With
respect to OTL, researchers have suggested align-
ment between the enacted and intended cur-
riculum as a possible proxy (e.g., Kurz et al.,
2010; Porter, 2002; Smithson et al., 1995). The
revised question thus reads as follows: Are the
concepts of alignment between the enacted and
intended curriculum and students’ opportunity
to learn the intended curriculum interchange-
able? Unfortunately, an answer to this question
depends on the constraints of the alignment
method used. First, current alignment method-
ologies do not account for the IEP curriculum
as part of the intended curriculum (see Martone
& Sireci, 2009; Roach et al., 2008). The over-
lap between the content of classroom instruction
and academic standards could thus represent a
narrow aspect of students’ opportunity to learn
the intended curriculum. Second, interchange-
able use of both concepts would imply that one
considers the content dimension of the enacted
curriculum (i.e., the degree to which its con-
tent is aligned with state content standards) as
a sufficient indicator of OTL – let alone the
assumption that the teachers’ enacted curricu-
lum represents the critical juncture at which to
measure OTL.

Substantive Relevance

The substantive relevance of OTL underscores
the need to document OTL because of its impact
on four related issues: (a) validity of test score
inferences (e.g., Burstein & Winters, 1994; Kurz
& Elliott, 2010; Wang, 1998); (b) equity in
terms of educational opportunity to learn the
intended curriculum and tested content (e.g.,
Pullin, 2008; Yoon & Resnick, 1998); (c) compli-
ance with federal policy for students with disabil-
ities (e.g., Kurz et al., 2010; McLaughlin, 2010);
and (d) student achievement (e.g., Gamoran,
Porter, Smithson, & White, 1997; Kurz et al.,
2010; Wang, 1998). First, documenting OTL
can assist stakeholders in the current test-based
accountability system to draw valid inferences
about possible reasons for differential subgroup
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achievement or the extent to which students have
learned subject matter content as a function of
teacher instruction. Second, OTL in the context
of the ICM has highlighted that equal opportunity
to learn tested content for all students represents
a limited view of OTL because it is not targeted
toward students’ intended curriculum. Moreover,
the intended curriculum for students with disabil-
ities is legally augmented via their IEP curricu-
lum, which establishes an individualized intended
curriculum reflective of their unique abilities and
needs. Equal OTL across all student groups could
therefore lead to unequal outcomes for students
with disabilities. OTL as defined within the ICM
highlights equitable OTL in the context of spe-
cial education. That is, opportunity to learn the
intended curriculum should not be equal across
students due to the student-specific nature of
the intended curriculum in special education (as
attested by special education practices such as
modified instructional content, additional time
on task, or differentiated instruction). In short,
students with disabilities should receive equi-
table OTL according to their individual abilities
and needs. Third, documenting OTL can provide
evidence of access to general curriculum for stu-
dents with disabilities as mandated under IDEA
(1997, 2004) and the NCLB Act (2001), as well
as access to tested content for all students as
supported by court rulings (for purposes of grad-
uation), such as Debra P. v. Turlington (1981).
Fourth, researchers have used the concept of OTL
and its measurement dimensions, especially at the
enacted curriculum level, to identify significant
predictors of student achievement. Documenting
OTL, and ultimately increasing OTL, thus rep-
resents an important avenue to improve student
outcomes. As mentioned earlier, research on OTL
at the enacted curriculum level has focused on
several different instructional dimensions, all of
which were identified as contributors to student
achievement.

In summary, OTL is an important concept
that warrants measurement. Prior to discussing
different measurement options, it is necessary
to establish (a) at what level of the educa-
tional environment and via which curriculum to
document OTL and (b) the respective curriculum

dimensions to be measured. So far, we have used
the curriculum framework of the ICM to substan-
tiate the teacher’s enacted curriculum as students’
key access point to the intended curriculum. The
next section thus examines measurement dimen-
sions of OTL at the enacted curriculum level as
emphasized in the literature.

Instructional Dimensions of OTL

For nearly five decades, researchers from a vari-
ety of disciplines have focused on different pro-
cess indicators at the system (e.g., per-pupil
expenditures), teacher (e.g., content overlap), and
student level (e.g., engagement) to (a) obtain
descriptions of the educational opportunities pro-
vided to students; (b) monitor the effects of
school reform efforts; and (c) understand and
improve students’ academic achievement (Kurz
& Elliott, 2011). Arguably the most proximal
variable to the instructional lives of students and
their opportunity to learn the intended curriculum
is the teacher’s enacted curriculum: “[S]tudents’
opportunities to learn specific topics in the school
curriculum are both the central feature of instruc-
tion and a critical determinant of student learning.
The importance of curricular content to student
learning has led researchers to become increas-
ingly interested in measuring the ‘enacted cur-
riculum’ . . .” (Rowan et al., 2004, pp. 75–76).
Starting in the 1960s, separate OTL research
strands started to form around three different
instructional dimensions of the enacted curricu-
lum: time on instruction (e.g., Carroll, 1963),
content of instruction (e.g., Husén, 1967), and
quality of instruction (e.g., Brophy & Good,
1986). Each strand is briefly reviewed next.

Time on Instruction

The first research strand emerged with John
Carroll (1963), who introduced the concept of
OTL as part of his model of school learning:
“Opportunity to learn is defined as the amount
of time allowed for learning, for example by
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a school schedule or program” (Carroll, 1989,
p. 26). Carroll included OTL as one of five vari-
ables in a mathematical formula, which he used to
express a student’s degree of learning (i.e., ratio
of the time spent on a task to the total amount
of time needed for learning the task). Subsequent
research on time and school learning began to
refine this OTL conceptualization from allocated
time into “engaged time,” “instructional time,”
and “academic learning time” (see Borg, 1980;
Gettinger & Seibert, 2002). The concept of aca-
demic learning time (ALT) introduced by Fisher
and colleagues (1980), for example, considers the
amount of time a student is engaged in an aca-
demic task that he or she can perform with high
success. The amount of time dedicated to instruc-
tion has received substantial empirical support
in predicting student achievement (e.g., Carroll,
1989; Denham & Lieberman, 1980; Fisher &
Berliner, 1985; Walberg, 1988). In a research syn-
thesis on teaching, Walberg (1986) identified 31
studies that examined the “quantity of instruc-
tion” and its relation to student achievement.
Walberg reported a median (partial) correlation
of 0.35 controlling for other variables such as stu-
dent ability and socioeconomic status. In a meta-
analysis on educational effectiveness, Scheerens
and Bosker (1997) examined the effect of (allo-
cated) time on student achievement using 21 stud-
ies with a total of 56 replications across studies.
The average Cohen’s d effect size for time was
0.39 (as cited in Marzano, 2000). Both research
reviews, however, provided insufficient informa-
tion about the extent to which time usage was
reported by special education teachers and failed
to disaggregate the relation between time and stu-
dent achievement for students with and without
disabilities. Considering that time usage related
to instruction represents one of the best docu-
mented predictors of student achievement across
schools, classes, student abilities, grade levels,
and subject areas (Vannest & Parker, 2010), it
is not surprising that research regarding time on
instruction continues across the system (i.e., allo-
cated time), teacher (i.e., instructional time), and
student level (i.e., ALT) of the ICM.

Despite the fact that NCLB has posited
increased time on instruction as an important

avenue for improving the academic achieve-
ment of all students (Metzker, 2003), little is
known about the extent to which special educa-
tion teachers spend time on instruction (Vannest
& Hagan-Burke, 2010). Special education has
been marked by significant changes in teacher
roles, settings, and instructional arrangements
over the last few decades, which have increased
the number of activities that require substantial
amounts of teacher time such as paperwork, con-
sultation, collaboration, assessment, and behavior
management (e.g., Conderman & Katsiyannis,
2002; Kersaint, Lewis, Potter, & Meisels, 2007;
Mastropieri & Scruggs, 2002). The majority
of available data, however, are anecdotal. In
one of the first studies that used teacher self-
reports in conjunction with continuous and inter-
val direct observation data, Vannest and Hagan-
Burke (2010) reported on the results of 2,200
hours of data from 36 special education teach-
ers. Two findings are noteworthy: (a) Time use
for 12 different activities ranged from 2.9 to
15.6%, which indicates that no single activity
took up the majority of the hours of the day; (b)
academic instruction, instructional support, and
paperwork occupied large percentages of time
with 15.6, 14.6, and 12.1%, respectively. Vannest
and Hagan-Burke concluded that “the sheer num-
ber of activities in which [special education]
teachers engage is perhaps more of an issue
than any one type of activity, although paper-
work (12%) certainly reflects a rather disastrously
large quantity of noninstructional time in a day”
(p. 14).

In summary, time on instruction represents an
important instructional dimension of the enacted
curriculum and has received substantial empir-
ical support as a strong contributor to student
achievement. Unfortunately, research data on
time usage for special education teachers are vir-
tually non-existent, especially in relation to stu-
dent achievement. Moreover, the limited research
available for special education teachers indi-
cates that large percentages of time are occupied
by non-instructional activities, which raises con-
cerns about the total amount of time a special
education teacher can dedicate to instruction (see
Vannest & Hagan-Burke, 2010).
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Content of Instruction

The second research strand emerged with studies
that focused on the content overlap between the
enacted and assessed curriculum (e.g., Comber &
Keeves, 1973; Husén, 1967). Husén, one of the
key investigators for several international studies
of student achievement, developed an item-based
OTL measure that required teachers to report
on the instructional content coverage for each
assessment item via a three-point Likert scale:
“Thus opportunity to learn from the Husén per-
spective is best understood as the match between
what is taught and what is tested” (Anderson,
1986, p. 3682). To date, the International
Association for the Evaluation of Educational
Achievement (IEA) has conducted six compara-
tive studies of international student achievement,
the results of which have supported students’
opportunity to learn the assessed curriculum as a
significant predictor of systematic differences in
student performance. This content overlap con-
ceptualization of OTL remained dominant in sev-
eral other research studies during the 1970s and
1980s, all of which focused on general education
teachers (e.g., Borg, 1979; Mehrens & Phillips,
1986; Walker & Schaffarzick, 1974; Winfield,
1987). For their meta-analysis, Scheerens and
Bosker (1997) reviewed 19 studies focused on
teachers’ content coverage of tested content and
reported an average Cohen’s d effect size of .18
(as cited in Marzano, 2000).

Another line of research on content overlap
focused on students’ opportunity to learn impor-
tant content objectives (e.g., Armbuster et al.,
1977; Jenkins & Pany, 1978; Porter et al., 1978).
Porter et al., for instance, developed a basic tax-
onomy for classifying content included in mathe-
matics curricula and measured whether different
standardized mathematics achievement tests cov-
ered the same objectives delineated in the taxon-
omy. Porter continued his research on measuring
the content of the enacted curriculum during the
advent of standards-based reform (e.g., Gamoran
et al., 1997; Porter, Kirst, Osthoff, Smithson, &
Schneider, 1993) and developed a survey-based
measure that examined the content of instruction

along two dimensions: topics and categories of
cognitive demand (Porter & Smithson, 2001;
Porter, 2002). The findings of Gamoran et al.
indicated that alignment between instruction and
a test of student achievement in high school
mathematics accounted for 25% of the variance
among teachers. None of the mentioned stud-
ies, however, considered students’ opportunity to
learn the assessed or intended curriculum and
academic achievement in the context of special
education.

Porter’s measure, now called the SEC, is
presently the only method that can assess align-
ment among various enacted, intended, and
assessed curricula via a content translation of
each curriculum into individual content matri-
ces along two dimensions (i.e., topics, cogni-
tive demands). For purposes of the SEC, Porter
(2002) developed an AI to determine the content
overlap between two matrices at the intersec-
tion of topic and cognitive demand. Researchers
have utilized this continuous alignment variable
as an independent variable in correlational stud-
ies predicting student achievement (Smithson &
Collares, 2007; Kurz et al., 2010).

Smithson and Collares (2007) used simple
correlations, multiple regression, and hierarchical
linear modeling to examine the relation between
alignment (using the SEC’s AI) and student
achievement. The average correlation between
alignment (of the enacted to the intended cur-
riculum) and student achievement was 0.34 (p <
0.01). Smithson and Collares subsequently used
multiple regression analyses to control for the
effects of prior achievement, grade level, and
socioeconomic status (SES). The results sup-
ported alignment (of the enacted to the intended
curriculum) as a significant predictor of achieve-
ment with adjusted R2 ranging between 0.41 and
0.70. Smithson and Collares further noted that
the results of the multi-level analysis supported
alignment as significant predictor of achieve-
ment at the classroom level (Level 2) controlling
for grade level and SES as well as control-
ling for prior achievement at the student level
(Level 1). Herman and Abedi (2004) conducted
analyses similar to Smithson and Collares’s
(2007), using their own item-based OTL measure
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(i.e., asking students and teachers about the
extent to which tested content was covered). As
such, the OTL construct related to the content
of instruction was aimed at the content overlap
between the teacher’s instruction on 28 Algebra
I content domains and an aligned mathemat-
ics assessment. The correlation between student-
reported OTL (at the class level) and class
achievement was 0.72 (p < 0.01), and the corre-
lation between teacher-reported OTL (at the class
level) and class achievement was 0.53 (p < 0.01).
Their multi-level analyses further indicated that
the proportion of English language learners in a
class and OTL have significant effects on student
achievement, even after controlling for students’
prior achievement and background.

Research data on the relation between OTL
and student achievement in the context of special
education are presently very limited. Roach and
Elliott (2006) used student grade level, teacher
reports of students’ curricular access, percent-
age of academic-focused IEP goals, and time
spent in general education settings as predic-
tors of academic performance on a state’s alter-
nate assessment. Results indicated the model
accounted for 41% of the variance in student
achievement. Teacher-reported coverage of gen-
eral curriculum content was the best predictor
in the model accounting for 23% in the vari-
ance in student performance. Kurz et al. (2010)
used the SEC alignment methodology to exam-
ine the relation between OTL (i.e., alignment
between the enacted and intended curriculum)
and student achievement averages for general
and special education teachers. The content of
instruction delivered by general and special edu-
cation teachers as measured by the SEC did not
indicate significantly different alignment indices
between the two groups. The correlation between
OTL and (class averages of) student achieve-
ment was 0.64 (p < 0.05). When general and
special education teachers were examined sep-
arately, the correlation between alignment and
achievement remained significant only for the
special education group with 0.77 (p < 0.05).
Unfortunately, these findings cannot be gener-
alized due to the study’s limited sample size.
A multi-level (re)analysis of the Kurz et al.

data via hierarchical linear modeling allowed for
variance decomposition of students’ end-of-year
achievement using predictors at the student level
(i.e., prior achievement) and classroom level (i.e.,
classroom type, classroom alignment). The intra-
class correlation coefficient (ICC) was ρ̂ = 0.34
(i.e., 34% of variance in students’ end-of-year
achievement was between classrooms). The final
(main effects) model predicted individual stu-
dent achievement as a function of overall mean
classroom achievement, main effect for class-
room type (i.e., general education, special educa-
tion), main effect for classroom alignment, prior
achievement as a covariate, and random error. All
four fixed effects were significant (p < 0.001),
while the random effects were not significant (p >
0.05). The results of the reanalysis thus supported
classroom type and classroom alignment as sig-
nificant predictors of individual student achieve-
ment even after controlling for prior achievement
at the student level. In addition, both classroom
type and classroom alignment accounted for vir-
tually all variance in student achievement that
was between classrooms.

In summary, the available data support an
empirical association between the content of
instruction and student achievement. The qual-
ity of the data, however, is limited, which
makes it difficult to generalize the findings and
develop interventions. First, the measures of stu-
dents’ opportunity to learn instructional content
vary across studies. Researchers have repeatedly
employed two approaches for collecting OTL
data on the content of instruction: (a) item-based
OTL measures, which teachers use to report on
the relative content coverage related to each test
item (e.g., Herman & Abedi, 2004; Husén, 1967;
Winfield, 1993); and (b) taxonomic OTL mea-
sures that provide an exhaustive list of subject-
specific content topics, which teachers use to
report on the relative emphases of enacted content
according to different dimensions (e.g., Porter,
2002; Rowan & Correnti, 2009). Second, the
quality of achievement measures used across
studies is unclear. That is, little information is
available on the reliability of achievement test
scores and the test’s alignment to the intended
curriculum. The latter concern is about the
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extent to which the achievement test in question
measured the content that teachers were supposed
to teach (i.e., the content prescribed by the stan-
dards). That is, alignment between the enacted
and intended curriculum cannot be expected to
correlate highly with student achievement, if the
test fails to be aligned with the respective content
standards. In addition, the instructional sensi-
tivity of assessments used to detect the influ-
ence of OTL on achievement typically remains
an unexamined assumption among researcher
(D’Agostino, Welsh, & Corson, 2007; Polikoff,
2010). Another limitation in the presently avail-
able data on OTL related to the content of instruc-
tion is the paucity of research involving special
education teachers and students with disabilities.

Quality of Instruction

The third and most diverse research strand related
to an instructional dimension of OTL can be
traced back to several models of school learning
(e.g., Bloom, 1976; Carroll, 1963; Gagné, 1977;
Harnischfeger & Wiley, 1976). Both Carroll’s
model of school learning and Walberg’s (1980)
model of educational productivity, for exam-
ple, featured quality of instruction alongside
quantity of instruction. The operationalization of
instructional quality for purposes of measure-
ment, however, resulted in a much larger set of
independent variables related to student achieve-
ment than instructional time. In his research
synthesis on teaching, Walberg (1986) reviewed
91 studies that examined the effect of quality
indicators on student achievement, such as fre-
quency of praise statements, corrective feedback,
classroom climate, and instructional groupings.
Walberg reported the highest mean effect sizes
for (positive) reinforcement and corrective feed-
back with 1.17 and 0.97, respectively. Brophy
and Good’s (1986) seminal review of the process-
product literature identified aspects of giving
information (e.g., pacing), questioning students
(e.g., cognitive level), and providing feedback
as important instructional quality variables with
consistent empirical support. Additional meta-
analyses focusing on specific subjects and student

subgroups are also available (e.g., Gersten et al.,
2009; Vaughn, Gersten, & Chard, 2000). Gersten
et al. (2009), for example, examined various
instructional practices that enhanced the math-
ematics proficiency of students with learning
disabilities. Gersten and colleagues hereby iden-
tified two instructional practices that provided
practically and statistically important increases in
effect size: teaching students the use of heuris-
tics (i.e., general problem-solving strategy) and
explicit instruction.

OTL research related to the quality of
instruction also has considered teacher expecta-
tions for the enacted curriculum (i.e., cognitive
demands) and instructional resources such as
access to textbooks, calculators, and computers
(e.g., Boscardin, Aguirre-Muñoz, Chinen, Leon,
& Shin, 2004; Herman et al., 2000; Porter, 2002;
Wang, 1998). Wang provided one of the first
multi-level OTL studies that examined the quality
of instruction alongside three other content vari-
ables (i.e., coverage, exposure, and emphasis).
Wang’s findings supported students’ attendance
rate, content coverage, content exposure, and
quality of instruction as significant predictors of
student achievement (controlling for ability, gen-
der, and race). Wang further noted that content
exposure (i.e., indicator of time on instruction
via periods allocated to instruction) was the most
significant predictor of written test scores, while
quality of instruction (i.e., lesson plan comple-
tion, equipment use, textbook availability, mate-
rial adequacy) was the most significant predictor
of hands-on test scores. Although Wang consid-
ered the multi-dimensional nature of OTL, she
did not include time on instruction and used
an unconventional measure of content cover-
age, namely the teachers’ predicted pass rate for
students on each test item. The latter measure
of instructional content, however, is difficult to
interpret without knowing the extent to which
the test covered the teachers’ enacted curriculum.
Moreover, questions that ask teachers to predict
students’ pass rates on items are likely to be con-
founded by their estimates of student ability. This
caveat notwithstanding, Wang demonstrated that
quality of instruction can serve as a significant
predictor of student test scores even with other
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key OTL variables in the model. The empiri-
cal relation between quality of instruction and
student achievement, however, is mostly based
on the reports of general education teachers and
the academic achievement of students without
disabilities.

In summary, many researchers interested in
OTL have started to consider the dimension of
instructional quality. Herman et al. (2000) iden-
tified two broad categories of interest in this
instructional dimension related to (a) instruc-
tional resources such as equipment use and (b)
instructional practices such as working in small
groups. However, as discussed earlier, numer-
ous other indicators of quality associated with
student achievement are found in the literature
including teacher expectations for student learn-
ing, progress monitoring, and corrective feed-
back (e.g., Brophy & Good, 1986, Porter, 2002).
The wide range of instructional quality vari-
ables available underscores the importance for
researchers to provide a theoretical and empir-
ical rationale for their particular operationaliza-
tion of instructional quality. Lastly, it should be
acknowledged that all quality indicators used in
OTL research based on teacher self-report are
limited to information about frequency or empha-
sis. While such information is clearly useful,
it cannot indicate the extent to which certain
practices were implemented correctly.

The Unfolding of Instruction

So far, we have redefined the concept of OTL
in the context of the current test-based account-
ability system as students’ opportunity to learn
the intended curriculum and considered the
respective implications for both students with
and without disabilities. We further posited the
enacted curriculum as students’ main access
point to the intended curriculum. The subse-
quent literature review was used to highlight
three broad research strands related to OTL that
focused on different instructional dimensions of
the enacted curriculum: time on instruction, con-
tent of instruction, and quality of instruction.
Anderson first articulated a merger of the various

OTL conceptualizations in 1986: “A single con-
ceptualization of opportunity to learn coupled
with the inclusion of the variable[s] in classroom
instructional research . . . could have a profound
effect on our understanding of life in classrooms”
(p. 3686). In 1993, Stevens and Grymes estab-
lished the first unified conceptual framework of
OTL to investigate “students’ access to the core
curriculum” along four dimensions: content cov-
erage (i.e., content of the general and assessed
curriculum), content exposure (i.e., time spent
on the general curriculum), content emphasis
(i.e., skill emphasis, cognitive process expec-
tations, instructional groupings), and quality of
instructional delivery (i.e., instructional strate-
gies). Unfortunately, Stevens and Grymes did not
develop an empirical program of research on the
basis of this framework. Nonetheless, Stevens
(1996) identified a critical gap in the OTL lit-
erature, namely that most “opportunity to learn
studies looked at [only] one variable at a time”
(p. 4).

The scarcity of research studies used to inves-
tigate all three instructional dimensions of OTL
is unfortunate because neither aspect of OTL can
occur in isolation for all practical intents and
purposes. That is, instructional content enacted
by a teacher always unfolds along (at least)
two additional dimensions: time and quality. For
example, a teacher’s instruction is not adequately
captured by referring solely to the content of
instruction such as solving algebraic equations.
In actuality, the teacher may have asked students
to apply strategies related to solving algebraic
equations for 15 min in small groups while pro-
viding guided feedback. The different sets of
italicized words refer to various aspects of OTL –
time, content, and quality of instruction – that
have to occur in conjunction with one another
whenever instruction is enacted by a teacher.
Figure 6.3 depicts a model of the three instruc-
tional dimensions of OTL. The x-axis represents
time on instruction (i.e., the amount of time
spent on teaching the intended curriculum); the
y-axis represents the content of instruction (i.e.,
the extent to which the content of instruction
is aligned with the intended curriculum); and
the z-axis represents the quality of instruction
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Quality (z)

Time (x)

Content (y)

Fig. 6.3 The instructional
dimensions of OTL

(i.e., the extent to which a teacher’s instructional
practices are evidence based). At the enacted cur-
riculum level, almost all instruction should unfold
along all three dimensions. Instruction restricted
to the time–content plane would indicate that the
teacher delivered content of the intended cur-
riculum without relying on any evidence-based
instructional practices. Instruction restricted to
the time–quality plane would indicate that
the teacher used evidence-based instructional
practices to deliver content, yet the enacted
content failed to be aligned with the student’s
intended curriculum. Lastly, the content–quality
plane would only occur at the planned curricu-
lum level. Although the suggested continuums
for the three different dimensions of OTL are
consistent with the aforementioned literature, the
model is, at least for now, intended to serve
illustrative purposes. That is, the model can be
used as a framework to categorize measurement
options related to each instructional dimension
of OTL.

Measurement of OTL

The measurement of OTL at the enacted cur-
riculum level has historically relied on three
basic methods: direct observation, teacher report,

and document analysis. That is, the instructional
dimensions of OTL related to time, content,
and quality can be operationalized and subse-
quently documented using (a) observers who
conduct classroom observations or code video-
taped lessons, (b) teachers who self-report on
their classroom instruction via annual surveys
or daily logs, or (c) experts who are trained
to review classroom documents such as text-
books, assessments, and other student products.
Third-party observations and teacher surveys are
by far the most frequently used methods, each
with a unique set of advantages and challenges
(Rowan & Correnti, 2009).

Third-party observations are often consid-
ered the “gold standard” for classroom research,
but the high costs associated with this method
limit its large-scale application outside well-
funded studies for purposes of documenting
OTL. Moreover, the complexity and variability
of classroom instruction across the school year
(Jackson, 1990; Rogosa et al., 1984) raise the
question of generalizability: How many observa-
tions are necessary to generalize to a teacher’s
entire enacted curriculum? Annual surveys, on
the other hand, are relatively inexpensive but rely
exclusively on teacher memory for the accurate
recall of the enacted curriculum. To address these
measurement challenges, Rowan and colleagues
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suggested a third alternative, namely the use of
frequently administered teacher logs (see Rowan
et al., 2004). Teacher logs are intended to (a)
reduce a teacher’s response burden by focusing
on a discreet set of behaviors, (b) increase accu-
racy of teacher recall by focusing on a recent
time period (e.g., today’s lesson), and (c) increase
generalizability through frequent (cost-effective)
administrations across the school year.

As part of their Reform Up Close study,
Porter et al. (1993) used a variety of methods
to collect data on teachers’ enacted curriculum
including daily logs, weekly surveys, classroom
observations, and questionnaires. The agreement
between classroom observations and teacher log
data (calculated on each observation pair and
averaged over all pairs) along four dimensions –
broad content area (A), subskills within broad
content area (AB), delivery of content (C), and
cognitive demand (D) – was 0.78, 0.68, 0.67, and
0.59, respectively. Porter et al. also noted sig-
nificant correlations between log data and ques-
tionnaire data on dimension (A) of 0.50 to 0.93
in mathematics and of 0.61 to 0.88 in science
(as cited in Smithson & Porter, 1994). In 2002,
Porter argued that a number of studies investi-
gating the validity of survey data have confirmed
that “survey data is excellent for describing quan-
tity – for example, what content is taught and
for how long – but not as good for describing
quality – for example, how well particular con-
tent is taught” (p. 9). For purposes of validating
teacher logs, Camburn and Barnes (2004) dis-
cussed the challenges related to reaching (inter-
rater) agreement as one of their validation strate-
gies including rater background, type of instruc-
tional content, level of detail (e.g., subskills)
associated with content, and frequency of occur-
rence. On the basis of their statistical results,
Camburn and Barnes expressed confidence in
teacher logs to measure instruction at grosser lev-
els of detail and for activities that occurred more
frequently. Rowan and Correnti (2009) concluded
that teacher logs are (a) “far more trustwor-
thy” than annual surveys to determine the fre-
quency with which particular content and instruc-
tional practices are enacted and (b) yield “nearly
equivalent” data to what would be gathered via

trained observers. That being said, classroom
observations are presently unrivaled in determin-
ing aspects of child-instruction or teacher–child
interactions (e.g., Connor, Morrison, et al., 2009;
Pianta & Hamre, 2009).

The measurement of the enacted curriculum
has attracted much research attention in recent
years, as evidenced by two special issues dedi-
cated to “opening up the black box” of classroom
instruction: the September 2004 issue of the
Elementary School Journal and the March 2009
issue of Educational Researcher. A thorough
review of available measurement tools, however,
is beyond the scope of this chapter. Instead, I situ-
ate and discuss four guiding questions originally
posed by Douglas (2009) for purposes of measur-
ing classroom instruction in the context of OTL:
What should we measure in classroom instruc-
tion? How can we best analyze data on classroom
instruction? At what level should we measure
classroom instruction? What tools can we use to
measure classroom instruction?

The first question challenges researchers to
provide a (theoretical and/or empirical) frame-
work for selecting measurement variables of
interest and for understanding their relation to
the overall construct in question. With respect
to OTL, the argument presented in this chap-
ter suggests three instructional dimensions at
the enacted curriculum level for purposes of
documenting students’ opportunity to learn the
intended curriculum. The ICM framework, a
review of three distinct research strands related
to OTL at the enacted curriculum level, and a
subsequent instructional dimensions model pro-
vided the theoretical and empirical underpinnings
for this argument. The general answer to “what”
should be measured for purposes documenting
OTL is thus: time on instruction, content of
instruction, and quality of instruction. Depending
on the specific framework, research context, and
questions asked, stakeholders may define these
instructional dimensions differently. The model
introduced in this chapter, for example, posited
three different continua: time on instruction as the
amount of time spent on teaching the intended
curriculum; content of instruction as the extent
to which the content of instruction is aligned
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with the intended curriculum; and quality of
instruction as the extent to which a teacher’s
instructional practices are evidence based.

The second question points to the nesting
of classroom instruction and the importance
of variance decomposition models in evaluat-
ing the effects of classroom instruction on stu-
dent achievement. Scheerens and Bosker’s (1997)
review of the literature indicated that variance in
student achievement status (without controlling
for prior achievement and SES) can be decom-
posed as follows: About 15–20% of the variance
lies among schools; another 15–20% of the vari-
ance lies among classrooms within schools; and
about 60–70% of the variance lies among stu-
dents within classroom within schools. Scheerens
and Bosker, however, used an unconditional
model (i.e., no independent variables were used
to predict student achievement). For their anal-
yses of achievement data, Rowan, Correnti, and
Miller (2002) also used a three-level hierarchical
linear model but included covariates at each level
(i.e., prior achievement, home and social back-
ground, social composition of schools). Their
results indicated that about 4–16% of the vari-
ance in students’ reading achievement and about
8–18% of students’ mathematics achievement lie
among classrooms (depending on grade level).
Although theses studies support the methodolog-
ical appropriateness of using multi-level models
in the measurement of OTL, which is ultimately
a teacher effect, several analysts have challenged
the adequacy of covariate adjustment models to
model changes in student achievement (Rogosa,
1995; Stoolmiller & Bank, 1995). The evalu-
ation of teacher effects on students’ academic
growth via gain score as the outcome variable,
however, has its own set of unique challenges
especially when differences among students on
academic growth are rather small (see Rowan
et al., 2002). Nonetheless, researchers can select
from many options within multi-level modeling
that can account for the unique nesting of the
enacted curriculum and its relation to student
achievement. A cross-classified random effects
model (Raudenbush & Bryk, 2002), for example,
can account for a situation (common in spe-
cial education) in which lower-level units are

cross-classified by two or more higher-level units
(e.g., a students’ sources of OTL can come from
different teachers nested within different class-
rooms). In short, multi-level analysis is an invalu-
able tool for evaluating the effects of OTL on
student achievement by portioning true variance
from error variance and for modeling interactions
across time, students, classrooms, and schools
(Douglas, 2009).

The third question is also related to the nested
nature of OTL and asks researchers to consider
how to locate and sample for OTL. One of
the first challenges is to decide the number of
measurement points for purposes of document-
ing OTL at the enacted curriculum level. Rowan
and Correnti (2009), who used daily teacher
logs to measure different aspects of a teacher’s
enacted curriculum, decomposed variance in time
spent on reading/language arts instruction into
three levels: time on instruction on a given day
(Level 1), days nested within teachers (Level
2), and teachers nested within schools (Level 3).
Their results on the basis of about 2,000 teachers,
who logged approximately 75,000 days, indi-
cated that approximately 72% of the variance in
instructional time lies among days, about 23%
lies among teachers within schools, and about
5% lies among schools. In other words, time on
instruction can vary significantly from day to day:
“the average teacher in the [study] provided stu-
dents with about 80 min of reading/language arts
instruction per day, but the standard deviation of
instructional time across days for a given teacher
was 45 min, with 15% of all days including 0 min
of reading/language arts instruction!” (Rowan &
Correnti, 2009, p. 123). This wide variability of
classroom instruction around key instructional
dimensions of OTL seems to suggest a fairly
large number of measurement points for pur-
poses of reliably discriminating among teachers.
Rowan and Correnti suggested that about 20 logs
per year are optimal (with diminishing returns
thereafter), if the measurement goal is to reliably
discriminate among teachers.

In addition to day-to-day variability, Connor,
Morrison, et al. (2009), who used an observa-
tional measure, reported that different students
nested within the same class may be experiencing
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different amounts and types of instruction. This
issue points to the appropriate measurement level
of OTL: Should it be documented at the student
level or the classroom level? Most of the teacher-
report measures mentioned in the previous liter-
ature review were used to collect information on
the enacted curriculum at the class level. Given
empirical evidence of significant variation along
key instructional dimensions of OTL for students
within the same class and the theoretical model of
the ICM, measurement of OTL restricted to the
classroom level does not appear to be sufficient.
That is, data on classroom-level OTL cannot be
generalized to individual students and, in the case
of students with disabilities, cannot yield infor-
mation on the extent to which students had the
opportunity to learn their specific intended cur-
riculum (which presumably varies from student
to student).

Croninger and Valli (2009) identified addi-
tional challenges related to the variability of
instruction, namely the sources and boundaries
of (reading) instruction. Results from their five-
year longitudinal study of teaching in schools

of poverty indicated that only one-third of stu-
dents experienced no shared instruction. That
is, the majority of students received reading
instruction from multiple sources in one or more
locations. Corninger and Valli noted that “the
most prevalent form experienced by students was
simultaneous instruction involving an instruc-
tional assistant (30%), student teacher (17%),
staff developer/resource teachers (15%), and/or
in-class help assigned specifically to them (8%)”
(p. 105). Moreover, nearly 20% of students
received additional reading instruction outside
classrooms. Croninger and Valli further noted
that many students experienced more reading
instruction outside their scheduled reading class
than during their scheduled lesson. These find-
ings underscore an important measurement chal-
lenge, namely to account for all sources of
instruction that contribute to a student’s opportu-
nity to learn his or her intended curriculum. This
issue is particularly relevant for students with dis-
abilities who are likely to share multiple sources
of (reading or mathematics) instruction such as
a special education teacher, a general education

Table 6.1 Taxonomy of instructional sources and scenarios for students with disabilities

Source of instruction Instructional scenario

GenED

Target student receives instruction exclusively from a GenED teacher.
� Full inclusion

SPED

Target student receives instruction exclusively from a SPED teacher.
� Pull-out, resource

GenED/SPED

Target student receives instruction from a GenED and SPED teacher.
� Co-teaching, collaboration

GenED + SPED

Target student receives instruction separately from a GenED teacher and
a SPED teacher.

� Full inclusion plus pull-out/resource

GenED/SPED + SPED

Target student receives instruction from a GenED and SPED teacher and
additionally from a SPED teacher.

� Co-teaching/collaboration plus pull-out/resource

Instruction by general education teacher
(GendED)

Instruction by special education
teacher (SPED)

Target student
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teacher, a teaching assistant, and/or related ser-
vices providers. Table 6.1 provides a taxonomy
that illustrates several instructional sources and
scenarios for students with disabilities. Clearly,
measurement of a student’s opportunity to learn
the intended curriculum is unlikely to be ade-
quately captured via one teacher’s instruction
during one class period at the class level. With
all the aforementioned measurement challenges
in mind, we are now ready to explore some
measurement options for the three instructional
dimensions of OTL.

Options for Measurement

A selection of available measurement tools with
information on their stated purpose, general
method, and emphasized instructional dimen-
sion(s) of OTL are highlighted in Table 6.2.
Additional information includes theoretical
grounding, instructional target (i.e., class level,
student level), psychometric support, and cost
(i.e., high, medium, or low investment of time
and funds). This table is intended to assist
readers in their initial search for potential mea-
sures of OTL along several key criteria. The
description of each measure is anchored in one
main literature source; readers are therefore
advised to consult the entire body of literature
related to each measure for purposes of making
a final selection. Each measure will be discussed
briefly.

The Individualizing Student Instruction
Observation and Coding System (ISI; Connor,
Morrison, et al., 2009) is an observational mea-
sure designed to capture literacy instruction (K-3)
and the extent to which teachers are matching
their instruction to students’ assessed skill levels.
This observational measure is connected to a
larger program of intervention research focused
on Child x Instruction interactions and the effects
of timing of instructional activities (e.g., Connor,
Piasta, et al., 2009). Connor and colleagues
have developed a comprehensive model of the
learning environment that incorporates student
characteristics and skills, multiple dimensions
of the classroom environment (i.e., teacher

characteristics), and multiple dimensions of
instruction (see Connor, Morrison, et al., 2009).
As indicated in the table, Connor et al. identified
four, simultaneously operating, dimensions of
instruction relevant to Child x Instruction inter-
actions: (a) management of students’ attention,
(b) context of the activity, (c) content of the
activity, and (d) duration of the activity. Within
the context of OTL, it is important to note that
the measure is restricted to literacy content at
specific grade levels (K-3). Although the content
codes are presumably expandable, they are
currently not set up to reflect student-specific
intended curricula (including state or district-
specific general curricula). The ISI is targeted
at the individual student level, yet context codes
can account for instruction at the classroom level.

The Classroom Assessment Scoring System
(CLASS; Pianta & Hamre, 2009) is a stan-
dardized observation system to assess global
classroom quality via indicators in three broad
domains: (a) emotional supports (e.g., affect,
negativity, responsiveness, flexibility); (b) class-
room organization (e.g., clear expectations, max-
imized time use, variety); and (c) instructional
supports (e.g., creativity, feedback loops, conver-
sation). The CLASS is focused on teacher–child
interactions at the indicator level, which are oper-
ationalized for purposes of rating-specific behav-
iors and interaction patterns within a 30-min time
frame. Although the CLASS can only provide
information on the quality dimension of OTL, it
does so across a wide grade spectrum and without
being restricted to a specific subject. However,
the CLASS cannot be used to discern differences
in instructional quality at the individual student
level.

The Study of Instructional Improvement (SII)
logs (Rowan et al., 2004) are self-report mea-
sures that require teachers to report on the
time, content, and quality of their instruction
for a particular student and day. The logs are
available for the content areas of language arts
and mathematics at the elementary school level.
For the time dimension, teachers are asked to
report on the number of minutes a particu-
lar student has received instruction including in
another classroom or by another teacher. For the
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content dimension, teachers are asked to indi-
cate their content foci along several broad content
topics (i.e., major focus, minor focus, touched
on briefly, not taught). The quality dimension
is addressed along specific enacted language
arts (i.e., comprehension, writing, word analysis)
and mathematics topics (i.e., number concepts,
operations, patterns/functions/algebra) via ques-
tions related to cognitive demands, materials,
and student responses. With regard to theory, the
development of the SII logs is grounded in the
aforementioned OTL literature, which explains
their good match to the desired OTL dimension. It
should be noted, however, that the content dimen-
sion of the SII logs is not reflective of individual
intended curricula. In fact, their content selection
is more appropriately described as a core content
selection within elementary school language arts
and mathematics (see Rowan & Correnti, 2009).
Lastly, the cost of administering SII logs is rela-
tively low. Rowan and Correnti mentioned a less
than $30 per log cost (not including training).

The Surveys of the Enacted Curriculum (SEC;
Porter, 2002) are annual teacher surveys designed
to provide information on the alignment between
intended, enacted, and assessed curricula. The
SEC method relies on content translations by
teachers (for purposes of the enacted curricu-
lum) or curriculum experts (for purposes of the
intended and assessed curriculum) who code a
particular curriculum (i.e., classroom instruction,
state test, or state standards) into a content frame-
work that features a comprehensive list of top-
ics in mathematics, English/language arts, and
science (K-12). The topic list is exhaustive to
accommodate different levels of content speci-
ficity. For the enacted curriculum, teachers indi-
cate content coverage and cognitive demand for
approximately 200 topics. Content coverage is
indicated via relative time emphases (i.e., none,
slight, moderate, sustained). Time on instruc-
tion is thus not assessed directly via the SEC.
To gather additional information on instructional
quality (besides cognitive demand), teachers are
required to complete an additional survey on
instructional practices (i.e., activities, homework,
technology use, assessments, teacher opinions,
and other characteristics). The SEC is available

online (www.seconline.org), which allows teach-
ers who complete the survey online to review
graphical representations of their content cov-
erage. In addition, the SEC website can calcu-
late content overlap between two curricula via
an AI (see Porter, 2002). The SEC can thus
provide information on the content and quality
dimensions of OTL. This information, however,
is limited to the classroom level. The graphical
reports further allow teachers to review their self-
reported content coverage, which holds potential
for formative feedback. Figure 6.4 displays the
online SEC’s graphical output of two content
matrices taken from the Kurz et al. (2010) study.

The content map on the left represents a
teacher’s enacted curriculum, and the content
map to the right represents a state’s eight-
grade general curriculum in mathematics. The
AI between the two content maps is 0.05 (see
Kurz et al. for details). A review of these content
maps can allow teachers to pinpoint differences
between emphasized content topics and cogni-
tive demands of the state’s general curriculum
and their own enacted curriculum. This teacher,
for example, emphasized the topics of Number
Sense and Basic Algebra. However, theses top-
ics were not taught at the intended category of
cognitive demand (i.e., demonstrate understand-
ing). Moreover, the teacher did not place the
intended instructional emphases on the topics
of Measurement, Geometric Concepts, and Data
Displays. Although these charts are capable of
delivering formative feedback, the SEC is typ-
ically completed at the end of the school year,
which limits its formative benefit to teachers.

My Instructional Learning Opportunities
Guidance System (MyiLOGS; Kurz, Elliott, &
Shrago, 2009) is an online teacher tool (www.
myilogs.com) designed to assist teachers with
the planning and implementation of intended
curricula at the class and individual student level.
The development of the measure was grounded
in the literature and models discussed in this
chapter and thus can be used to document all
three instructional dimension of OTL. The tool
features state-specific general curricula for var-
ious subjects and additional customizable skills
that allow special education teachers and other

www.seconline.org
www.myilogs.com
www.myilogs.com
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Alignment Index: 0.05 Select New View Marginals
TN Stnds Gr. 8

Document
All Content Areas

Coarse Grain: 0.10
29568 Gr.8 [2006]
Grade 8
All Content Areas

Number Sense

Operations

Measurement

Consumer Applications

Basic Algebra

Advanced Algebra

Geometric Concepts

Advanced Geometry

Data Displays

Statistics

Probability

Analysis

Trigonometry

Special Topics

Functions

Non-routine

Conjecture

Dem
onstrate

Procedures

M
em

orize

Non-routine

Conjecture

Dem
onstrate

Procedures

M
em

orize

Instructional Tech.

Number Sense

Operations

Measurement

Consumer Applications

Basic Algebra

Advanced Algebra

Geometric Concepts

Advanced Geometry

Data Displays

Statistics

Probability

Analysis

Trigonometry

Special Topics

Functions

Instructional Tech.

Fig. 6.4 Content map example of an enacted and general curriculum matrix from the SEC

related services providers to add student-specific
objectives. The tool therefore permits teachers
to document the extent to which their classroom
instruction covers individualized intended cur-
ricula. To this end, MyiLOGS provides teachers
with an instructional calendar that features an
expandable sidebar, which lists the skills that
comprise the intended curriculum. Teachers then
drag and drop planned skills onto the respective
calendar days and indicate the number of minutes
attached to each skill. After the lesson, teachers
confirm enacted skills and respective times at
the class level. On a user-specified sample of
days, teachers are further asked to report on
additional time emphases (in minutes) related to
the (planned and enacted) skills listed on the cal-
endar including cognitive demand, instructional
groupings, use of evidence-based instructional
practices (e.g., use of heuristics, explicit instruc-
tion), engagement, and goal attainment. This

detailed reporting occurs at the classroom level
and student level. Teachers can further review a
range of graphic reports and tables that provide
detailed information on their enacted curriculum
and its relation to the intended curriculum.
Reports are available for the entire class and
individual students. Psychometric evidence, such
as predictive and criterion-related validity, is
currently being collected as part of a three-state
field test. Figure 6.5 provides an example of a
time allocation report. This time allocation report
is considered cumulative because it is based
on the total amount of minutes dedicated to
instruction as reported by the teacher on a daily
basis.

The top graphic in Fig. 6.5 displays a
teacher’s time allocation across all five mathe-
matics content strands prescribed by the state of
Pennsylvania. In addition, the top graphic dis-
plays the amount of instructional time dedicated
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Cumulative Time Allocation
in Mathematics

Subskills of M8.A Numbers/Operations

Fig. 6.5 Example of a time allocation report from MyiLOGS

to Custom Skills/Activities, which allows teach-
ers to document skills related to a student’s
IEP curriculum as well as skills or activi-
ties that fall outside the state’s general cur-
riculum for mathematics. This teacher, for
example, dedicated over half of his or her
instructional time to Numbers/Operations and
Custom Skills/Activities. The bottom graphic
of Fig. 6.5 displays the breakdown for the
Numbers/Operations strand into its respective
subskills. An example of a cognitive process
dimensions report is shown in Fig. 6.6.

This report is based a sample of 77 days on
which the teacher decided to report on instruc-
tional details at class and student level. The top
and bottom graphics allow a teacher to review
(a) his or her time emphases on different cog-
nitive process dimensions at the class level and

(b) the extent to which differentiated instruction
took place for two target students. In this exam-
ple, the teacher’s expectations largely focused
on the Understand/Apply dimension at the class
level. Kayla received very comparable instruc-
tion. James, on the other hand, received a much
larger emphasis on the Remember dimension. In
addition, James experienced much less time on
instruction (i.e., about 25% were not available for
instruction) than the rest of the class. Together
with additional tables and reports, MyiLOGS
is intended to provide teachers with formative
feedback that can enhance instructional focus,
alignment, and access to the general curriculum.

The present selection of measurement tools
related to the three instructional dimensions of
OTL at the enacted curriculum level indicates
a diverse set of options, each method with
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Cognitive Processes: 77 Day Sample

Fulsom, James: 77 Day Sample Palko, Kayla: 77 Day Sample

Time in Hours Cumulative

Understand/Apply 61.8%

Remember 5.2%

Time Not Available 7.2%

Create 2.4%

Analyze/Evaluate 23.4%

Understand/Apply 46.9%
Understand/Apply 58.4%

Analyze/Evaluate 11.4%
Analyze/Evaluate 24.6%Create 1.4%

Create 2.5%

Time Not Available 25%

Time Not Avail

Remember 15.1%
Remember 6.9%

Fig. 6.6 Example of cognitive process dimensions report from MyiLOGS

its unique benefits and drawbacks. The relative
weights of issues such as observer reliability,
reactivity, teacher memory, and cost can only be
assigned after the proper research context and
questions have been established. However, even
after those issues are settled, it is important to
remember that “all methods are to some extent
limited in scope with regard to measuring the
multifaceted nature of the classroom” (Pianta &
Hamre, 2009).

The Future of OTL

In 1995, Schmidt and McKnight declared that
“there is a story to be told . . . a story about
children and also about curricula – curricula

transforming national visions and aims into inten-
tions that shape children’s opportunities for learn-
ing through schooling” (p. 346). This chapter pro-
vided a new framework that delineated these cur-
ricula and their mediated relations to the intended
curriculum. The concept of OTL was redefined
within that framework, which posited that the
transformative powers of OTL are the greatest
at the enacted curriculum level where “inten-
tions” become measurable teacher actions. The
measurement of students’ opportunity to learn
the intended curriculum via three instructional
dimensions of the enacted curriculum, however,
cannot be the sole direction for future research
and work on OTL. Although the conceptual and
substantive relevance of OTL may be sufficient to
sustain the concept and its measurement for some
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time, the prospects of OTL lie in the usefulness
of OTL data to assist stakeholders in developing
interventions and making meaningful changes in
instruction that increase learning opportunities
for all students.

Teacher actions at the enacted curriculum level
determine the extent to which students have
the opportunity to learn the intended curricu-
lum. Empirical evidence indicates that teacher
actions along key instructional dimensions –
time on instruction, content of instruction, and
quality of instruction – impact student outcomes.
Documenting these actions thus should not be an
end in itself. Rather than “admiring the problem,”
measurement of OTL should function as a means
to an end, namely to use the gathered informa-
tion as feedback to modify teaching and learning
activities with the ultimate goal of increasing
student outcomes. In short, the formative bene-
fits of measuring OTL represent an exciting and
promising direction for future research and work
on OTL.

Shepard, Hammerness, Darling-Hammond,
and Rust (2005) argued that an assessment
becomes formative when “[it] is carried out dur-
ing the instructional process for the purpose of
improving teaching and learning” (p. 275). The
extent to which measurement of OTL at the
enacted curriculum can be integrated into the
instructional process and improve teaching and
learning remains an open empirical question.
Some researchers have already begun to answer
this question by using measures highlighted in the
previous section in formative ways. Connor and
colleagues, for example, have developed a web-
based software tool that incorporates algorithms,
which prescribe amount and types of instruc-
tion based on previously observed interactions
via the ISI (e.g., Connor, Morrison, & Katch,
2004; Connor, Morrison, et al., 2009; Connor,
Morrison, & Underwood, 2007). Porter and col-
leagues have used the graphical reports of the
SEC for purposes of professional development,
which resulted in greater alignment (between the
enacted and intended curriculum) for the treat-
ment group with an effect size of 0.36 (Porter,
Smithson, Blank, & Zeidner, 2007). Lastly,
Kurz and colleagues have developed an OTL

measurement tool that is to be used as an ongoing
part of the instructional process with continuous
teacher feedback to assist with targeted instruc-
tional changes at the classroom and student
level (Kurz, Elliott, & Shrago, 2009). Enhancing
access to “what should be learned and will be
tested” has been the main topic of this chapter.
To this end, OTL and its measurement hold great
promise. And yet, the future of OTL ultimately
lies in our ability to deliver this promise for all
students.
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7Instructional Adaptations:
Accommodations and
Modifications That Support
Accessible Instruction

Leanne R. Ketterlin-Geller and Elisa M. Jamgochian

Introduction

The purpose of this book is to describe how edu-
cational environments can be made maximally
accessible for students with disabilities. In this
chapter we situate the discussion of accessibil-
ity within the classroom instructional setting. We
describe how the use of instructional accommo-
dations and instructional modifications can help
eliminate barriers inherent in many instructional
products, environments, or systems that prevent
maximum engagement by students with disabili-
ties. Implementing these instructional adaptations
may increase the accessibility of the learning
environment, thereby permitting equal access for
all students.

Recent National Assessment of Educational
Progress (NCES, 2009) results in reading and
mathematics indicate that students with disabil-
ities are not reaching expected proficiency levels.
Specifically, the 2009 reading scores identify that
12% of fourth-grade and 8% of eighth-grade
students with disabilities are performing at or
above proficiency as compared to 34% and 33%
of their peers without disabilities, respectively.
Similarly, the 2009 mathematics results show
19% of fourth-grade and 9% of eighth-grade stu-
dents with disabilities are performing at or above
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proficiency as compared to 41% and 35% of the
general education population, respectively. One
possible cause of these results is inaccessible
instruction.

Instructional accessibility is influenced by the
interaction between individual student charac-
teristics and features of instructional products,
environments, or systems. Accessibility can be
enhanced by intentionally designing and deliv-
ering instruction that aligns with the student’s
needs. Just as testing adaptations improve the
accessibility of assessments, instructional adap-
tations support students’ interactions through
changes in the presentation, setting, timing or
scheduling, and response mode of instruction.
The purpose of this chapter is to describe the
role of instructional adaptations in improving the
accessibility of instruction.

As with testing adaptations, instructional
adaptations are divided into two general
classes: accommodations and modifications.
Instructional accommodations are adaptations to
the design or delivery of instruction and asso-
ciated materials that do not change the breadth
of content coverage and depth of knowledge of
the grade-level content standards. The use of
instructional accommodations has no impact on
the performance expectations implied in the gen-
eral education learning objectives. As such, most
students using instructional accommodations
are expected to learn the same material to the
same level of proficiency as students who are not
using instructional accommodations. Conversely,
instructional modifications are adaptations to the
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Fig. 7.1 Instructional planning to support access

design or delivery of instruction and associated
materials that result in a reduction of the breadth
of content coverage and/or depth of knowledge
of the grade-level content standards. Instructional
modifications may also result in a reduction of
the performance expectations established for the
general education student population. As such,
students receiving instructional modifications
are not expected to learn the same material to
the same level of proficiency as students in the
general education classroom.

In this chapter, we highlight assumptions
and implications related to the content and per-
formance expectations of classroom instruction
when making instructional adaptations. Further,
we specify the distinctions underlying the use
of instructional accommodations as opposed to
instructional modifications and present exam-
ples to illustrate the similarities and differ-
ences in these adaptations. Additionally, we
describe implications for implementing instruc-
tional adaptations including potential conse-
quences of misalignment between adaptations
used in instruction and those used in assessment.
Figure 7.1 provides an advanced organizer that
identifies and illustrates the interaction between
the instructional planning components to support
students’ access to instruction. Students’ needs
and instructional goals are considered during
instructional planning. Support features includ-
ing differentiated instruction, accommodations,
and modifications are implemented depending on
the level of support individuals need to access
instruction.

Instructional Adaptations: Important
Distinctions

To understand the role of instructional adapta-
tions in improving the accessibility of instruc-
tional environments, two important distinctions
are necessary. First, at the broadest level, instruc-
tional adaptations designed to improve access
for students with disabilities are differentiated
from instructional planning approaches applied
to classroom instruction that promote learning
for all students. Second, the defining character-
istics that differentiate instructional accommoda-
tions from instructional modifications are fully
articulated. Specifically, the degree of alignment
with grade-level content standards and the con-
sistency across performance expectations are dis-
cussed to distinguish between these instructional
adaptations.

Distinguishing Between Instructional
Adaptations and Differentiated
Instruction

To begin the discussion on instructional adapta-
tions, it is important to distinguish these practices
from the process of differentiating instruction.
Similar to instructional adaptations, differentiated
instruction is an instructional planning approach
that intentionally adapts instructional design and
delivery methods to support student learning of
the instructional objectives. When differentiating
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instruction, the teacher considers students’ back-
ground knowledge, readiness for the instructional
objective, language skills and abilities, prefer-
ences, and interests of all students in his/her
classroom (Hall, 2002). These variables are
matched to different instructional methods such
as varied supports from the teacher and/or peers,
modeling and the use of manipulatives, coaching,
use of different media sources, self-reflection,
and alternate review activities (Tomlinson, 1999).
The process of aligning student characteristics
with instructional approaches may be formally
articulated in teachers’ lesson plans or may be
generated informally through teachers’ interac-
tions with students. Ultimately, by incorporating
student variables in the instructional planning
process, the teacher can adjust the learning expe-
riences accordingly to facilitate student learning
of the instructional objective.

Because both instructional adaptations and
differentiated instruction focus on adapting the
design and delivery of instruction to sup-
port student learning, many teachers intertwine
these instructional methodologies. However, sev-
eral key factors distinguish instructional adapta-
tions from differentiated instruction. Specifically,
Individualized Education Program (IEP) teams
assign instructional adaptations based on the per-
sistent needs of students with disabilities. As
with other IEP decisions, the student’s charac-
teristics are considered along with performance
data to identify the student’s strengths and lim-
itations. Instructional adaptations are identified
that align with the student’s needs in meeting
the most appropriate learning objectives. In some
cases, IEP teams may evaluate the effectiveness
of differentiated instructional approaches on the
student’s learning prior to systematically assign-
ing the approaches as instructional adaptations on
the student’s IEP. Because the IEP is a legally
binding document between the educational ser-
vice providers and the student (Individuals with
Disabilities Education Act [IDEA], 2004), the
instructional adaptations listed on the IEP must
be systematically applied across the learning
environment. Even though some instructional
adaptations may mirror differentiated instruc-
tional strategies (e.g., use of a graphic organizer,

additional practice opportunities), when specified
on an IEP, the teacher must regularly incorporate
them into the student’s instructional opportuni-
ties. Consequently, the flexibility in instructional
planning proffered by differentiated instruction
is not afforded to teachers when implementing
instructional adaptations.

It is important to note that the use of instruc-
tional adaptations does not supplant the use
of differentiated instruction. In fact, students
with disabilities often benefit from differenti-
ated instruction in addition to the instructional
adaptations identified on their IEP. For exam-
ple, an instructional adaptation for a student
with working memory limitations might include
using a graphic organizer to document story ele-
ments when reading fictional text. To increase
the student’s motivation, a differentiated instruc-
tional strategy might involve allowing him/her to
select the text based on personal interests. The
graphic organizer would be formally identified as
an instructional adaptation on the student’s IEP;
however, it is not necessary to document vari-
ations in story context. Researchers and policy
makers identify the value of differentiating gen-
eral education instruction as a mechanism for
making the general education classroom more
accessible for students with disabilities (e.g.,
Gersten et al., 2008). As such, these instructional
approaches can be used conjunctively to support
student learning.

Distinguishing Between Instructional
Accommodations and Modifications

The primary distinctions between instructional
accommodations and instructional modifications
are based on the degree of alignment with grade-
level content standards and the consistency across
performance expectations. As previously intro-
duced, most students using instructional accom-
modations are expected to learn the same material
to the same level of performance as other students
in the general education classroom. Conversely,
students receiving instructional modifications are
not necessarily expected to learn the same mate-
rial to the same level of performance as other
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students. Although these distinguishing charac-
teristics often help differentiate between accom-
modations and modifications, they are not as
easily separated. For example, a student with sig-
nificant cognitive disabilities might receive both
instructional accommodations (e.g., large print
or verbatim oral presentation of direction) at the
same time he or she is receiving instructional
modifications (e.g., using off-grade-level reading
material). As such, it is often useful to consider
the impact instructional adaptations have on the
outcomes of instruction when classifying them as
accommodations or modifications.

Alignment of Instructional Adaptations
with Grade-Level Content Standards

As noted elsewhere in this volume, IDEA (2004)
requires IEP teams to align students’ instruc-
tional goals with grade-level content standards
that guide learning objectives for all students in
the state. Because instructional goals are enacted
through the design and delivery of instruction, the
adapted content resulting from the use of instruc-
tional accommodations and modifications should
be evaluated for alignment with grade-level con-
tent standards. When referencing alignment to
grade-level content standards, two dimensions
are typically considered: content coverage and
depth of knowledge (also referred to as cogni-
tive complexity) (La Marca, 2001). Alignment
to grade-level content standards is evaluated by
considering the degree of consistency of con-
tent coverage and depth of knowledge between
the content standards and students’ instructional
goals as stated on their IEP.

Content coverage refers to the knowledge and
skills represented in the content standards, such
as facts, concepts, principles, and procedures.
Federal legislation (NCLB, 2001; IDEA, 2004)
requires that all students receive instruction on
grade-level content, regardless of their educa-
tional classification. A key distinction between
instructional accommodations and instructional
modifications is the extent to which the content
covered aligns with the grade-level content stan-
dards. Because instructional accommodations are

not intended to change the breadth or depth of
the grade-level content standards, instructional
accommodations should maintain a one-to-one
correspondence in the content coverage between
the instructional goals and the grade-level content
standards. This does not preclude accommoda-
tions such as providing extra time for learning
the content or rearranging the sequence of con-
tent presented, as long as the content coverage
remains consistent. On the other hand, for some
students with disabilities, it may not be feasi-
ble to learn the breadth of content stated in the
grade-level content standards. For these students,
the IEP team may identify instructional modifi-
cations that reduce the content covered within the
year. For example, the IEP team may recommend
changing the scope of instruction to focus on the
“big ideas” presented in the content standards.
As such, these instructional modifications reduce
the degree of alignment between the instructional
design and delivery and the grade-level content
standards.

Depth of knowledge, or cognitive complex-
ity, refers to the level of cognitive engagement
at which students are expected to interact with
the content. Taxonomies of depth of knowledge
(e.g., Webb’s taxonomy (Webb, 1999), Bloom’s
taxonomy (Krathwohl, 2002)) classify engage-
ment into categories depending on the type of
interaction expected from the student, such as
reiteration of facts, summarization of a concept,
or application of a procedure to a novel situa-
tion. Instructional accommodations differ from
instructional modifications in the degree to which
they alter the cognitive complexity of the grade-
level content standards. Instructional accommo-
dations designed to support students’ engagement
with the content should not alter the intended
cognitive complexity of the grade-level content
standard. Instead, these accommodations may
change the sequence of instruction to provide
additional practice in prerequisite knowledge and
skills, prime background knowledge, or scaf-
fold instruction to gradually increase the level
of cognitive complexity in which students inter-
act with content. Still, instruction should culmi-
nate in the depth of knowledge that is consistent
with the grade-level content standards. However,
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instructional modifications may reduce the cog-
nitive complexity of instruction.

Federal legislation recognizes that the depth
of knowledge in the grade-level content stan-
dards may not be appropriate for some students
with disabilities (NCLB, 2001; IDEA, 2004).
For these students, IEP teams may recommend
instructional modifications that reduce level of
cognitive complexity implied by the grade-level
content standards. For example, consider the
mathematics content standard that expects stu-
dents to classify and sort two-dimensional fig-
ures based on their attributes. An instructional
modification may instead require students to
identify two-dimensional figures. By reducing
the depth of knowledge of the content stan-
dard, instructional modifications improve acces-
sibility to instruction and associated materials
for some students with disabilities. However,
because instructional modifications alter align-
ment between grade-level content standards and
instruction, students receiving instructional mod-
ifications do not have the same opportunity to
learn the breadth of content and/or depth of
knowledge as other students in the general edu-
cation classroom.

Consistency of Performance
Expectations with General Education

Performance standards or expectations are most
typically expressed in terms of the degree of mas-
tery of the instructional objectives students are
expected to reach. Sometimes this is manifested
in the criterion established for decision making
(e.g., students must complete 80% of the home-
work items correctly); other times it is evident
in the characteristics of the tasks students are
expected to complete (e.g., students answer 20
homework problems with graduated difficulty).
As previously introduced, the consistency of
these performance expectations with the general
education instructional objectives distinguishes
instructional accommodations from instructional
modifications.

Instructional accommodations are typically
intended for students who are expected to

learn the same material to the same level of
performance expectations as students who are
not receiving instructional accommodations. As
such, for students with disabilities who may
need additional instructional support to reach the
general education performance expectations, IEP
teams should consider instructional accommoda-
tions that scaffold students’ development of con-
tent knowledge and skills to the expected level
of proficiency, as opposed to instructional adapta-
tions that reduce these expectations. Such instruc-
tional accommodations may include providing
more guided practice on instructional activities
to reach the expected performance level on inde-
pendent class work or extending the instructional
time in which students are expected to reach
the performance level. Although these accommo-
dations may alter the schedule for meeting the
general education performance expectations, they
result in no changes to the instructional objectives
themselves.

Modifications to the performance expectations
should be considered for students with disabili-
ties who are not likely to reach the performance
expectations established for the general education
population within the academic year. Although it
is often difficult to determine with certainty who
these students are, their IEP teams may recom-
mend reducing the level of proficiency expected
on independent work (e.g., students must com-
plete 60% as opposed to 80% of the homework
items correctly) or reducing the number or dif-
ficulty of the tasks to be completed (e.g., stu-
dents answer 10 homework problems as opposed
to 20). This instructional modification may also
be implemented in tandem with a reduction in
the content coverage and/or depth of knowledge
of the grade-level content standards. In these
instances, students might be completing fewer
instructional tasks that cover a narrower focus
of content and involve less difficult cognitive
processing skills.

In summary, instructional accommodations
and instructional modifications serve the purpose
of improving accessibility of the general edu-
cation curriculum by changing the design and
delivery of instruction and associated materials.
These adaptations differ based on the extent to
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which these changes alter the alignment with the
content coverage and/or depth of knowledge of
the grade-level content standards and/or the con-
sistency across performance expectations. In the
next section, we describe possible consequences
IEP teams should consider prior to assigning
instructional adaptations.

Consequences of Implementing
Instructional Adaptations

Prior to assigning instructional accommoda-
tions and instructional modifications, IEP teams
must be fully aware of the likely consequences
of these adaptations. Specifically, implement-
ing instructional adaptations should not pre-
clude instruction in the knowledge and skill
areas that are being accommodated or mod-
ified. Additionally, implementing instructional
modifications can significantly change students’
immediate and subsequent instructional program-
ming, as well as assessment participation options.
Further, assigning instructional adaptations may
influence the adaptations students use during
testing. IEP teams should not interpret these
implications as potential reasons for not assign-
ing needed instructional adaptations; instead, IEP
teams should be aware of these issues to facil-
itate decision making and ensure fidelity of
implementation.

Consequences of Overuse
of Instructional Adaptations

Instructional adaptations have the potential of
being overused in classroom practices at the
expense of instruction on the knowledge and
skills that are being supported (Phillips, 1999).
Although most often unintended, some teachers
may inadvertently omit instruction on the knowl-
edge and skills that are being accommodated or
modified from the student’s educational program-
ming. For example, students struggling to master
computational fluency may be allowed to use a
calculator to solve situated problems. However,
these students need continued instruction and

practice to develop fluency with computational
algorithms. As such, the use of instructional
adaptations should be paired with sufficient and
focused instruction on the knowledge and skills
that are being supported. By developing students’
knowledge and skills in these areas, students
may be able to gradually reduce their use and
dependency on the instructional adaptation.

Related to overuse of instructional adaptations
is misuse or misclassification of instructional
changes that result in a reduction of content or
expectations. For example, in a survey of 176
general and special education teachers’ instruc-
tion and accommodations practices in mathe-
matics, Maccini and Gagnon (2006) found 41%
of special education teachers and 19% of gen-
eral education teachers assigned fewer practice
problems as an instructional strategy and 33%
of special education teachers and 17% of gen-
eral education teachers assigned fewer homework
problems during instruction on computational
skills. Similar results were observed when the
content focused on solving multi-step problems.
This adaptation was perceived as an instructional
strategy; however, because the expectation of per-
formance was reduced from that of the general
education instructional objectives, it should be
classified as a modification. Similarly, in this
same study, Maccini and Gagnon (2006) found
that 54% of special education teachers and 40%
of general education teachers allowed students
to use calculators during instruction on basic
skills or computational tasks. Because the con-
struct of instruction was closely aligned with the
knowledge and skills that were being supported
through the use of a calculator, this instruc-
tional adaptation should be viewed as a modi-
fication as opposed to an instructional strategy.
These results mirror those of other researchers
examining teachers’ classification of test adap-
tations (e.g., Hollenbeck, Tindal, & Almond,
1998; Ketterlin-Geller, Alonzo, Braun-Monegan,
& Tindal, 2007). Assignment of instructional
adaptations is beyond the scope of this chap-
ter; however, results of these studies indicate that
teachers may need additional support in distin-
guishing between instructional strategies, accom-
modations, and modifications.
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Consequences of Instructional
Modifications

Regardless of the type of instructional modifi-
cation(s) assigned to a student, IEP teams must
be aware of the implications of these adapta-
tions. First, modifications alter the alignment
between grade-level content standards and class-
room instruction. Although this statement is obvi-
ous, the implications are significant: The altered
alignment inherently reduces students’ opportu-
nity to learn grade-level content standards to
the level of proficiency expected of the gen-
eral education population. Consequently, subse-
quent learning experiences will be influenced by
the (lack of) content coverage, (reduced) depth
of knowledge, and/or (lower) expectations of
proficiency. For example, consider an instruc-
tional modification for a fourth-grade student
in mathematics that reduces the geometry con-
tent covered to focus only on two-dimensional
and not three-dimensional figures. Subsequent
instructional objectives that rely on the student’s
understanding of three-dimensional figures, such
as understanding and calculating volume, will
also need to be modified to account for this stu-
dent’s lack of understanding of three-dimensional
figures. Similarly, consider an instructional mod-
ification that allows a seventh-grade student
studying life science to use a textbook writ-
ten at the fourth-grade reading level. Inherent
in this instructional modification is a reduction
in the student’s exposure to grade-level vocabu-
lary, which may impact subsequent instructional
objectives. As such, whenever possible, instruc-
tional modifications should be limited in favor of
providing accommodations that maintain align-
ment with the grade-level content standards.

A second implication of assigning instruc-
tional modifications is the (mis)alignment
between grade-level content standards and large-
scale assessments. Because grade-level content
standards form the basis for most large-scale
state and district achievement tests, it follows
that these assessments are not appropriate for stu-
dents who are not receiving instruction aligned
to these standards (Browder, Spooner, Wakeman,

Trela, & Baker, 2006). As such, IEP teams
need to consider alternate participation options
on large-scale state and district achievement
assessments that might be most appropriate for
students receiving instructional modifications.

Federal legislation allows for two alternate
participation options on state accountability tests:
alternate assessments based on alternate achieve-
ment standards (AA-AAS) and alternate assess-
ments based on modified achievement standards
(AA-MAS). Specific guidelines govern the selec-
tion of students participating in AA-AAS (e.g.,
students with the most significant cognitive dis-
abilities), and states are currently in the process
of providing guidance for selecting students who
may participate in the AA-MAS. Federal regula-
tions, however, stipulate that scores from only a
small portion of students with disabilities (10%
for the AA-AAS and 20% for the AA-MAS,
which translates to 1% and 2% of the overall
student population, respectively) can be included
in states’ reporting of proficiency for Adequate
Yearly Progress (AYP) under these participa-
tion options. Consequently, these participation
options should be selected only for those students
for whom the general education assessment is
inappropriate. As such, prior to assigning instruc-
tional modifications, IEP teams need to consider
the lasting and immediate implications for stu-
dents’ instructional programming and assessment
participation.

Interdependence Between Accessible
Instruction and Accessible
Assessments

To support the educational needs of students
with disabilities, accessible instruction is insep-
arable from accessible assessments. Consider,
for example, an accessible instructional envi-
ronment coupled with inaccessible assessments.
In this setting, all students have equal opportu-
nities to learn instructional content to specific
expectations; however, as a result of inaccessible
assessments, students with disabilities may not be
able to demonstrate what they know and can do
on classroom-based and large-scale assessments.
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Consequently, poor student performance may be
(mis)interpreted as a lack of progress in learning
the instructional content to specific performance
expectations. Because accurate representation of
students’ abilities was obstructed by inaccessi-
ble assessments, decisions based on inaccessible
assessments are invalid. Issues about test-score
validity are discussed in Chapters 10, 12, and 13
of this book.

Conversely, consider a situation in which
instruction is inaccessible but the assessments
are accessible. In this case, all students do not
have an equal opportunity to learn the content of
instruction. Although the assessments may accu-
rately represent students’ (lack of) knowledge
and skills, the representation may not adequately
reflect students’ potential abilities. However, if
interpreted appropriately, these results might
highlight the lack of opportunities to learn the
content. As these scenarios point out, to support
student learning, accessibility must be viewed
across multiple dimensions of the educational
environment.

Because of the interdependence between
accessible instruction and accessible assess-
ments, instructional adaptations should form
the basis for testing adaptations. As such,
instructional accommodations and instructional
modifications should be seamlessly integrated
into classroom-based and large-scale assessment
practices. In fact, in 2007, 47 states required
that the use of instructional accommodations
be considered when making decisions about
testing accommodations (Christensen, Lazarus,
Crone, & Thurlow, 2008). However, some
researchers point out the discrepancy between
these practices. In a study examining the IEPs
for 280 students with disabilities, Ysseldyke et al.
(2001) found that approximately 86% of the
participants had either instructional or testing
accommodations listed on their IEPs. Of these
students, 84% had instructional accommodations
that matched testing accommodations. The rate
of agreement varied based on the prevalence of
the disability: Instructional and testing accommo-
dations matched in 98% of the IEPs for students
with low-prevalence disabilities as compared to
71% for students with moderate-prevalence and

84% for high-prevalence disabilities. Similarly,
DeStefano, Shriner, and Lloyd (2001) conducted
a study on the accommodation practices of
100 urban educators. In their findings, they
noted little association between accommodations
used in instruction and those provided on tests;
most frequently, teachers used more accommo-
dations during testing than instruction. However,
after teachers received training on accommo-
dation assignment procedures, results indicated
that teachers used more accommodations dur-
ing instruction and fewer during assessments.
Ultimately, students should have access to the
same adaptations in instruction and assessment.

Instructional Adaptations That
Support Accessible Learning
Environments

In this chapter, we highlighted characteristics
of instructional accommodations that distinguish
these instructional adaptations from instructional
modifications. This differentiation provided a
basis for discussing the implications of assign-
ing instructional adaptations on current and
future instructional programming and assessment
practices. The remainder of this chapter will
focus on practical suggestions for implement-
ing these instructional adaptations in classroom
instruction. We describe instructional accommo-
dations followed by instructional modifications
in four categories: presentation, setting, timing
or scheduling, and response modes. Although we
identify possible adaptations, it is important to
note that we do not discuss assignment criteria for
IEP teams to consider when making instructional
adaptation decisions.

Table 7.1 provides a summary of types of
instructional adaptations, student characteristics
to describe those who may benefit from each
type of adaptation, and examples of accommo-
dations and modifications to succinctly illustrate
the differences between these instructional adap-
tations. It is important to note that allowable
accommodations may differ from state to state,
and differences may exist between state and fed-
eral policies. Because of this, teachers and other
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Table 7.1 Summary of instructional adaptations

Adaptation
type Benefits students. . . Accommodation examples Modification examples

Presentation With physical, sensory, or
cognitive difficulties that
affect perception of visual or
auditory stimulus

Visual – Braille, large print font,
copies of written material,
magnification, electronic
texts/materials
Auditory – read aloud,
audio-/video-recorded presentations,
screen readers, amplification devices,
peer-assisted learning, cross-grade
tutoring
Tactile – tactile prompts, physical
guidance, raised-line paper, raised
graphics

Abridged version of text or
novel, reduced content
coverage (fewer concepts),
reduced depth of knowledge,
read aloud (as a modification)

Setting Who are distractible
Whose adaptation may be
distractible
Who need alternate physical
access

Preferential seating/grouping (near
teacher, away from doors and
windows), individual or small group
instruction, headphones, study carrel,
separate location

Independent work on group
task, work with partner on
individual task

Timing and
scheduling

Who process information
slowly
With physical disabilities that
affect task completion
Who use adaptations that
require additional time

Extended time, multiple breaks,
breaking task into smaller parts,
on-task reminders (e.g., timer), daily
schedule posted

Extended time/frequent
breaks on timed tasks

Response With expressive language
difficulties or motoric
impairments
Who need additional support
with organization or problem
solving

Write, type, or word-process
responses, point or sign to indicate
response, communication devices,
text-to-speech, audio record
responses, scribe, oral response,
manipulatives, scratch paper, respond
directly on assignment, visual/graphic
organizers, calculator

Reducing number of items to
complete or paragraphs to
write, providing fewer answer
choices, reducing depth of
knowledge required,
dictionary or thesaurus (as a
modification)

instructional decision makers need to be well
informed of these guidelines when assigning stu-
dent accommodations.

Instructional Accommodations

Instructional accommodations are adaptations to
the design or delivery of instruction and asso-
ciated materials that do not change the breadth
of content coverage and depth of knowledge of
the grade-level content standards. Additionally,
the use of instructional accommodations has
no impact on the level of performance stu-
dents are expected to reach. As such, most stu-
dents using instructional accommodations are
expected to learn the same material to the same
level of expectation as students who are not

using instructional accommodations, although
the learning process may take more time. Below
is a summary of instructional accommodations
categorized by type: presentation, setting, tim-
ing or scheduling, and response modes. IEP
teams should reference state accommodations
policies for allowable accommodations prior to
assignment.

Changes in Presentation

Presentation accommodations provide students
with alternate ways to access instructional mate-
rial. Students with difficulties perceiving visual
or auditory stimulus may benefit from visual,
tactile, and/or auditory changes in presentation
(Thompson, 2005). To increase the accessibility
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for all students, general guidelines suggest that
material presented visually should include type
in a standard, legible font that is no less than
12-point size for printed materials (24-point for
projected material); high contrast between text
and background; sufficient space between letter,
words, and lines; and text that is left-aligned
(with staggered right margins). Also, images and
graphics should be relevant to the content of
the text, have dark lines, and sufficient con-
trast (Thompson, Johnstone, Anderson, & Miller,
2005). Material presented auditorily should pro-
vide students with appropriate cues for under-
standing, including expression and stance (e.g.,
facing class when speaking), repetition of ques-
tions, and summary of discussion or material cov-
ered and important points (University of Kansas,
2005). Specific examples of visual, auditory, and
tactile changes in presentation are detailed below.

Visual presentation accommodations benefit
students with physical, sensory, or cognitive
disabilities that affect their ability to visually
read standard print. Common accommodations
include Braille, large print font, magnification,
and providing copies of written materials. Large-
print editions of textbooks and other instructional
materials are often available through the pub-
lishing company. Photocopying at a size greater
than 100 percent can enlarge regular print materi-
als. Some students may use a magnifying device
(handheld, eyeglass mounted, freestanding) to
view materials in a larger format. Copies of pre-
sented materials (e.g., presentation slides, notes,
outlines) also support students in understanding
and accessing visually presented material. Some
students may also benefit from using a guide to
help track while reading (e.g., bookmark, index
card, or ruler), colored overlays to improve con-
trast (e.g., Wilkins, Lewis, Smith, Rowland, &
Tweedie, 2001), or revised documents with less
information and/or fewer items per page.

Technology may also support students’ access.
As the availability of electronic texts and materi-
als increases, students have greater control over
the visual presentation of information, includ-
ing font, font size, color/contrast, graphic/image
captions, and can visually track their progress
through the material (e.g., Rose & Dalton, 2009).

Teachers can also make word-processed docu-
ments, presentations, or other materials available
to students on a computer. By having access to
the source documents, students have flexibility to
individualize the material by changing visual fea-
tures (e.g., font size/color, line spacing, contrast)
to customize access.

Auditory changes in presentation benefit stu-
dents with visual or hearing impairments or
difficulty processing print or auditory infor-
mation. Such changes in presentation include
read-aloud accommodations, audio recordings, or
video presentations of written material, amplifi-
cation devices, and screen readers. Read-aloud
accommodations involve oral presentation of text
to students to provide access to instructional
content (Tindal, 1998). A teacher or educa-
tional assistant may provide this accommoda-
tion, text may be recorded and played back
for the student, text may be read aloud on a
computer, or the student may read aloud on
his/her own. Additionally, students may work
with each other to provide this support, either
through peer-assisted learning strategies (e.g.,
Fuchs, Fuchs, Mathes, & Simmons, 1997; Fuchs,
Fuchs, Hamlett, Phillips, & Karns, 1995) or
cross-grade tutoring, or classroom volunteers can
provide read-aloud support. It is important to
note that this is an accommodation as long as
the intended construct remains unchanged; for
example, if the instructional objective involves
understanding and using new vocabulary from
a story or requires a student to formulate and
propose a solution to a mathematics story prob-
lem, a read-aloud accommodation maintains the
goals and expectations of instruction. In contrast,
if the instructional objective requires students to
use letter–sound correspondence to sound out
novel words or to read aloud grade-level text
fluently and accurately with appropriate into-
nation and expression, providing a read-aloud
accommodation alters the instructional goals and
expectations.

Similar to the read-aloud accommodation,
providing students with audio recordings or video
presentations of written material can help to
improve access to instruction. An additional ben-
efit of using recorded material is that a student
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has the ability to replay the recording, providing
multiple exposures to the content. Also, as noted
in the description of visual changes in presenta-
tion, electronic texts embed flexibility, providing
students with access to auditory support, includ-
ing the option to hear text spoken. Access to
common technology tools may help facilitate this
accommodation: Many students have cell phones
or MP3 players (e.g., iPod, Zune) that support
various audio files. Audio recordings of writ-
ten material may be created directly on such
devices or may be created, saved, and transferred
from a computer-based application. In addition,
many books for children are available on CDs
or as downloadable audio files. Other auditory
accommodations may include various assistive
technologies, such as amplification devices and
screen readers.

Tactile presentation accommodations benefit
students with visual impairments, as well as stu-
dents needing alternate representations of infor-
mation. Tactile accommodations provide infor-
mation to students through touch and may include
tactile prompts or physical guidance (e.g., posi-
tioning a student’s fingers on a keyboard, mouse,
or pencil), manipulatives, writing paper with
raised lines, or graphic material presented in
a raised format (e.g., maps, charts, and graphs
with raised lines). Tactile accommodations often
require additional information, such as a ver-
bal description, for students to fully access the
content presented and understand performance
expectations (O’Connell, Lieberman, & Petersen,
2006). Practically, teachers can outline maps,
charts, and graphs on student worksheets in glue
the day prior to their use in a lesson. When dry,
the raised lines provide tactile information to help
students identify the graphic.

Changes in Setting

Setting accommodations are changes to the
conditions or location of an instructional set-
ting. Students who are distractible, who receive
accommodations that may distract others, or who
need alternate physical access may benefit from
changes in the instructional setting. To promote

access for all students, the classroom setting
should be well lit, well ventilated, and have a
comfortable temperature, with chairs and tables
that are appropriate in height and have suffi-
cient space for students to work, and materi-
als and equipment should be in good condition
(University of Kansas, 2005).

May involve a change of location either within
or outside of the classroom. Within the class-
room, a distractible student may be seated near
the teacher, away from doors and windows,
and/or with a group of students who are not
distracting. In addition, students may receive
instruction individually or in a small group, use
headphones to buffer noise, or a study carrel to
diminish visual distractions. If a student receives
accommodations that may distract other students,
such as a scribe, multiple breaks, or read-aloud,
he or she may receive them in a separate loca-
tion. In addition, some students may require a
change in setting to improve physical access or
to access equipment that is not readily available
in the classroom.

Changes in Timing or Scheduling

Timing and scheduling accommodations alter the
amount of time allotted to complete a test, assign-
ment, or activity, or change the way instruc-
tional time is organized or allocated (Thompson,
2005). Changes in timing and scheduling may
benefit students who need additional time, fre-
quent breaks, or multiple exposures to informa-
tion, including students who process information
slowly, students with physical disabilities that
may impact their task completion rate, and stu-
dents who use accommodations or equipment
that require additional time. Timing and schedul-
ing accommodations may also benefit students
with difficulty focusing and attending to tasks
for extended periods of time, students who may
become easily frustrated or anxious, or those
taking medication or who have health-related
disabilities that affect their ability to attend.

Possible accommodations include extending
the time for task completion, providing multi-
ple breaks during a given task, breaking a larger
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task into smaller parts, and/or setting reminders
to remain on task. For example, a teacher may
set a timer for a student during independent
class work to provide a visual cue that indi-
cates expected time for engagement in a partic-
ular activity. Additionally, teachers can post the
schedule for daily activities in a consistent place
to provide students with structured guidelines for
class work.

Changes in Response Mode

Response format accommodations change the
way students express their knowledge and skills.
Changes in response mode may benefit students
with expressive language difficulties or motoric
impairments or students who need additional
support with organization or problem solving.
Students who have difficulty with verbal expres-
sion may be allowed to write or word process
their answers, point or sign to indicate their
response, or use a communication device or text-
to-speech program. Students with motor diffi-
culties may respond orally, tape/digitally record
responses, and/or have a scribe record their
responses. Students who need support with orga-
nization or problem solving may benefit from the
use of manipulatives to model problems, scratch
paper to plan responses, writing their answers
directly on a test or assignment rather than trans-
ferring to a separate paper, visual/graphic orga-
nizers, using a calculator, or highlighting impor-
tant information within a given task.

Technology already in place in the class-
room may facilitate implementation of many
response accommodations. For example, teach-
ers can provide classroom-based assignments
electronically that include embedded mnemonic
devices or scaffolded instructional prompts that
structure students’ responses. Additionally, stu-
dents might type their responses to assign-
ments or respond to multiple-choice questions
by highlighting or making their answers in bold.
Students can use software such as Inspiration R©
or Kidspiration R© to help create an outline or
visual map to organize their ideas prior to
responding to assignments or as a method for

highlighting relationships presented in a les-
son. In addition, many classrooms have elec-
tronic input devices (commonly referred to as
“clickers”), which capture student responses and
can be incorporated into Microsoft PowerPoint R©
presentations.

Depending on the instructional objectives,
some of the accommodations described above
may become modifications if they are used in
a way that changes the intended construct. For
example, if a student is provided with a read-
aloud accommodation on a decoding or reading
comprehension task, the construct may change
from reading comprehension to listening compre-
hension.

Instructional Modifications

Instructional modifications are adaptations to the
design or delivery of instruction and associated
materials that result in a reduction of the breadth
of content coverage and/or depth of knowledge
of the grade-level content standards. Instructional
modifications may also result in a reduction
of the performance expectations established for
the general education student population. As
such, students receiving instructional modifica-
tions are not necessarily expected to learn the
same material to the same level of expectation
as students in the general education classroom.
Below is a summary of instructional modifi-
cations categorized by type: presentation, set-
ting, timing or scheduling, and response modes
(see Table 7.1).

Changes in Presentation

Presentation modifications change instructional
delivery in a way that reduces the breadth of con-
tent coverage or depth of knowledge, and in turn,
alters the construct of instruction. Students who
continue to demonstrate difficulty perceiving or
understanding visual or auditory presentations of
instructional content, given appropriate accom-
modations, may benefit from modifications to
presentation. For these students, the cognitive
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processing expectations of the learning environ-
ment may exceed their processing capacities,
thereby causing cognitive overload (Mayer &
Moreno, 2003). Specifically, students’ cognitive
processing might be burdened by the amount
of new information presented during instruc-
tion that is associated with the learning goal.
Alternatively, some students might find the con-
text of the instructional environment excessively
complex, thereby taxing their cognitive process-
ing. Additional theories of students’ cognitive
processing are likely plausible explanations for
cognitive overload. For students experiencing
cognitive overload, instructional modifications
may improve the accessibility of instruction by
reducing the cognitive processing demands.

Presentation modifications may reduce the
cognitive processing load in several ways. For
example, reducing the complexity of information
by simplifying the level of instructional material
may decrease the cognitive processing demands
thereby allowing the student to focus on learn-
ing essential knowledge and skills (Elliott, Kurz,
Beddow, & Frey, 2009). For example, a stu-
dent might benefit from instructional materials,
such as a social studies textbook written at a
lower grade level that covers the same content
as the general education textbooks. Similarly,
a student may meet the learning objective by
reading an abridged version of a novel. These
modifications provide students access to grade-
level material and content but lower performance
expectations. Another way to modify instruc-
tional delivery to support students’ cognitive pro-
cessing is to reduce content coverage; that is,
students may be instructed on a limited num-
ber of concepts that represent the essence of
the grade-level content standards. By eliminating
non-essential attributes of instruction, students’
cognitive processing can be diverted from extra-
neous information to essential learning (Mayer
& Moreno, 2003). Additionally, the depth of
knowledge intended by the grade-level content
standard might be reduced. For example, rather
than presenting an analysis of historical events,
the teacher may compare and contrast events
to simplify the material and concepts. As noted
previously, these modifications have significant

implications for the student’s subsequent instruc-
tional experiences.

Changes in Setting

Setting modifications change the conditions or
location of the instructional setting that are war-
ranted due to the need for specialized instruc-
tional supports, materials, or equipment. As often
as possible, students should receive instruction
in the general education classroom. However, for
some students to meet their instructional objec-
tives, modifications to the setting of instruction
may be needed. Possible setting modifications
that may be implemented in the general edu-
cation classroom include allowing the student
to work independently on group tasks or, con-
versely, allowing a student to work with a partner
on an independent task. These changes are clas-
sified as modifications if they alter the content
or performance expectations of the instructional
objectives.

Changes in Timing or Scheduling

A modification to the timing or scheduling of
instruction changes the amount or organization of
time in a way that affects the goals of the instruc-
tional activity. These changes may be needed for
students who require additional support beyond
those provided through accommodations. Such
students may have difficulty processing informa-
tion, specific schedule requirements, or may have
a physical disability that significantly impacts
the time needed to complete tasks. An exam-
ple of a scheduling accommodation may include
changing the student’s daily schedule while at
school. A modification to the timing of a task
might include providing extended time or fre-
quent breaks on an activity or test involving flu-
ency. Because fluency activities typically involve
a rate of performance, changing the allowed
time or providing multiple breaks may change
the instructional objective. For example, con-
sider a task designed to build students’ fluency in
mathematical computation by providing students
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with 2 minutes to complete as many addition
problems as possible. Allowing a student addi-
tional time on this task changes grade-level
proficiency expectations, but still provides the
student an opportunity to demonstrate computa-
tional understanding. Another timing modifica-
tion would be to eliminate the time requirement
for a given task or limit timed tasks to mastered
skills. By providing such timing modifications,
the expectations of proficiency or fluency and
completion rate changes.

Changes in Response Mode

Modifications to response mode change a task
in a way that reduces student expectations or
depth of knowledge required to complete the
task. Students with expressive language or infor-
mation processing difficulties or motoric impair-
ments, or those with difficulty organizing infor-
mation, may require more significant changes in
response mode than those offered through accom-
modations to demonstrate their knowledge and
skills. Examples of response mode modifications
include reducing the number of items a stu-
dent is expected to complete or the number of
answer choices per item on an assignment thus
reducing proficiency expectations. A modifica-
tion to response mode that changes the depth of
knowledge required for an activity might include
changing a task that requires students to analyze
and synthesize information to one that requires
them to identify the cause and effect of an event.
The use of a calculator on a mathematics task
that is designed to gauge students’ computation
skills is a modification that alters student expec-
tations is another example of a response mode
modification. Other similar examples would be
the use of a dictionary or thesaurus for a vocab-
ulary task or the use of spelling or grammar aids
for a writing task that targets or measures these
skills. A modification to a writing assignment that
requires a five-paragraph essay might reduce the
amount of writing a student is expected to do to
a paragraph with three-to-five sentences supple-
mented with images to demonstrate content and
sequence.

Integrating Instructional Adaptations
Based on Students’ Needs

Students’ needs provide the foundation for mak-
ing instructional planning decisions. In some
cases, students with disabilities will be appropri-
ately supported in the general education curricu-
lum through differentiated instructional strate-
gies. In other cases, students may need instruc-
tional accommodations and/or instructional mod-
ifications to reach their learning potential. In this
chapter, we have described these approaches to
supporting students with disabilities in isolation.
The case example presented in Fig. 7.2, however,
illustrates how these approaches can be inte-
grated to provide a maximally accessible learning
environment based on an individual’s needs.

Conclusions
Accessibility of instruction can be enhanced
by designing and delivering instruction
that supports the interaction between an
individual’s characteristics and the format,
sequencing, delivery method, and other fea-
tures of instruction and the tasks or activities
in which students engage. In this chapter,
we described instructional adaptations as a
method for increasing the accessibility of
instruction for students with disabilities to
promote student learning. We highlighted
the important distinctions between instruc-
tional accommodations and instructional
modifications and provided examples of how
each adaptation may be implemented in the
classroom. Moreover, we discussed possible
consequences of assigning instructional
adaptations to students’ current and future
educational programming and assessment
participation options. This information was
intended to provide special education service
providers, administrators, and policy makers
with a clear understanding of the role of
these instructional adaptations for improving
accessibility of educational environments.

It is important to note, however, that
instructional adaptations should be viewed in
the larger context of educational programming
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Case example

Maria is a 15 year-old, female student, in the eighth grade. Maria repeated first grade because she 
struggled to learn basic concepts of reading. Maria continues to have difficulty with decoding 
and math computation, but she excels on comprehension and problem – solving tasks. Maria’s 
poor decoding skills often impact her work in other classes, as decoding difficulties make it hard 
for her to understand her assignments. In addition, her teachers report that she is often off task, 
doesn’t complete assignments, and is getting further behind in her studies. Maria works well with 
the teacher in the learning center, but has trouble following directions from other school staff. In 
addition, Maria has recently been identified as having a behavior disorder.

Possible adaptations to instruction

Differentiated 
instruction 
strategies

Provide opportunities for flexible grouping (whole class, small groups, 
pairs, etc.)

Explicitly state learning goals and objectives for each lesson 

Support and incorporate background knowledge

Maintain clear and consistent classroom rules and expectations

Provide opportunities for student choice (materials, assignments, partners, 
etc.)

Accommodations

Peer-assisted learning during math problem-solving tasks; reading partner 
during independent reading tasks 

Read aloud the directions and expectations for class assignments

Highlight key words or ideas

Provide notes or outlines for class lectures or presentations; allow student to 
audio-record presentations

Break large assignments into smaller tasks

Teach self-monitoring strategies for on-task behavior; scaffold with 
reminders

Modifications

Read aloud (for decoding/comprehension tasks)

Calculator (for computation tasks)

Allow student breaks with learning center teacher (as needed/requested)

Fig. 7.2 Case example illustrating integrated instructional supports

available to students with disabilities.
Instructional adaptations can improve access
to grade-level content but must be considered
as an integral part of the students’ educational
opportunities. Instructional adaptations are
neither a “silver bullet” that should be viewed
as the only solution to improving access nor
should they be cast aside as supplemental
resources that are only used by the special
education professional.
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8Test-Taking Skills and Their Impact
on Accessibility for All Students

Ryan J. Kettler, Jeffery P. Braden,
and Peter A. Beddow

Do you remember the first time in school that a
peer or teacher advised you to use some type of
strategy, which seemed to have nothing to do with
the subject being tested, but would likely improve
your score? This advice, which may have been
to answer all of the easy questions first and then
go back to the harder questions, to select false
whenever the word always or the word never
appeared in a true or false question, or to choose
the longest answer of the options on a multiple-
choice question, was ostensibly intended to help
you attain a higher score on the test. Another out-
come of this advice was that it increased your
wisdom in the domain of taking tests, so that
you would be better able to show what you
knew and could do in content areas like read-
ing and mathematics. This chapter explains the
relationship between access in educational test-
ing, test-wiseness, and validity; provides a brief
history of frameworks and findings related to test-
taking skills; explores the interaction between
instruction of these skills and more recently
embraced methods for increasing access to tests
[e.g., accommodations, modifications, computer-
based tests (CBTs)]; and discusses implications
of this relationship for test development and
instruction.

R.J. Kettler (�)
Department of Special Education, Peabody College
of Vanderbilt University, Nashville, TN 37067, USA
e-mail: ryan.j.kettler@vanderbilt.edu

Access and Test-Wiseness

Access in the context of educational testing refers
to the opportunity for a student to demonstrate
what she or he knows on a test. It is the oppor-
tunity to determine how proficient the student
is on the target construct (e.g., reading, mathe-
matics, science) and can be conceptualized as an
interaction between the individual and the test
(Kettler, Elliott, & Beddow, 2009). While it is
often easier to think about access in terms of
the barriers that block it (e.g., confusing visuals
on a reading test, high reading load on a math-
ematics test, information spread across multiple
pages on a test of anything other than work-
ing memory), increased access allows tests to be
more reliable and have greater construct validity.
Reliability is the consistency of scores yielded by
a measure, and construct validity is the degree to
which the scores represent the characteristics or
traits that the test is designed to measure. Both
reliability and construct validity are higher when
the proportion of variance within a set of test
scores that is construct relevant is maximized.
Construct-relevant variance is based on variance
in the actual characteristic or trait being mea-
sured. The remainder of the variance in test scores
is construct-irrelevant variance, which is vari-
ance that emanates from other sources, including
the aforementioned barriers to access. Reducing
barriers to access decreases construct-irrelevant
variance, thereby increasing the reliability and
construct validity of the scores.
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One way to reduce barriers to access is to
develop tests or testing situations that minimize
the need for access skills. Access skills are those
which are necessary for a student to take a test but
which are not a part of the construct being tested.
If the format of a mathematics test includes
lengthy word problems, the ability to read is an
access skill for that test. Having the test read
aloud to a student would remove reading ability
as an access skill, would decrease the variance
based on reading ability that would be reflected
in scores from the test, and would increase the
reliability and construct validity of the test scores.

Another way to reduce barriers to access is
to train students in access skills. This training is
intended to decrease the degree to which students
vary in their knowledge of access skills, therefore
reducing the contribution of that variance to the
test scores. Test-wiseness is an access skill for
tests designed to measure academic achievement
in a variety of content areas, and teaching test-
taking skills to increase this wiseness is intended
to reduce the differences among students on this
construct that are reflected in scores intended to
indicate abilities in reading, mathematics, and
so on.

Millman, Bishop, and Ebel (1965) define test-
wiseness as a respondent’s “capacity to utilize
the characteristics and formats of the test and/or
test-taking situation to receive a higher score”
(p. 707). Test-taking skills (or strategies) are
taught with the intent that they will improve
test-wiseness, resulting in higher scores, but
more importantly resulting in scores from which
more valid inferences can be drawn. Without
explicit instruction, students naturally vary in
their degrees of test-wiseness. While some have
a very high capacity to use the test and the test-
ing situation to show what they know, others are
confused by the characteristics (e.g., timed ver-
sus untimed, penalties for guessing versus no
penalties) and format of the test (e.g., multiple
choice versus constructed response, online versus
paper and pencil), and cannot understand how to
show what they know. Instruction in test-taking
skills may be able to reduce this variance, or at
least reduce the degree to which this variance
affects the test scores, by increasing test-wiseness

until most or all respondents have reached a the-
oretical threshold necessary to access the test.
Variance in the access skill above this thresh-
old would not contribute to variance in the test
scores. This threshold hypothesis requires further
examination.

Threshold Hypothesis

To clarify the aforementioned point about a
threshold ability level for an access skill, we
return to the example of reading as an access skill
for a mathematics test. A mathematics test with
word problems written at a sixth-grade reading
level and with sixth-grade mathematics content
would be difficult to access for a student who
reads at a fourth-grade level. A very powerful
intervention that allows the student to read at an
eighth-grade level would in turn allow the student
to better show what she knows on the mathe-
matics test. However, a second intervention that
improves the student’s reading ability from an
eighth-grade level to a twelfth-grade level would
not further improve her score on the math test,
because she would already be beyond the thresh-
old ability level necessary to access the test. If
the student did not know how to solve the math-
ematics problems, no increase in reading abil-
ity beyond the threshold would help. Table 8.1
depicts the relations between reading ability and
the construct being measured on the test in this
hypothetical example.

Test-wiseness is theoretically analogous to
reading ability from the example, in that training
students beyond a certain threshold would reduce
its influence over scores on an achievement test,
and therefore increase the degree to which scores
on the test reflect the intended construct (e.g.,
reading, math, science). However, there is insuf-
ficient research to support this threshold hypoth-
esis, and so it is not clear whether test-taking

Table 8.1 Relationship between reading ability and con-
struct indicated by math test scores in example

Reading ability Construct indicated

Above threshold Mathematics
Below threshold Reading
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skill training would be viewed as “leveling the
playing field” for students with and without dis-
abilities, or might actually increase gaps in test
performance between them. Some research using
students with learning disabilities (e.g., Dunn,
1981) found that test-wiseness training moder-
ately improved scores on reading tests and that
those improvements were retained over a 2-week
period, but the design of the study was unable
to establish whether training “leveled the playing
field” relative to students without disabilities.

Whether test-taking skills influence test per-
formance uniformly across all levels of ability,
or if there is a threshold after which skills no
longer improve performance, affects how one
views teaching test-taking skills to students with
disabilities as a method of providing access. For
example, eyeglasses are widely viewed as a fair
accommodation for individuals with visual acu-
ity difficulties, because the eyeglasses provide a
threshold of access equal to that enjoyed by stu-
dents without visual acuity difficulties. This is
because additional correction beyond the thresh-
old needed to decode text does not provide an
advantage to users; put another way, students
without visual acuity problems would be wel-
come to use eyeglasses – but would not benefit
from their use. In contrast, extra time is a con-
troversial accommodation because there is no
clear threshold after which additional time does
not enhance performance. Consequently, students
with and without disabilities alike benefit from
extra time on a test. In fact, students without dis-
abilities may benefit more from extra time than
their peers with disabilities (Elliott & Marquart,
2004).

The question of whether test-taking skills
function as a threshold or a continuous influence
on performance is relevant. If test-taking skills
have a threshold beyond which additional strat-
egy application or training does not improve test
performance, training students to that level of
test-taking strategy proficiency would be viewed
as both effective and fair. It would be effective,
in that it would eliminate the influence of test-
taking skills on scores for students with (and
without) disabilities, thus improving the validity
of the assessment for both groups. It would be

fair, in that students who already have test-taking
skills would not benefit from additional training
once the threshold is reached, whereas those who
lacked the skills would gain equal access through
training.

Conversely, if test-taking skills have a con-
tinuous effect across the performance domain,
the effectiveness and fairness of teaching test-
taking strategies is called into question. First,
teaching test-taking skills may not be effective, as
students with more or better strategies may bene-
fit more from training than students with fewer
or poorer strategies (i.e., training could widen,
rather than decrease, test performance differ-
ences between more and less test-wise students).
Second, teaching test-taking strategies could be
unethical, because there would be no clear point
at which the playing field was level for students
with and without disabilities (e.g., would one
withhold test-taking skill instruction from some
students but not others, and if so, how would one
decide at which point students should or should
not receive the training?).

A third possibility regarding test-taking skills
training is that it might improve test scores for
students with disabilities, but nonetheless pro-
duce larger lost opportunity costs for students
without disabilities, compared to those with dis-
abilities. In other words, the time taken to teach
students with disabilities test-taking skills may
improve their scores, but it may not improve
them as much as devoting the same amount of
time to instruction in test content. Some evidence
(Ehrmann, 2001) suggests that is the case for
students without disabilities – that is, training
using an established test-taking program low-
ered scores on some subject matter tests, but
it appeared to improve scores on other subject
matter tests. Therefore, careful consideration of
interactions between subject matter knowledge,
test design, and test-taking skills should be con-
sidered in deciding whether to provide test-taking
skills training to any students – especially those
with disabilities.

The literature on test-taking skills suggests the
answer to the threshold question is dependent on
three factors: the design of the test, the specific
test-taking skills, and the test-taker’s knowledge
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of tested material. In general, the better designed
the test, the less that performance is influenced
by test-taking skills. For example, scores on
multiple-choice tests that use only plausible dis-
tractors (incorrect response options), simple item
stems, and positive wording are generally resis-
tant to test-taking skills; performance on tests that
do not incorporate these strong design features
is more susceptible to test-taking skills (Rogers
& Harley, 1999; Scruggs & Mastroprieri, 1988).
Although there is little direct research on the
subject, it is logical to infer that large-scale, pro-
fessionally developed tests are more likely to
incorporate strong design features, meaning the
influence of test-taking skills would be limited
to approaches such as time management or scan-
ning the test for easy items before tackling harder
items, and therefore would be more likely to have
a threshold beyond which additional improve-
ments in strategies would be unlikely to improve
test performance.

The threshold hypothesis has received limited
research but remains an important issue in the
instruction of test-taking skills. Next we review
other important historical frameworks and find-
ings in the area of test-taking skills and test-
wiseness.

Frameworks and Findings

Millman et al. (1965) developed the most com-
monly cited theoretical framework for empirical
studies of test-wiseness. The authors character-
ized their framework as narrow in that it did
not include factors related to mental or moti-
vational state, and it was restricted to objective
tests of achievement and aptitude. There were no
published empirical studies of test-wiseness prior
to the development of this framework. Millman
et al. (1965) based their framework on principles
of test construction, advice for taking tests, and
the theory that test-wiseness was one source of
variability in test scores that cannot be attributed
to item content or random error.

Millman et al. (1965) divided their frame-
work of test-wiseness principles into two main
categories. The first category, elements which

are independent of the test constructor or test
purpose, included four subdivisions: (a) time-
using strategy, (b) error-avoidance strategy, (c)
guessing strategy, and (d) deductive reasoning
strategy. The time-using strategies are specific
to timed tests and are intended to avoid los-
ing points because of poor use of time, rather
than lack of knowledge of the tested content.
The error-avoidance strategies are also focused
on avoiding the loss of points for reasons other
than lack of knowledge, with the source in this
case being carelessness. The guessing strategies
are intended to help respondents gain points for
responses made completely randomly, and the
deductive reasoning strategies are focused on
helping gain points when the respondent has part
of the necessary knowledge, but does not know
the correct answer. Table 8.2 lists Millman et al.’s
(1965) elements which are independent of the test
constructor or test purpose.

Millman et al.’s (1965) second category, ele-
ments dependent upon the test constructor or
purpose, includes strategies that require some
knowledge of the specific test, constructor, or pur-
pose. The two subdivisions of this category are
(a) intent consideration strategy and (b) cue-using
strategy. While the intent consideration strategies
allow the respondent to avoid being penalized
for anything other than a lack of content knowl-
edge, the cue-using strategies are focused on
the respondent gaining points when a specific
answer is not known. Table 8.3 lists Millman
et al.’s (1965) elements dependent upon the test
constructor or test purpose.

The effect of coaching on test performance has
received more attention than has test-wiseness.
Bangert-Drowns, Kulik, and Kulik (1983) pub-
lished a meta-analysis of 30 controlled studies of
the effects of coaching programs on achievement
test results. Coaching programs were defined as
those in which respondents “are told how to
answer test questions and are given hints on
how to improve their test performance” (p. 573).
The authors found an average effect size of
0.25 in favor of respondents who were coached
versus respondents from a control group. The
average effect size for short programs (M =
3.8 h) was 0.17, compared to an average effect
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Table 8.2 Millman et al.’s (1965) elements independent of test constructor or test purpose

A. Time-using strategy
1. Bring to work as rapidly as possible with reasonable assurance or accuracy
2. Set up a schedule for progress through the test
3. Omit or guess at items (see I.C. and II.B.) which resist a quick response
4. Mark omitted items, or items which could use further consideration, to assure easy relocation

5. Use time remaining after completion of the test to reconsider answers

B. Error-avoidance strategy
1. Pay careful attention to directions, determining clearly the nature of the task and the intended basis for response
2. Pay careful attention to the items, determining clearly the nature of the question
3. Ask examiner for clarification when necessary, if it is permitted

4. Check all answers

C. Guessing strategy
1. Always guess if right answers only are scored
2. Always guess if the correction for guessing is less severe than a “correction for guessing” formula that gives an

expected score of zero for random responding

3. Always guess even if the usual correction or a more severe penalty for guessing is employed, whenever
elimination of options provides sufficient chance of profiting

D. Deductive reasoning strategy
1. Eliminate options which are known to be incorrect and choose from among the remaining options
2. Choose neither or both of two options which imply the correctness of each other
3. Choose neither or one (but not both) of two statements, one of which, if correct, would imply the incorrectness

of the other
4. Restrict choice to those options which encompass all of two or more given statements known to be correct
5. Utilize relevant content information in other test items and options

Note: Adapted from Millman et al. (1965, pp. 711–712). Reprinted by Permission of SAGE Publications

Table 8.3 Millman et al.’s (1965) elements dependent on the test constructor or purpose

A. Intent consideration strategy
1. Interpret and answer questions in view of previous idiosyncratic emphases of the test constructor or in view of

the test purpose
2. Answer items as the test constructor intended
3. Adopt the level of sophistication that is expected

4. Consider the relevance of specific detail

B. Cue-using strategy
1. Recognize and make use of any consistent idiosyncrasies of the test constructor which distinguish the correct answer

from incorrect options
a. She or he makes it longer (shorter) than the incorrect options
b. She or he qualifies it more carefully, or makes it represent a higher degree of generalization
c. She or he includes more false (true) statements
d. She or he places it in certain physical positions among the options (such as in the middle)
e. She or he places it in a certain logical position among an ordered set of options (such as the middle of the

sequence)
f. She or he includes (does not include) it among similar statements, or makes (does not make) it one of a pair of

diametrically opposite statements
g. She or he composes (does not compose) it of familiar or stereotyped phraseology
h. She or he does not make it grammatically inconsistent with the stem

2. Consider the relevancy of specific detail when answering a given item
3. Recognize and make use of specific determiners
4. Recognize and make use of resemblances between the options and an aspect of the stem.

Note: Adapted from Millman et al. (1965, p. 712). Reprinted by Permission of SAGE Publications
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size of 0.43 for longer programs (M = 15.1 h).
Bangert-Drowns et al. (1983) also found that a
logarithmic relationship between length of coach-
ing program and effect size was a better fit than
the linear relationship. This finding indicated that
although longer programs were more effective,
the returns would be diminished when adding
time to programs that were already fairly long.

Teaching of test-wiseness strategies was
viewed as a subset of coaching in Bangert-
Drowns et al. (1983). No significant differences
were found between the average effects of the
21 studies that included a focus on test-wiseness
and the 9 studies that did not. Elements that were
identified as more important included drill and
practice on items and direct teaching of content.

The clear impact of coaching, which often
includes the teaching of test-taking skills, makes
relevant any concerns about the ethical impli-
cations of spending classroom time attempting
to increase test-wiseness. One such concern is
that when the stakes related to a test are high,
teachers are likely to focus on teaching to the
test, rather than teaching the broader content area
(Mehrens, 1989). Mehrens and Kaminski (1989)
identified a seven-point continuum between the
ideal of solely teaching content and the alterna-
tive of focusing instruction entirely on improving
test performance. Figure 8.1 depicts this test
preparation continuum.

Point 1 on Mehrens and Kaminski’s (1989)
continuum, which involves giving general
instruction on district objectives without refer-
ring to the test, is always considered ethical.
Teaching of test-taking skills is also typically
considered ethical, and Mehrens (1989) indicated
that doing so is worthwhile in that it takes
little instructional time and can keep students
who know the content from making errors. The
line between ethical and unethical practice is
typically considered to be somewhere among
Points 3 (providing instruction based on objec-
tives a variety of tests measure), 4 (providing
instruction specifically on the tested objectives),
and 5 (providing instruction on tested objectives
and in tested format). Points 6 and 7 refer to
practice on parallel forms of a test or on the
test itself and are never considered to be ethical

Fig. 8.1 A depiction of Mehrens and Kaminski’s (1989)
continuum of test preparation

practice. The danger in teaching to the test is that
it limits legitimate inferences from those that are
based on a broad domain to those that are based
on performance on a specific test, and it is rare
that a test is given for the sake of the latter form
of inferences. Mehrens (1989) wrote that for
the level of inference typically desired, the line
between ethical and unethical test preparation is
between Point 3 and Point 4.

In a comprehensive review of the issues sur-
rounding test preparation, Crocker (2005) identi-
fied an increasingly mobile society and general-
izability to real-world skills as reasons that test-
taking skills have become increasingly important.
With students moving across state and national
borders to attend college or find employment, a
common metric such as achievement tests from
which valid inferences can be made is critical.
Also, these tests have incorporated short essays
and performance tasks, and the access skills for
these types of items can be helpful in other situ-
ations. Crocker (2005) indicates that test prepa-
ration “encompasses not only study of content
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from the domain of knowledge sampled by the
assessment, but also practicing the skills that will
allow students to demonstrate their knowledge on
various types of assessment exercises” (p. 161).
The author recommends teaching for assessment,
rather than teaching to the test, and identified four
essential elements of this practice: (a) challeng-
ing core curriculum, (b) comprehensive instruc-
tion in the curriculum, (c) developing test-taking
skills, and (d) adherence to ethical guidelines.
The challenging core curriculum includes all of
the content that is intended to be learned, rather
than the subset that is likely to be sampled on the
assessment. Comprehensive instructional prac-
tices involve spending most of the time teaching
the content and trusting that student achievement
will be reflected by the assessment. Developing
test-taking skills includes many of the strategies
identified by Millman et al. (1965), incorporated
into year-long classroom instruction.

Crocker (2005) outlined four broad criteria for
meeting the fourth essential element of teaching
for assessment: adherence to ethical guidelines.
The first of these criteria is academic ethics, the
idea that test preparation should be consistent
with the ethics of education, including that cheat-
ing and stealing the work of others is inappro-
priate. The second criterion is validity, indicating
that students should be able to show what they
know and are able to do through the test. The
third of these criteria is transferability, the idea
that test preparation should be in those domains
that are applicable to a broad range of tests. The
fourth criterion is educational value, meaning that
test preparation that leads to increases in scores
should also lead to increases in student mas-
tery of the content. A test preparation practice
that meets these four criteria is likely to be an
appropriate method of improving test-wiseness
and assessment.

Following the suggestions of Crocker (2005),
as well as the strategies, frameworks, and find-
ings that influenced this work, provides students
with greater access to show their knowledge
in a testing situation. Next we examine how
test-wiseness and test-taking skills interact with
other methods of improving access to appropriate
assessment.

Test-Taking Skills and Other Methods
of Increasing Access

Since the passage of the Individuals with
Disabilities Education Act (IDEA) in 1997, man-
dating that all students be included to the greatest
extent possible within large-scale accountabil-
ity systems, assessment accommodations have
been the most common method for helping stu-
dents with disabilities overcome access barriers
inherent in achievement tests. Assessment accom-
modations are changes in the standard assessment
process made because an individual’s disability
requires changes for the test to be a measure from
which valid inferences can be drawn (Elliott,
Kratochwill, & Schulte, 1999; Kettler & Elliott,
2010). More recently the final regulations of the
No Child Left Behind (NCLB) Act of 2001 have
provided for changes to the content of a test,
made for a group of persistently low-performing
students with disabilities, rather than on an indi-
vidual basis (U.S. Department of Education,
2007a, 2007b). Modifications are the result of “a
process by which a test developer starts with a
pool of existing test items with known psychome-
tric properties, and makes changes to the items,
creating a new test with enhanced accessibility
for the target population” (Kettler et al., in press).
Both assessment accommodations and modifica-
tions can interact with test-taking skills in ways
that should be considered by test developers.

Test-Taking Skills and Accommodations

Although there exists no research addressing
interactions between test-wiseness and assess-
ment accommodations, it would be wise to
anticipate whether some common accommoda-
tions might have the unintended consequence of
inhibiting appropriate use of test-taking skills.
For example, the accommodation of extra time
is intended to give respondents who work
slowly the time they need to access test con-
tent. However, additional time might inadver-
tently encourage use of dysfunctional strategies
(e.g., excessive correction or second-guessing
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of answers), or inhibit use of functional strate-
gies (e.g., students might not manage their time
well because they lack a sense of urgency
or they fail to deploy strategies because they
become physically fatigued). Likewise, changes
in test item presentation (e.g., large print, read-
ing test items aloud to students, magnification)
may encourage linear progression through the
test and may discourage adaptive strategies, such
as scanning the test for easy items, skipping
hard problems, or returning to parts of the test
that were skipped. Likewise, having a mathe-
matics or science test read aloud to a student
might discourage spending more time on more
difficult sections of a passage, underlining the
most important parts, or returning to the pas-
sage to find an answer. In these ways, assessment
accommodations may interact with test-taking
skills; therefore, test-wiseness training should
be deployed, practiced, and evaluated well in
advance of the actual assessment session so that
unintended consequences can be recognized and
corrected.

Test-Taking Skills and Modifications

Many common modifications are designed to
reduce the impact of variance in test-taking skills
on variance reflected in scores from achievement
tests. For example, Millman et al. (1965) sug-
gested eliminating any options which are known
to be incorrect, prior to answering a multiple-
choice question. One common modification tech-
nique is elimination of the least-plausible distrac-
tor, so that the total number of answer choices
typically changes from four to three. Because the
distractor that is removed via this modification
is usually one that is eliminated by most wise
test-takers, the field is leveled by automatically
removing that option for all students. Another
skill suggested by Millman and colleagues is to
look for the correct option to be longer or shorter
than the incorrect options. A common modifica-
tion strategy of making all distractors similar in
length nullifies the advantage created by this test-
taking skill. Ultimately, scores from a test that is
perfectly accessible will not contain any variance

based on differences in test-wiseness. Tests in
the future may be closer to this ideal and are
also more likely to be delivered via computer;
implications of this latter shift are discussed
next.

Computer-Based Test-Wiseness

Since the inception of digital scoring in the
1930s, CBTs have become increasingly ubiq-
uitous in the arena of student assessment. In
2009, Tucker reported over half of U.S. states
used computers to deliver some portion of their
federally mandated tests. Despite this upward
trend, the majority of current CBTs remain mere
transpositions of paper-and-pencil tests (PPTs).
Most CBTs consist of item sets that look and
function the same as those used in their PPT
forebears, with the overlay of an interface that
permits test-takers to use a mouse or keyboard
to select responses. In these cases, the advan-
tages of the computer over the traditional test
booklet primarily benefit the test administrators.
This is not to say that computers cannot or will
not be used to improve testing in other ways,
such as to reduce test length and increase score
accuracy; indeed, as test developers utilize inno-
vations in computer technology and psychomet-
rics, the accuracy and efficiency of delivery and
scoring likely will increase. Presently, however,
in the arena of large-scale and/or commercial
testing programs, little has changed in terms of
item and test presentation, and most of the tra-
ditions of PPT have been carried forward in
their CBT descendants. Thus, on the surface it
appears little difference exists between the influ-
ence of test-taking skill use on PPTs compared
to CBTs.

To the contrary, while the threat to inferen-
tial validity from the kinds of test-taking skills
discussed elsewhere in this chapter may remain
unchanged with the migration to CBTs, other
aspects of CBTs may in fact transmute the prob-
lem to another theater. In Chapter 15, Russell dis-
cusses the many potential sources of error intro-
duced by computer tests due to access issues that
may not exist in other types of tests, issues that
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likely are particularly problematic for students
with special needs. Simultaneously, he notes
that certain innovations in CBTs offer opportu-
nities for addressing access concerns that have
long been problematic for users of PPTs. He
describes recent CBT interfaces that successfully
reduce the demand for scribes, readers, and other
human testing accommodation delivery agents,
interfaces that are preferred by many test-takers
over their traditional alternatives. Specifically, he
refers to test alterations made permissible by
computers. These alterations include (a) altered
presentations (e.g., changing font size, reducing
the amount of content presented on a page), (b)
altered interactions (e.g., pacing, content mask-
ing, scaffolding), (c) altered response modes
(speech-to-text interfaces, touch screens), and (d)
altered representations (tactile representations of
visuals, translations into different languages).

These access tools are in no way included
with the intention of permitting test-takers to
increase their scores via strategy use. However,
to the degree test access tools (e.g., those rec-
ommended by Russell) find their way into CBTs,
the issue of test-wiseness must be translated to a
new playing field. The tools that Russell recom-
mends, particularly those that may be integrated
into test interfaces and made universally avail-
able to the entirety of the test-taker population,
potentially offer a new set of “opportunities” for
test-wiseness to cause construct-irrelevant varia-
tion in test scores. Indeed, test-takers who learn
to use these tools appropriately and efficiently
may have an advantage over those who fail to
learn them or those who use them improperly or
inefficiently.

Commensurate with the putative accessibil-
ity problems introduced by the migration of
assessment to CBTs, the potential exists for mea-
surement error to increase as a result of efforts
to promote solutions to these problems. Indeed,
collinearity between access tool use and test-
taker demonstration of construct-relevant skills
may obscure the meanings of test scores and
threaten the validity of score inferences. It is criti-
cal that efforts to eliminate access barriers for one
group of test-takers do not inadvertently create
advantages for others.

Suggestions for Developers
of Computer-Based Tests

Developers of CBTs should ensure, to the extent
possible, test-delivery systems – including inte-
grated access tools – are optimally accessible for
all test-takers. To this end, developers should con-
sider applying the following recommendations
from Schneiderman’s (1997) work on effective
interface design: (a) strive for consistency, (b)
cater to universal usability, (c) offer informa-
tive feedback, (d) design dialogs to yield closure,
(e) prevent errors, (f) permit easy reversal of
actions, (g) support internal locus of control, and
(h) reduce short-term memory load. The inte-
gration of these principles into the design of
test interfaces, with particular attention to fea-
tures designed to reduce specific access barriers,
likely will result in accessible test events for more
students (see Chapter 9, this volume).

Even after integrating these principles into the
test-delivery system, however, there likely will
remain some test-takers for whom a user inter-
face that integrates best practices of usability
and user-friendliness will create cognitive over-
load based on the unfamiliarity of the interface
alone. Test developers, therefore, are advised to
build interface training modules into each assess-
ment system to reduce the potential for threats
to validity based on variation across the popula-
tion in interface expertise. These modules, which
can either be delivered prior to the test event
as part of the general curriculum or included in
the test event itself, should serve two purposes.
Specifically, they should (a) equip all test-takers
with the expertise to use the interface at the high-
est level possible and (b) assess the expertise of
each test-taker in the use of the interface.

There are potential problems that arise with
the need to incorporate a learning activity into a
test. Among these is the fact that many of the test-
takers for whom such an activity is necessary tend
to perform poorly on tests (and often are accus-
tomed to school failure). For these students, test
anxiety is an important concern. The addition of
an instructional task to a test event that already
provokes negative emotions, in a potentially high-
pressure environment, is a decision that should be
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approached delicately and with ample attention to
the emotional and academic needs of this target
student population.

A Lesson from Video Games

In the arena of academic learning, some
educators have argued video games are the
harbingers of effective computer-based learning
tools. Curiously, the notion that video game tech-
nologies could offer solutions to learning chal-
lenges is plausible, for several reasons. First, due
to the ubiquity of video games (e.g., computer
games, Sony Playstation, and Nintendo) there is
a high probability most students will have some
measure of experience with them. Second, the
increasing complexity of gameplay mechanics in
recent years has compelled developers to inte-
grate mechanics that iteratively train the player
to use the features of the game.

Much research has been conducted on the
development and use of computer games for
instruction (e.g., Gee, 2005; Becker, 2006;
Blumberg, 2008). The similarities between
instruction and assessment, however, suggest
many of the strategies utilized in effective learn-
ing games can and should be applied to CBTs.
One example is chain gameplay, the simple,
repeatable process of subtly increasing difficulty
that is found in many video games (Sivak, 2009).
Sivak explained chain gameplay as follows:

A gameplay chain is any set of interlocking
mechanics that must be done together in order
to achieve a goal. . .[an idea] somewhat similar
to Ian Bogost’s theory of Unit Operations. . .Each
basic mechanic is used as a building block and
seamlessly connects to the next mechanic cre-
ating a complex gameplay structure that is far
more interesting than the sum of the individual
links. . .[helping] to initiate a state of flow for the
player. Flow. . .is the feeling of total immersion in
an activity (p. 284).

In the context of CBTs that utilize integrated
access tool interfaces, chain mechanics may be
used as part of training modules to ensure test-
takers, like gameplayers, are equipped with the
necessary expertise to utilize the tools with a
modicum of cognition.

In Curry’s (2009) chapter on the design fea-
tures that comprised the classic 1985 Nintendo
video game Super Mario Bros. and that have
contributed to its enduring popularity among
video game critics, the author detailed a num-
ber of interface aspects that may prove useful for
the development of assessment training modules.
Specifically, Curry described four key ingredients
that led to Mario’s success as a game. First, the
game was instantly accessible. Curry noted that
“when someone sits down with a new game, be
it a board game, a word game in the newspa-
per, or videogame, his first question is always,
‘ok, what am I trying to do here?’”(p. 14). He
wrote that Super Mario Bros. immediately made
the user aware of the objective of the game simply
by eliminating the ability of the user to interact
with any elements that did not contribute to the
objective (which, in Mario’s case, was to run to
the right.) In the context of assessment training,
the user should be presented with a single but-
ton, or tool, with limited choices, such that the
user invariably accomplishes the first goal and
experiences firsthand the primary objective of the
test (e.g., to finish the test.) Second, the game
was easy to control. It had clear rules that, while
limiting the user’s freedom, offered enough vari-
ety so as to avoid monotony and gave the user a
sense of empowerment to make his or her way to
the objective. Third, the game was challenging at
an appropriate threshold. It utilized a mechanic
similar to Sivak’s gameplay chain insofar as the
interface equipped the user with initial skills,
followed by more emergent abilities to master.
Fourth, the game was overflowing with rewards.
Each advancement to a new level or the equip-
ment with a new tool or skill was accompanied by
visceral audio and video that served as rewards.

While these design features may seem a far
cry from current CBTs, they should not be disre-
garded as trivial priorities. Indeed, as the applica-
tion of universal design principles to assessment
systems results in the inclusion of access tools
to accommodate a wide variety of student needs,
there is increased likelihood that computer inter-
faces will become more complex. It is critical that
computer interfaces with vast libraries of “help-
ful tools” do not result in disparities between
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students who have expertise in the use of these
interfaces and those who do not. If some stu-
dents are able to increase their scores relative
to other students on the basis of their strate-
gic use of access tools that are inaccessible to
other students, their resulting score inferences
will reflect an indistinguishable combination of
the level of the target construct they possess and
their expertise with the test system.

Practical Implications

The theory and findings on test-wiseness pre-
sented have numerous implications for develop-
ers and users of tests. The following are five
lessons about test-taking skills and accessibility:

Design Assessments to Minimize
Test-Taking Skills

Educators who employ sound principles of
assessment design tests that minimize the influ-
ence of test-taking skills. In other words, rather
than try to make test-takers less vulnerable
to poor test design, we recommend improving
assessments to reduce the construct-irrelevant
variance introduced by differences in test-taking
skills among respondents (see Rogers & Harley,
1999; Scruggs & Mastroprieri, 1988, on how
to design tests to reduce the influence of test-
wiseness on test scores). This recommendation is
extended to producers and users of CBTs, who
need to train test-takers to the point that they are
competent with the test’s interface, so that dif-
ferences in this familiarity are not reflected in
the test scores. As CBTs become more sophis-
ticated and commonplace in large-scale assess-
ment, lessons can also be taken from successful
video game design.

Evaluate the Influence of Test-Taking
Strategies on a Case-By-Case Basis

Although teachers are good judges of relative
student performance (i.e., knowing which stu-
dents will do better or worse on tests), they are

less effective when predicting test performance
for students with disabilities than for peers with-
out disabilities, and they are less effective when
predicting student performance on standardized
versus teacher-made tests (Hurwitz, Elliott, &
Braden, 2007). Given that the effectiveness of
test-wiseness training interacts with students’
knowledge, test-taking skills, and test design, we
believe it will be extremely difficult to antici-
pate the influence of test-wiseness training on
the scores of students with and without disabil-
ities. Therefore, we advocate single-case designs
to determine whether a specific training program
will work with a given student for a partic-
ular type of test. We further recommend that
teachers vary at least two instructional interven-
tions – one aimed at test-wiseness and the other
aimed at the content knowledge being tested –
to evaluate the relative “lost opportunity costs”
of devoting instruction to test-wiseness versus
instruction of academic content. If there is a
consistent difference favoring the test-wiseness
training over subject matter instruction, then test-
wiseness training should be recommended; other-
wise, instruction in academic content would offer
fewer ethical issues and produce at least equal
effects.

Spend a Lot of Time Teaching Content
and a Little Time Teaching Test-Taking
Skills

Teaching test-taking skills should not be con-
troversial if the training only takes a little class
time, because it can help students avoid making
mistakes that might affect their scores but not
accurately reflect their achievement. Research
indicates that direct instruction of content,
along with drilling and practice testing, results
in greater effect sizes compared to instruction
in test-taking skills (Bangert-Drowns et al.,
1983). These findings are reflected by the focus
of the countless test preparation sites on the
world wide web (e.g., www.usatestprep.com,
www.studyzone.org, www.studyisland.com),
which focus on practice tests and methods of
drilling content, along with minimal reference

www.usatestprep.com
www.studyzone.org
www.studyisland.com
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to test-taking skills. While spending 15–20 min
once per year teaching test-taking skills is
not likely to cause concern, including isolated
instruction on test-taking skills repeatedly in
one’s lesson plan at the expense of grade-level
content is not an appropriate strategy, and may
widen the achievement gap between students
without disabilities and students with disabilities.

Consider Interaction with Other
Methods of Increasing Access to Tests

The applicability of test-taking skills to a test
will vary in great degree based on how acces-
sible its items are. Modifications to a test may
enhance it so that the test-taking skills that one
would emphasize are no longer relevant. Also,
the assessment accommodations that a student
uses should be considered along with the test-
taking skills, because some of the skills may
become counterproductive when combined with
accommodations.

Teach for the Assessment

We recommend following Crocker’s (2005) sug-
gestion of teaching for the assessment, which
includes an emphasis on instruction linked to
content standards beyond the subset that is
assessed, with faith in the assessment to accu-
rately measure what students know and can do.
This policy includes some instruction in test-
taking skills, but ultimately prepares students for
success in a number of different settings, rather
than just the specific testing situation.

Conclusions
Every test has a format, including a deliv-
ery system, directions, method of respond-
ing, and other features, that if working opti-
mally should provide respondents access to
show what they know or can do related
to the construct of interest. Test developers
should make any and all modifications to a
test that will reduce construct-irrelevant vari-
ance – connected to comfort with the test’s

format – from being included in variance
in the final test score. Beyond that commit-
ment, training students in test-taking skills that
will bring all respondents above a threshold
necessary to remove the construct-irrelevant
variance is also justifiable, so long as taking
the time to do so does not remove students’
opportunity to learn on the construct of inter-
est. The positive impact of teaching test-taking
skills appears to be small on a group basis,
but it can be meaningful for individuals who
might make mistakes on tests that are not
related to their achievement on the intended
construct. It is for this reason that limited
training in test-taking skills can ethically be
included within a larger plan of teaching for
an assessment and increasing access for all
students.
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9Accessibility Theory: Guiding the
Science and Practice of Test Item
Design with the Test-Taker in Mind

Peter A. Beddow, Alexander Kurz,
and Jennifer R. Frey

Test accessibility is defined as the extent to
which a test and its constituent item set permit
the test-taker to demonstrate his or her knowl-
edge of the target construct (Beddow, Elliott, &
Kettler, 2009). The principles of accessibility the-
ory (Beddow, in press) suggest the measurement
of achievement involves a multiplicity of inter-
actions between test-taker characteristics and
features of the test itself. Beddow argued achieve-
ment test results are valid to the degree the
test event controls these interactions and yields
scores from which inferences reflect the amount
of the target construct possessed by the test-
taker. Test score inferences typically are based on
the assumption that the test event was optimally
accessible; therefore, the validity of an achieve-
ment test result depends both on the precision
of the test score and the accuracy of subsequent
inferences about the test-taker’s knowledge of the
tested content after accounting for the influence
of any access barriers. In essence, the accessibil-
ity of a test event is proportional to the validity of
test results.

This chapter contains three primary sec-
tions. In the first section, we describe the cur-
rent theoretical state of assessment accessibility.
Specifically, we (a) describe the recent focus
on universal design (UD; Mace, 1991; Rose &

P.A. Beddow (�)
Department of Special Education, Peabody College of
Vanderbilt University, Nashville, TN 37067, USA
e-mail: peterbeddow@gmail.com

Meyer, 2002) in education and briefly survey
the broad effort to apply universal design prin-
ciples to educational assessment and (b) intro-
duce accessibility theory (Beddow, in press) and
describe how it advances the current research
and theory, focusing on the influence of Chandler
and Sweller’s (1991) cognitive load theory (CLT)
and its relevance to the development of accessi-
ble tests. In the second section of this chapter,
we describe a comprehensive decision-making
instrument for evaluating and quantifying the
accessibility of test items and applying modi-
fications to improve their accessibility, demon-
strating an iterative strategy for modifying test
items and defining the various theoretical princi-
ples that undergird the process. We conclude with
an examination of the relevance of accessibility
theory across the educational environment.

Universal Design: The End
or the Beginning?

When test-taker characteristics interact with the
test such that access barriers are presented, issues
of fairness are raised and ultimately the valid-
ity of decisions is impacted. Thus, it is critical
student characteristics are considered through-
out the test design process and test develop-
ers strive to integrate test features that promote
accessibility during all stages of development.
Principles of universal design (UD; Mace, 1997)
provide a broad framework to conceptualize these
considerations.
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In its initial conception, UD was applied
within an architectural design context and was
conceptualized as designing all buildings and
products to be usable by as many people as
possible to reduce the need for adaptations or spe-
cialized designs for specific populations (Mace,
Hardie, & Place, 1996; Mace, 1997). Within the
UD framework, products, buildings, and environ-
ments should be designed in such a way that they
are useful and accessible to people with different
abilities and interests (Mace, 1997).

Federal legislation (e.g., The Fair
Housing Amendments Act of 1988; The
Americans with Disabilities Act of 1990; The
Telecommunications Act of 1996; The Assistive
Technology Act of 2004) has required programs
and public facilities to be accessible to all
individuals. The principles of UD state that
designs should (a) be useful, appealing, and
equitable to people with different abilities; (b)
accommodate a wide range of individual pref-
erences and abilities; (c) be easy to understand;
(d) communicate necessary information through
multiple modes (i.e., visual, verbal, tactile); (e)
promote efficient and easy use; and (f) provide
appropriate size and space (Mace, 1997). In
2004, with the reauthorization of the Individuals
with Disabilities Education Act, the principles
of UD were extended to the development and
administration of educational assessments.

Based on the principles of UD, assessments
should be developed and designed to allow a
wide range of students, with varying abilities
and disabilities, to participate in the same assess-
ment. Universally designed assessments should
eliminate access barriers to the test and allow
for more valid inferences about a student’s per-
formance. Thompson, Johnston, and Thurlow
(2002) proposed seven elements of universally
designed assessments: inclusive assessment pop-
ulation, clearly defined test constructs, non-
biased test items, open to accommodations, clear
directions/procedures, maximally readable and
understandable, and maximally legible. By incor-
porating these elements into the development and
design of an assessment, they hypothesized the
test should be accessible to as many students
as possible. Universally designed tests should

reduce the need for accommodations, but they
do not eliminate the need for testing accom-
modations, as universally designed tests are not
necessarily accessible to all students (Thompson,
Johnstone, Anderson, & Miller, 2005).

Accessibility Theory: The Test-Taker,
Not the Universe

The expectation that tests be universally designed
is insufficient insofar as the broad charge by
UD proponents to integrate universal access
tools into assessment instruments lacks, to a
large extent, a theoretical foundation with clear
relevance to measurement. Figure 9.1 consists
of Beddow’s (in press) model of test acces-
sibility, which the author has referred to as
accessibility theory. The left side of the model
represents the test event – that is, the sum
of interactions between the test-taker and the
test. The first column in the test event con-
sists of the skills and abilities possessed –
or at least required – by the test-taker during the
test event. Each has a parallel in one or more fea-
tures in a test or test item (the second column.)
The right side of the model illustrates the pre-
sumed causal pathway among these interactions
and the measurement of the target construct, the
resulting test score, inferences about the amount
of the target construct possessed by the test-
taker, and subsequent decisions based on these
test score inferences.

Accessibility theory defines five domains
of test event interactions: physical, percep-
tive, receptive, emotive, and cognitive (see also
Ketterlin-Geller, 2008, who similarly proposed
four interaction categories, including cognitive,
sensory, physical, and language). Depending on
the design features of a particular test, each of
these interactions may require the test-taker to
demonstrate an access skill in addition to – or
prior to – demonstrating knowledge of the tar-
get construct of the test or test item. Tests that
demand test-takers possess certain access skills
(or even have certain characteristics) to demon-
strate the target construct, irrespective of the
portion of the test-taker population that possesses
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Fig. 9.1 Test accessibility theory. From Beddow (in press). (Reprinted with permission)

these skills or characteristics, inadvertently mea-
sure them. Thus, the design objective should not
be to create tests that are designed to be univer-
sally accessible; rather, the goal is to ensure tests
are accessible to the specific test-takers for whom
the test is intended to be used. This is why it is
critical for test developers to have familiarity with
the target population of the test.

For instance, Russell (Chapter 15) addresses
the accessibility issue of computer-based tests for
test-takers who are deaf or have impaired hearing.
The access barrier for these test-takers is caused
by the perceptive interaction between the audio
features of the test and their limited ability to hear
the elements of the test that are presented through
audio. In addition to the demand for the test-
taker to perceive sound, the audio features of the
test also generate a receptive interaction during
the test event whereby the test-taker must com-
prehend information via audio. Russell describes
a test-delivery system that presents these test-
takers with avatars that present the same infor-
mation in sign language. To the degree this

accessibility tool reduces the influence of hear-
ing ability on the subsequent test scores of deaf
test-takers, the interactive effect of this access
barrier is reduced and that particular feature of
the test is equally accessible for those test-takers
compared to test-takers whose hearing is not
impaired.

These skills, then, represent ancillary requisite
constructs (ARCs); that is, in addition to mea-
suring the target construct, the test also measures
constructs that may obstruct the stated objective
of the test. This is true for the entirety of the
test-taker population. Of course, if these ARCs do
not present access barriers for any test-taker, their
effects are nil and the validity of test score infer-
ences remains uncompromised. Thus, the goal
of accessible test design is to control all inter-
actions (i.e., to ensure the total effect of ARCs
does not influence the test score of any test-
taker) such that, barring any threats to validity
apart from accessibility (e.g., low reliability of
test scores), the test measures only the target
construct.
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Cognitive Load Theory: From Teaching
to Testing

Of the interaction domains defined in accessibil-
ity theory, arguably the one that warrants the most
attention in the design of accessible tests and
test items is the cognitive domain. In the frame-
work of accessibility theory, we discuss cognitive
interactions in terms of limited test-taker working
memory (i.e., the immediate availability of use-
ful cognitive resources; Baddeley, 2003; Miller,
1956) and the cognitive demands of the test. CLT
(Chandler & Sweller, 1991) provides an intuitive
model for understanding these interactions and
adjusting test features to control them. Sweller
(2010), like most cognitive scientists, disaggre-
gates memory (i.e., cognitive functioning) into
long-term memory and working memory. This
conceptualization will facilitate our understand-
ing of the various cognitive interactions that may
occur during the test event.

CLT primarily has been used to develop
instructional tasks to facilitate efficient learning
(e.g., Chandler & Sweller, 1991; Clark, Nguyen,
& Sweller, 2006; Mayer & Moreno, 2003; Plass,
Moreno, & Brunken, 2010). Theorists discuss
cognitive load in terms of three categories: intrin-
sic (i.e., essential cognition for engaging and/or
completing the task), germane (i.e., cognition
that facilitates the transfer of information into
long-term memory), and extraneous (i.e., requi-
site cognitive demand that is irrelevant to the
task.) In spite of its lack of application to edu-
cational measurement, CLT offers an array of
evidence-based strategies that can be applied to
testing (e.g., Kettler, Elliott, & Beddow, 2009;
Elliott et al., 2010).

Proponents of CLT recommend designers of
instructional materials aim to eliminate extrane-
ous load while maximizing intrinsic load and
deliberately managing germane load to enhance
knowledge acquisition. This ensures the learner
is permitted to allocate his or her cognitive
resources to the primary objectives of the task
(Sweller, 2010). In testing, the inclusion of extra-
neous and/or construct irrelevant demands must
be addressed at both the test and item levels to

ensure the test yields scores that represent, to
the greatest extent possible, a measure of the tar-
get construct that is free from the influence of
ancillary interactions due to access barriers. To
this end, CLT offers a useful lens through which
to evaluate and modify tests and their respective
items to increase test-taker access to the target
construct.

Clark et al. (2006) described a set of 29 prin-
ciples for facilitating efficient learning according
to CLT. Many of these can be directly applied
to the design of accessible paper-pencil tests or
computer-based tests (Elliott, Kurz, Beddow, &
Frey, 2009). Table 9.1 consists of a distillation of
several principles of CLT that may offer strategies
for managing cognitive load in assessment instru-
ments. These include guidance on the efficient
design of visuals, including graphs, charts, tables,
and pictures; text economy to reduce information
overload; page organization and layout; high-
lighting and bolding of essential data; avoiding
redundant multimodal presentation of material;
textual or visual support for high-complexity
material; and the use of audio for learners with
low prior knowledge. Additionally, Mayer and
Moreno’s cognitive theory of multimedia learn-
ing (2003) integrates many cognitive load effects
and applies them to the design of computer-
based instructional materials, providing a useful
perspective for test designers.

Developing Accessible Test Items:
Identify, Quantify, and Modify

A set of tools has emerged from the frame-
work of accessibility theory for examining and
rating test items with a focus on increasing
access, drawing from two decades of research
on CLT. Specifically, two instruments were
developed out of the Consortium for Alternate
Assessment Validity and Experimental Studies
(CAAVES) and Consortium for Modified
Alternate Assessment Development and
Implementation (CMAADI) projects aimed
at improving accessible tests for students
with special needs: the Test Accessibility
and Modification Inventory (TAMI; Beddow,
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Table 9.1 Application of cognitive load theory guidelines to assessment

Test element Cognitive load theory concept Application to testing

Visuals Eliminate unnecessary visuals, including
those included to promote interest:
• Visual elements can distract attention from

essential task demands.
Use diagrams to promote some types of
learning (e.g., spatial relationships):

• Using an apt visual can offload cognitive
demand to permit the learner to utilize
resources for other essential task demands.

• All elements in a test item (i.e., stimulus, stem,
answer choices, and visuals) should be viewable
on one page.

• Avoid text when a simple visual will suffice (i.e.,
visuals should replace text rather than duplicate
it).

• Use visuals when spatial reasoning is necessary
(unless the target construct requires the test-taker
generating a visual from text).

• When necessary, use visuals to facilitate
understanding.

• Use minimal amount of text to facilitate
understanding of complex visuals (e.g., labels).

Page layout Avoid split attention and redundancy effects:
• Integrating knowledge from two sources

using the same modality (e.g., two visuals)
is cognitively demanding.

• Including redundant information increases
cognitive load.
Reduce need for representational holding:

• Maintaining information in working
memory for use in another physical
location, such as on another page or screen,
can limit the resources available for other
task demands.

• Use one integrated visual rather than two similar
visuals.

• Text should not be added to self-explanatory
visuals.

• Information should not be presented redundantly
in both text and visuals.

• Text and related visuals should not be separated
on a page, on different pages, or screens.

• Integrate explanatory text close to related visuals
on pages and screens.

• Integrate requisite reference sheets or other
material into the item so the test-taker is not
required to hold material from other pages in
working memory to respond.

Item text Pare content down to essentials:
• Complex text demands high working

memory capacity;
• Simplifying text and adding signals help

prevent cognitive overload.
Attend to the complexity of text to manage
cognitive load for readers with various
levels of expertise:

• Write highly coherent texts for low
knowledge readers, requiring minimal
inferences;

• Avoid redundant information for high
knowledge readers.

• Eliminate redundant but related technical content.
• Eliminate unnecessary language to reduce reading

load.
• Vocabulary and sentence structure should be as

simple as possible, if the target construct permits.
• Use bold font and/or underlining to highlight

words that are essential for responding.
• Whenever possible, permit test-takers to access

definitions of unfamiliar words.
• Item stems should be written as simply as

possible.
• Only use headers and titles to cue test-takers to the

content and types of items.
• Use caution in breaking up text for low knowledge

readers (e.g., by a visual).

Audio Avoid overloading working memory with the
use of audio to support learning:
• The phonological loop and the

visual-spatial loop are two theoretical
components of the working memory
system.

• Do not add audio when visuals are
self-explanatory.

• Don’t describe visuals with words presented in
both text and audio narration.

• Sequence on-screen text after audio to minimize
redundancy.

• Avoid audio narration of lengthy text passages
when no visual is present.

• When a visual requires further explanation,
integrate text with audio to avoid the
split-attention effect.

• If possible, use audio to provide explanatory
words for complex visuals rather than add written
definitions.
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Table 9.1 (continued)

Test element Cognitive load theory concept Application to testing

Delivery
system

Teach system components before teaching
the full process:
• Ensure learners master the steps of a

procedure before they are required to
perform it as a whole;
Give learners control over pacing:

• When pacing must be instructional
controlled, cognitive load must be
managed through the design of instruction
and materials.
Use completion examples to promote
learner processing of examples:

• Use hybrid practice problems and worked
examples. Essentially, the first step or
steps is/are done for the learner.
Afterward, the learner completes the steps
independently.

• Train test-takers in the test-delivery system prior
to the test date.

• Teach supporting knowledge, separate from
teaching procedure steps.

• Test navigation should be trained to mastery
before the test-taker is required to use the
test-deliver system.

• Computer-based tests should permit the test-taker
to navigate to any item during the test session,
save progress, and take breaks when needed. An
on-screen progress indicator and/or clock is
recommended.

• Test training should result in test-taker mastery of
the test-delivery system. Item examples should be
included.

• If several types of items are included in a test, test
training should include examples of each type.

Kettler, & Elliott, 2008) and the TAMI
Accessibility Rating Matrix (ARM; Beddow
et al., 2009). Both instruments were designed
with the dual purpose of documenting and
evaluating features of tests and test items, and
each generates information that can be used
to guide strategic modifications to reduce the
influence of ancillary interactions on test results.
In sum, the process – which we argue is best
conducted in teams – consists of three steps: the
item writing/accessibility team identifies features
of the items that may present access barriers for
some test-takers, evaluates the item on the basis
of these features, and modifies the item according
to suggestions made by the team.

The TAMI ARM (Beddow et al., 2009) repre-
sents the most recent advancement in guiding the
systematic improvement of test item accessibil-
ity. ARM ratings can be used to identify features
of individual test items that may hinder access

for some test-takers, quantify the accessibility
of item elements and overall items, and offer
evidence-based recommendations for increasing
access for more test-takers. The ARM is com-
prised of two analytic rubrics. The first rubric
consists of a matrix for rating the five basic
elements of a typical multiple-choice item: the
item passage and/or stimulus, the visual, the item
stem, the answer choices, and the page or item
layout. Raters use a 4-point Likert-type scale to
rate the accessibility of each item element (see
Fig. 9.2). It should be noted that when evalu-
ating constructed response items, such as short
answer or essay questions, the answer-choices
element is not rated. The second rubric aggre-
gates the element matrix to yield an overall acces-
sibility rating for the item. Because individual
item elements can disproportionately influence
the overall accessibility of a test item, the over-
all rating is not simply an average of the matrix

Fig. 9.2 Accessibility levels
(Beddow, Elliott, & Kettler,
2010)
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Table 9.2 Key characteristics of optimally accessible multiple-choice items

Item element Optimally accessible if: Key references

Item passage/stimulus It contains only essential words.
The text is minimal in length and written as
plainly as possible.
The vocabulary and sentence structure are
grade-appropriate.
The directions or pre-reading text are clear.

Clark, Nguyen, and Sweller (2006); Mayer,
Bove, Bryman, Mars, and Tapangco (1995);
Mayer and Moreno (2003)

Item stem The text is minimal in length, written as
plainly as possible.
It reflects the intended content standards
and/or objectives.
The target construct is evident.
It is positively worded and uses the active
voice.

Haladyna, Downing, and Rodriguez (2002)

Visuals Are necessary for responding to the item.
They clearly depict the intended images and
are as simple as possible.
They contain only text that is necessary for
responding.
They are unlikely to distract test-takers.

Mayer and Moreno (2003); Mousavi, Low,
and Sweller (1995); Torcasio and Sweller
(2010)

Answer choices Are minimal in length and written as
plainly as possible.
The key and distractors are balanced with
regard to length, order, and content.
All distractors are plausible.
Only one answer is correct.

Halyadyna, Downing, and Rodriguez
(2002); Mayer and Moreno (2003);
Rodriguez (2005)

Page/item layout The entire item and all necessary
information for responding are presented on
one page or screen.
All visuals are integrated with the other
item elements rather than being placed off
to the side.
The layout is well organized and presented
in a manner that facilitates responding.
There is sufficient white space to facilitate
comprehension of necessary item elements.
The text and item elements are large and
readable.

Sweller and Chandler (1994); Chandler and
Sweller (1996); Moreno and Mayer (1999)

ratings. Table 9.2 contains the key characteristics
of optimally accessible multiple-choice items.

It is essential TAMI accessibility raters have
(a) experience with test item writing; (b) knowl-
edge of the domain content at the grade level(s)
of the target test; and (c) familiarity with the
range of abilities and needs of the target popu-
lation of the test. Validity studies on the use of
the ARM indicate, with minimal time (i.e., 4–6 h),
assessment professionals with no prior experi-
ence can be trained to rate the accessibility of

items with a high level of agreement with expert
raters (Beddow, Elliott, & Kettler, 2010).

To facilitate an understanding of this “path-
way to accessibility,” we will model the process
of identification, evaluation, and modification
with a high school science item (see Fig. 9.3).
The item was written, to measure a particu-
lar performance objective found in the Grade
11 Content Standards from an unnamed state,
as follows: “Use knowledge of biological con-
cepts to draw conclusions from graphed data.”
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Fig. 9.3 Grade 11 science
item, original form

Although the item is hypothetical, its content,
structural features, and target construct all are
derived from an actual end-of-course state test
item. The item represents several features of com-
mon test items that may influence their accessibil-
ity for some test-takers. Figures 9.4 and 9.5 (see
pp. 175–176) present the same item in two sub-
sequent phases of modification. Each reflects an
increasing degree of accessibility resulting from
this iterative process.

The item in Fig. 9.3 (“original” form) con-
sists, primarily, of a passage, stimulus, visual,
stem, and answer choices. The item begins with
a passage that describes a phenomenon whereby
low levels of salinity near the equator and at
the poles are caused by rainfall and low tem-
peratures, respectively, while the water at the
“mid-latitudes” (i.e., between the equator and the
poles) contains a higher concentration of salt. The
passage is followed by a stimulus that precedes
a graph of the metabolic rates of two organisms
(referred to as Organism A and Organism B) as
a function of water temperature. The item stem
directs the test-taker to select the answer choice
that contains the best conclusion based on the
data presented in the graph. Each of the answer
choices refers to the degree to which one of the
two organisms is better adapted to life in different
locations or salinity levels than the other.

Before undertaking the effort to identify item
features that may present access barriers for some
test-takers, the rater must first assume the role
of the test-taker and complete the item indepen-
dently. It is by experiencing the item firsthand
(without peeking at the item key!) that the rater
is able to ascertain the various aspects of the
item that demand the use of cognitive resources.
Greater the degree the rater attends to the variety
of individual differences, that may impact test-
takers while completing the item (i.e., using his
or her knowledge of, and experience with, the tar-
get population of the test), the more information
he or she may be able to use to identify features
of the item that may influence accessibility.

The following represents the recorded
thoughts of a TAMI-trained test-taker, describing
his attempt to complete the original item as
presented in Fig. 9.3:

When I began to read from the top of the ques-
tion, it immediately became clear that the text
was abstruse and very complex. While the vocab-
ulary did not appear to exceed grade-level lan-
guage expectations for upper-grade high school
students, the block of text at the top of the
item was difficult to comprehend. The graph
was similarly challenging. The axis labels used
font sizes that were large enough to read, but
it was difficult to keep track of all of the
parts of the graph to make sense of the data.
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Reaching the item stem and answer choices, the
key verb adapted – found in each answer choice –
seemed to spring out of nowhere. Indeed, no text
preceding the answer choices included the words
adapt, adaptation, or any variation thereof. I found
words such as metabolic rate, evaporation, precip-
itation, and I eventually inferred the connection
between metabolism and adaptation. Once I made
this connection, I referred back to the graph to
attempt to draw the necessary conclusion, namely
that the metabolic rate of Organism A (and thus its
apparent adaptability) is highest on the extremes
of the X-axis. I then re-read the passage to learn
that those extremes represent the poles and the
equator. Re-reading the answer choices – several
times over – I did not find a statement about
Organism A’s adaptability at the poles and equator
that matched my conclusion. I then examined the
data for Organism B and found that its metabolic
rate is highest at the mid-latitudes. At this point, I
searched the answer choices again for a statement
that confirmed my latest conclusion, but again, my
search was fruitless. Frustrated, I finally decided
to read each of the answer choices individually
and refer to the graph to determine whether it was
potentially true. Thankfully, response option A –
“Organism A is less well adapted for life at the
mid-latitudes than Organism B” – was indeed cor-
rect. I realized that I had skimmed over the word
less and wrongly assumed all of the choices con-
cerned which organism was better adapted than
the other (except choice D, which equated the two
organisms.) Even then I had to double-check to
ensure the mid-latitudes were indeed represented
by the unlabeled space between the extremes of the
abscissa and that the metabolic rate of Organism
A was indeed lower there than that of Organism
B. Satisfied (and relieved) I moved on to the next
question.

It should be noted that there are many ways a
test-taker may have opted to respond to this item,
and the person above did not explore every per-
mutation in his think-aloud. It is for this reason
that cognitive interview studies with representa-
tive participants from the target test-taker pop-
ulation (e.g., Roach, Beddow, Kurz, Kettler, &
Elliott, 2010; Johnstone, Bottsford-Miller, &
Thompson, 2006) can offer useful information
for understanding the various solution processes
attempted by students who are likely to take the
test. The greater the degree to which test devel-
opers who pursue to improve the accessibility
of tests can assimilate these perspectives into
the development process, the more likely their
item generation, evaluation, and modification

procedures will result in items that are free from
access barriers for the intended test-takers.

Now that we have completed the item, we
may begin the process of identifying potential
access barriers. Following the ARM (Beddow
et al., 2010), we shall begin with the topmost item
element, the passage or item stimulus.

Item Stimulus

The stimulus begins as follows: “The temperature
of the Pacific Ocean ranges from near freezing
(32◦ Fahrenheit, 0◦ Centigrade) at the poles to
86◦ Fahrenheit (30◦ Centigrade) in close proxim-
ity to the equator.”

Cognitive load theory offers a helpful perspec-
tive for understanding the mental demands of
this first sentence. According to Sweller (2010),
the dominant source of complexity in learning
tasks is from element interactivity. In this sen-
tence, the test-taker simultaneously must hold
two informational elements in working memory
to integrate them into a unit of understanding
that permits him or her to proceed to the next
sentence. Specifically, the relation between tem-
perature and location must be clear before the
test-taker can move onto the next sentence, which
begins like this: “The salinity of the water is high-
est at the mid-latitudes.” If the test-taker has not
integrated the temperature-location knowledge
from the first sentence such that it is available
for use in working memory, the second sentence
may be difficult to follow, as the word salinity
is presented for the first time without an explicit
statement of how temperature and location are
related to salinity.

Several additional sources of potential element
interactivity can be found in the first paragraph of
the item stimulus alone – namely, the test-taker
must understand the relation between salinity and
location to make the later connection between
salinity and temperature in answer choice C, and
the relation between Fahrenheit and Centigrade
temperature systems likely must be understood in
order to mentally dismiss one temperature system
or the other to avoid confusion. In fact, it may be
possible to eliminate both measurement systems
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altogether by describing the water using the terms
warm and cold instead of numeric degrees.

Clearly, the item stimulus contains numerous
features that likely pose access barriers for at least
some test-takers. At the lowest accessibility level
for the item stimulus, the ARM item analysis
matrix contains this descriptor: “the majority of
text is likely to be difficult to understand for some
test-takers.” Based on the factors above, the high-
est ARM rating the item stimulus can receive is 1
or inaccessible for many test-takers.

Item Stem

The next step is to identify features of the item
stem that may contain access barriers for some
test-takers. At first glance, the item stem appears
to be worded plainly. However, two features of
the stem could be changed to conform to pro-
fessional guidance from CLT and item writing
guidelines. Specifically, the word best uses all
capital letters as opposed to using bold or under-
line for highlighting the importance of the word
(Clark et al., 2006). Second, the stem is written
partially in the passive voice (“can be drawn”),
which may cause confusion for some test-takers
(Haladyna et al., 2002). While the accessibility
of the stem is not optimal, these concerns are rel-
atively minor; based on the item analysis matrix,
the item stem receives a rating of 3 or maximally
accessible for most test-takers.

Visuals

The next item element to examine is the visual.
The first question to ask is, “Is the visual neces-
sary for responding to the item?” In terms of item
evaluation, visuals include any pictures, charts,
tables, or graphs that appear on the page with the
other item elements. Evidence indicates the inclu-
sion of nonessential visuals may hinder reading
comprehension for some learners (Torcasio &
Sweller, 2010) and negatively influence student
test performance (Kettler et al., in press). In its
current form, the item in Fig. 9.3 requires the
test-taker to use the graph to respond; therefore,

the graph must be examined in terms of its clar-
ity, simplicity, and its location with respect to the
other item elements to identify features that may
cause access problems for some test-takers.

The graph’s Y-axis label is Metabolic Rate,
which has no reference term in any other item
element and its relation to adaptation must, there-
fore, be deduced. The axis has an arrow symbol at
the top to indicate low versus high metabolic rate.
This tiny graphical element may be missed by
some test-takers. Additionally, to the degree the
test-taker has prior knowledge that metabolism
may be used as an indicator of fitness (and that
metabolic rate is the measure of metabolism),
and if he or she understands that fitness or sur-
vival rate may be used as a proxy for adaptabil-
ity, the label does not present an access barrier.
This raises the question of the target construct
of the item. Is the demand for these connec-
tions with prior knowledge an ARC, or is it a
component of the target construct of the item?
The performance objective (our nearest defini-
tion of the intended measurement construct) is,
as stated in the content standards, “Use knowl-
edge of biological concepts to interpret graphed
data.” The item stimulus includes ample dis-
cussion of the relation between temperature and
salinity, the assimilation of which likely demands
extensive intrinsic load. The focus should be to
reduce extraneous cognitive load wherever pos-
sible. Arguably, replacing the word metabolic
with survival eliminates the demand for using the
transitive property (if a equals b and b equals
c then a equals c, or if metabolic rate equals
survival rate and survival rate equals adaptabil-
ity, then metabolic rate equals adaptability), thus
reducing cognitive load. With this modification,
the test-taker is still required to understand that
survival rate is a proxy for adaptability – a bio-
logical concept – so the change does not dilute the
item’s measure of target construct of the item. It
should be noted that this issue supports the need
for item modification to be a collaborative pro-
cess consisting of interactive discussion among
assessment experts, content area specialists, and
educators with familiarity with the target pop-
ulation of a test. It could be said that this is
an example of where science meets art in the
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arena of test item writing (Rodriguez, 1997). The
X-axis label is Temperature, with the clarifier
Degrees Centigrade. Removing one temperature
system from the stimulus – or even eliminating
both systems in favor of the warm and cold terms
mentioned earlier – would permit the elimination
of this clarifier and reduce the reading load of the
visual.

Taken together, the features of this item visual
are likely to cause access barriers for many test-
takers. Therefore, the visual receives a rating of 1
or inaccessible for many test-takers. As we will
observe shortly, the visual is the central feature
of the item and should receive abundant attention
if our goal is to improve the accessibility of this
item.

Answer Choices

The next item element is the answer choices.
Haladyna et al. (2002) listed a number of guide-
lines for writing effective answer choices, includ-
ing recommending all answer choices should be
plausible and balanced with regard to length and
content. Further, based on a meta-analysis of 80
years of research, Rodriguez (2005) argued three
options are optimal for multiple-choice tests.
Finally, Rodriguez has argued that the use of the
term distractor is inappropriate given the pur-
pose of incorrect options in a multiple-choice
item; namely, the incorrect options should con-
sist of common errors. The author has argued the
term attractors would be more appropriate since
the objective for item writers should be to dis-
criminate test-takers who know the material from
those who still tend to make these types of errors.
Implausible distractors, on the other hand, tend
to be the least-selected and do not discriminate as
well.

Based on this guidance, the answer choices in
Fig. 9.3 are problematic for a number of reasons.
First, the choices are unbalanced with regard to
content. Choices A and D begin with Organism
A; choices B and C begin with Organism B.
Choices A and D use the term “well adapted”;
choices B and C use “better adapted.” Choices
A, B, and D refer to geographic locations

(mid-latitudes, poles, and equator, respectively);
choice C refers to water salinity. Choices A
and C use the comparative term than; choice B
uses compared to. All of these factors increase
the cognitive demand of the element, particu-
larly insofar as they require multiple element
interactivity (salinity with location, temperature
with survival, Organism A with Organism B).
Second, choice D is highly implausible. Except
for two specific (unlabeled) locations on the
graph, the data for each organism are clearly
disparate from the other across the range of tem-
peratures. This is a “throw-away” response option
(and is a clear candidate for elimination accord-
ing to Rodriguez, 2005). Much work can be done
to make the answer choices accessible for more
test-takers, and according to the ARM (Beddow
et al., 2010) matrix, the answer choices element
receives a rating of 1 or inaccessible for many
test-takers.

Page/Item Layout

The final element to examine for accessibil-
ity concerns is the layout of the page or item.
Again, at first glance everything about this ele-
ment appears to be in order and nothing “clangs”
of access barriers. The item is embedded in the
center of the item between the item stimulus and
stem, as recommended by cognitive load theo-
rists (e.g., Clark et al., 2006), to reduce the need
for representational holding. As it is currently
presented, the item allows the test-taker to find
all of the information needed to solve the item
within the item space. Indeed, if the item visual
were presented on a facing page – or worse – on
the separate page that is out of immediate view,
the element interactivity concerns noted earlier
would be compounded by the fact of the test-taker
being required to “carry” this knowledge in his
or her working memory across the gap between
pages or parts of the page. However, the block
of text at the top of the page may be intimidat-
ing to test-takers with poor reading skills (again,
we must remember that the target domain of the
item is science, not reading) and there is little
space between lines of text. The graph appears



174 P.A. Beddow et al.

cluttered by text and lines and one rater quipped
about a similar visual that “my eyes went go all
googly trying to figure this out.” Finally, the item
number beside the item stimulus is small and,
depending on the relative location of this item to
the one before it, may be missed by some test-
takers. Based on these concerns, the page and
item layout for this item receives a rating of 2 or
maximally accessible for some test-takers.

Overall Accessibility Rating

The ARM contains an Overall Analysis rubric
that is designed to be completed after rating the
accessibility of each of the individual item ele-
ments. Although the rater is advised to use the
element ratings to inform his or her determina-
tion of the overall rating, it should be reiterated
that the overall accessibility of the item may
be disproportionately influenced by one or more
item feature over the others, so averaging across
the individual item element ratings is not rec-
ommended. In this case of the item in Fig. 9.3,
while the item stem may be maximally accessi-
ble for most test-takers, the extraneous cognitive
load in the stimulus and visual both decrease the
accessibility of the item as a whole. The oppo-
site is possible, of course: An item can consist of
an optimally accessible passage and visual, but
the stem contains so much extraneous cognitive
load that the test-taker is unable to understand
how to select the correct answer choice even if
he or she possesses a sufficient amount of the
target construct to demonstrate his or her knowl-
edge on a more accessible item. Based on the
rubric, the item in Fig. 9.3 receives a rating of
1 or inaccessible for many test-takers.

Figure 9.4 consists of the same science item
following modification based on the identifica-
tion and evaluation procedures described above.
Using the ARM Record Form (Beddow et al.,
2009), the raters who evaluated the original
item suggested several modifications that may
improve the accessibility of the item. For the
stimulus, the raters suggested simplifying or
shortening the text, reorganizing information, and
changing the text formatting to reduce cognitive

demand. The resulting stimulus, which consists
of an introductory sentence consisting of a direc-
tions statement, is as follows: “Use these facts
about the Pacific Ocean to answer the ques-
tion.” This directive is followed by two bulleted
statements containing bold text for key terms or
information elements (i.e., those necessary for
responding; e.g., salinity, lowest, and very cold).
These statements precede a simplified stimulus
for the visual.

These modifications are likely to improve
access for more test-takers for a number of
reasons. First, the multiple element interactiv-
ity – the primary cause of cognitive overload –
is reduced. The temperature systems from the
original items have been removed in favor of
qualitatively descriptive text labels for water
temperature, as have the extraneous information
about the locations where the high- and low-
salinity water is found. On the latter, objections
could be raised: Is the information about the high-
salinity water being found at the poles and equa-
tor in fact extraneous, or is it part of the target
construct of the item (i.e., the “biological knowl-
edge”)? Unless the item is intended to measure
the test-taker’s ability to use knowledge of the
geographical locations on the earth where salinity
of water is highest or lowest to interpret graphed
data, including this information arguably adds
extraneous complexity to an item that already
contains access barriers for many test-takers. If,
on the other hand, a secondary purpose of the
item was to teach test-takers this knowledge, then
its inclusion would be necessary. In this exam-
ple, however, the item was designed purely for
measurement purposes and its inclusion does not
facilitate measurement. Indeed, the material may
occupy cognitive resources that test-takers need
to respond to the actual target construct, possibly
causing some to respond incorrectly to the item
because of cognitive overload.

Even after eliminating this element interac-
tion, however, the item still requires the test-taker
to retain several element interactions in working
memory. The subject of the stimulus is salinity;
the subject of the visual is water temperature; and
the subject of the answer choices is also salinity.
Thus, the test-taker must be able to use reflexive
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Fig. 9.4 Grade 11 science
item, modified form A

logic to select the correct response option, which,
it could be argued, is another ancillary requi-
site construct. In its modified form, the stimulus
receives a rating of maximally accessible for most
test-takers – an ARM rating of 3 – with the recom-
mendation that it be simplified further to improve
its accessibility.

Bold font was used to facilitate identification
of the stem among the other item elements. In
its modified form, the stem receives a rating of 4
or maximally accessible for nearly all test-takers.
The item stem was reworded in the active voice,
to read as follows: “Based on the graph, what
could you conclude about the two organisms?”
It should be noted that some test writers recom-
mend avoiding the word you in the questions,
arguing that it makes the item sound less pro-
fessional or could lead test-takers to believe the
item demands an opinion rather than a correct
response. Use of the second person notwithstand-
ing, the stem receives a rating of 4 or maximally
accessible for nearly all test-takers.

Several changes made to the visual during
modification reduced the cognitive demand of
the item. The word Metabolic on the Y-axis
label was changed to Survival to facilitate test-
takers’ comprehension of the connection between
the graphed data and the answer choices, since
it is generally expected that the biological

concept of adaptation is delivered in the elemen-
tary grades (e.g., National Center for Education
Statistics, 2011), while metabolism as an indica-
tor of organism survival is taught much later. The
arrow embedded in the Y-axis was separated and
increased in size, along with the addition of the
words low and high to simplify the characteri-
zation of the range of survival rates. Similarly,
an arrow was added to the X-axis to facilitate
the test-taker’s interpretation of the water tem-
perature progression. Finally, the two data series
were labeled with the specific organism titles
instead of using simply A and B. The modified
visual receives an ARM rating of 3 or maxi-
mally accessible for most test-takers, with the
recommendation that it be simplified even further.

The answer choices were revised significantly.
To achieve balance, all three choices are posi-
tively worded (i.e., better adapted, equally well
adapted). All three refer to water with low salin-
ity. The implausible option D was eliminated.
The modified answer choices element receives a
rating of 4 or maximally accessible for nearly all
test-takers – the highest ARM rating.

Finally, the page and item layout are moder-
ately improved. The bulleted text at the top of
the item creates more white space than the origi-
nal item. The item number is increased in size to
make it easier for the test-taker to see where one
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item ends and the next item begins. Additionally,
there is an implication that the test-taker is now
permitted to respond on the actual page instead of
recording his or her answers on a separate answer
sheet, thus reducing the need for representational
holding and eliminating the possibility of the
dreaded classic “bubble sheet misalignment boo-
boo,” which needs no further explanation. The
modified page and item layout receives an ARM
rating of 4 or maximally accessible for nearly all
test-takers, with the recommendation that white
space be increased to improve the accessibility of
the item.

Overall, the item receives an ARM rating of
3 or maximally accessible for most test-takers.
It should be noted that when the rater is able
to generate ways to revise an item further to
improve the accessibility of the item, the authors
of the TAMI argue the item should not receive
the highest accessibility rating. They argue item
development, particularly when there is a focus
on accessibility, is an iterative process and items
should not be used for measurement for account-
ability or decision making until they are deemed
to be optimally accessible for the target test-taker
population. Although this version of the item was
rated highly using the ARM, the rater suggested
changes to the item stimulus, visual, and item

layout. Figure 9.5 contains the same item follow-
ing a second set of modifications to improve its
accessibility for more test-takers. In its final form,
you will note the item has changed considerably.

Specifically, the word count of the item stimu-
lus has been shortened by 43%. The first sentence
of the item in Fig. 9.4 (situating the item in
the context of the Pacific Ocean) was deemed
extraneous, as was the inclusion of the relation
between salinity and water temperature. By elim-
inating the demand for reflexive logic (i.e., the
cognitive shift from the concept of salinity to
temperature and then back to salinity) the item
now requires the test-taker to hold one potentially
novel informational element in working memory
to interpret the graph; namely, the definition of
salinity. In fact, the graphed data are interpretable
even without this knowledge. (It should be noted,
however, that were this primer removed, some
test-takers may feel anxious if the word salinity
is unfamiliar to them.)

Clearly, the graph is easier to interpret in its
current form than in either of the two previous
versions. The elimination of the temperature con-
nection greatly simplified the data series, and
the elimination of the gray boxes makes the
item appear much simpler. In fact, it is likely
some readers will object to these changes, since

Fig. 9.5 Grade 11 science
item, modified form B
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the item in its current form demands only that
the test-taker know (a) that survival rate is a
proxy for adaptability – a concept which, as
we noted earlier, typically is covered in ele-
mentary school – and (b) how to read a fairly
simple two-way graph consisting of two data
series. Consider, however, the target construct
as stated earlier: “Use knowledge of biologi-
cal concepts to interpret graphed data.” In its
final form, this item demands test-takers use their
knowledge of the fact that organisms who are
able to adapt to their environments are more
likely to survive in that environment to interpret
a simple graph comparing the survival rates of
two organisms in different environmental condi-
tions. This is the target construct of the item –
our stated purpose from the beginning!

Technical Evidence to Verify Intended
Effects: The Accessibility Proof
Paradox

There are several item-level indices that may be
used as indicators of the effects of modification
procedures to enhance accessibility, including
word count, readability, depth of knowledge rat-
ings (DOK; e.g., Webb, 2002), item difficulty
(p), item discrimination indices such as item-
total correlations (r), and reliability indices such
as Cronbach’s alpha (α). For many of these
indicators, expected changes are mostly straight-
forward. Given the relation between cognitive
demand and reading load, for example, word
count is likely to decrease for most items fol-
lowing enhancement, with the occasional excep-
tion of items for which contextual support or
clarifying text is added (e.g., definitions for
construct-unrelated but essential terms, labels
for graphs). Similarly, readability indices may
indicate reduced reading load (though for some
assessment instruments it may be important to
ensure readability does not fall below grade
level expectations). It should be noted that typi-
cal readability indices utilize weighted formulas
that include various factors, including sentence
length and average syllables. When two or more

readability indices are compared, results often
are highly disparate (Wright, 2009). When using
readability as a proxy for the grade level of
text, results should be interpreted with caution.
Generally, readability is considered acceptable
when the grade level of a text falls anywhere
within the range of the intended grade level (e.g.,
7.0–7.9 would be acceptable readability values
for a grade 7 reading item).

By contrast, determining the desired effects of
item changes, as estimated by other indices, is
somewhat counterintuitive and may even present
logical problems. The first of these challenges
is the question of item difficulty. It would seem
increases in item difficulty are always desirable,
since they demonstrate a greater proportion of
test-takers responded correctly to the item (which
must be a good thing!). However, there is a crit-
ical set of conditional limitations that determines
whether item difficulty should increase if access
barriers are removed from items. For example,
item difficulty is expected to increase follow-
ing modification only if the accessibility of the
original item were less than optimal for a por-
tion of the tested population, and if some of the
same test-takers were able to demonstrate their
knowledge of the tested content had the item
been optimally accessible. Thus, increases in
item difficulty are not always the best indicators
of intended effects.

Ideally, item discrimination will remain the
same or increase if modifications resulted in the
elimination of access barriers for a portion of the
target population. It should be noted, however,
that in this case, the ideal is an optimally accessi-
ble test! If other test items contain access barriers
for some test-takers, then the total component
of the item-total correlation that comprises the
item discrimination index likely will reflect these
access skills, thus resulting in decreased item dis-
crimination even if the accessibility of the indi-
vidual item has improved. Of course, these are
challenging concerns for researchers interested in
examining the effects of item modifications or
enhancements because decreases in item discrim-
ination may indicate either (a) the modification
changed the target construct of the item, while the
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tested construct represented by the balance of the
items remained pure, or (b) the modification iso-
lated the target construct of the item, while the
tested construct represented by the balance of the
items remained adulterated by ARCs.

The solution to both the item difficulty and
item discrimination paradoxes harkens back to
the essence of test validation and requires test
developers to generate a validity argument based
on all available data about the current test. In
most cases, the reliability of an accessible test,
often indicated by α, should be similar to that of
validated tests of similar constructs. To wit, if the
average of the item-total correlations for the uni-
verse of test items is high, the deduction is that
the items map to the same construct (one that
hopefully is uncontaminated by ARCs, a deduc-
tion that must be tested). One solution may be to
examine point-biserial correlations with validated
measures of the same construct (e.g., correlating
items from the current mathematics test with total
scores of a math test with established validity
evidence). Additionally, test developers should
examine the test results of students who have
demonstrated access needs against the scores of
students who are able to demonstrate their knowl-
edge of the target construct, notwithstanding the
presence of access barriers for other test-takers.
If the modified version of the test or test items
contains fewer access barriers than the original
version, evidence should exist of a differential
(greater) boost for the test-takers for whom acces-
sibility has been improved (Kettler et al., in
press). Evidence of discriminant validity (i.e.,
evidence that a measure correlates weakly with
tests of theoretically orthogonal constructs) may
include examining correlations with measures of
test-taker working memory (e.g., Baddeley, 2003)
or – in the case of a test of a construct other than
reading – reading fluency. In essence, we recom-
mend test developers generate a priori criteria
for making a determination about whether access
strategies have been successful. Additionally, we
contend it is unwise to rely on one index alone for
making such a determination; rather, an argument
about the effectiveness of accessibility strategies
must be based on the triangulation of multiple
item- and test-level indices.

Conclusion

Universal Design: The End
or the Beginning?

Universal design is a useful starting point for
understanding the need to develop tests that are
accessible for the entirety of the intended popula-
tion. However, the principles of UD contain little
operational guidance for developing accessible
assessments. Indeed, tests are not designed to be
universally accessible; rather, they are intended
to be accessible for a group of test-takers with
a common set of individual characteristics. Test
developers should aim to design tests such that
variation in this population does not influence test
scores and subsequent inferences about the target
construct.

Accessibility Theory: The Test-Taker, Not
the Universe

Accessibility theory extends guidance from uni-
versal design and universal design for assessment
(Thompson et al., 2002) and operationalizes test
accessibility as the sum of interactions between
features of the test and characteristics of each
test-taker. To enhance accessibility, therefore, we
contend the test developer must be grounded
both in effective test design strategies as well
as have familiarity with the range of abilities
and needs of the population for which the test is
designed. Accessibility theory integrates princi-
ples of working memory, cognitive load theory,
and research on test and item development to pro-
vide specific guidance for ensuring tests and test
items do not contain features that prevent test-
takers from demonstrating their knowledge of the
target construct.

Cognitive Load Theory: From Teaching
to Testing

Cognitive load theory arguably contains the
deepest wellspring of conceptual and opera-
tional guidance for the development of highly
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accessible tests. By attending to cognitive load
during the design phase, test item writers can
manage cognitive resource demands, eliminating
interference from access skills and isolating the
target construct of the test.

Developing Accessible Test Items:
Identify, Quantify, and Modify

While accessibility theory certainly offers guid-
ance that can be used to inform the development
of accessible items from their inception, we con-
tend the process of item writing with a focus
on accessibility is iterative. We recommend test
developers examine existing test items to identify
features that may present access barriers for some
test-takers, quantify the accessibility of the items,
and modify items with poor accessibility, remov-
ing access barriers to improve their accessibility
for more test-takers.

Technical Evidence to Verify Intended
Effects: The Accessibility Proof Paradox

After systematically evaluating the accessibility
of a test and ensuring, to the extent possible,
that it is free from access barriers, evidence
should be collected to verify the effectiveness of
the process. Notwithstanding the complexities of
establishing a test accessibility argument, it is
critical test developers generate explicit expecta-
tions and utilize multiple indices at both the item
and test levels (e.g., readability indices, depth of
knowledge, item difficulty, item discrimination,
and relations with other measures such as work-
ing memory and reading fluency) to test their
veracity.

The Access Pathway: Accessibility
Across the Educational Environment

The goal of the discussed item modifications via
the TAMI Accessibility Rating Matrix (Beddow
et al., 2009) was to increase student access
to the item’s target construct. The systematic

application of such accessibility reviews (and
subsequent modifications) across a test’s con-
stituent item set is thus meant to strengthen the
validity of test score inferences about a student’s
knowledge and skills. That is, the test score
from an optimally accessible test permits a more
accurate inference about what a student knows
and can do because inaccessible tests inextrica-
bly measure an unintended nuisance dimension,
namely the student’s ability to manage (extrane-
ous) cognitive load caused by construct-irrelevant
item features. Porter (2006) defined the content
related to tested knowledge and skills as the
assessed curriculum. As such, test accessibility
is concerned with increased student access to the
assessed curriculum at the time of the test event.

Besides the assessed curriculum, researchers
(Anderson, 2002; Kurz & Elliott, 2011; Porter,
2006) have identified additional curricula of the
educational environment such as the intended
curriculum (e.g., content expressed in state stan-
dards) and the enacted curriculum (e.g., content
covered by teacher instruction). Kurz and Elliott
argued that an important goal of schooling is to
provide students with the opportunity to learn
the intended curriculum. They further noted three
major barriers to access for students with dis-
abilities (see Fig. 1.1 in Chapter 1), including
insufficient opportunity to learn the intended cur-
riculum, inappropriate testing accommodations
(or lack thereof), and construct-irrelevant vari-
ance on assessments. The design and/or modifi-
cation of more accessible tests using tools such
as the ARM (Beddow et al., 2009) clearly sup-
port the promotion of greater student access to
assessed curriculum. Unfortunately, we have to
recognize that even the most accessible test is
unable to overcome access barriers related to
the assessed curriculum preceding the test event
such as a lack of instruction covering the tested
content.

The aim to enhance accessibility across the
educational environment should be focused on
students’ access to the content of its various
curricula, including the intended, enacted, and
assessed curriculum. The teacher’s enacted cur-
riculum is supposed to cover the knowledge and
skills put forth in the intended curriculum, while
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the assessed curriculum is designed to sample
across the various domains of the intended cur-
riculum. Access to the assessed curriculum thus
can be compromised via a teacher’s enacted cur-
riculum that fails to cover the content prescribed
by the standards. Kurz discussed this aspect
of accessibility in greater detail under the con-
cept of opportunity-to-learn (OTL) in Chapter 6.
Many students, especially students with disabili-
ties, may require additional instructional adapta-
tions to facilitate student learning of the teacher’s
enacted curriculum. The chapter by Ketterlin-
Geller and Jamgochian explicated how accessible
instruction can be supported through instruc-
tional accommodations and modifications (see
Chapter 7), and Phillips highlighted how acces-
sibility for students with disabilities is integrated
into a legal framework that mandates their physi-
cal and intellectual access to curriculum, instruc-
tion, and assessment (see Chapter 3). In this
chapter, we elucidated on the final stretch of
the access pathway, the test event. While Tindal
(Chapter 10) and Kettler (Chapter 13) discussed
appropriate testing accommodations as an avenue
to provide students with disabilities access to
tested content at the time of the test event, item
modifications, such as the ones discussed in this
chapter, are less concerned with the test’s admin-
istration including its presentation, timing, mode
of response, or environment and more concerned
with the accessibility of the test itself.

As evidenced by the many chapters in this
book, there are a number of access points to
the intended curriculum that can be viewed as
occurring along an access pathway, which (a)
begins with physical access to buildings and
classrooms; (b) continues with instruction that
provides students with the opportunity to learn
what is expected and measured; (c) supports stu-
dent learning with needed instructional accom-
modations and modifications; and (d) culmi-
nates in assessments that grant students optimal
access to demonstrating their achievement of the
intended curriculum. The final access points for
students occur during the test event, which may
present access barriers for many test-takers. To
overcome these access barriers it is necessary
to consider the interactions between test-taker

characteristics and features of the test and its
administration. Currently, two primary methods
are used to reduce the influence of access bar-
riers: testing accommodations and test or item
modifications. Just as the decision to assign a par-
ticular testing accommodation should consider
the interaction between a test-taker’s disability-
related characteristics and certain aspects of the
test administration, which may limit his or her
access to demonstrate achievement of the tar-
get construct (e.g., a scribe for a student with
a physical disability), the design and/or modi-
fication of items, with a focus on accessibility,
must consider the interaction between specific
test-taker characteristics and certain features of
the test itself (e.g., large print for a student with
a visual impairment). An important distinction
between the two access strategies, however, is
that test-taker characteristics are considered on
an individual basis in the case of testing accom-
modations, whereas item modifications consider
the characteristics of a group of test-takers. Of
course, the purpose of enhancing accessibility
across the access pathway is to afford students
with greatest opportunity to learn and to enable
them to demonstrate their learning. The ultimate
goal, however, is much grander, and infinitely
elusive: namely, to provide educational services
that are optimized to meet the specific needs of
each child in our schools.
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10Validity Evidence for Making
Decisions About Accommodated
and Modified Large-Scale Tests

Gerald Tindal and Daniel Anderson

The Standards on Psychological and Educational
Tests are typically referenced as the starting point
to any argument about general education test-
ing. Likewise, they should be the starting point
for testing students with disabilities, whether the
decision focuses on the use of an accommoda-
tion or a recommendation to participate in an
alternate assessment based on modified academic
achievement standards (AA-MAS). Using five
different kinds of evidence, the standards pro-
vide a frame of reference focused on making
inferences and decisions. “Validity refers to the
degree to which evidence and theory support the
interpretations of test scores entailed by proposed
use of tests . . . It is the interpretations of test
scores required by proposed uses that are evalu-
ated, not the test itself” (American Educational
Research Association, American Psychological
Association, & National Council of Measurement
in Education, 1999, p. 9).

The process is iterative with different kinds
of evidence being collected at different points
in a testing program or in reference to vary-
ing inferences and decisions. For example, in
standards-based testing, content-related evidence
is considered essential. Usually, this type of evi-
dence comes from an alignment study with state
standards. When the focus is on the constructs
being tested, evidence on internal structures tends

G. Tindal (�)
University of Oregon, Eugene, OR 97403, USA
e-mail: gerald.tindal@mac.com

to dominate. In large-scale testing programs,
criterion-related evidence may be less valued
because of the emphasis on achieving proficiency
on grade-level content standards, but nevertheless
may be important when considering independent
information from other measures of student aca-
demic performance. In assessing students with
limited English or being served in special edu-
cation programs, the focus may turn to response
processes, or the degree to which relevant target
skills are being measured rather than superflu-
ous access skills. Finally, in any standards-based,
large-scale testing program, the consequence of
assigning student proficiency arises from docu-
menting adequate yearly progress (AYP). In the
end, validity is about inferences and the support
behind them.

Generally, these sources of evidence are used
to counter threats to construct misrepresentation
or construct under-representation. In the former,
irrelevant constructs are being conflated with
those the test was designed to measure. For exam-
ple, many mathematics tests require considerable
reading skills and therefore misrepresent mathe-
matics achievement. In the latter, constructs are
under-represented by tapping primarily prereq-
uisite or partial skills that do not fully reflect
the construct for which the test was designed.
A common example of this might be a sim-
ple mathematics story problem that reflects only
computation skills, not the decision-making skills
needed to weigh relevant from irrelevant infor-
mation for solving mathematical problems. These
sources of evidence, along with documentation of
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reliability (or reproducibility), however, are really
only part of the argument; indeed, they represent
only the beginning of the argument.

Although proper test design (see Downing &
Haladyna, 2006) is used to assemble a validity
argument and organize the collection of support-
ing evidence, further procedural and statistical
documentation is needed to document the process
(test administration and scoring) and the outcome
(decisions and consequences). In standards-based
testing, participation is a critical issue by sub-
group and performance levels. Standardization
is another issue, often spilling into the use of
accommodations or changes in the test so that
specific subgroups have equitable access. To fully
understand the outcomes, evaluations of testing
programs need to include concurrent information
about populations of students and implementa-
tion by teachers.

A problem exists, however, in that student
groups are often more fluid than would be
desired and administration-scoring more flexi-
ble than normally assumed. For example, in
the mid-1980s, the findings from the Institute
for Research on Learning Disabilities (IRLD –
University of Minnesota) raised serious doubts
about the identification of students with learning
disabilities (Ysseldyke et al., 1982). Therefore,
reporting test outcomes by disability groups may
be problematic. Another significant problem is
that the Standards (AERA, APA, NCME, 1999)
confuse critical terms in test administration for
students with disabilities, treating modifications
and accommodations as the same within a valid-
ity argument: “A variety of test modification
strategies have been implemented in various set-
tings to accommodate the needs of test takers
with disabilities” (p. 103). As a consequence,
confusion may exist in defining the (substantive)
nature of changes: When is a change sufficiently
substantial that it reflects a different construct
and should be reserved for a different kind of
decision?

In both instances, validity evidence can no
longer be assembled from test design and devel-
opment. Rather other sources of evidence need
to be collected to document the effects of test-
ing specific groups and making specific changes.

From the perspective of the testing program (not
just the test), these sources of variance are embed-
ded in practice: in the training and implementa-
tion process and in the procedures used in giving
the test to students.

We turn to the evidence from quasi-
experimental and experimental studies conducted
with varying levels of control that seek to affirm
causal inference or, at the very least, clarity
of interpretation. At this point, the validation
process turns to research studies in which tests
and measures are used in the field under varying
conditions. In the course of the study, students are
assigned testing conditions, teachers are trained
in testing administrations, and data are collected
on the outcomes (using some type of dependent
variable). This research base (experimental and
quasi-experimental) also needs to be considered
in addition to the evidence collected as part of
proper test design and construction. Here the
term validity refers to “the approximate truth
of an inference” (Shadish, Cook, & Campbell,
2002, p. 34).

In considering the evidence from these
research studies, different criteria are used to
judge their adequacy (or more properly, the ade-
quacy of the causal description or explanation).
Generally, four types of validity evidence can
be documented, with each type focusing on a
threat that counters or weakens causal inferences
(Shadish et al., 2002). The first type involves
the internal validity and focuses on the control
of the study and how false conclusions can be
made between cause and effect: “The validity of
inferences about whether observed co-variation
between A (the presumed treatment) and B (the
presumed outcome) reflects a causal relationship
from A to B as those variables were manipu-
lated or measured” (p. 38). For example, many
studies involve intact groups of students with-
out random assignment and administer tests over
long periods of time. As a consequence, con-
founding variables may be present (from par-
ticipant backgrounds, histories, settings, testing,
etc.) that make any causal inferences suspect.
The second type of validity is statistical conclu-
sion validity or “the validity of inferences about
the correlation (co-variation) between treatment



10 Decisions-Making Evidence in Large-Scale Tests 185

and outcome, including effect sizes” (p. 38). For
example, accommodation studies have varying
sample sizes receiving a treatment of unknown
integrity, use specific outcome measures, and
conclusions based on various significance tests.
The central question is whether the study can
reflect co-variation by having sufficient power,
in the presence of a known treatment, and using
appropriate analytical techniques on an adequate
outcome measure. The third type of validity is
external validity or “the validity of inferences
about whether the causal relationships holds over
variation in persons, settings, treatment variables,
and measurement variables” (p. 38). Can the find-
ings from the study be generalized to others who
are similar to them and given similar circum-
stances (treatments and outcomes)? For example,
in studies of students with disabilities, the man-
ner in which they have been labeled, recruited,
treated, or measured may limit generalizations.
Finally, the fourth type of validity is construct
validity, “defined as the degree to which infer-
ences are warranted from the observed persons,
settings, and cause and effect operations included
in a study to the constructs that these inferences
might represent” (p. 38). For example, with a
specific accommodation administered to a popu-
lation in a study with relevant quasi-experimental
controls and findings (conclusions) generated,
can the study provide an appropriate explanation?

In the next section of this chapter, we focus
our review from these two validation perspec-
tives. The first focuses on the response pro-
cesses from the Standards for Educational and
Psychological Tests (1999). Have researchers
adequately reflected upon the test and its
demands in conjunction with the students and
their characteristics? We use two areas from
accommodations research (extended time and
read aloud) to illustrate the research basis. The
second part of the review approaches the vali-
dation process from the criteria used to judge
the adequacy of quasi-experimental and experi-
mental research (Shadish et al., 2002). We focus
primarily on construct validity as it addresses
the explanation in the most comprehensive man-
ner. Again, we consider only studies within two

areas of accommodations (extended time and
read aloud).

Current Practice in Testing
Approaches and Implications
for Response Processes

With increased attention to large-scale testing
and the disaggregation of outcomes by disabil-
ity and English-language proficiency required by
the No Child Left Behind Act (NCLB), concur-
rent emphasis has been placed upon participa-
tion and accommodation, which are a necessary
component of all large-scale testing programs
(No Child Left Behind Act, 2002). Thompson,
Johnstone, Thurlow, and Altman (2005) report
that all states now document accommodations
use on statewide testing. According to a 2007
report by the National Center on Educational
Outcomes (NCEO), 51% of students with
Individual Educational Programs (IEPs) receive
accommodations on statewide tests (Thurlow,
Altman, Cuthbert, & Moen, 2007). When accom-
modations are viewed as inadequate to success-
fully document student proficiency, some states
have developed AA-MAS. These assessments are
designed to be aligned with grade-level content
standards but reduce the complexity of the items:
“The expectations of content mastery are modi-
fied, not the grade-level content standards them-
selves” (U. S. Department of Education, April,
2007, p. 9). They are designed for a small group
of students with a disability that would prevent
their attainment of grade-level proficiency in the
same time frame as their peers.

In this section, we focus on response pro-
cesses using two lines of test accommodations
research to explicate the relation between task
demands and student characteristics in under-
standing response processes for: (a) extended
time, and (b) read aloud. We use the Standards
(AERA, APA, NCME, 1999) to define this con-
struct (response processes) as “the fit between the
construct and the detailed nature of the perfor-
mance or response actually engaged in by exami-
nees . . . validation may include empirical studies
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of how observers or judges record and evaluate
data along with analyses of the appropriateness
of these processes to the intended interpretation
of construct definition” (pp. 12–13). In our anal-
ysis, we believe it is important to go beyond
the focus on effectiveness of accommodations
because the procedures are quite disparate and
the findings considerably inconsistent, with little
attention given to the manner in which accom-
modations are aligned with task demands and
student characteristics.

Early research on accommodations was
quite limited (National Center on Educational
Outcomes, undated) with only few published
peer-reviewed studies (National Center on
Educational Outcomes, undated). In 1999, 134
studies were found and described in a summary
by Tindal and Fuchs (1999); this research base
was further updated by the National Center on
Educational Outcomes (2001). However, both
reports provided only a description of the studies,
including their methodologies but without results
on the outcomes of various accommodations.
Finally, in the past decade, research on the effects
from test accommodations has expanded with
two meta-analyses completed (Chiu & Pearson,
1999; Sireci, 2004).

Nevertheless, little research has focused on
the decision-making process itself, either in the
descriptive summaries of research or in the doc-
umentation of outcomes. While there have been
helpful manuals and procedural documents that
explicate the process for selecting accommoda-
tions (Thompson, Morse, Sharpe, & Hall, 2005),
very few empirical studies have been conducted
on these processes. As a consequence, we know
little about how teachers actually recommend
or select specific accommodations. Generally,
what little research exists is not particularly
supportive of the process (see Fuchs, Fuchs,
Eaton, Hamlett, & Karns, 2000 and Hollenbeck,
Tindal, & Almond, 1998).

As we view the decision-making process
for either recommending specific accommoda-
tions or assigning students to participate in the
AA-MAS, the focus needs to be on (a) the task
presented (i.e., the specific domain the measure
is assessing) and (b) the student’s individual

background, knowledge, and skills. Together,
these characteristics should guide the decision to
either (a) provide an accommodation to the stan-
dard test or (b) recommend the student take an
AA-MAS. This decision is likely to reflect the
interaction between the two; hopefully, however,
it also is guided by the available research. As we
noted earlier, an additional consideration should
be the research basis and its quality.

In our view, however, the definition and analy-
sis of task demands need to be specific enough
to be useful. For instance, an investigator may
state that they have used a “math” measure,
without explicitly stating or analyzing the dif-
ferent sub-domains within the measure. Given
that math tasks may require qualitatively dif-
ferent skills (i.e., algebra versus geometry), the
effect of the decision may be confounded. For
example, it may be inferred that the accommo-
dation provides a “differential boost” (Fuchs,
Fuchs, Eaton, Hamlett, & Karns, 2000) to stu-
dents on items assessing geometric relationships
but not on items assessing algebraic relationships.
A similar problem exists in the way student char-
acteristics are considered or the manner in which
students have been labeled. Students with a range
of academic difficulties may all be grouped under
the label “learning disabled” (Morris et al., 1998).
Yet the effect of the decision may vary substan-
tially between students with the same label but
different skills as well as between students with
different labels. Unfortunately, students receive
labels with little detail in specific behaviors asso-
ciated with the label (and not all labels are about
disabilities). For instance, if a read aloud accom-
modation is being investigated, how do students
classified as “in-need” of the accommodation
qualify? Is it because they have received some
sort of label by the school? Or, is it more specific,
such as the student demonstrating low fluency? If
so, how low is “low”?

Between each of these variables (task
demands and student characteristics) are poten-
tial interactions that may influence the outcome.
Future research may examine these factors
explicitly; however, paying greater attention to
the task demands and student characteristics
may alleviate considerable confusion. In the
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remainder of this chapter, we present a review
of literature but limit it to experimental and
quasi-experimental research in the K-12 set-
tings. Additionally, because considerably more
research has been conducted on accommoda-
tions, we focus primarily on this area but argue
that the same issues apply to decisions about
selecting the AA-MAS for students. To keep the
chapter within a reasonable length, we further
limit our focus to two areas of accommodations
research that have been most heavily investi-
gated: extended time and read aloud. These two
areas are among the most prevalent accommoda-
tions used in practice and are, therefore, among
the most researched (Thurlow, 2007).

Although evidence of accommodation effec-
tiveness is quite disparate, ranging from highly
effective (Huesman & Frisbie, 2000; Johnson,
2000) to completely ineffective (Cohen, Gregg,
& Deng, 2005; Meloy, Deville, & Frisbee, 2002),
we are less concerned with the outcome than the
relation between task demands and student char-
acteristics. For example, some research shows
how accommodations provide a differential boost
for students with disabilities (Tindal, Heath,
Hollenbeck, Almond, & Harniss, 1998) while
others show the effect as homogenous across
groups (Elliott & Marquart, 2004; Meloy et al.,
2002; Munger & Loyd, 1991). Still others show
a differential boost for students without a disabil-
ity (Elbaum, 2007; Elbaum, Arguelles, Campbell,
& Saleh, 2004; Fuchs, Fuchs, Eaton, Hamlett, &
Karns, 2000; Tindal et al., 1998). Examining the
task demands and the student characteristics may
help explain these results. Unfortunately, as we

document with the research, this information is
often unavailable for both variables.

In Tables 10.1 and 10.2, we present a summary
judgment of adequacy for a sample of research
literature on extended time and read aloud
accommodations. The judgments come from an
analysis of the study descriptions of task demands
and student characteristics. Task demands are
rated on a 0–2 scale. Studies describing the task
as a generic “math” or “reading” test received a
score of 0; studies describing, but not analyzing,
sub-domains received a score of 1; studies both
describing and analyzing sub-domains received
a score of 2. Student characteristics are rated
on a 0–3 scale. Studies that grouped students
into generic, school assigned “LD/non-LD” cat-
egories received a score of 0; studies providing
any additional distinctions received a score of 1;
studies providing a specific label (i.e., dyslexic)
received a score of 2; and studies using specific
measures to categorize students (i.e., all students
scoring below the nth percentile), received a score
of 3. These criterion ratings are then totaled to
provide an overall criterion rating on a 0–5 scale.

We primarily include only recent studies
just prior to and following passage of NCLB,
although we reference the Munger and Loyd
(1991) study because of its strong research
design. We also focus on experimental and
quasi-experimental studies rather than field-based
descriptive studies. The Cohen et al. (2005) study
was non-experimental, but is included because
the sample was large enough to be limited to only
students receiving one accommodation (extended
time). In this particular study, differential item

Table 10.1 Descriptions for task demands and student characteristics for extended time

Article
Task description rating
(0–2)

Accommodation
grouping rating (0–3)

Total criteria rating
(0–5)

Elliott and Marquart (2004) 0 1 1

Munger and Loyd (1991) 1 0 1

Fuchs, Fuchs, Eaton, Hamlett,
and Karns (2000)

2 0 2

Cohen et al. (2005) 2 0 2

Fletcher et al. (2006) 2 3 5

Fuchs, Fuchs, Eaton, Hamlett,
Binkley, et al. (2000)

2 0 2

Huesman and Frisbie (2000) 2 0 2
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Table 10.2 Descriptions for task demands and student characteristics for read aloud

Article
Task description
rating (1–3)

Accommodation
grouping rating
(1–4)

Total criteria rating
(2–7)

Crawford and Tindal (2004) –
reading

3 2 5

Elbaum (2007) – reading 2 2 4

Fletcher et al. (2006) – reading 3 4 7

Fuchs, Fuchs, Eaton, Hamlett,
Binkley, et al. (2000) – reading

3 1 4

Hale et al. (2005) – reading 3 3 6

Elbaum et al. (2004) – math 3 1 4

Helwig et al. (1999) – math 2 4 6

Helwig et al. (2002) – math 2 2 4

Johnson (2000) – math 1 2 3

Tindal et al. (1998) – math 1 1 2

Meloy et al. (2002) – all subjects 3 2 5

functioning (DIF) analyses were then conducted
to examine the difficulty of items in the accom-
modated condition versus a random sample of
students in the un-accommodated condition.

Extended Time Research

Typically, extended time involves providing a
reasonable amount of extra time (often up to
one-half the standard amount of time) so that stu-
dents may finish the test. This is an important
accommodation because standards-based tests
are designed to measure what students can do,
not just what they did do. If students’ perfor-
mance is low because an arbitrary time limit is
reached, no one can know what the student can
do. Furthermore, it helps distinguish missing data
(items left blank) from incorrect data (items with
the wrong option selected). Otherwise, these two
types of data are conflated (and missing items
become de facto incorrect items).

Task Demands

Many studies provide exemplary descriptions
of the task demands (e.g., Cohen et al., 2005;
Fletcher et al., 2006; Fuchs, Fuchs, Eaton,
Hamlett, Binkley, et al., 2000; Fuchs, Fuchs,

Eaton, Hamlett, & Karns, 2000; Huesman &
Frisbie, 2000). Rather than simply stating the task
as “math” or “reading,” the authors of these stud-
ies describe domains such as “plane geometry”
(Cohen et al., 2005), “reading comprehension”
(Fletcher et al., 2006; Huesman & Frisbie, 2000),
or “concepts and applications” (Fuchs, Fuchs,
Eaton, Hamlett, & Karns, 2000). Additionally,
each of these studies analyzes the effect of the
accommodation on each sub-domain, rather than
with the test as a whole. Other studies (e.g.,
Munger & Loyd, 1991) provide a description
of the sub-domains, but provide no analysis on
them. Therefore, it is not possible to document
any potential interaction between the accommo-
dation and the task sub-domain. Still other studies
provide detailed accounts of the test development
process, while the analysis is based on a generic
label (Elliott & Marquart, 2004).

Student Characteristics

While the majority of studies describe the task
demands, student characteristics are often not
described beyond a generic label (Cohen et al.,
2005; Fuchs, Fuchs, Eaton, Hamlett, Binkley,
et al., 2000; Fuchs, Fuchs, Eaton, Hamlett, &
Karns, 2000; Huesman & Frisbie, 2000; Munger
& Loyd, 1991). Elliott and Marquart (2004)
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provide a more detailed account of student char-
acteristics than is typical, classifying students
into three groups: students identified as LD,
non-LD, and educationally at-risk in math. The
at-risk label came from teacher ratings on an
evaluation scale. This is a helpful step in going
beyond the standard labels, although, as the
authors themselves highlight, students grouped
under the generic LD label were heterogeneous,
comprised of “students with mild learning
disabilities, emotional disabilities, behavioral
disabilities, mild physical disabilities, speech
and language disabilities, and mild cognitive
disabilities” (Elliott & Marquart, 2004, p. 354). It
is reasonable to expect that students within each
of these disability categories respond to accom-
modations differently. Fletcher et al. (2006) used
a detailed descriptive label (dyslexic) and was
the only study found that classified students
as in need of the accommodation based on
documented performance.

Read Aloud Research

This accommodation involves having tests read to
the student (a) to provide access to the test which
would otherwise be inaccessible, and (b) so that
irrelevant access skills may be distinguished from
relevant target skills. However, considerable vari-
ation exists in (a) which parts of the test can be
read and (b) the manner in which the reading is
done. For example, test directions often are read;
on occasion, the prompts (but not the options)
are read; finally, the subject matter often is con-
sidered in the use of read aloud accommoda-
tions, with mathematics more typically targeted
than reading tests. The delivery itself also varies
whether the accommodation is read by a trained
person, or by a controlled reader through either a
compact disc or a computer.

Task Demands

Of the 12 studies reviewed on the read aloud
accommodation, six describe and analyze the
task demands in detail (Crawford & Tindal,

2004; Elbaum et al., 2004; Fletcher et al., 2006;
Fuchs, Fuchs, Eaton, Hamlett, Binkley, et al.,
2000; Hale, Skinner, Winn, Allin, & Molloy,
2005; Meloy et al., 2002); four describe the
task demands in detail but conduct no analy-
ses on the sub-domains (Elbaum, 2007; Helwig,
Rozek-Tedesco, & Tindal, 2002; Helwig, Rozek-
Tedesco, Tindal, Heath, & Almond, 1999); and
two do not describe task demands in sufficient
detail (Johnson, 2000; Tindal et al., 1998).

Reading comprehension was the most
common task demand specifically described.
However, the way this task was accommodated
differed markedly among studies – ranging from
the student reading the test aloud on their own
(Fuchs, Fuchs, Eaton, Hamlett, Binkley, et al.,
2000), to the test being administered with a
video read aloud (Crawford & Tindal, 2004) or
by a designated proctor (Elbaum, 2007; Hale
et al., 2005). Still others read aloud only the
proper nouns, stems, and answer options to the
student (Fletcher et al., 2006). Both the Fuchs,
Fuchs, Eaton, Hamlett, Binkley, et al. (2000) and
the Hale et al. (2005) studies further described
the item demands, stating the number and
type of each item. These descriptions were not
carried on to item-level analyses in either study;
however, unlike differences between domains,
the subtleties of item type differences within a
domain are not likely to confound the observed
effectiveness of a particular accommodation.
Meloy et al. (2002) read aloud four sub-tests
of the Iowa Test of Basic Skills (ITBS), cov-
ering Reading Comprehension, Science, Math
Problem-Solving and Data interpretation, and
Usage and Expression; separate analyses were
conducted for each test.

In mathematics, the task demands were often
described in detail (Elbaum, 2007; Helwig et al.,
2002, 1999; Johnson, 2000; Tindal et al., 1998),
including tasks such as “number sense and oper-
ations, geometry, data analysis and probability,
algebraic thinking, and measurement” (Elbaum,
2007, p. 221) or “number concepts, mathe-
matic relationships, geometry, estimation, statis-
tics, and measurement” (Helwig et al., 1999,
p. 116). However, sub-domain analyses were not
conducted in any of the studies, which resulted in



190 G. Tindal and D. Anderson

Ta
b

le
1

0
.3

D
es

cr
ip

tio
n

of
re

se
ar

ch
el

em
en

ts
fo

r
ex

te
nd

ed
tim

e
st

ud
ie

s

A
ut

ho
r

(y
ea

r)
Pa

rt
ic

ip
an

ts
n(

ge
n/

sp
ed

)
C

on
te

nt
ar

ea
D

es
ig

n
T

re
at

m
en

t
M

ea
su

re

E
lli

ot
ta

nd
M

ar
qu

ar
t(

20
04

)
97

8t
h

gr
ad

er
s

fr
om

4
m

id
dl

e
sc

ho
ol

s
in

4
Io

w
a

di
st

ri
ct

s;
23

st
ud

en
ts

w
ith

di
sa

bi
lit

ie
s

id
en

tifi
ed

,2
3

st
ud

en
ts

“a
tr

is
k”

an
d

51
st

ud
en

ts
at

or
ab

ov
e

gr
ad

e
le

ve
l

M
at

h
C

ro
ss

ed
E

xt
en

de
d/

no
te

xt
en

de
d

Tw
o

eq
ui

va
le

nt
sh

or
tf

or
m

s
of

Te
rr

a
N

ov
a

18
A

cc
om

m
od

at
io

ns
Su

rv
ey

A
ca

de
m

ic
co

m
pe

te
nc

e
E

va
lu

at
io

n
Sc

al
e

(A
C

E
S)

E
lli

ot
te

ta
l.

(1
99

9)
R

ho
de

Is
la

nd
4t

h
gr

ad
er

s
w

ith
to

ta
ln

:1
1,

27
3–

11
,4

29
Sp

ed
:1

26
4–

13
06

M
at

h
W

ri
tin

g
H

ea
lth

C
om

pa
ra

tiv
e/

N
es

te
d

E
xa

m
in

ed
w

he
th

er
or

no
ts

tu
de

nt
s

re
ce

iv
ed

an
ac

co
m

m
od

at
io

n
an

d
if

so
,w

ha
tt

yp
e

an
d

its
ef

fe
ct

on
sc

or
es

by
st

ud
en

tg
ro

up
s

R
ho

de
Is

la
nd

Pe
rf

or
m

an
ce

A
ss

es
sm

en
t

M
un

ge
r

an
d

L
oy

d
(1

99
1)

22
2

5t
h

gr
ad

er
s

fr
om

18
el

em
en

ta
ry

sc
ho

ol
s

in
6

sc
ho

ol
di

st
ri

ct
s

in
V

ir
gi

ni
a.

6
w

er
e

ph
ys

ic
al

ly
ha

nd
ic

ap
pe

d,
94

L
D

,
11

2
no

ha
nd

ic
ap

pi
ng

co
nd

iti
on

M
at

h
&

L
an

gu
ag

e
A

rt
s

C
ro

ss
ed

T
im

ed
/n

ot
tim

ed
IT

B
S:

L
an

gu
ag

e
us

ag
e

&
ex

pr
es

si
on

(n
=

10
9)

IT
B

S:
M

at
h

co
nc

ep
ts

(n
=

11
3)

Fu
ch

s,
Fu

ch
s,

E
at

on
,H

am
le

tt,
an

d
K

ar
ns

(2
00

0)

37
3

st
ud

en
ts

19
0

L
D

:1
29

G
4,

63
G

5
18

1
no

n-
L

D
:G

ra
de

4

M
at

h
C

ro
ss

ed
A

dm
in

is
te

re
d

C
B

M
un

de
r

st
an

da
rd

co
nd

iti
on

s
th

en
un

de
r

va
ri

ou
s

ac
co

m
m

od
at

io
ns

•T
w

o
al

te
rn

at
e

fo
rm

s
of

co
m

pu
ta

tio
n

C
B

M
•F

ou
r

al
te

rn
at

e
fo

rm
s

of
co

nc
ep

ts
an

d
ap

pl
ic

at
io

n
C

B
M

•F
iv

e
al

te
rn

at
e

fo
rm

s
of

pr
ob

le
m

so
lv

in
g

C
B

M
•A

ll
at

3r
d

gr
ad

e
le

ve
l

C
oh

en
et

al
.

(2
00

5)
D

at
a

ob
ta

in
ed

fr
om

20
03

ad
m

in
is

tr
at

io
n

of
Fl

or
id

a
C

om
pr

eh
en

si
ve

A
ss

es
sm

en
t

Te
st

.2
11

,6
01

9t
h

gr
ad

er
s

ev
al

ua
te

d
R

an
do

m
sa

m
pl

e
of

1,
25

0
L

D
&

1,
25

0
w

ith
ou

tL
D

ev
al

ua
te

d

M
at

h
C

om
pa

ra
tiv

e
O

nl
y

th
e

st
ud

en
ts

re
ce

iv
in

g
ex

te
nd

ed
tim

e
as

th
ei

r
on

ly
ac

co
m

m
od

at
io

n
w

er
e

in
cl

ud
ed

in
an

al
ys

is

Fl
or

id
a

C
om

pr
eh

en
si

ve
A

ch
ie

ve
m

en
tT

es
t

H
ue

sm
an

an
d

Fr
is

bi
e

(2
00

0)
St

ud
en

ts
fr

om
tw

o
di

st
ri

ct
s:

6t
h

gr
ad

e
12

9
L

D
;4

09
no

n-
L

D
R

ea
di

ng
C

ro
ss

ed
61

L
D

ha
d

bo
th

ex
te

nd
ed

an
d

st
an

da
rd

tim
e,

68
ha

d
on

ly
ex

te
nd

ed
;n

on
-L

D
st

ud
en

th
ad

bo
th

co
nd

iti
on

s

Fo
rm

K
–

L
ev

el
12

,o
f

re
ad

in
g

co
m

pr
eh

en
si

on
IT

B
S



10 Decisions-Making Evidence in Large-Scale Tests 191
Ta

b
le

1
0

.4
D

es
cr

ip
tio

n
of

re
se

ar
ch

el
em

en
ts

fo
r

re
ad

al
ou

d
st

ud
ie

s

A
ut

ho
r

(y
ea

r)
Pa

rt
ic

ip
an

ts
n(

ge
n/

sp
ed

)
C

on
te

nt
ar

ea
D

es
ig

n
T

re
at

m
en

t
M

ea
su

re

C
ra

w
fo

rd
an

d
T

in
da

l(
20

04
)

33
8

st
ud

en
ts

w
ith

89
T

itl
e

1
an

d
76

sp
ec

ia
le

du
ca

tio
n)

in
4t

h
an

d
5t

h
gr

ad
es

R
ea

di
ng

(fi
ve

pa
ss

ag
es

w
ith

5–
8

qu
es

tio
ns

in
ea

ch
fo

rm
)

C
ro

ss
ed

de
si

gn
(w

ith
in

su
bj

ec
ts

an
al

ys
is

)
V

id
eo

ta
pe

of
ite

m
s

re
ad

al
ou

d
ve

rs
us

st
an

da
rd

te
st

ad
m

in
is

tr
at

io
n

Fo
rm

A
an

d
B

fo
r

ea
ch

R
ea

di
ng

Te
st

E
lb

au
m

(2
00

7)
64

3
st

ud
en

ts
in

gr
ad

es
6–

10
(3

88
w

ith
L

D
)

M
at

he
m

at
ic

s
C

la
ss

ro
om

s
as

si
gn

ed
to

on
e

of
fo

ur
co

nd
iti

on
(t

re
at

m
en

ta
nd

fo
rm

)
al

lo
w

in
g

fo
r

1
be

tw
ee

n
–

1
w

ith
in

A
N

O
V

A

Te
ac

he
r

re
ad

al
ou

d
w

ith
tim

ed
pa

ci
ng

fo
r

st
ud

en
ts

to
re

sp
on

d
ve

rs
us

st
an

da
rd

Tw
o

au
th

or
co

ns
tr

uc
te

d
m

ul
tip

le
ch

oi
ce

m
at

h
te

st
s

(3
0

ite
m

s
pe

r
fo

rm
)

us
in

g
pr

ac
tic

e
ite

m
s

fr
om

st
at

e
te

st
s

an
d

co
nt

ro
lle

d
fo

r
lin

gu
is

tic
co

m
pl

ex
ity

Fl
et

ch
er

et
al

.
(2

00
6)

3r
d

gr
ad

e
st

ud
en

ts
(9

1
w

ith
D

ys
le

xi
a

an
d

91
av

er
ag

e)
R

ea
di

ng
St

ud
en

ts
ra

nd
om

ly
as

si
gn

ed
to

ei
th

er
st

an
da

rd
or

ac
co

m
m

od
at

ed
co

nd
iti

on
an

d
te

st
ed

in
sm

al
lg

ro
up

s

E
xt

en
de

d
se

ss
io

n
to

tw
o

bl
oc

ks
an

d
te

ac
he

rs
re

ad
pr

op
er

no
un

s
as

w
el

la
s

st
em

s
an

d
po

ss
ib

le
re

sp
on

se
s

ve
rs

us
st

an
da

rd
te

st
ad

m
in

is
tr

at
io

n

Te
xa

s
R

ea
di

ng
A

ss
es

sm
en

to
f

K
no

w
le

dg
e

an
d

Sk
ill

s
(T

A
K

S)

Fu
ch

s
et

al
.

(2
00

0)
4t

h
an

d
5t

h
gr

ad
e

st
ud

en
ts

w
ith

L
D

(1
81

)
an

d
w

ith
ou

t
L

D
(1

84
)

R
ea

di
ng

C
ro

ss
ed

(u
si

ng
w

ith
in

-s
ub

je
ct

s
co

m
pa

ri
so

ns
)

St
ud

en
tr

ec
ei

ve
d

ex
te

nd
ed

tim
e,

la
rg

e
pr

in
t,

an
d

re
ad

th
e

te
st

al
ou

d
ve

rs
us

st
an

da
rd

te
st

ad
m

in
is

tr
at

io
n

Io
w

a
Te

st
of

B
as

ic
Sk

ill
s:

R
ea

di
ng

C
om

pr
eh

en
si

on

H
al

e
et

al
.

(2
00

5)
4

m
al

e
se

co
nd

ar
y

st
ud

en
ts

di
ag

no
se

d
as

em
ot

io
na

lly
di

st
ur

be
d

R
ea

di
ng

C
ro

ss
ed

(t
im

e
se

ri
es

de
si

gn
ov

er
9

se
ss

io
ns

)
L

is
te

ni
ng

an
d

L
is

te
ni

ng
w

hi
le

re
ad

in
g

ve
rs

us
a

si
le

nt
re

ad
in

g
co

nt
ro

lc
on

di
tio

n

T
im

ed
R

ea
di

ng
pa

ss
ag

es
(n

um
be

r
an

d
ra

te
in

co
m

pr
eh

en
si

on
)

H
el

w
ig

et
al

.
(1

99
9)

24
7

el
em

en
ta

ry
-a

ge
st

ud
en

ts
gr

ou
pe

d
as

hi
gh

an
d

lo
w

on
re

ad
in

g
flu

en
cy

an
d

m
at

h
co

m
pu

ta
tio

n

M
at

he
m

at
ic

s
C

ro
ss

ed
de

si
gn

(u
si

ng
w

ith
in

su
bj

ec
tc

om
pa

ri
so

ns
)

V
id

eo
ta

pe
d

re
ad

al
ou

d
of

a
st

at
e

m
at

h
te

st
w

ith
pa

ce
d

pr
es

en
ta

tio
n

ve
rs

us
a

st
an

da
rd

ad
m

in
is

tr
at

io
n

21
-q

ue
st

io
n

co
m

pu
ta

tio
na

lt
es

t
an

d
a

st
at

ew
id

e
m

at
he

m
at

ic
s

te
st

Jo
hn

so
n

(2
00

0)
11

5
4t

h
gr

ad
e

st
ud

en
ts

M
at

he
m

at
ic

s
C

ro
ss

ed
de

si
gn

:S
tu

de
nt

s
as

si
gn

ed
ac

co
rd

in
g

to
ed

uc
at

io
n

pl
ac

em
en

t:
(a

)
ge

ne
ra

le
du

ca
tio

n
co

nt
ro

l
(n

=
39

),
(b

)
ge

ne
ra

le
du

ca
tio

n
w

ho
w

er
e

po
or

or
go

od
re

ad
er

s
(n

=
38

),
an

d
(c

)
sp

ec
ia

l
ed

uc
at

io
n

fo
r

re
ad

in
g

(n
=

38
)

ve
rs

us
a

st
an

da
rd

ad
m

in
is

tr
at

io
n

Pr
oc

to
rs

re
ad

ite
m

s
ve

rb
at

im
to

ha
lf

of
st

ud
en

ts
in

gr
ou

p
B

an
d

to
st

ud
en

ts
in

gr
ou

p
C

W
as

hi
ng

to
n

st
at

ew
id

e
ac

hi
ev

em
en

tt
es

t(
W

A
SL

)



192 G. Tindal and D. Anderson

Ta
b

le
1

0
.4

(c
on

tin
ue

d)

A
ut

ho
r

(y
ea

r)
Pa

rt
ic

ip
an

ts
n(

ge
n/

sp
ed

)
C

on
te

nt
ar

ea
D

es
ig

n
T

re
at

m
en

t
M

ea
su

re

K
et

tle
r

et
al

.
(2

00
5)

11
8

4t
h

gr
ad

er
s

(4
9

w
ith

di
sa

bi
lit

ie
s)

an
d

78
8t

h
gr

ad
er

s
(3

9
w

ith
di

sa
bi

lit
ie

s)

R
ea

di
ng

an
d

M
at

he
m

at
ic

s
C

ro
ss

ed
:S

tu
de

nt
s

w
ith

di
sa

bi
lit

ie
s

as
si

gn
ed

to
ac

co
m

m
od

at
io

ns
ba

se
d

on
th

ei
r

IE
P

an
d

th
en

a
st

ud
en

tw
ith

ou
t

di
sa

bi
lit

ie
s

pa
ir

ed
w

ith
th

em
:

C
ou

nt
er

-b
al

an
ce

d
in

ad
m

in
is

tr
at

io
n

w
ith

an
d

w
ith

ou
tt

he
ac

co
m

m
od

at
io

n

Pr
oj

ec
ta

ss
is

ta
nt

s
ad

m
in

is
te

re
d

th
e

ac
co

m
m

od
at

io
n

Te
rr

a
N

ov
a

M
ul

tip
le

A
ss

es
sm

en
tB

at
te

ry
:T

w
o

re
ad

in
g

an
d

tw
o

m
at

h
su

bt
es

ts

M
el

oy
et

al
.

(2
00

2)
A

to
ta

lo
f

26
0

st
ud

en
ts

:
•9

8
6t

h
gr

ad
er

s
•8

4
7t

h
gr

ad
er

s
•7

8
8t

h
gr

ad
er

s
62

st
ud

en
ts

w
ith

re
ad

in
g

di
sa

bi
lit

ie
s

an
d

19
8

w
ith

ou
t

A
ll

su
bj

ec
ta

re
as

:
R

ea
di

ng
,W

ri
tin

g,
M

at
he

m
at

ic
,a

nd
Sc

ie
nc

e

N
es

te
d:

St
ud

en
ts

ra
nd

om
ly

as
si

gn
ed

to
ta

ke
al

lt
es

ts
in

ei
th

er
an

ac
co

m
m

od
at

ed
or

a
st

an
da

rd
ad

m
in

is
tr

at
io

n

T
he

re
ad

al
ou

d
co

nd
iti

on
w

as
sc

ri
pt

ed
(w

ith
sl

ig
ht

ly
m

or
e

tim
e)

Io
w

a
Te

st
of

B
as

ic
Sk

ill
s:

Sc
ie

nc
e,

U
sa

ge
an

d
E

xp
re

ss
io

n,
M

at
h

Pr
ob

le
m

-S
ol

vi
ng

an
d

D
at

a
In

te
rp

re
ta

tio
n,

an
d

R
ea

di
ng

C
om

pr
eh

en
si

on

T
in

da
le

ta
l.

(1
99

8)
11

4
4t

h
gr

ad
e

st
ud

en
ts

w
ith

an
d

w
ith

ou
td

is
ab

ili
tie

s
M

at
he

m
at

ic
s

N
es

te
d:

St
ud

en
ts

ra
nd

om
ly

as
si

gn
ed

to
ei

th
er

a
re

ad
al

ou
d

co
nd

iti
on

or
a

st
an

da
rd

te
st

ad
m

in
is

tr
at

io
n

(a
llo

w
in

g
us

e
of

1
w

ith
in

an
d

1
be

tw
ee

n
A

N
O

V
A

)

T
he

te
st

w
as

ad
m

in
is

te
re

d
in

bo
th

co
nd

iti
on

s
by

tr
ai

ne
d

gr
ad

ua
te

st
ud

en
ts

O
re

go
n

St
at

ew
id

e
Te

st



10 Decisions-Making Evidence in Large-Scale Tests 193

lower ratings in Tables 10.3 and 10.4. The overall
lower ratings for math over reading suggests
either (a) more stringent standards used to eval-
uate math articles, or (b) a lack of research evalu-
ating math sub-domains. Unlike reading compre-
hension, the accommodated read-aloud condition
in math was quite consistent: Conditions included
the test being read by a trained teacher/proctor
(Elbaum, 2007; Johnson, 2000; Tindal et al.,
1998), or a video read aloud (Helwig et al., 2002,
1999).

Student Characteristics

Of the studies reviewed, only Fletcher et al.
(2006) and Hale et al. (2005) used a measure
percentile cutoff approach to classify students.
Fletcher et al. “required that the participating
students clearly demonstrate word recognition
difficulties” (p. 139). To ensure this, letter-
word identification and word attack subtests of
the Woodcock-Johnson III were administered.
If the student scored above the 26th percentile
or the student’s teacher had another assessment
showing them functioning above the 25th per-
centile, the student was no longer evaluated. This
approach actually documented the achievement
level of students who were deemed “in need” of
the accommodation. Students in the Helwig et al.
(1999) study took a test of oral reading fluency
along with a basic math skills test. Data analy-
ses were then conducted on four student groups:
low reader/high math, medium reader/high math,
high reader/high math, and low reader/low math.
However, too few students were available in the
medium reader/low math or high reader/low math
for meaningful analyses to be conducted.

Fletcher et al. (2006) also used a specific
school-assigned disability label to describe stu-
dents (dyslexic), as did Hale et al. (2005) with
their focus on emotionally disturbed. The most
common approach to classifying students was to
use a generic, school-assigned label (i.e., LD).
Fuchs, Fuchs, Eaton, Hamlett, Binkley, et al.
(2000) have noted that “the appropriate unit
of analysis in accommodation decisions is the
individual, not the LD label” (p. 69) and that
the heterogeneity within the LD group “makes

conceptual analysis of meaningful test accom-
modations impossible” (p. 68). Despite this, the
authors did not go beyond the school-identified
labels of LD and non-LD during data analysis,
similar to others (Elbaum et al., 2004; Tindal
et al., 1998).

Some studies classified students by generic
labels, but provided careful descriptions of how
the school deployed this label (i.e., discrepancy
model, RTI, etc.) or provided other achieve-
ment information, such as state test results
(e. g., Elbaum, 2007; Hale et al., 2005; Meloy
et al., 2002). Other researchers stratified stu-
dents into more than the typical two or three
groups (Special Education, General Education,
and Title 1; Crawford & Tindal, 2004), while
still other studies used a specific label (learning
disabled in reading, LD-R; Helwig et al., 2002;
Johnson, 2000; Meloy et al., 2002). The LD-R
label was deemed slightly more specific than a
general LD label; however, students identified
as LD-R are still a largely heterogeneous group.
Johnson (2000) never explicitly used the LD-R
label, but stated that the sample, “consisted of
students receiving special education services for
reading disabilities, as defined by Washington’s
Administrative Code” (pp. 262–263). Meloy et al.
(2002) used the school’s definition of LD-R, and
further qualified the sample by stating that “stu-
dents with additional diagnoses or service labels
such as behaviorally or emotionally disturbed
were not included in the study” (p. 250).

Research Designs and Quality
of Research

As noted earlier, the experimental and quasi-
experimental research can be analyzed by the
degree to which causal inferences are plausi-
ble from known treatments (accommodations) to
documented outcomes (performance on a state
test or other measure of achievement).

In this analysis, threats to internal validity
focus on the co-variation of other causes asso-
ciated with an effect and can arise from a num-
ber of sources: ambiguous temporal sequences,
subject selection biases, history and maturation,
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regression, attrition, testing, or instrumentation
effects. As can be seen in the sources of threats
to internal validity, the focus is on causal infer-
ence in the context of study designs. Each of the
threats presents a counter-explanation of why an
effect was achieved irrespective of the treatment,
which otherwise should provide the best explana-
tion. Internal validity is concerned with clarity of
causal reasoning and the errors that can arise from
explanations attributed from a specific cause that
is related to a specific effect.

Threats to statistical conclusion validity
reflect the strength of covariance between cause
and effect and come from a number of sources:
violated assumptions of the statistical tests,
low statistical power, repeated analyses of data,
restricted range of performance, marked het-
erogeneity among populations, unreliable treat-
ments, extraneous factors in the settings, unreli-
ability of measures, and inaccurate effect sizes.
In these threats, the focus is on the degree to
which co-variation can be documented; each
threat weakens the ability of experiment to ascer-
tain the presence of an effect, given a presumed
cause. Statistical conclusion validity is concerned
with errors resulting from statistical analyses
used to document co-variation.

With external validity, the focus is on gen-
eralizations across students, settings, treatments,
and measures. A number of threats can result in
errors resulting from an interaction of causal rela-
tions among these four dimensions of a study,
limiting inferences to only those students, set-
tings, treatments, or measures that were used in a
study. External validity concerns the causal infer-
ences (size or direction) interacting with students,
settings, treatments, or measures.

Finally, and perhaps most importantly, there
are threats to construct validity that concern
the relation between the operations used in
a study and the constructs used to describe
them. A number of threats are present includ-
ing inadequate explication of constructs, con-
founding constructs, bias from mono-method
or mono-operations, constructs interacting with
each other, measurement reactivity, study partic-
ipation and feedback, reactivity to experimen-
tal situations, expectancies from experimenters,

novelty and disruption, compensatory equaliza-
tion or rivalry, demoralization, and treatment dif-
fusion. Construct validity addresses explanatory
descriptions of the study and the generalizations
that can be made.

Extended Time

Of the six studies we reviewed on extended time,
the internal validity of the studies reflected a
clear direction of causal inference. Researchers
conducted studies that were clear on the tem-
poral sequence (of the treatment) and provided
clean comparisons of subjects across treatment
and control conditions. However, most studies
also used convenience samples, so subject selec-
tion biases may have been present. All stud-
ies were conducted over short time periods, so
history and maturation were clearly not viable
threats as well as regression or attrition. Because
of the crossed conditions, testing effects may
have been present in studies that did not counter-
balance introduction of the conditions. Finally,
with crossed designs, testing and instrumenta-
tion effects may have been present. In general,
researchers on accommodations have produced
studies that avoid many threats to internal valid-
ity, thus providing assurance of causation when
(significant) effects were found.

Most of the research on extended time accom-
modations reflected studies with appropriate sta-
tistical conclusion validity. Researchers generally
used appropriate statistical tests and appropri-
ately mined the data files. All studies had suf-
ficient sample size to conduct various statistical
tests. With some populations (e.g. students with
disabilities), restricted ranges of performance
were present, perhaps lessening the ability to
show the strength of co-variance between treat-
ments and outcomes; nevertheless, the research
on accommodations tended to include a wide
range of (general education) students reflecting
considerable heterogeneity of students. Few treat-
ments were specifically defined or monitored,
although they contained few extraneous factors.
Finally, reliability of the measures was seldom
documented. The research on accommodations
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in general included few controls for threats
to statistical conclusion validity, with consid-
erable improvements needed before inferences
can be made about the presence (or strength) of
co-variation between accommodations and out-
comes.

External validity is the area with the most
threats. Only Elliott, Bielinski, Thurlow, DeVito,
and Hedlund (1999) and Cohen et al. (2005) had
sufficient numbers of students to generalize to
large-scale test populations. At the other extreme
was a study by Hale et al. (2005) which included
a small sample size (n = 4). All of the stud-
ies in accommodations reflected very idiosyn-
cratic contexts, limiting generalizations to other
students, settings, treatments, and measures. No
studies have been replicated.

Threats to construct validity (including con-
sideration of the treatment and outcome measure)
were present across all studies. With extended
time, treatment integrity was rarely an issue as
it was either defined or explicitly monitored.
However, extended time in the field is rarely
operationalized as a unitary construct but often
confounded with setting and grouping to allow
schools an efficient manner for implementation.
Clearly, then, the research on extended time
has more construct clarity than is executed in
practice. Most of the researchers used crossed
designs, in which students served as their own
controls (e.g., they received both the experi-
mental accommodation treatment and the control
standard test administration). Because crossed
designs were primarily used, a number of threats
were minimized in the research, including study
participation, reactivity to experimental condi-
tions, novelty or disruption, and compensatory
artifacts. Experimenter expectancies were never
addressed in the research.

Read Aloud Accommodations

We reviewed 10 studies and found similar vari-
ation among the researchers as we found with
extended time. This variation affects threats to
validity in different ways with the general effect

of providing the field only a nascent accumula-
tion of findings to guide practice.

The studies on read aloud reflect a general
consistency in the manner that threats to internal
validity have been controlled. Nearly all stud-
ies provided a treatment with a clear temporal
sequence (some kind of treatment was uniquely
introduced). Most of the studies were conducted
within a short fixed period of time (typically,
a class period). Generally, students were conve-
niently sampled by using entire classrooms, an
artifact that confounds students nested in teach-
ers. Some studies have actually used random
assignment to treatments, a feature that precludes
subject selection bias. For example, Tindal et al.
(1998) used a nested design but their random
assignment of students controlled for threats to
internal validity. Likewise, Fletcher et al. (2006)
randomly assigned students to accommodated
and control groups to take a state test. Other
factors also were considered in selecting stu-
dents. For Kettler et al. (2005) the IEP was
considered and then they matched the student
(with a disability) to a student without a disabil-
ity. Performance on a curriculum-based measure
administered under an accommodated condition
was used to assign students to accommodations
(Fuchs, Fuchs, Eaton, Hamlett, Binkley, et al.,
2000). Hale et al. (2005) used a time series design
and therefore may have established the best con-
trol for various threats to internal validity (his-
tory, maturation, regression, attrition, testing, and
instrumentation). Elbaum (2007), as well as most
other researchers, counter-balanced forms and
order to control threats from testing and instru-
mentation. In general, because the time period
for treatment was so constrained, few studies had
many threats to internal validity from these lat-
ter variables. Testing and instrumentation effects
were generally ignored (neither controlled nor
described). Published tests were either a state test
(or approximation of a state test; Helwig et al.,
2002) or a researcher-developed test (Hale et al.,
2005).

Studies on read aloud accommodations
addressed statistical conclusion validity in a
number of ways. The most significant issue
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was obtaining a sufficient sample size to doc-
ument co-variation between the treatment and
the outcome. Because the focus has been on
understanding the effects for students with
disabilities, over-sampling has been used often
to attain sufficient numbers for conducting
parametric analyses (Elbaum, 2007; Fletcher
et al., 2006). In some research, sample sizes have
been determined ahead of time by considering
power and effect sizes needed (Elbaum et al.,
2004). Nevertheless, as in the extended time
studies, student populations have been somewhat
restricted in performance (special education)
as well as heterogeneous (general education);
limited studies have been done where various
skill levels have been documented of students
participating in the study. Probably, the most
significant issue in read aloud accommodations
has been the unreliability of treatment implemen-
tation and extraneous factors in the settings that
appeared along with the accommodation. The
problem with these latter two threats is that any
effect may be partially associated with or caused
by other factors in the procedures or setting. Few
studies have addressed reliability of measures
even though considerable attention has been
given to their construction.

Threats related to external validity are promi-
nent in research on read aloud accommodations.
However, it is difficult to ascertain the degree of
influence as no replications have ever appeared
in this body of research. Each study represents
a unique group of students, treated uniquely in
both the settings and the manner of delivering
an accommodation, and measured using study-
specific outcomes. Ironically, the external validity
of this accommodation is stronger with stud-
ies using more generic treatments with a range
of students sampled by classrooms taking mea-
sures typical of large-scale testing programs. For
example, the scripted directions from Elbaum
(2007) may be easier to use in practice than the
videotaped administration used by Crawford and
Tindal (2004).

Construct validity may be the most troubling
aspect of research on read aloud accommoda-
tions. Great variation existed among study opera-
tions and controls that may or may not have been

present and the constructs used to explain them.
Furthermore, considerable variation existed in
both what was read and how it was read. For
example, Elbaum (2007) had teachers read with
time paced; Johnson (2000) used proctors, and
Crawford and Tindal (2004) used videotaped
read alouds. Finally, read aloud accommodations
were rarely implemented as a uniform or singu-
lar accommodation. Meloy et al. (2002) not only
used a script, but they also implemented extra
time. Likewise, Fuchs, et al. (2000) also assigned
extended time and large print along with the read
aloud. And almost endemic to this research, lit-
tle connection has been documented between the
use of this accommodation and the use of assisted
reading in the classroom (where students have
materials read aloud to them). Therefore, the con-
struct validity of read aloud accommodations has
not been clearly established and the very nature
of its implementation has often been associated
with other accommodations (e.g., a quiet and sep-
arate setting or individual test administration). In
the end, several threats associated with construct
validity have been present, particularly confound-
ing constructs and constructs interacting with
each other. On the other hand, most studies have
used crossed designs in which students served as
their own control and therefore limited possible
threats associated with measurement reactivity,
study participation and feedback, reactivity to
experimental operations, novelty and disruption,
and rivalry and demoralization. The only poten-
tial problem associated with this design has been
treatment diffusion, an unfortunate side effect
from the same teachers implementing both treat-
ments (the accommodation and the comparator
condition).

Conclusions on Validity Evidence

Large-scale assessment programs reflect a com-
plex process that requires appropriate test design
and development along with the procedural and
statistical documentation that provides various
test-focused validity evidence for making infer-
ences on content proficiency, internal structures
and invariance across subgroups, relations with
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other measures, or the relation between access
and target skills (response processes). In addi-
tion, however, validation evidence needs to arise
from testing programs in practice, using quasi-
experimental and experimental research con-
ducted in the field after measures have been
introduced. This is particularly true when spe-
cific populations (e.g. students with disabil-
ities) become the focus of test design and
administration.

Although we primarily addressed accommo-
dations to standards-based grade-level tests, our
findings have a number of implications for stu-
dents being assigned to alternate assessments
judged against modified achievement standards.
Using response processes as an important form
of validity evidence, we reported on a consider-
able amount of research on two accommodations:
extended time and read aloud. By considering
both the demands of the test and the characteris-
tics of the students, we found a number of studies
with sufficient specificity to provide the field a
solid research base. We also reported on the study
designs and the degree to which adequate threats
to validity were controlled. Again, a number of
studies have been completed on these two accom-
modations to provide recommendations to the
field.

However, a number of shortcomings also were
apparent, particularly in the overall manner in
which tests have been studied, to warrant sev-
eral recommendations for improving practice. We
have organized these conclusions around five
topics: (a) definitions of constructs, (b) opera-
tionalization of test design and implementation,
(c) training of teachers, (d) organization of sys-
tems, and (e) validation of outcomes in an itera-
tive fashion.

Definitions of Constructs

Measurement practices need to improve consid-
erably in defining constructs, particularly when
testing students with disabilities. Although the
Standards (AERA, APA, NCME, 1999) provide a
definitive source for clarifying validity evidence,

they remain out of synch with the field of accom-
modations with language precariously perched
between definitions of test changes and popula-
tions for whom the tests were designed. They do
not directly address issues of universal design;
nor do they address policy (e.g., federal regula-
tions) in which specific populations of students
are targeted. This problem becomes compounded
when considering threats to construct misrepre-
sentation, particularly in reference to response
processes (i.e., analysis of task demands and
consideration of student characteristics).

Operationalization of Test Design

The principles of test design have been well artic-
ulated for decades and procedures well estab-
lished for how items should be developed and
displayed, whether they use selected or con-
structed responses. The problem is that test-
ing (its design and implementation) needs to
also attend to administration. Any variation is
considered a threat to valid inferences, partic-
ularly construct misrepresentation (Haladyna &
Downing, 2004). Standardization becomes key
in test administration even though it is far more
encompassing and includes test planning and
development (test specifications, item develop-
ment, test design, assembly, and production):

The administration of tests is the most public
and visible aspect of testing. There are major
validity issues associated with test administra-
tion because much of the standardization of
testing conditions relates to the quality of test
administration. . .Standardization is a common
method of experimental control for all tests. Every
test (and each question or stimulus within each
test) can be considered a mini experiment (Van der
Linden & Hambleton, 1997). The test administra-
tion conditions – standard time limits, procedures
to ensure no irregularities, environmental condi-
tions conducive to test taking, and so on – all seek
to control extraneous variables in the “experiment”
and make conditions uniform and identical for all
examinees. Without adequate control of all rele-
vant variables affecting test performance, it would
be difficult to interpret examinee test scores uni-
formly and meaningfully. This is the essence of
the validity issue for test administration conditions.
(Downing, 2006, p. 15)
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Unfortunately, the research on accommoda-
tions has not led to consistent results, primarily
as a result of inadequate attention to response
demands interacting with student characteris-
tics or clear (or consistent) test administra-
tion procedures in the context of experimental
control.

Training of Teachers

Probably the weakest link in a validity argument
on appropriate accommodations is the teacher
(or more properly, their role in making decisions
and the information that is used to make those
decisions). In general, very little attention has
been given to teachers in the process of mea-
suring students. In both our analysis of response
demands with student characteristics along with
the design/execution of research studies, insuffi-
cient attention has been devoted to training teach-
ers on fundamental constructs that comprise the
entire measurement process. Whether the con-
structs are being measured as part of a large-scale
testing program or manipulated as part of a spe-
cific accommodation study, teachers have not
been the focus of attention.

Organization of Systems (Research
and Practice)

The difficulty in developing a fully functioning
large-scale testing program is that often research
and practice are in conflict with each other. For
example, to attain adequate control in estab-
lishing sufficient validity evidence, the research
needs to be done very carefully with all steps
in the design and implementation monitored.
Yet typically, this attention to detail cannot be
attained when considering systems implemen-
tation with thousands of students. Most of the
research has been conducted in specific ways
to maximize experimental control; however, this
approach is antithetical to informing the field of
practice.

Validation of Outcomes

Too often, the research is a single study even
though the validation process is iterative and
studies should be done in relation to each other.
Typically, findings from studies do not build from
previous research and application to practice is
often unclear. So much variation exists in the test
demands and student characteristics that it is not
possible to build an adequate validity argument in
the design and implementation of tests. This vari-
ation is then carried forward to the experimental
and quasi- experimental research on accommo-
dations where even more variation exits. No two
studies approach the same problem in a consis-
tent and systematic manner. The students who
are included in the research vary; the treatments
(accommodations) varied in every manner possi-
ble, with little control over either their definitions
or potential confounds; though often the sam-
ple sizes are sufficient to avoid Type II errors,
certainly the generalization to large-scale test-
ing programs is insufficient; in the end, the very
construct of an accommodation remains elusive.
Little consistency exists on extended time and
read aloud, the two most researched areas; it is
unlikely to be present in other areas of accommo-
dation.
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11Item-Writing Practice and Evidence

Michael C. Rodriguez

Four Thousand Years of Limited
Accessibility

Evidence about the format and function of assess-
ments dates back to at least 2200 BC during the
time of the performance assessments of Chinese
civil service exams. Records of oral and writ-
ten exams can be traced back to the 1200s at
the University of Bologna and 1400s at Louvain
University. During the 1500s, Jesuits (e.g.,
St. Ignatius of Loyola) adopted written tests for
student placement and evaluation. By the 1800s,
written exams were commonly replacing oral
exams because of questions of fairness. However,
these questions were more concerned about fair-
ness in scoring and subjectivity, rather than acces-
sibility or equity in access. Were questions about
validity and access ever asked? There is no evi-
dence of assessment-related research during these
periods of performance assessments, even though
they were all “high stakes.”

Assessment in K-12 education settings
became prominent during the mid-1840s as
Boston public schools adopted short-answer
items in district-wide tests. Once the multiple-
choice (MC) item format was formally adopted
in the Army Alpha and Army Beta tests in
1917, group-administered intelligence tests
modeled after the Binet-Simon Scale of school
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readiness (1908, as cited in DuBois, 1970),
test design was becoming a science. Thorndike
(1904) was the first to introduce principles
of test construction in his Introduction to the
Theory of Mental and Social Measurements.
Item-writing research (to which we have access
in psychology and education journals) began in
the 1920s, at a time when the College Board
began using the new MC item types in college
entrance exams. Item writing and test design
quickly advanced with the landmark chapter on
item writing by Ebel in the 1951 first edition
of Educational Measurement. This period of
item-writing advances and modern measurement
theory was intensified in the late 1960s, through
the introduction of the National Assessment
of Educational Progress (NAEP) (see Jones &
Olkin, 2004, for a history of NAEP), the assess-
ment we have come to know as the nation’s
report card.

The history of testing is instructive, as compre-
hensively reviewed by DuBois (1970), providing
clues to important stages in thinking and practice.
One interesting note is that formal assessments
were originally in the form of performance tasks,
including archery, horsemanship, and account-
ing tasks (as in the ancient Chinese civil ser-
vice exams; see DuBois for a more descriptive
review). When the MC item format was intro-
duced, it was favored over the subjective oral and
written exams. The MC item offered an advance-
ment that was greatly appreciated until the 1960s,
when the fairness of MC items was questioned
because of poor testing practices that led to
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inequitable placement of black and poor children
in special education programs (Williams, 1970).
There was a renewed interest in the promise of
performance assessments that led to their adop-
tion in classrooms and some large-scale test-
ing programs in the 1970s through the 1990s –
whereby performance assessments were viewed
as an innovation and panacea for addressing the
achievement gap; they were, for a brief time, the
new assessment model. Because of costs, poor
quality and psychometric performance, and little
evidence of improved equity and fairness, perfor-
mance assessments have once again fallen out of
favor for large-scale, high-stakes testing.

Access and Assessment as Policy Tools

Through a series of legislative and federal admin-
istrative rules and regulations (see Zigmond &
Kloo, 2009, for a review), there has been intense
attention to issues related to inclusion, fairness,
equity, and access to instruction and assess-
ments that support multiple educational and
accountability purposes. Several research cen-
ters and federally funded research projects have
devoted substantial resources to addressing the
most recent regulations to accommodate students
with modified and alternate academic achieve-
ment standards in NCLB (No Child Left Behind)
assessments. These researchers have contributed
to a sparse volume of research on item writ-
ing. Although such research has been conducted
for nearly 90 years at this point, the science of
item writing is relatively undeveloped compared
to the science of scoring, scaling, and equat-
ing. However, psychometric attention to alternate
assessments is renewing interest in item-writing
research, as a means of improving accessibility at
the item level (Rodriguez, 2009).

This chapter will review existing guidance
on item writing, the available body of item-
writing research, recent research on item writ-
ing and test development with alternate assess-
ments, and, briefly, innovations in item types
and their relevance to accessibility. In the broad
context of item writing and test development,
ensuring test accessibility is a simple exercise

of employing best practice. Good item writ-
ing, founded on what limited evidence exists,
supported through the application of current
item-writing guidance, is implicitly designed
to ensure accessibility. Good item writing has
always been about accessibility. Other promis-
ing areas, including language learning, cognitive
load theory, cognition and learning models, uni-
versal design, and instructional design, support
this goal of test accessibility (many of which
are reviewed in this book). Since the majority
of test items are in the MC format, this will be
the focus of this chapter. However, similar issues
related to constructed-response (CR) items and
performance tasks will receive comment when
appropriate.

MC Formats

There are many formats of MC items, includ-
ing innovative types, enabled through computer-
based testing. Similarly there are several ways
to score each of these formats (more on scor-
ing later). The most common formats for MC
items include the following (based on formats
presented by Haladyna, Downing, & Rodriguez,
2002):
Conventional MC
Dropping poor items from a test on the basis of
item analysis data alone may result in

A. lower content-related validity.
B. lower score reliability.
C. a more heterogeneous test.

Multiple True-False
You are a psychometrician and providing advice
to a novice test author. The test author asks
several questions about improving test score reli-
ability. Are these true or false concepts that, done
in isolation, may improve reliability?

1. Adding more test items of similar quality
improves test score reliability.

2. Increasing the sample size will improve test
score reliability.

3. Obtaining a sample with more test score
variability improves reliability.

4. Balancing positively and negatively worded
stems improves test score reliability.
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Alternate-Choice
Coefficient alpha is a more appropriate index of
reliability for

A. criterion-referenced test scores.
B. norm-referenced test scores.

True-False
If a distribution of raw scores is negatively
skewed, transforming the raw scores to z-scores
results in a normal distribution.
Matching
Match each term on the right with the description
on the left.
1. score consistency A. systematic error
2. test-wiseness B. random error
3. score accuracy C. item difficulty
4. proportion correct D. item discrimination
5. point-biserial E. reliability

correlation
F. validity

Context-Dependent Item Set
A college class of 200 students was given a
final exam. The item analysis based on stu-
dents’ responses to five of the multiple-choice
items is reported in the table. Response fre-
quencies to correct options are in brackets [ ].
For example, the correct option to item #1 is A,
correctly answered by 125 of the 200 students.
Write the item number on the blank following
questions #19 to #24.

Number of students selecting each
choice

Item
number

Choice
A

Choice
B

Choice
C

Choice
D

Corrected
item-total
correlation

1 [125] 25 20 30 .35
2 0 15 [185] 0 .15
3 [90] 25 15 70 −.40
4 40 30 [100] 30 .14
5 35 85 5 [75] .30

1. Which item has the best discrimination? _____
2. Which item is the most likely candidate for

revision into a true-false item? _____
3. Which item is the most difficult? _____
4. Which item is the most likely to have two

correct answers? _____
Note: Each item above is a 5-option MC item.

Complex Multiple-Choice (Type K)
Which are criterion-referenced interpretations of
test scores?

1. John’s score is three standard deviations
above the class mean.

2. Mary answered 80% of the items correctly.
3. Eighty% of the class scored above a T-score

of 45.
4. The average math score for Arlington High

School is equal to the district average.
5. Antonio is proficient in 5th grade reading.
A. 1 and 3.
B. 1, 3, and 4.
C. 2 and 5.
D. 2, 4, and 5.
E. All 5.

CR Formats

The many forms of CR items are less system-
atically organized across the literature. For the
most part, CR items are distinguished from MC
items because they require the examinee to gener-
ate or construct a response. Many alternate forms
exist, many of which are innovative items enabled
through computer testing (described below).
More traditional forms of CR items were classi-
fied by Osterlind and Merz (1994), described in
the next section, in an attempt to create a taxon-
omy of CR items. Osterlind and Merz, as well as
Haladyna (1997), described over 20 formats for
CR items, including more common formats, such
as essays, grid-in responses, research papers,
short-answer items, and oral reports – as well
as fill-in-the-blank and cloze procedures, which
are not recommended for use in tests (Haladyna).
They also included, what most measurement spe-
cialists would include within the range of perfor-
mance assessments, considerably different forms
of tasks like portfolios, performances, exhibi-
tions, and experiments. These tasks require much
more extensive scoring rubrics and substantially
more time, as well as require planning and prepa-
ration time so they are typically not adaptable to
on-demand testing.

There is no theoretical framework or taxo-
nomic scheme that is all-encompassing across



204 M.C. Rodriguez

the many forms of MC and CR items and
performance assessment tasks to make meaning-
ful distinctions in all cases. Items are not con-
sistently differentiated by features of the items
themselves, in response modes allowed for var-
ious item formats, or in the scoring processes for
various item formats. In large-scale achievement
tests, one typically finds grid-in items, short-
answer items, and essay formats. In many cases,
responses to such item formats can be objectively
scored, particularly through the use of automated
scoring (see, for example, Attali & Burstein,
2006). In alternate assessments (mostly for AA-
AAS), alternate forms of responding to these
more constrained CR items are allowable, includ-
ing verbal responses, drawings, and word lists or
construct maps.

Item-Writing Guidelines
and Taxonomies

In the arena of accessibility, there is a renewed
interest in accommodations, item writing, test
modification, and assessment design. A number
of resources are available, including recent spe-
cial issues of journals, for example the Peabody
Journal of Education (Volume 84, 2009) and
Applied Measurement in Education (Volume 23,
Number 2, 2010).

Every educational measurement textbook (of
which there are dozens) contains one or more
chapters on item writing. A number of chap-
ters are designed to be somewhat exhaustive
and instructive regarding item writing, includ-
ing Chapters 12, 13, and 14 in the Handbook of
Test Development (Downing, 2006; Welch, 2006;
and Sireci & Zenisky, 2006; respectively) and
more generally Chapters 9 and 16 in Educational
Measurement (Ferrara & DeMauro, 2006; and
Schmeiser & Welch, 2006). There are also a
handful of books devoted to aspects of item writ-
ing – for example, Writing Test Items to Evaluate
Higher Order Thinking (Haladyna, 1997) and
Developing and Validating Multiple-Choice Test
Items (Haladyna, 2004).

MC Item-Writing Guidelines

The first comprehensive taxonomy of MC item-
writing guidelines was developed by Haladyna
and Downing (1989a) with a companion piece
summarizing the available empirical evidence
(1989b). This taxonomy was revised to include
additional empirical evidence and a meta-analytic
review of some of that evidence (Haladyna et al.,
2002). These reviews were largely informed from
a review of item-writing advice from over two
dozen textbook authors, with support from exist-
ing empirical literature. Most of these guide-
lines were based on logical reasoning and good
writing practices; very few were based on empir-
ical evidence. Guidance on item writing covers
four elements of MC items: content, format-
ting and style, writing the stem, and writing the
options.

Content concerns are paramount and the sub-
ject matter expert is the key to writing a success-
ful item. Items should be carefully constructed
to tap important relevant content and cognitive
skills. These guidelines are largely based on log-
ical argument and experience of item writers
and examinee reactions. Aside from some gen-
eral research on clarity and appropriate vocab-
ulary use, there are no specific tests of these
item-writing guidelines. The guidelines regarding
content concerns include:

1. Every item should reflect specific content
and a single specific mental behavior, as
called for in test specifications (two-way
grid, test blueprint).

2. Base each item on important content to learn;
avoid trivial content.

3. Use novel material to test higher-level learn-
ing. Paraphrase textbook language or lan-
guage used during instruction when used
in a test item to avoid testing for simply
recall.

4. Keep the content of each item independent
from content of other items on the test.

5. Avoid over-specific and over-general content
when writing MC items.

6. Avoid opinion-based items.
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7. Avoid trick items.
8. Keep vocabulary simple for the group of

students being tested.
Formatting and style concerns are largely

based on general good writing practice.
There is some empirical evidence to support
general use of most item formats (Haladyna
et al., 2002), whereas others, like the com-
plex MC format, appear to introduce greater
difficulty that may be unrelated to the con-
struct being measured in most settings. There
is evidence to support the recommendation
regarding format of the MC item (guide-
line 9). Additional evidence is available
regarding guideline 13. These guidelines
include:

9. Use the question, completion, and best
answer versions of the conventional MC,
the alternate choice, true-false (TF), multiple
true-false (MTF), matching, and the context-
dependent item and item set formats, but
AVOID the complex MC (Type-K) format.

10. Format the item vertically instead of horizon-
tally.

11. Edit and proof items.
12. Use correct grammar, punctuation, capital-

ization, and spelling.
13. Minimize the amount of reading in each

item.
Writing the stem is also an area with

limited empirical evidence. With the excep-
tion of negatively worded stems, which the
empirical results suggest should be rarely
done, these guidelines are extensions of style
concerns, specifically applied to the stem of
the item. Although the work of Abedi and
others provides evidence to support these
guidelines, their work was not intentionally
designed to test the validity of specific item-
writing guidelines. The guidelines regarding
writing the stem include:

14. Ensure that the directions in the stem are very
clear.

15. Include the central idea in the stem instead of
the choices.

16. Avoid window dressing (excessive verbiage).

17. Word the stem positively, avoid negatives
such as NOT or EXCEPT. If negative words
are used, use the word cautiously and always
ensure that the word appears capitalized and
boldface.

Writing the choices is the area with the
largest volume of empirical evidence. Issues
related to MC options were studied in the
first published empirical study of item writ-
ing (Ruch & Stoddard, 1925). Since then,
there have been dozens of published studies
in this area. Nevertheless, of the 14 guide-
lines in the following, only 5 have been
studied empirically (18, 24–27).

18. Develop as many effective choices as
you can, but research suggests three is
adequate.

19. Make sure that only one of these choices is
the right answer.

20. Vary the location of the right answer accord-
ing to the number of choices.

21. Place choices in logical or numerical order.
22. Keep choices independent; choices should

not be overlapping.
23. Keep choices homogeneous in content and

grammatical structure.
24. Keep the length of choices about equal.
25. None-of-the-above should be used carefully.
26. Avoid All-of-the-above.
27. Phrase choices positively; avoid negatives,

such as NOT.
28. Avoid giving clues to the right answer,

such as:
a. Specific determiners including always,

never, completely, and absolutely.
b. Clang associations, choices identical to or

resembling words in the stem.
c. Grammatical inconsistencies that cue the

test-taker to the correct choice.
d. Conspicuous correct choice.
e. Pairs or triplets of options that clue the

test-taker to the correct choice.
f. Blatantly absurd, ridiculous options.

29. Make all distractors plausible.
30. Use typical errors of students to write your

distractors.
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31. Use humor if it is compatible with the teacher
and the learning environment.

In the context of accountability, most of these
guidelines provide for clarity, efficiency in word
usage, and largely employ good writing practices
that should provide for the greatest accessibil-
ity to the widest audience of examinees. For
those guidelines that have an evidence base,
the direction of the guidance promotes the eas-
ier form of an item that supports the intended
inferences (validity) compared to an alternative.
This research supports the goal of accessibil-
ity and is in line with principles of univer-
sal design. This evidence is briefly reviewed
below.

Constructed-Response Item-Writing
Guidelines

Guidelines for writing CR items are less devel-
oped and less uniform across sources, with even
less empirical evidence. An early attempt to for-
malize a framework for CR items was offered
by Bennett, Ward, Rock, and LaHart (1990). In
this work, they differentiated item types based on
the degree to which openness is allowed in the
response. They tested this framework by assess-
ing the ability of judges (27 test developers)
to reproduce expected item classifications (46
items) according to the framework and the ability
of judges (16 test developers) to assess scoring
objectivity. Their framework provided a scheme
for categorizing items, in order of (0) multiple-
choice, (1) selection/identification, (2) reorder-
ing/rearrangement, (3) substitution/correction,
(4) completion, (5) construction, (6) presenta-
tion/performance. Judges relatively succeeded on
their agreement of item classifications; however,
there were disagreements on every item, even
among the MC items. Oddly, there was greater
agreement in scoring among items with more
closed scoring keys, rather than those with open
scoring keys. The authors surmised that open
scoring keys provided for greater inclusion to
a wide range of responses rather than more
structured items which provided specific correct
options.

A taxonomy for CR items was proposed
by Osterlind and Merz (1994), who reviewed
the work of cognitive psychologists, includ-
ing Hannah and Michaels (1977), Snow (1980),
Sternberg (1982), and others, as a framework for
the multidimensionality of cognition. This tax-
onomy contained three dimensions – including
(a) the type of reasoning competency employed,
including (i) factual recall, (ii) interpretive rea-
soning, (iii) analytical reasoning, (iv) predictive
reasoning; (b) the nature of cognitive contin-
uum employed, including (i) convergent think-
ing and (ii) divergent thinking; and (c) the kind
of response yielded, including (i) open-product
and (ii) closed-product formats – producing 16
combinations. The first two dimensions address
cognitive processes, whereas the third dimen-
sion addresses the kinds of responses possible.
Closed-product formats are those that allow few
possible response choices, possibly scored with
a relatively simple scoring key; open-product
formats permit many more choices, requiring
scoring with more elaborate rubrics potentially
allowing unanticipated innovative responses.

Most introductory educational measurement
textbook authors provide guidance for CR item
writing. Hogan and Murphy (2007) reviewed
advice about preparing and scoring CR items
from authors of 25 textbooks and chapters
on educational and psychological measurement
from 1960 to 2007. The 25 sources resulted in
124 points on preparing CR items and 121 points
on scoring. They reference a handful of empiri-
cal research on these guidelines, but suggest that
most are not based on empirical evidence. They
suggest that it is important to assess the degree
to which the recommendations affect the psycho-
metric quality of tests and assessments. Among
those most relevant for accessibility, the most fre-
quently cited recommendation for preparing CR
items was attention to testing time and length of
the CR test (cited 20 times), followed by avoid-
ing the use of optional items, defining questions
or tasks clearly, relating content to instructional
objectives, assuring items test complex processes,
avoiding the use of CR items to test recall, and
considering vocabulary, grammatical, and syntax
appropriateness for the level of the test.
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Major testing companies have developed CR
item-writing guides to guide the work of their
item writers. Notably, the work of Educational
Testing Service (ETS) in their large-scale
programs including CR items (e.g., National
Assessment of Education Progress and Advanced
Placement exams) has resulted in a large body
of research on the quality of CR items, scoring,
and scores. The ETS Guidelines for Constructed-
Response and Other Performance Assessments
(Baldwin, Fowles, & Livingston, 2005) provides
a starting point. These guidelines are general,
forming a basis from which more specific guide-
lines can be developed for specific testing pro-
grams. Most importantly, they argue that three
elements must be in place prior to planning the
design of CR items. Each of these elements
speaks directly to equity, fairness, and accessi-
bility (and applies more generally to all forms of
assessment):
1. Make sure the people whose decisions will

shape the assessment represent the demo-
graphic, ethnic, and cultural diversity of the
people whose knowledge and skills will be
assessed.

2. Make relevant information about the assess-
ment available during the early stages so that
those who need to know and those who wish
to know can comment on the information.

3. Provide those who will take the assessment
with information that explains why the assess-
ment is being administered, what the assess-
ment will be like, and what aspects of their
responses will be considered in the scoring.
In his work on CR items and their ability to

tap intended cognitive functions in the NAEP
assessments, Gitomer (2007) defines CR items
as “well-defined tasks that assess subject matter
achievement and that ask examinees to demon-
strate understanding through the generation of
representations that are not prespecified and that
are scored via judgments of quality” (p. 2). With
respect to effective CR items and more generally
to a wide range of performance assessment tasks,
Gitomer argues that task demands are only clear
in the context of the rubric, and that the meaning
of the rubric is only clear in the context of the
associated scoring process. Similarly, students

must understand what is being asked of them
in the task and understand the response require-
ments, and the scoring system must consistently
interpret the student’s response.

Both of these elements address accessibil-
ity. Gitomer argues that these requirements are
typically satisfied for MC items, assuming the
question is clear and students understand their
task (i.e., good item writing). However, for CR
tasks, these requirements are typically not satis-
fied, and he presents a framework for CR item
design that is intended to secure these require-
ments in a coherent way. The intent is to ensure
that students understand what is being asked of
them and that scorers know how to interpret stu-
dent responses appropriately. He presented seven
guidelines for effective CR task development:
1. Justify the use of CR task formats; the tasks

should require student thinking that cannot
easily be obtained from MC of other fixed-
choice formats.

2. Inferences should be explicit and construct-
relevant; inferences about task demands and
responses should not require implicit assump-
tions, such that they are a direct function of
knowledge or skill on the construct of interest.

3. Distinctions should be clear across score
points; clear distinctions regarding the fea-
tures and quality of evidence to satisfy every
score point are defined.

4. Justifications should be clear within score
points; when there are different ways to
accomplish a given score point, they should be
cognitively equivalent.

5. Avoid over-specification of anticipated
responses; combinations of response fea-
tures may satisfy the required support for
intended inferences even if every element
required (through over-specification) to
achieve a given score is not included in the
response.

6. Empirically verify and modify task through
pilot studies; empirical evaluation of student
performance on the task and the associated
rubric sufficiency needs to be considered.
(Herein lies the examination of accessibility
to students with varying levels of cognitive
abilities.)
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7. Construct measurement should be consistent
across tasks; the expectations for the same
cognitive aspects should be consistent across
tasks within the assessment.

Choosing the Item Format

Rodriguez (2002) provided guidance regarding
the choice of item format. He listed advan-
tages and disadvantages of MC and CR items.
Rodriguez argued for the primacy of purpose of
the assessment as the guiding force regarding
all test design stages, but particularly regard-
ing choice of item format. For the purpose of
rank-ordering academic abilities, the two formats
appear to behave more alike than not. Although
carefully constructed MC items can assess a wide
range of cognitive processes, CR items more
directly (and perhaps more easily) measure com-
plex processes, providing for opportunities for
a wider range of responses and novel solutions,
particularly when the target objective requires a
written response or extended explanation, rea-
soning, or justification. However, most CR items
in operational tests behave far too much like
MC items without options, making responses
from the two formats nearly perfectly correlated
(Rodriguez, 2003). In fact, if CR items are written
like MC item stems, not really addressing differ-
ent cognitive tasks, they will measure the same
aspects of the construct as MC items, but with
much less precision. Issues of accessibility apply
equally to both formats.

Evidence

The evidence base for existing item-writing
guidelines is sparse, as described earlier. Some of
that evidence is briefly reviewed here. Evidence
regarding item modifications to achieve the goals
of accessibility is growing and is presented in the
following section.

In their first comprehensive review of the
empirical evidence on item writing, Haladyna
and Downing (1989b) reported the frequency of
support for each of their 43 item-writing guide-

lines, for which only seven had empirical evi-
dence. These included
• avoid “none-of-the-above,”,
• avoid “all-of-the-above,”,
• use as many functional distractors as

feasible,
• avoid complex item formats (Type-K),
• avoid negative phrasing,
• use the question or completion format,
• keep option lengths similar.
Except for the last three guidelines for which
there was strong support, the others had mixed
support (for and against). The issue of number of
distractors was the most frequently investigated,
so it will be treated separately in this review. The
others were studied no more than 10 times in the
63 years of literature covered.

The largely narrative review of the item-
writing guidelines was enhanced with an empir-
ical meta-analysis of existing research by
Rodriguez (1997). This analysis examined the
overall effect of violating several item-writing
guidelines based on published research. These
results are summarized below. In a revision of
the Haladyna and Downing (1989a) taxonomy of
item-writing guidelines, Haladyna et al. (2002)
reviewed 19 empirical studies published since
1990. They mostly found support for the existing
taxonomy of item-writing guidelines and reduced
the number of guidelines to 31. They also con-
cluded that the plausibility of distractors is an
area of item writing that is long overdue for
empirical study.

Item-Writing Guidelines with Empirical
Evidence

Not all of the seven guidelines have been investi-
gated equally. Mueller (1975) was the only author
who had examined the effects of inclusive alter-
natives (both none-of-the-above or NOTA and
all-of-the-above or AOTA) and reported inde-
pendent outcomes for AOTA. One limitation of
Mueller’s design was that items were not stem
equivalent across formats. In order to generalize
these findings, we must assume that item difficul-
ties were randomly distributed across all formats
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Table 11.1 Summary of average effects of rule violations

Rule violation Difficulty index
Discrimination
index

Reliability
coefficient

Validity
coefficient

Using NOTA –.035a (.005)
n = 57

–.027b (.035)
n = 47

–.001b (.039)
n = 21

.073 (.051)
n = 11

Using negative stems –.03a (.010)
n = 18

–.166 (.082)
n = 4

Using an open,
completion-type stem

.016b (.009)
n = 17

–.003b (.076)
n = 6

.031b (.069)
n = 10

.042b (.123)
n = 4

Making the correct option
longer

.057ab (.014)
n = 17

–.259b (.163)
n = 4

Using type-K format –.122ab (.011)
n = 13

–.145ab (.063)
n = 10

–.007b (.083)
n = 4

aAverage effect is significantly different than zero
bEffects are homogenous or consistent across studies based on the meta-analytic Q-test statistic
Note: Standard errors are in parentheses. The number of study effects is n
Source: Rodriguez (1997)

used. Mueller reported that items with AOTA
were the least difficult among the formats exam-
ined (including NOTA and Type-K items) and
where AOTA was the correct response, the item
was very easy. The use of AOTA provides a clue
to respondents with partial information, in that
knowing two options are correct suggests that all
are correct.

For five of the empirically studied guidelines,
the results of the Rodriguez (1997) meta-analysis
are summarized in Table 11.1. The empirical
evidence of item-format effects was inconclu-
sive. When rule violations resulted in statisti-
cally significant effects, they tended to be small.
For example, using NOTA reduced the diffi-
culty index overall (making items more difficult),
but had no significant effect on item discrimi-
nation, score reliability, or validity. Using neg-
atively worded stems made items more difficult
and reduced score reliability, but with only four
effects regarding reliability, this effect was non-
significant. Using an open completion-type stem
had no effect on any metric. Making the correct
option longer (a common error made by class-
room teachers) made items easier and reduced
validity (although with only four effects, this
was not significant). Finally, using the complex
Type-K format made items much more difficult,
reduced item discrimination, but had no overall
effect on score reliability.

Three Options Are Optimal

A comprehensive synthesis of empirical evi-
dence regarding the optimal number of options
for MC items included 80 years of research
(Rodriguez, 2005). Researchers included tests
of K-12 achievement, postsecondary exams, and
professional certification exams in areas includ-
ing language arts, social sciences, science, math,
and other specialty topics, where all but one
of the researchers recommended three options
for MC items (or four options if that was the
minimum studied). Rodriguez found that mov-
ing from five or four options to three options
did not negatively affect item or test score statis-
tics. Negative effects were found if the number
of options was reduced to two (as in alternate-
choice MC items). The results were even
more compelling when examining the effect of
distractor deletion method used in the studies.
When distractors were randomly deleted to create
forms with fewer options, a significant decrease
in score reliability was observed. When ineffec-
tive distractors were removed to go from five or
four options to three options, there was no effect
on score reliability.

In addition to the empirical evidence pro-
moting the use of three-option items, several
additional arguments support this approach; in
particular, the reduction of cognitive load and
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greater accessibility to the item by all students.
Rodriguez (2005) argued that less time is needed
to prepare three-option items and more items can
be administered in the same time frame compared
to four- or five-option items. Rodriguez reviewed
several studies that demonstrated how many
large-scale assessment programs exist where five-
option items function like three-option items,
since few items have more than two effective
distractors. The overwhelming concern regarding
the probability of random guessing likely pre-
vents test designers from employing three-option
items. However, since most items function like
three-option items and the chance of getting a
high score by random guessing on three-option
items is remote, the evidence is compelling for
its adoption. For example, on a 40-item test of
three-option items (with .33 chance of randomly
guessing correctly), the probability of getting
60% correct (score of 24/40) is .00033.

The most important consideration regarding
the distractors in a MC item is to make them plau-
sible, where the distractors are based on common
misconceptions or errors of students, providing
diagnostic information. Distractors are effective
to the degree that they attract the right students,
including students with misinformation, miscon-
ceptions, or errors in thinking and reasoning. We
can then examine the frequency each distrac-
tor is selected to provide instructionally relevant
information.

Research on Item Modifications
for Accessibility

With federal requirements for complete inclu-
sion in state NCLB assessments, attention to
alternate assessments has increased substantially.
Although states define the eligibility for partici-
pation in alternate assessments differently, there
are two primary forms in which these assess-
ments exist, including alternate assessments for
alternate academic achievement standards (AA-
AAS), generally for students with the most severe
cognitive impairments, and alternate assessments
for modified academic achievement standards
(AA-MAS), generally for students with moderate

to severe cognitive impairments (persistent aca-
demic difficulties).

AA-AAS

The technical quality and effectiveness of AA-
AAS have been examined in several ways.
Initially, issues related to alignment between
assessments and curriculum were examined for
students with the most significant impairments
(see, for example, Ysseldyke & Olsen, 1997).
Others examined influences on student perfor-
mance on these assessments, addressing chal-
lenges to validity of results, including technical
quality, staff training, and access to general edu-
cation curriculum (see, for example, Browder,
Fallin, Davis, & Karvonen, 2003). Others have
also examined assessment content given state
standards (see, for example, Johnson & Arnold,
2004).

Recently, Towles-Reeves, Kleinert, and
Muhomba (2009) reviewed 40 empirical studies
on AA-AAS, updating a similar review com-
pleted earlier by Browder, Spooner, et al. (2003).
They made several recommendations, such as (a)
to include both content experts and stakeholders
in studies to validate performance indicators
(e.g., alignment studies), and (b) to design
AA-AAS to produce data to inform instructional
decisions. They argued that studies of technical
quality of AA-AAS are few and limited and
recommended more of this work as the first point
on their suggested research agenda.

Finally, through their work developing tech-
nical documentation for states, Marion and
Pellegrino (2006, 2009) offered an outline for
AA-AAS technical documentation, particularly
focused on the unique characteristics of AA-AAS
in a validity-based framework. They created a
four-volume model of technical documentation,
including (a) a “nuts and bolts” volume that is
similar to the typical technical manual for stan-
dard tests; (b) a validity evaluation combining
the guidance from the Testing Standards (AERA,
APA, & NCME, 1999), Kane (2006), Messick
(1989), and others; (c) a stakeholder summary
(also drawn from the first two volumes); and (d)
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a transition document that provides procedures to
ensure effective transition through changing con-
tractors or state personnel. Although this effort
was supported by their work on two federally
funded collaborations with states on their AA-
AAS, they suggested that this framework could
be used for purposes of documenting technical
evidence for AA-MAS. The first two volumes
specify the kinds of technical information rela-
tive to demonstrating the quality of the AA-AAS,
which is directly a result of accessibility for
students with the greatest academic challenges.

AA-MAS

There has been substantially more attention to
AA-MAS, perhaps due to the larger intended
test-taker population. A special issue of Peabody
Journal of Education (Volume 85) on AA-
MAS recently provided several updates on the
current state of affairs. Each of the articles,
in some way, commented on technical ade-
quacy of AA-MAS as currently employed. Much
of the focus has investigated identification of
appropriate participants, levels of participation,
impact of accommodations, access to the gen-
eral education curriculum, and overall perfor-
mance. Kettler, Elliott, and Beddow (2009) pro-
vided a review of their work on a theory-
guided and empirically based tool for guiding test
modification to enhance accessibility. The Test
Accessibility and Modification Inventory (TAMI,
available at http://peabody.vanderbilt.edu/tami.
xml) is guided by the principles of universal
design, test accessibility, cognitive load theory,
test fairness, test accommodations, and item-
writing research (see Chapter 9, this volume).

The TAMI provides a rating system to eval-
uate accessibility, based on elements of (a) the
reading passage or other item stimuli, (b) the
item stem, (c) visuals, (d) answer choices, (e)
page and item layout, (f) fairness, and (g) sev-
eral aspects of computer-based tests, if appli-
cable. The rating system is guided by a series
of rubrics covering overall accessibility ratings
on each of the above elements and an opportu-
nity to recommend item modifications to improve

accessibility; several standard modifications are
provided as a guide. The purposes of modifica-
tions are to ensure the use of strong item-writing
guidelines to improve the item, to remove sources
of construct-irrelevant variance, and to maximize
accessibility for all students. They also recom-
mend using cognitive labs to guide item and test
modifications.

The TAMI has been employed in several
states. Kettler et al. (in press) and Elliott, et al.
(2010) have reported on results from multistate
consortium research projects involving modifi-
cation of state tests using the TAMI. These
studies have found that modification preserves
score reliability and improves performance of
students (increases scores), and the performance
of students eligible for AA-MAS increased more
than for others. Rodriguez, Elliott, Kettler, and
Beddow (2009) presented a closer analysis of
the effect of modification on the functioning of
distractors. The one common modification was
a reduction of the number of options to three,
typically done by removing the least functioning
or least plausible distractors. In mathematics and
reading items, the retained distractors became
more discriminating. An important element in
this line of research is that item modification typ-
ically involves multiple modifications. Because a
package of modifications is employed, it is diffi-
cult to isolate the effect of any one modification.
Given the large number of possible modifica-
tions and that each modification is tailored to
the accessibility needs of the item, it makes lit-
tle sense to uniformly apply any one modification
across items (see Chapter 13, this volume for a
review of research on packages of modifications).
Moreover, items should be developed initially
with maximizing accessibility as a goal, where
TAMI could be used as an effective guide for item
writers.

Innovations and Technological
Enhancements

Computers and other assistive devices have been
used as accommodations, providing a variety of
means for individuals to respond to test ques-
tions. Computer-based testing also has provided

http://peabody.vanderbilt.edu/tami.xml
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an open venue for a variety of new item for-
mats, where innovations continue to be devel-
oped. Some have argued that these innovations
have led to greater accessibility, and others have
argued that innovative item types have improved
the degree to which items tap the target construct.
Sireci and Zenisky (2006) identified 13 item for-
mats that are enabled by computer-based testing
that also have potential for enhancing construct
representation of the target of measurement and
reducing construct-irrelevant variance. Although
there is some evidence regarding the promise
of these formats, we have not seen evidence
regarding potential enhancement of accessibility.
A couple of examples are provided here.

Extended MC items are typically found in
items with reading passages, where each sentence
in the passage provides an optional response
to specific questions. The exam can contain
questions about a reading passage, for example
regarding the main idea of a paragraph, and the
response is selected by highlighting the appropri-
ate sentence in the reading passage. This format
presents a large number of options (contrary to
the recommendation of three-option items), but
the options are the sentences within the reading
passage itself – rather than rephrased ideas or out-
of-context statements in the typical MC format.
How these features interact and impact accessi-
bility is unknown. Among the many innovative
item types examined in the literature, there is
little evidence regarding their ability to enhance
accessibility.

Other formats include connecting ideas with
various kinds of links (dragging and connect-
ing concepts) and other tasks like sorting and
ordering information. The computer environment
allows for other innovative response processes,
including correcting sentences with grammatical
errors or mathematical statements, completing
statements or equations, and producing or com-
pleting graphical models, geometric shapes, or
trends in data. Computers provide a wide range of
possibilities. Unfortunately, the development of
these formats has been done without the investi-
gation of their effect on accessibility and fairness.

Computer-enabled innovations have been
examined in postsecondary and professional

exam settings. Innovations in the GRE and
TOEFL have led to many studies of impact.
Bennett, Morley, Quardt, and Rock (1999) inves-
tigated the use of graphical modeling for measur-
ing mathematical reasoning in the GRE, where
respondents create graphical representations. The
results provided highly reliable scores that were
moderately related to the GRE quantitative total
score and related variables. For example, exam-
inees may plot points on a grid and then use a
tool to connect the points. Although examinees
agreed that these graphing items were better indi-
cators of potential success in graduate school,
they preferred traditional MC items (which is a
result commonly found when comparing MC and
CR items in other settings).

Bridgeman, Cline, and Levin (2008) exam-
ined the effect of the availability of a calculator
on GRE quantitative questions. They found that
relatively few examinees used the calculator on
any given item (generally about 20% of exam-
inees used the calculator) and the effects on
item difficulty were small overall. There were
also no effects for gender and ethnic group dif-
ferences. Bridgeman and Cline (2000) earlier
examined response times for questions on the
computer-adaptive version of the GRE, examin-
ing issues related to fairness. The issue regarding
differences in item response time is critical in
adaptive tests because examinees receive dif-
ferent items, depending on their response pat-
terns. They found no disadvantage for students
who received items with long expected response
times. They also found a complication in that
the item response time also depended on the
point in which the item was administered in
the test. Gallagher, Bennett, and Cahalan (2000)
examined open-ended computerized mathemat-
ics tasks for construct-irrelevant variance. They
hypothesized that experience with the computer
interface might advantage some. Although no
evidence of construct-irrelevant variance was
detected, some examinees experienced technical
difficulties and expressed preference for paper
forms of the test. It appeared that it took much
longer to enter complex expressions as com-
pared to simply writing them out on paper
forms.
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Broer, Lee, Rizavi, and Powers (2005) looked
for differential item functioning (DIF) among
GRE writing prompts. They found moderate to
large DIF for African American and Hispanic
examinees among some items. In examining
these prompts more closely, they found that sen-
tence complexity and the number of different
points made in the passage increase processing
load and might explain DIF results in these cases.

In the context of accommodations (see
Chapter 10, this volume for further background),
assistive technologies have been used effec-
tively in the area of reading test accessibility.
The Technology Assisted Reading Assessment
(TARA) project conducts research and develop-
ment to improve reading assessments for students
with visual impairments or blindness. It works
in conjunction with the National Accessible
Reading Assessment Projects (NARAP), through
the Office of Special Education Programs and the
National Center for Special Education Research
(http://www.narap.info/). The Accessibility
Principles for Reading Assessments (Thurlow
et al., 2009) presents five principles with
multiple specific guidelines addressing the
implementation of each principle:
1. Reading assessments are accessible to all stu-

dents in the testing population, including stu-
dents with disabilities.

2. Reading assessments are grounded in a defi-
nition of reading that is composed of clearly
specified constructs, informed by scholarship,
supported by empirical evidence, and attuned
to accessibility concerns.

3. Reading assessments are developed with
accessibility as a goal throughout rigorous and
well-documented test design, development,
and implementation procedures.

4. Reading assessments reduce the need for
accommodations, yet are amenable to accom-
modations that are needed to make valid infer-
ences about a student’s proficiencies.

5. Reporting of reading assessment results is
designed to be transparent to relevant audi-
ences and to encourage valid interpretation
and use of these results.
There is a great deal of overlap between the

accessibility principles for reading assessments

with the elements of the TAMI and founda-
tional concepts in cognitive load theory and good
item writing. Guideline 1-A requires understand-
ing of the full range of student characteristics
and experiences, so that item writers produce
items “that have low memory load requirements”
(p. 5). Guideline 1-B requires application of uni-
versal design elements at the test development
stage, including “precisely defined constructs;
nonbiased items; and simple, clear, and intuitive
instructions and procedures” (p. 6). Guideline 2-
D suggests developing criteria to specify when
visuals are used or removed, recognizing the
mixed results in the research literature on the
use of visuals to enhance reading assessments.
Guideline 3-B addresses item development and
evaluation, where the “content and format of the
items or tasks may be modified, to some extent to
increase accessibility for all subgroups” (p. 14).
This includes the importance of conducting item
analysis and think-aloud studies, examining item
functioning across relevant subgroups. Guideline
3-C speaks to test assembly, examining factors
including “length of a test, the way items are
laid out on a page, whether the test is computer-
administered” (pp. 14–15). These principles and
guidelines are intended to provide direction for
future test design and “a road map for improv-
ing the accessibility of current assessments”
(p. 23). The principles are a compilation of exist-
ing guidance and the first three principles largely
reflect the guidance in the TAMI. The TAMI pro-
vides more detailed and explicit direction for item
development and modification.

Alternative Scoring Models

Measurement specialists have argued that impor-
tant information in most forms of items goes
untapped. In part, alternative scoring methods
are associated with alternate administration meth-
ods – the administration methods themselves can
enhance scoring by providing additional infor-
mation about respondents during the adminis-
tration process. Attali, Powers, and Hawthorn
(2008) investigated the effect of immediate feed-
back and revision on the quality of open-ended

http://www.narap.info
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sentence-completion items. As expected, being
able to revise answers resulted in higher scores
and the reliability of revised scores and cor-
relations with criterion measures were higher.
Writing high-quality accessible items or modi-
fying existing items to maximize accessibility is
important on the front end to secure responses
that are construct-relevant, but the degree to
which we obtain construct-relevant information is
a function of scoring.

There are several alternate scoring methods for
any given item format, including MC items. Most
of these alternate methods are intended to capture
partial knowledge, an idea that is underutilized
when assessing students with limited access to
the general curriculum and persistent academic
difficulties. By ignoring information available in
wrong responses, we lose what little informa-
tion might be available about students with the
most challenging academic learning objectives.
For example, the ability to recognize that some
options or responses are more correct than oth-
ers should be rewarded. This may take place by
allowing students to select more than one pos-
sibly correct response and obtain partial credit.
Another option is to allow students to rate their
confidence in the correctness of their answers,
where the confidence rating can be used to weight
responses.

Elimination testing was introduced in 1956 by
Coombs, Milholland, and Womer, who allowed
students to mark as many incorrect options as
they could identify, awarding one point for each
option correctly identified, with a deduction if
the correct option was identified as incorrect.
This process yields scores in a range from –
3 to +3 (for four-option items), providing for a
range of completely correct response to partial
correct to completely incorrect. A related method
allows students to identify a subset of options that
includes the correct answer, with partial credit
given based on the number of options selected
and whether the correct option is in the selected
subset. Chang, Lin, and Lin (2007) found that
elimination testing provides a strong technique
to evaluate partial knowledge and yields a lower
number of unexpected responses (guessing that
results in responses inconsistent with overall
ability, in an Item Response Theory framework)

than standard number correct scoring. Bradbard,
Parker, and Stone (2004) also found that elimi-
nation testing provides scores of similar psycho-
metric quality, reduces guessing, measures partial
knowledge, and provides instructionally relevant
information. They noted that in some courses, the
presence of partial or full misinformation is crit-
ical (e.g., health sciences), and instructors will
have to be more purposeful when developing dis-
tractors, so that they reflect common errors and
misconceptions (so that they attract students with
partial information and meaning can be inferred
from their selection). Bush (2001) reported on a
liberal MC test method that is parallel to the elim-
ination procedure, but instead of asking students
to select the wrong options, they may select more
than one answer and are penalized for incorrect
selections. Bush reported that the higher achiev-
ing students liked the method (because of the
additional opportunities to select plausibly cor-
rect options), but the lower achieving students
strongly disliked it (mostly regarding the negative
markings for incorrect selections).

Models allowing students to assign a prob-
ability of correctness to each option or assign
confidence to their correct response have also
shown to be useful. Diaz, Rifqi, and Bouchon-
Meunier (2007) argued that allowing students
to assign a probability of correctness to one
or more options in MC items allows “the stu-
dent to involve some of the choices that other-
wise he wouldn’t consider, enriching his answer”
(p. 63), and thus providing a closer picture of the
student’s knowledge, skills, and abilities.

Pulling It All Together

As item writing and test design continue to
improve, through the application of a wide range
of accessibility principles, good item writing,
and good test design practice, the full arena of
assessment must work in a coherent fashion. This
book covers much of this arena, from politics
to classrooms to the technology of test design
to obtaining student input. While item writing is
only part of the equation, it is a core component,
since everything else depends on the quality of
the information captured by test items.
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12Language Issues in the Design
of Accessible Items

Jamal Abedi

Issues concerning assessments of English lan-
guage learner (ELL) students are among the top
national priorities as the number of these students
is rapidly increasing in the nation. According
to a recent report by the U.S. Government
Accountability Office, about 5 million ELL stu-
dents are currently enrolled in schools, represent-
ing approximately 10% of all U.S. public school
students (GAO, 2006). Nationally, ELL enroll-
ment has grown 57% since 1995, whereas the
growth rate for all students has been at less than
4% (Flannery, 2009). This rapid growth demands
that we consistently and accurately determine
which students require English language services
(Abedi & Gándara, 2006).

However, literature on the assessment of
English language learners clearly and consis-
tently shows a large performance gap between
ELL and non-ELL students in all content areas
(Abedi, 2006; Abedi & Gandara, 2006; Solano-
Flores & Trumbull, 2003; Wolf et al., 2008). The
performance gap decreases as the level of lan-
guage demand of test items decreases (Abedi,
Leon, & Mirocha, 2003). Thus, the unneces-
sary linguistic complexity of assessments may
interfere with ELL students’ ability to present
a valid picture of what they know and are able
to do.

J. Abedi (�)
Graduate School of Education, University of California,
Davis, CA 95616, USA
e-mail: jabedi@ucdavis.edu

Language is an important component of any
form of assessments. However, a distinction
must be made between language that is part
of the assessments, and therefore relevant to
the construct being measured, and language
that may be irrelevant to the focal construct.
Unnecessary linguistic complexity may affect
the overall accessibility of assessments, particu-
larly for students who are non-native speakers of
English. For example, English language learners
may have the content knowledge, but may have
difficulty understanding the complex linguistic
structure of content-based assessments such as
those measuring student’s mathematics and sci-
ence content knowledge. Therefore, the measure
of a student’s content knowledge may be con-
founded with their level of English language pro-
ficiency. To make assessments more accessible
for ELL students, test items must clearly com-
municate the tasks that students are supposed to
perform.

The Concept of Linguistic Accessibility
in Content-Based Assessments
in English

Researchers have shown that large performance
gaps exist between ELL and non-ELL students
throughout content areas. These performance
gaps widen as the language demand of the test
items increase. In subject areas with high levels
of language demand, such as reading/language
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arts, the performance gap between ELL and
non-ELL students is the largest. The gap deceases
in content areas such as math and science, as the
language demand of the items decrease within
these subjects (Abedi, 2010; Abedi, 2006; Abedi,
2008; Solano-Flores, 2008).

The main issue with language on assessments
is relevancy of the language to the content being
assessed. In content areas where the focal con-
struct is not language, the concept of language
accessibility could be applied. Assessments could
be modified to make them linguistically accessi-
ble to all students, particularly those at the lower
level of English proficiency spectrum.

Assessments are linguistically accessible if
they do not contain unnecessary linguistic com-
plexity. Some of the linguistic features that are
discussed in this chapter affect understanding
of test items but may not be content related
and may not be relevant to the content being
measured. Linguistically accessible assessments
are less impacted by such features. For exam-
ple, as Abedi (2010) explained, accessible read-
ing assessments use: (1) familiar or frequently
used words, (2) words that are generally shorter,
(3) short sentences with limited prepositional
phrases, (4) concrete rather than abstract or
impersonal presentations, (5) fewer or no com-
plex conditional or adverbial clauses, and (6)
fewer or no passive voices. In general, as indi-
cated above, these assessments avoid any linguis-
tic complexities that are not part of the focal
construct.

The main focus of this chapter is the impact
that language factors have on the assessment of
English language learners and on the linguis-
tic accessibility of content-based assessments. I
first discuss the research evidence that points to
the impact that language has on content-based
assessments. I then introduce the linguistic fea-
tures that have been shown to have major impacts
on ELL student performance in content-based
assessments. Finally, I discuss research-based
approaches to control for the impact of unneces-
sary linguistic complexity on the assessment of
ELL students.

The Nature and Impact of Language
Factors on Content-Based Assessment
Outcomes

Performance outcomes of ELL students in con-
tent areas such as math and science may be con-
founded with their level of English proficiency.
That is, ELL students may not have the language
facilities to understand the assessment questions
or express their content knowledge within open-
ended questions written in English. The main
problem behind the language factors on these
assessments is the fact that these factors may dif-
ferentially impact the performance of ELL and
non-ELL students. For many non-ELLs,1 the lan-
guage of assessment may not be a key issue as
it is for ELL students. Therefore, the compara-
bility of assessment outcomes for ELL and non-
ELL students may seriously impact the validity
of assessments. In situations like these where
assessment outcomes are differentially impacted
by a source or sources of construct-irrelevant
variance, the outcomes from the different groups
cannot be combined. Aggregating outcomes from
different subgroups seriously violates the compa-
rability assumption across the subgroups and it
may also violate assumptions underlying the clas-
sical measurement theory. The source of variance
due to measurement error is assumed to be ran-
dom within the classical theory of measurement
(Thorndike, 2005), but in the assessment of ELLs
the linguistic and cultural factors may be a sys-
tematic source of error or bias (see, Abedi, 2006
for a detailed discussion of the violation of the
assumption underlying the classical test for ELL
students). To develop accessible assessments for
ELL students, it is imperative to identify sources
of linguistic biases that pose threats to the validity
of assessment outcomes for these students.

1 Non-ELLs are those who are considered as proficient in
English, which includes native speakers of English, non-
native speakers who are identified as initially fluent in
English and ELL students who were reclassified as fluent
English speakers.



12 Language Issues in the Design of Accessible Items 219

Language factors unrelated to the construct
being measured strongly affect the academic
assessment of ELL students. However, reasoned
conclusions about the relevancy of language fac-
tors within an assessment are difficult to for-
mulate. A team of experts may be able to
make such judgments. This team would include
content, language, and assessment experts who
would base their decisions on their expert judg-
ment and research evidence from studies on
the assessment and accommodation of ELL stu-
dents (see Abedi, 2006). The following sections
of this chapter define linguistic complexity of
the assessments, illustrate the impact of unnec-
essary linguistic complexity on content-based
assessments, and show how a distinction can
be made between linguistic features that are
related and those that are unrelated to the focal
construct. In the next sections, I provide an
example of an original version of a math item
and a revised version of the item in which the
level of unnecessary linguistic complexity was
reduced.

Creating More Linguistically
Accessible Assessments

Research has shown that language factors sig-
nificantly impact student performance, particu-
larly performance of students with more chal-
lenging academic careers, such as English lan-
guage learners and students with disabilities
(Abedi, 2010). The impact language carries on
performance becomes more critical when lan-
guage is not the target of assessment and the
linguistic complexity of assessment becomes a
source of construct-irrelevant variance (Abedi,
2006). In this section, I discuss the concept of
“unnecessary” linguistic complexity in assess-
ments and introduce the linguistic features that
could affect the accessibility of assessments. I
then discuss research-based approaches that are
used to revise test items to reduce linguistic
complexity.

Unnecessary Linguistic Complexity
in Assessments

Language is an important part of any assess-
ments without which the assessment system
(test questions and student responses) would be
incomplete. For example, when presented with
math word problems, students have to read and
comprehend the math questions and share the
details of how they propose to solve a particu-
lar problem. Language may also be present as an
unessential part of the assessment, but may help
facilitate understanding of assessment items. For
example, test items presented in a rich language
context would be more interesting for test takers.
However, sometimes the language used for con-
text in the assessment questions may be exces-
sively complex and may cause misunderstand-
ing and confusion. Therefore, it is of paramount
importance to distinguish between the language
that is a natural part of the assessment and essen-
tial to the assessment process and the language
that is unrelated to the assessment process.

The first step in this process would be to
identify linguistic features in the test items that
could potentially impact the assessment out-
comes and then provide strategies to control for
these sources of systematic measurement error
(bias). In the next section I discuss sources of
linguistic complexity of assessments.

Linguistic Features That May Affect
Accessibility of Assessments

Studies focusing on the assessment of, and the
accommodations for, ELL students have identi-
fied linguistic features that may not be related
to the focal construct and may seriously impact
student performance outcomes for those students
who are challenged by excessive linguistic com-
plexity within assessments (for a more detailed
discussion of these features see Abedi, 2006;
Abedi, Lord, & Plummer, 1997). These features
slow down the reader, increase the likelihood of
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misinterpretation, and add to the reader’s cogni-
tive load, thus interfering with concurrent tasks.

Linguistic features that affect performance out-
comes of ELL students include the following:

Linguistic feature Definition

Word frequency/familiarity Words that are high on a general frequency list for English are likely to
be familiar to readers.

Word length Longer words are more likely to be morphologically complex.

Sentence length Sentence length is an index for syntactic complexity and comprehension
difficulty.

Voice of verb phrase Passive voice constructions are more difficult to process than active
constructions and can pose a challenge for non-native speakers of
English.

Length of nominals A reader’s comprehension of long nominal compounds may be impaired
or delayed by problems in interpreting them.

Complex question phrases Longer question phrases occur with lower frequency than short question
phrases, and low-frequency expressions are harder to read.

Comparative structures Comparative constructions have been identified as potential sources of
difficulty for ELLs.

Prepositional phrases Languages such as English and Spanish may differ in the ways that
motion concepts are encoded using verbs and prepositions.

Sentence and discourse structure Two sentences may have the same number of words, but one may be
more difficult due to the syntactic structure.

Subordinate clauses Subordinate clauses may contribute more to complexity than coordinate
clauses.

Conditional clauses Separate sentences, rather than subordinate “if” clauses, may be easier to
understand.

Relative clauses Since relative clauses are less frequent in spoken English than in written
English, some students may have had limited exposure to them.

Concrete vs abstract presentations Information presented in narrative structures tends to be understood
better than information presented in expository text.

Negation Sentences containing negations (e.g., no, not, none, never) are harder to
comprehend than affirmative sentences.

For a detailed description of the features,
along with research support of these features, see
Abedi et al. (1997).

Procedures for Linguistic Modification
of Test Items

The identification of the linguistic sources that
raise accessibility issues for ELL students led
to the development of a linguistic modifica-
tion methodology for ELL assessments. Using
the linguistic features presented in Fig. 12.1,
two rubrics were developed to judge, identify,
and quantify these features (see Abedi, 2006;

Abedi et al., 1996). The first rubric was used
to assess the level of linguistic complexity of
each test item on each of the 14 linguistic
features. This rubric provides an analytic rat-
ing for each of the test items (Abedi, 2006,
Figure 12.1 of this Chapter). For example, based
on this rubric, the “word frequency/familiarity”
in the test item is judged on a 5-point
Likert-Scale ranging from 1 (words that are
frequently used and are quite familiar to the
test takers) to 5 (words that are least fre-
quently used and are quite unfamiliar to the test
takers).

The second rubric provides an assessment
of the overall complexity of the test items
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2

ADEQUATE ITEM 
Sample Features: 

Familiar or frequently used words; short to moderate word length
Moderate sentence length with a few prepositional phrases 
Concrete item 
No subordinate, conditional, or adverbial clauses 
No passive voice or abstract or impersonal presentations 

3

WEAK ITEM 
Sample Features: 

Relatively unfamiliar or seldom used words 
Long sentence(s) 
Abstract concept(s) 
Complex sentence/conditional tense/adverbial clause 
A few passive voice or abstract or impersonal presentations 

4

ATTENTION ITEM 
Sample Features: 

Unfamiliar or seldom used words 
Long or complex sentence 
Abstract item 
Difficult subordinate, conditional, or adverbial clause  
Passive voice/ abstract or impersonal presentations 

5

PROBLEMATIC ITEM 
Sample Features: 

Highly unfamiliar or seldom used words 
Very Long or complex sentence 
Abstract item 
Very difficult subordinate, conditional, or adverbial clause  
Many passive voice and abstract or impersonal presentations 

LEVEL QUALITY 

1 

EXEMPLARY ITEM 
Sample Features: 

Familiar or frequently used words; word length generally shorter
Short sentences and limited prepositional phrases 
Concrete item and a narrative structure 
No complex conditional or adverbial clauses 
No passive voice or abstract or impersonal presentations 

Fig. 12.1 Holistic item rating
rubric. Adapted from Abedi
(2006)

(Abedi, 2006). A 5-point Likert-Scale rating
is used to provide a holistic rating of the
linguistic complexity of the test items. The
Likert-Scale ratings range between 1 (exem-
plary items with simple linguistic structure) to 5
(problematic) on items that have very complex
linguistic structures. For example, items with an
overall rating of 5 use words that are highly unfa-
miliar or rarely being used; have very long sen-
tences or complex sentences; are abstract; may

have very difficult subordinate, conditional, or
adverbial clauses; and have many passive voice
and abstract or impersonal presentations.

After providing linguistic ratings, both in
terms of individual linguistic features and
overall linguistic complexity, items are grouped
into two categories: those that are linguistically
accessible and those that need serious revisions
and restructuring. Items in the second group
(need revisions) can then be put through a
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linguistic modification process. The linguis-
tic modification process involves revising
the language features that are judged to
be unrelated to the construct being mea-
sured. However, the decision process of
what is language related and unrelated
is a challenging task and requires an expert’s
judgment. Therefore, a team of experts works
together to first identify the complex language
structure in the item that are not content related
and then to propose linguistic revisions to make
items more accessible for ELL students.

To illustrate the process of linguistic modi-
fication, a released test item from the National
Assessment of Educational Progress (NAEP) is
used. For illustration purposes only sources of
grammatical complexity of the item are identified
and modified. Although grammatical complexity
is not a clearly defined construct (Rimmer, 2006),
researchers have recommended investigating cat-
egories of words – verbs, conjunctions, nouns,
etc. – to identify contributors to complex syntax
used in the academic language of school (Hall,
White, & Guthrie, 1986). Based on a review of
literature and expert opinion, six features were
examined in this question as possible indica-
tors of grammatical complexity (Abedi et al.,
2010):
• Passive verbs (PV)
• Complex verbs other than passive (CV)
• Relative clauses (RC)
• Subordinate clauses other than relative clauses

(SC)
• Noun phrases (NP)
• Entities (EC)

Using these features provides a systematic
means of analyzing text for grammatical com-
plexity. I first present the original item (Fig. 12.2)
with ratings on its grammatical complexity on all
of the above six complexity features (Table 12.1)
and then present the linguistically revised version
of the item (Fig. 12.3) along with the ratings on
the six features (Table 12.2).

The original test item contains a relative clause
that begins with the potentially awkward com-
bination of words “in which,” followed by the
remainder of the lengthy clause “the chance
of landing on blue will be twice the chance

Number of blues: _________________ 

Number of reds: _________________

Fig. 12.2 Original Item Luis wants to make a game spin-
ner in which the chance of landing on blue will be twice
the chance of landing on red. He is going to label each
section either red (R) or blue (B)

of landing on red.” The directive, “Show how
he could label his spinner” contains a com-
plex verb (“could label”), but is not in the form
of a question: a possible source of confusion
for elementary-age students who use a question
mark as a cue for what the problem requires.
This NAEP-released test item also contains three
noun phrases (“game spinner” – noun plus noun,
and “the chance of landing on red” and “the
chance of landing on blue,” both having the struc-
ture noun plus two prepositional phrases). The
three entities are “Luis,” “the chance,” and “you”
(understood in “You show how he could label his
spinner”).

The grammatical complexity in this prob-
lem can be reduced by eliminating the relative
and subordinate clauses and the complex verb
form; syntax elements are often identified as
sources of difficulty in reading (Larsen, Parker, &
Trenholme, 1978; Haladyna & Downing, 2004).
Although using character names in reading has
not been specifically identified as a complex
feature, presenting the problem as a simple direc-
tive to the student (You make a . . .spinner. . .)
is a more straightforward presentation of what
is required of the test taker. The require-
ment to count the red and blue sections is in

Table 12.1 Linguistic complexity rating for the original
item

PV CV RC SC NP EC Total

1 1 1 3 3 9
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Make a red and blue game spinner and follow this rule:  

       The chance of landing on a blue section is two times 

                                  the chance of landing on a red section. 

How many blue sections and how many red sections do you make?

Number of blues: _________________ 

Number of reds: _________________

Fig. 12.3 Linguistically
modified item

Table 12.2 Linguistic complexity rating for the revised
item

PV CV RC SC NP EC Total

3 3 6

question form, possibly bringing attention to
what is required. The linguistically modified
problem, shown below, is reduced from nine
grammatically complex features to six.

Linguistic Modification: Practical
Implications

The linguistic modification approach has been
introduced as a language-based accommoda-
tion to make assessments more accessible for
ELL students. As discussed in this chapter, this
approach has been supported by research evi-
dence as an effective and valid accommodation
for ELL students. We will discuss the feasibil-
ity and logistics surrounding the implementation
of this approach as an effective, valid, and rel-
evant accommodation for ELL students. Unlike
many other language-based accommodations
that are implemented during the actual testing

process (such as providing a dictionary or glos-
sary), the linguistic modification approach is
implemented during the test development pro-
cess. A team of experts carefully examines lin-
guistic features of the newly developed tests and
recommends changes in the linguistic structure
of the items, if necessary. These recommenda-
tions are based on two important assumptions:
(a) the recommended changes are not content
related and do not alter the focal construct, and
(b) they make the assessment more accessible to
ELL students.

Research and Methodological Issues
Related to the Linguistic Accessibility
of Assessments

There are several methodological issues related
to the linguistic modification approach for testing
ELLs. I present a summary of research focusing
on three areas: (a) research on the effectiveness of
the linguistic modification approach for improv-
ing accessibility of assessments for ELLs, (b)
research findings on the issues concerning reli-
ability of linguistically modified tests, and (c)
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research evidence on the validity of linguistically
modified tests.

Research on the Effectiveness
of Linguistic Modification Approach
for Improving Accessibility of
Assessments for ELLs

Findings from studies on the assessment and
accommodations of ELL students suggest that
the linguistic modification of test items can be
an effective and valid accommodation for ELL
students. In fact, among many accommodations
used in several experimentally controlled studies,
the linguistic modification accommodation was
the only accommodation that reduced the perfor-
mance gap between ELL and non-ELL students
without compromising the validity of assess-
ments (Abedi, Hofstetter, & Lord, 2004; Abedi,
Lord, & Hofstetter, 1998; Abedi, Hofstetter,
Lord, & Baker, 2000; Maihoff, 2002).

The effects of some of the linguistic features
discussed previously were examined on a sam-
ple of 1,031 eighth-grade students in Southern
California (Abedi et al., 1997). In this study, the
math items for eighth-grade students were mod-
ified to reduce the complexity of sentence struc-
tures and to replace potentially unfamiliar vocab-
ulary with more familiar words without changing
the content-related terminologies (mathematical
terms were not changed). The results showed
significant improvements in the scores of ELL
students and also non-ELLs in low- and average-
level mathematics classes, but changes did not
affect scores of higher performing non-ELL stu-
dents. Low-frequency vocabulary and passive
voice verb constructions were among the lin-
guistic features that appeared to contribute to
the differences. These features contributed to the
linguistic complexity of the text and made the
assessment more linguistically complex for ELL
students.

The findings of this study were cross-validated
in another study in which Abedi et al. (1998)
examined the impact of linguistic modification on
the mathematics performance of English learn-
ers and non-English learners using a sample of

1,394 eighth graders from schools with a high
enrollment of Spanish speakers. Results were
consistent with those of the earlier studies and
showed that the linguistic modification of items
contributed to improved performance on 49% of
the items, with the ELL students generally scor-
ing higher on shorter/less linguistically complex
problem statements. The results of this study also
suggested that lower-performing native speak-
ers of English also benefited from the linguistic
modification of assessment.

Other investigations also provided cross-
validation evidence on the effectiveness of lan-
guage modification approach in improving the
validity of assessments for 1,574 eighth-grade
ELL students. The effects of the language modifi-
cation approach on reducing the performance gap
between ELL and non-ELL students were exam-
ined in another study (Abedi, Courtney, & Leon,
2003) using items from the NAEP and the Third
International Math and Science Study (TIMSS).
Students were provided with either a customized
English dictionary (words were selected directly
from test items), a bilingual glossary, a linguisti-
cally modified test version, or the standard test
items. Only the linguistically modified version
improved performance of ELL students with-
out affecting performance of non-ELL students.
Maihoff (2002) also found linguistic modification
of content-based test items to make assessments
more accessible for ELL students. Kiplinger,
Haug, and Abedi (2000) found that the linguis-
tic modification of math items improved perfor-
mance of ELL students in math without affecting
performance of non-ELL students. Rivera and
Stansfield (2001) compared ELL performance on
regular and simplified fourth- and sixth-grade sci-
ence items. Results of this study showed that
linguistic modification approach did not affect
scores of English-proficient students, indicating
that linguistic modification is not a threat to score
comparability.

In general, the research evidence shows lin-
guistic complexity as a major source of mea-
surement error on the assessment outcomes for
ELL students. Research findings also suggest
that reducing the level of unnecessary linguis-
tic complexity of assessments helps to improve
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assessment validity and reliability for these stu-
dents and makes content-based assessments more
accessible for ELL students.

Research Findings on Language
as a Source of Measurement Error
in Assessments

In classical measurement theory, “Reliability
refers to the accuracy or precision of a mea-
surement procedure” (Thorndike, 2005, pp.
109–110) or “consistency of measurement; that
is, how consistent test scores or other assessment
results are from one measurement to another”
(Linn & Gronlund, 1995, p. 81). Reliability
is directly affected by measurement error and
there are many sources of measurement error
that can affect reliability of test scores. Sources
of measurement errors in paper-and-pencil tests
can be from sources such as test format, pag-
ination, font size, complex charts and graphs,
and crowded pages. Unclear test instructions and
problems with test administration and scoring
may also be sources of measurement error and
may impact reliability of assessments. Sources
of measurement error often have random distri-
bution and may directly or indirectly affect the
validity of assessment, since reliability puts a
limit on the validity of assessment (see, Allen &
Yen, 1979; Thorndike, 2005, pp. 191, 192).
However, there are sources of measurement error
that may systematically affect reliability of a
test which are often referred to as sources of
“bias.” Unnecessary linguistic complexity within
assessments is a major source of measurement
error which systematically affects the reliability
of assessments for ELL students.

To examine the impact of linguistic complex-
ity on the assessment of ELLs, we compared
reliability coefficients for ELL and non-ELL stu-
dents on state assessments across several content
areas, including mathematics and science. Since
language factors may differentially impact per-
formance of ELL and non-ELL students, we
computed reliability coefficients separately for
each of the two groups (ELLs and non-ELLs)
using internal consistency approach. The main

limitation of the internal consistency approach
in classical test theory, however, is the assump-
tion of unidimensionality. That is, the inter-
nal consistency approach can only be applied
to assessments that measure a single construct
(see, for example, Abedi, 1996; Cortina, 1993).
Unnecessary linguistic complexity, however, may
introduce another dimension into the assessment,
making the assessment multidimensional. The
higher the level of impact of linguistic com-
plexity of assessment, the more serious is the
multidimensionality issue.

To examine the pattern of differences of the
internal consistency coefficient between ELL
and non-ELL students, data from several loca-
tions nationwide were analyzed (Abedi et al.,
2003). Access to the item-level data provided an
opportunity to examine item-total correlation and
unique contribution of each item to the overall
reliability of the test.

The results of internal consistency analyses
showed a large gap in the reliability coeffi-
cients (alpha) between ELL and non-ELL stu-
dents. The gap in the reliability between these
two groups decreased as the level of language
demand of the assessment reduced. The reliabil-
ity coefficients for non-ELL students ranged from
0.81 for science and social science to 0.90 for
math. For ELL students, however, alpha coef-
ficients differed considerably across the content
areas. In math, where language factors might
not have as great an influence on performance,
the alpha coefficient for ELL (0.80) was only
slightly lower than the alpha for non-ELL stu-
dents (0.90). However, in English language arts,
science, and social science, the gap on alpha
between non-ELL and ELL students was large.
Averaging across English language arts, science,
and social science, the alpha for non-ELL was
0.81 as compared to an average alpha of 0.60
for ELL students. Thus, as elaborated earlier, lan-
guage factors introduce a source of measurement
error, negatively affecting ELL students’ test out-
comes while their impact on students who are
native or fluent speakers of English is limited (for
a more detailed discussion of reliability differ-
ences between ELL and non-ELL students, see
Abedi et al., 2003).
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Research Findings on the Impact
of Linguistic Complexity on the Validity
of Assessments for ELL Students

“Validity refers to the degree to which evi-
dence and theory support the interpretations of
test scores entailed by proposed uses of tests”
(American Educational Research Association,
American Psychological Association, & National
Council on Measurement in Education, 1999,
p. 9). If the proposed use of content-based assess-
ments as a measure of students’ knowledge in
content areas such as mathematics and science is
confounded by unnecessary linguistic complex-
ity of assessments, then the outcomes of the tests
may not be valid. For example, if a test that
is intended to measure algebra in grade 8 has
a linguistic structure so complex that ELL stu-
dents have difficulty understanding the questions,
then the test actually measures more than what
is intended to measure. In this example, alge-
bra content is the relevant or target construct and
unnecessary linguistic complexity is the unin-
tended or irrelevant construct. The Standards
for Educational and Psychological Testing
(American Educational Research Association
[AERA], American Psychological Association
[APA], & National Council on Measurement in
Education [NCME], 1999) caution interpreting
the test outcomes for individuals who have not
sufficiently acquired the language of the test.

The impact of unnecessary linguistic complex-
ity as a source of construct-irrelevant variance,
which may differentially impact the validity of
standardized achievement tests between non-ELL
and ELL students, was examined in a study by
Abedi et al. (2003). A multiple-group confirma-
tory factor analysis model was used to illustrate
how linguistic complexity may impact the struc-
tural relationships between test items and the total
test scores as well as between test scores and
external criteria. In this study, test items were
grouped into parcels, and those parcel scores
were used to create latent variables. The results of
analyses indicated major difference in the struc-
tural relationship between ELL and non-ELL
students on relationship between test items and
to total test scores, and between test scores and

external criteria. The correlations of item parcels
with the latent factors were consistently lower
for ELL students than they were for non-ELL
students. This finding was true for all parcels
regardless of which grade or which sample of
the population was tested. For example, among
ninth-grade ELL students, the correlation for the
four reading parcels ranged from 0.72 to 0.78,
across the two samples. In comparison, among
non-ELL students, the correlations for the four
reading parcels were higher, ranging from 0.83
to 0.86, across the two samples. The item parcel
correlations were also larger for non-ELL stu-
dents than for ELL students in math and science.
Again these results were consistent across the dif-
ferent samples (see Abedi et al., for a detailed
description of the study; see also Kane, 2006, for
a discussion of criterion-related validity).

The data presented above clearly suggest that
ELL students perform far behind their non-ELL
peers. Studies have shown that the distortion
caused by construct-irrelevant or “nuisance” vari-
ables, such as linguistic biases, may mainly be
responsible for such performance gaps (Abedi,
2006).

Practical Steps for Improving
Assessments for ELL Students

Formative Assessments to Help Identify
Language Issues in the Assessments
of ELL Students

Formative assessments can serve as useful tools
for teachers and assessment developers to iden-
tify areas where ELL students may need lan-
guage assistance (Abedi, 2009). The outcomes of
summative assessments (e.g., state standardized
assessments) can also be used formatively and
can inform curriculum planning and instructional
practices for ELL students. However, such out-
comes may have limited utility for ELL students
and their parents when it comes to understand-
ing the language issues. Yet most studies on
the impact of language factors on the assess-
ments of ELL students are conducted on the data
from end-of-year state standardized summative



12 Language Issues in the Design of Accessible Items 227

assessments. While these data are helpful to
identify sources of linguistic factors affect-
ing performance of ELL students in general,
they may not be helpful for individual student
cases. Assessment outcomes would be too lit-
tle too late for teachers to identify sources of
problem and adjust their instructional plans to
help ELL students become proficient enough
in English to meaningfully participate in the
mainstream instruction and assessments (Abedi,
2009).

Outcomes of formative assessments, if
designed properly, can provide diagnostic infor-
mation for teachers to assess areas that the ELL
students need language assistance in. Such infor-
mation may also help state assessment officials
and test publishers to examine the accessibility
issues in the current assessments and to plan
necessary revisions to the current assessments
to make them more linguistically accessible for
these students.

Accessible Assessments at the
Classroom Level Versus Accessible
Assessments at the State
or National Level

Language factors impact all assessments, whether
used locally (in the classrooms), at the district
or state level, or at the national level. Reducing

the level of unnecessary linguistic complexity is
shown to make those assessments more accessi-
ble and helps provides a more clear interpretation
of the assessment outcome. However, due to the
much larger population of test takers at the state
and national levels, more attention is usually
paid to the large-scale assessment instruments,
which has a larger impact on students population.
Therefore, it would be extremely helpful to solicit
input from teachers and students in the process
of linguistic modification and incorporate those
suggestions into the process along with the input
from the linguistic modification team.

Guidelines and Recommendations
for Creating More Linguistically
Accessible Assessments for Students

As discussed earlier in this chapter, the practice
of linguistically modifying assessments starts at
the beginning of the item development process.
A linguistic rubric, which has been developed
by researchers, can guide the process (for an
example of linguistic rubric, see Abedi, 2006,
p. 392). For example, a test item can be rated
on its linguistic complexity in a 5-point Likert
Scale, 1 being less linguistically complex and 5
being complex. Below is the scoring rubric taken
from Abedi, 2006, page 392, for rating “1”, least
linguistic complex:

1 Exemplary Item
Sample features:
• Familiar or frequently used words; word length generally shorter
• Short sentences and limited prepositional phrases
• Concrete item and a narrative structure
• No complex conditional or adverbial clauses
• No passive voice or abstract or impersonal presentations

However, the process can be enhanced by
introducing additional checks and balances.
Some recommendations to improve the level of
effectiveness of linguistic modification approach
in making assessments more linguistically acces-
sible for all students, particularly for ELL stu-
dents, include the following:

1. Use a series of cognitive labs and focus groups
on the target population for the newly devel-
oped assessments to identify linguistic struc-
tures that are considered as complex based
on the input from the cognitive lab and focus
group participants.
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2. Ask a group of experts (linguist, content and
measurement experts, and a teacher) to iden-
tify which of those linguistically complex
statements are content related and which are
unnecessary in measuring the focal construct.

3. Ask the group of experts to provide sugges-
tions on how to linguistically modify the test
items without altering the focal construct.

4. Ask content experts to review the linguistic
revisions to make sure the linguistic structures
related to the focal construct have not been
altered. In their review of linguistic revisions,
experts can use the linguistic modification
rubric that has been discussed above.

Summary and Recommendations
There are many different factors that may
affect accessibility of assessments for ELL
students; among them linguistic factors play
a major role on the accessibility of assess-
ments for ELL students. Research on the
assessment of ELL students has clearly linked
the outcome of assessments with a student’s
language background. Students with a lower
level of English proficiency may perform
poorly in content-based assessments, mainly
due to problems in understanding assessment
questions and a difficulty in presenting their
content knowledge in open-ending questions,
rather than a lack of content knowledge. Thus,
assessment outcomes are confounded with the
student’s level of English proficiency.

Researchers have illustrated that the lin-
guistic modification of test items is a viable
option to make assessments more accessi-
ble to ELL students. Under this approach,
the linguistic structures of test items that are
judged to be unnecessarily complex are mod-
ified based on a rubric that identifies differ-
ent features of linguistic complexities. The
distinction between language that is related
and language unrelated to the focal con-
struct is made by a team of experts including
a linguist, a content expert, and a teacher. After
all confounding linguistic features are identi-
fied, the team of experts provides suggestions

for revisions of the test items to make them
more linguistically accessible to ELL students.

Research on the impact of the linguistic
modification of test items discussed in this
chapter has demonstrated that this approach is
effective in making assessments more accessi-
ble to ELL students. ELL students who have
received linguistically modified versions of
tests have performed significantly and sub-
stantially higher than ELL students who were
tested under the original version of test.
That is, linguistic modification of test items
improved the validity of assessments for ELL
students. The performance of the non-ELL
students under linguistically modified version
of assessment remained the same, which is a
good indication of the validity of linguistic
modification approach since it does not alter
the construct being measured.

The linguistic modification of assessments
also helps improve the psychometric quality
of the assessments. A major source of sys-
tematic error can be controlled by reducing
the linguistic complexity of items, and the
reliability of the assessment can be substan-
tially improved. Summaries of the studies pre-
sented in this chapter demonstrate the impact
language factors have on the reliability of
assessments and how such factors can be con-
trolled in order to improve the reliability of
assessments. Similarly, results of studies pre-
sented in this chapter showed how linguistic
modification improves the validity of tests by
reducing the impact of unnecessary linguistic
complexity as a source of construct-irrelevant
variance.

To summarize, standardized achievement
tests that are used for assessment and account-
ability purposes must control for the cultural
and linguistic biases that threaten the valid-
ity of interpretation for ELL students. This
chapter discussed the sources of threats due to
linguistic complexities and approaches of how
to deal with them. Finally, recommendations
on how to make assessments more accessible
to ELL students were provided.
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13Effects of Modification Packages
to Improve Test and Item
Accessibility: Less Is More

Ryan J. Kettler

The final regulations for the No Child Left Behind
(NCLB) (U.S. Department of Education, 2007a,
2007b) Act indicated that some students with dis-
abilities may take an alternate assessment based
on modified academic achievement standards
(AA-MAS), a version of the general assessment
test that has been modified to increase the valid-
ity of test score inferences for students identified
with a disability. The AA-MAS policy is intended
to help those students with disabilities who are
exposed to grade level material but who because
of their disabilities persistently fail to obtain pro-
ficiency, to better show what they know and can
do. This assessment may be used for all eligible
students, but only 2% of the entire student pop-
ulation may take the assessment and be reported
proficient within a district or state.

Modifications is the term that refers to changes
that are made to a test’s content or item format,
when evidence has not yet been gathered indicat-
ing whether the construct measured by the test
has been preserved (Kettler, Elliott, & Beddow,
2009; Koretz & Hamilton, 2006; Phillips &
Camara, 2006). Most states that are develop-
ing AA-MASs are doing so by using packages
of modifications (e.g., removing one incorrect
answer choice, removing unnecessary words, and

R.J. Kettler (�)
Department of Special Education, Peabody College of
Vanderbilt University, Nashville, TN 37067, USA
e-mail: ryan.j.kettler@vanderbilt.edu

adding white space), rather than individual modi-
fications in isolation, on items from the general
examination in order to improve access to the
exam for the eligible population. (The reader is
directed to Chapter 9, this volume or to Beddow
[in press] for examples of items prior to and
following the application of a package of modifi-
cations.) The need to gather validity evidence for
achievement tests that have been modified using
these packages has inspired a growing body of
research (Elliott et al., 2010; Kettler et al., in
press; Roach, Beddow, Kurz, Kettler, & Elliott,
2010). Kettler (in press) described a framework
for collecting and interpreting such evidence,
and applied it to early research studies in the
area; this chapter serves as an update of that
research, with a narrower focus on those studies
which involve packages of modifications. While
research (Russell & Famularo, 2009; Smith &
Chard, 2007) has been completed on individual
modifications, this work is less representative of
the process in which developers of state assess-
ments currently are engaging.

The AA-MAS Policy

The AA-MAS policy is intended to help those
students for whom the general achievement test
would be too difficult, but for whom an alternate
assessment based on alternate academic achieve-
ment standards (AA-AAS) would be too easy.
The AA-AASs are designed for students with
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significant cognitive disabilities who are unable
to meaningfully complete tests, and are, there-
fore, typically assessed using rating scales, port-
folios, or performance assessments (Elliott &
Roach, 2007). Students for whom AA-MASs are
intended are able to complete tests in standard
formats, often with the support of modifications,
but cannot be accurately assessed using a general
assessment.

The new policy includes three criteria for iden-
tifying students for whom an AA-MAS would be
appropriate: (a) each student must have an indi-
vidualized education program (IEP) with content
standards for the grades in which she or he is
enrolled, (b) each student’s disability must have
precluded her or him from achieving proficiency
as demonstrated on the state assessment or on
another assessment that can validly document
academic achievement, and (c) each student’s
progress in response to appropriate instruction
and based on multiple measurements is such that
even if significant growth occurs, the IEP team is
reasonably certain that she or he will not achieve
grade-level proficiency within the year (U.S.
Department of Education, 2007a). Measurement
for statewide proficiency, historically, has not
been very precise for students with disabilities
who would be eligible (SWD-Es) for an AA-
MAS, theoretically because (a) their disabilities
increase their sensitivity to barriers to assessment
(e.g., long reading passages, confusing graphics,
single items spread across multiple pages) that
often are present on such tests and (b) the items
are too difficult on average to give maximum
information on these students (Kettler, in press).

The final regulations allow that AA-
MASs may be less difficult, so long as they
remain linked to grade-level content standards.
Modifications resulting in less difficult items
may yield tests that are more informative for
SWD-Es, but evidence for such tests must go
beyond changes in mean scores and item diffi-
culty to more direct indicators of measurement
precision. The Standards for Educational and
Psychological Testing (the Standards, American
Educational Research Association [AERA],
American Psychological Association [APA], &
National Council on Measurement in Education

[NCME], 1999) present an approach to eval-
uating tests based on evidence regarding test
content, response processes, relations to other
variables, internal structure, and consequences
of testing. (The reader is directed to Kettler [in
press] for a review of these forms of evidence as
they relate to research that has been done, or may
be done in the future, to evaluate AA-MASs.)
The approach and evidence types described in
the Standards should be a guide in determining
whether modified tests are more precise mea-
sures of the same constructs that are targeted by
general achievement tests.

This chapter reviews research from (a)
state technical manuals (Louisiana Department
of Education, 2009b; Poggio, Yang, Irwin,
Glasnapp, & Poggio, 2006 [Kansas]; Texas
Student Assessment Program, 2007) and (b)
experimental studies (Elliott et al., 2009, 2010;
Kettler et al., in press) on the effects of pack-
ages of modifications to items and tests. Each
of these studies addressed a different set of
modification packages, question types, grade lev-
els, and content areas; Table 13.1 depicts the
characteristics addressed by the three state test
technical manuals and three experimental stud-
ies that were primary sources of evidence for
this review. Estimates from the general assess-
ment are included for comparison, because the
measurement of knowledge and skills using the
general assessment taken by students who do
not qualify for an alternate assessment remains
the “gold standard” by which AA-MASs should
be judged (Kettler, in press). Table 13.2 depicts
coefficient alpha across the three states by
test, content area, and grade level or grade
band.

State-Modified Achievement Tests

By October of 2010, three states – Kansas,
Louisiana, and Texas – had AA-MASs that had
been approved by the federal government. All
three states had technical data for their AA-MASs
posted on the websites of the departments of
education. Data related to these examinations are
discussed next.
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Table 13.1 Characteristics of AA-MAS studies

Grades

Question types Examples of modifications studied Reading/ELA Math Science

AA-MAS technical manuals

KAMM MC Remove a response option, select less
items and less complex items

3–8, 11 3–8, 10

LAA 2 MC, CR Select items from general pool that are
less cognitively complex

4–10 4–10 4, 8, 11

TAKS-M MC, CR Remove a response option, increase font,
change layout, simplify text

3–8, 10 3–8, 10 5, 8, 10

Experimental studies

CAAVES MC Remove a response option, simplify
language, add graphic, change layout

8 8

CMAADI MC Remove a response option, embed
questions in passages, simplify graphics

7 7

OAASIS MC Remove a response option, voice-over,
simplify language, simplify graphics

9–12

Note: ELA = English/language arts; AA-MAS = alternate assessment based on modified academic achievement
standards; CAAVES = Consortium for Alternate Assessment Validity and Experimental Studies; CMAADI =
Consortium for Modified Alternate Assessment Development and Implementation; KAMM = Kansas Assessment of
Modified Measures; LAA 2 = Louisiana Educational Assessment Program Alternate Assessment, Level 2; OAASIS =
Operationalizing Alternate Assessment of Science Inquiry Skills; TAKS-M = Texas Assessment of Knowledge and
Skills-Modified; MC = multiple choice; CR = constructed response

Kansas Assessments of Multiple
Measures

The Kansas Assessments of Multiple Measures
(KAMM) are modified assessments in reading
and mathematics developed with the intention
that items would be less complex than those
used on the Kansas General Assessments (Poggio
et al., 2006). In both reading and mathematics,
the KAMM include less items than do the general
assessments, and all of the items are in a multiple
choice format with three response options. The
reading test is composed of items independent
from the general assessment. The mathematics
test is composed of items selected from the gen-
eral pool and modified, and students are allowed
to use a calculator throughout it.

The technical manual for the KAMM includes
reliability estimates in the form of coefficient
alpha, as well as classification accuracy and clas-
sification consistency. These estimates tend to
be similar in value to those observed on the
general assessment. Coefficient alphas are in an
acceptable range (i.e., < 0.80) and lower, but

close to those reported for the general assess-
ment at most grade levels, with the exception of
mathematics at the higher grades. The only valid-
ity evidence included in the KAMM technical
manual is a description of the connection between
grade-level indicators and the items selected for
the mathematics test.

Louisiana Educational Assessment
Program Alternate Assessment, Level 2

The Louisiana Educational Assessment Program
Alternate Assessment, Level 2 (LAA 2) is
composed of multiple choice and constructed
response items selected from the general assess-
ment pool based on data from the general edu-
cation and special education populations. The
LAA 2 covers reading, mathematics, science, and
social studies across various content areas, using
a smaller number of items than are used for the
general assessment. Teams of teachers reviewed
the items for appropriateness for the eligible
population, potential for bias, content relevance,
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Table 13.2 Coefficient alphas across three states by test, content area, and grade level or band

Kansas Louisiana Texas

Grade level/band AA-MAS Generala AA-MASb General AA-MASc General

Reading/English/Language arts

Third 0.86 0.88–0.90 – 0.93 0.82 0.89

Fourth 0.88 0.91–0.92 0.74 (0.83) 0.89 0.84 0.88

Fifth 0.89 0.88–0.92 0.68 (0.89) 0.92 0.87 0.87

Sixth 0.86 0.92–0.93 0.76 (0.92) 0.93 0.85 0.88

Seventh 0.86 0.92–0.94 0.78 (0.94) 0.93 0.86 0.91

Eighth 0.86 0.92–0.94 0.74 (0.84) 0.88 0.88 0.88

Ninth – – 0.76 (0.95) 0.95

Tenth 0.90 0.92–0.93 0.81 (0.89) 0.87 0.86 0.91

Mathematics

Third 0.87 0.91–0.93 – 0.90 0.84 0.88

Fourth 0.87 0.91–0.92 0.86 (0.90) 0.92 0.82 0.89

Fifth 0.87 0.91–0.92 0.79 (0.81) 0.86 0.85 0.89

Sixth 0.86 0.93–0.95 0.74 (0.80) 0.93 0.74 0.92

Seventh 0.82 0.94–0.95 0.71 (0.77) 0.89 0.76 0.92

Eighth 0.81 0.94–0.95 0.80 (0.85) 0.92 0.76 0.91

Ninth – – 0.69 (0.76) 0.91

Tenth 0.75 0.94–0.95 0.72 (0.79) 0.92 0.69 0.94

Science

Elementary school – – 0.82 (0.86) 0.86 0.84 0.84

Middle school – – 0.76 (0.80) 0.88 0.81 0.90

High school – – 0.76 (0.80) 0.86 0.79 0.91
aA range of reliabilities were reported on the Kansas general assessment, because multiple forms were used
bValues in parentheses are based on a Spearman-Brown estimate and the length of the general assessment
cOn Texas’s AA-MAS, English/language arts was measured at the high school level, and a stratified coefficient alpha
was used. AA-MAS = alternate assessment based on modified academic achievement standards

cognitive complexity, and format (Louisiana
Department of Education, 2009b).

Reliability evidence for the LAA 2 is reported
as coefficient alpha, via an estimate based on
the Spearman-Brown formula that projects what
alpha would be if the test were the length of the
general assessment, and also using a stratified
alpha that may more appropriately characterize
a test that includes multiple item types. In all
17 comparisons at various grades and content
areas, coefficient alpha for the LAA 2 is lower
than coefficient alpha for the general assessment,
with the difference exceeding 0.10 in 12 com-
parisons (Louisiana Department of Education,
2009a, 2009b, 2009c). The technical summary
includes three reasons for this difference: (a) the

LAA 2 tests are shorter, (b) the LAA 2 popu-
lation is smaller, and (c) the LAA 2 population
is more homogenous (Louisiana Department of
Education, 2009b).

While it is unclear how a smaller popula-
tion would systematically result in lower reliabil-
ity estimates, it is definitely true that reliability
estimates tend to be lower when using a more
homogenous population. It is also true that the
LAA 2 tests are shorter, and that shorter tests
tend to be less reliable, which highlights a crit-
ical issue with the strategy that many states
are using to develop an AA-MAS. While the
policy is intended to improve measurement for
eligible students, it is unlikely the reliability of
scores representing these students’ knowledge
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and skills can be increased as the number of
items is decreased. The Spearman-Brown esti-
mate is, therefore, not appropriate for comparing
reliabilities of shorter AA-MASs with those of
longer general examinations, because it obscures
the fact that the AA-MASs are less reliable at
the lengths that are actually used. However, it is
informative with regard to the types of reliabili-
ties that could be obtained using AA-MASs that
have as many items as the corresponding gen-
eral assessments. The coefficient alphas for the
LAA 2 that were calculated using the Spearman-
Brown formula are much closer to the coefficient
alphas for the general assessment, and only tend
to differ and fall below the acceptable range
in mathematics and science at the higher grade
levels. The stratified alpha in every case across
general assessments and AA-MASs is equal to
or greater than the coefficient alpha, but is within
0.03. Validity evidence presented in the technical
manual is limited to a description of the itera-
tive process intended to maintain content validity,
which featured a diverse group of experts and an
emphasis on the statewide content standards.

Texas Assessment of Knowledge
and Skills – Modified

The Texas Assessment of Knowledge and Skills –
Modified (TAKS-M) is composed of multiple-
choice and constructed response items, which
originated from the general assessment, and
were modified by the Texas Education Agency
based on feedback from teachers and from a
special task force (Texas Student Assessment
Program, 2007). The agency used a list of
modification strategies specified by content area
to develop AA-MASs in reading/English lan-
guage arts (e.g., simplify difficult vocabulary,
divide section into meaningful units), mathemat-
ics (e.g., delete extraneous information, simplify
graphics), and science (e.g., delete one part of
a compound answer, provide appropriate formu-
las). The items were then subjected to reviews for
appropriateness of modification, maintenance of
the original construct, and connection to class-
room instruction.

Reliability for the TAKS-M is reported as
the Kuder-Richardson 20, which is equivalent to
coefficient alpha but for dichotomous data, and
as a stratified coefficient alpha, where appro-
priate. Values for these coefficients are lower
in all cases than corresponding values from the
general assessment, but tend to be similar and in
the acceptable range on reading/English language
arts tests and on all content areas at the ele-
mentary grade levels (Texas Education Agency,
2009; Texas Student Assessment Program, 2007).
Reliability estimates tend to diverge more, with
coefficients for the AA-MAS falling below the
acceptable range, on mathematics and science
tests at higher grade levels. The technical manual
for the TAKS-M includes extensive information
on the process used to ensure alignment to the
content standards, as a method of maintaining
content validity. The manual also includes evi-
dence based on relations with other variables,
indicating that the reading and mathematics tests
are measures of related but separate constructs,
and that neither measure was inappropriately
related to demographic variables such as gender
or ethnicity.

In addition to research to evaluate state
AA-MASs, experimental studies of the effects
of modification packages on items and tests
have been completed as part of three feder-
ally funded projects. These studies are discussed
next.

Experimental Studies of Modifications

The first large-scale, experimental research study
on the validity of packages of test modifications
was completed as part of the Consortium for
Alternate Assessment Validity and Experimental
Studies (CAAVES1). The study influenced future
studies by:

1 CAAVES was a U.S. Department of Education
Enhanced Assessment grant codirected by Elizabeth
Compton and Stephen N. Elliott. Several studies on item
modification were conducted within this multistate project
during 2007–2009.
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(a) using packages of modifications designed
by teams of educators to yield original
and modified conditions of items without
changing the connection to grade-level con-
tent standards. [The reader is directed to
Kettler, Elliott, and Beddow (2009) for a
description of this Modification Paradigm,
as well as for a list of theory-based and
research-supported modifications.],

(b) including groups of eligible students and
control groups identified by special educators
based on federal criteria,

(c) incorporating a within-subjects design that
counterbalanced the order of conditions and
of equal-length forms, and

(d) analyzing the impact of modifications on reli-
ability and student performance on tests and
items.

Replication studies have been conducted as
part of the Consortium for Modified Alternate
Assessment Development and Implementation
(CMAADI2), and Operationalizing Alternate
Assessment for Science Inquiry Skills
(OAASIS3) projects.

Consortium for Alternate Assessment
Validity and Experimental Studies

As part of the CAAVES project, Elliott et al.
(2010) administered short sets of items in read-
ing and mathematics to eighth-grade students
(n = 755) in four states. Each participant was
part of one of three groups: students without dis-
abilities (SWODs), students with disabilities who

2 CMAADI was a U.S. Department of Education General
Supervision Enhancement grant codirected by Stephen
N. Elliott, Michael C. Rodriguez, Andrew T. Roach,
and Ryan J. Kettler. Several studies on item modifica-
tion were conducted within this multistate project during
2007–2010.
3 OAASIS was a U.S. Department of Education Enhanced
Assessment grant directed initially by Courtney Foster
and ultimately by John Payne. Several studies on item
modification were conducted within this multistate project
during 2008–2010.

would not be eligible for an AA-MAS (SWD-
NEs), and students with disabilities who would be
eligible (SWD-Es). Each student completed sets
of equal length in a condition with original items,
in which each student read unmodified items
silently from a computer screen, and in two con-
ditions with modified items: (a) Modified and (b)
Modified with Reading Support. In the Modified
condition students read modified items silently
from a computer screen, and in the Modified
with Reading Support condition some elements
of the items (i.e., the directions, stem, and answer
choices, but not passages or essential vocabulary)
were read aloud to the students using voice-over
technology. The two modified conditions in read-
ing had only 72% of the total number of words,
when compared to the Original condition, and
the modified conditions in mathematics had only
74% of the total number of words.

The researchers used the Spearman-Brown
prophecy formula to estimate the reliability coef-
ficients of hypothetical test forms with 39 items, a
length more representative of a state achievement
test. Table 13.3 includes a summary of coefficient
alpha estimates across studies and conditions. All
reliabilities across groups, conditions, and con-
tent areas were acceptable, ranging between 0.85
and 0.94. The estimates were not meaningfully
higher or lower for any group in the Original
condition versus the two modified conditions,
indicating that the modifications did not change
the reliability of the test.

While large differences were not found in
reliabilities across groups and conditions in the
CAAVES study, it is possible that items in the
Original condition were more accessible than
those that are typically found on state general
assessments (Kettler, in press). The average p-
values (i.e., percent of items correct) in the
Original condition (SWODs = 64%, SWD-NEs
= 51%, and SWD-Es = 34%; Elliott et al.,
2010) indicate that the difficulty of the test may
have been more appropriate for a group of stu-
dents with disabilities. An average p-value of
50% for the intended population of test-takers
is ideal when trying to maximize discrimina-
tion. Therefore, the results of the CAAVES study
may have overestimated the reliability of general
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Table 13.3 Coefficient alpha estimates by condition, study, content area, and group

Grade level Original Modified
Modified with
reading support

CAAVES reading
(13 items projected to 39 items)

SWODs 0.91–0.92 0.93–0.94 0.93–0.94

SWD-NEs 0.90–0.91 0.90–0.91 0.91–0.92

SWD-Es 0.88–0.89 0.88–0.89 0.88–0.89

CAAVES mathematics
(13 items projected to 39 items)

SWODs 0.88–0.89 0.89–0.90 0.89–0.90

SWD-NEs 0.86–0.87 0.86–0.87 0.86–0.88

SWD-Es 0.86–0.88 0.86–0.88 0.86–0.87

CMAADI reading
(20 items projected to 40 items)

SWODs 0.80 0.66 –

SWD-Es – 0.52 –

CMAADI math
(20 items projected to 40 items)

SWODs 0.84 0.66 –

SWD-Es 0.77 0.77 –

OAASIS science
(20 items projected to 60 items)

SWODs 0.88 – 0.83–0.87

SWD-NEs 0.65–0.84 – 0.79–0.86

SWD-Es 0.65–0.85 – 0.76–0.78
CAAVES = Consortium for Alternate Assessment Validity and Experimental Studies; CMAADI =
Consortium for Modified Alternate Assessment Development and Implementation; OAASIS =
Operationalizing Alternate Assessment of Science Inquiry Standards; SWODs = students with-
out disabilities; SWD-NEs = students with disabilities – not eligible; SWD-Es = students with
disabilities – eligible

achievement tests for SWD-Es, and consequently
underestimated the potential improvement in reli-
ability through modification.

Kettler et al. (in press) used an item response
theory (IRT) framework on the same data set
to test for differential boost based on modifi-
cations. Differential boost is a concept that has
historically been used to evaluate testing accom-
modations, based on the idea that an appropriate
accommodation should help students who need it
more than those who do not (Fuchs et al., 2000;
Kettler & Elliott, 2010). Differential boost fits
within the domain of evidence based on rela-
tions with other variables, and in modification

studies would be apparent when the boost for eli-
gible students is greater than the boost for one or
more control groups. In statistical terms, a boost
is expressed as an effect size, which reflects the
magnitude of the relationship between variables –
in this case, the condition (original versus a mod-
ified condition) and the test scores. A differential
boost is found when the magnitude of boosts is
significantly different for different groups. In the
CAAVES study, the researchers found significant
differential boosts between the Original condi-
tion and the Modified condition, indicating that
SWD-Es benefited more from the modifications
than did SWODs, when differences in ability
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Fig. 13.1 Boosts by group
across modification
conditions, studies, and
content areas. rs = reading
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level among groups were controlled in a Rasch
model. Significant differential boosts were also
apparent in this model when comparing SWD-Es
with SWD-NEs in reading, or when comparing
the Original condition with the Modified with
Reading Support condition in mathematics.

Elliott et al. (2010) analyzed the same data
within a classical test theory framework, find-
ing boosts that were significant for all groups
between the Original condition and the two mod-
ified conditions, but not finding any boosts that
were differentially significant. Figure 13.1 depicts
the boosts experienced by each group across
modification conditions and content areas for
the three experimental studies reviewed in this
chapter. All effect sizes in Fig. 13.1 were com-
puted using Cohen’s d, an expression of the
difference between mean scores in the two con-
ditions, divided by the pooled standard devia-
tion. Effect sizes for SWD-Es tended to be in
the medium or high ranges, while effect sizes
for SWODs tended to be in the small range.
Collectively, results from the CAAVES study
indicate that measurement precision can be main-
tained and scores can be improved through a
modification process that keeps items connected
to grade level content standards.

Consortium for Modified Alternate
Assessment Development and
Implementation

As part of the CMAADI project, Elliott and col-
leagues (2009) conducted a replication of the
CAAVES study using original and modified sets
of items from the Arizona Instrument to Measure

Standards. The participants included seventh-
grade students representing two groups: SWODs
(n = 106) and SWD-Es (n = 46). Each stu-
dent completed two 20-item sets, which they
read silently to themselves in both conditions, in
either reading or mathematics. A MAZE mea-
sure of reading was administered to all students
in order to determine whether low reading abili-
ties are a likely barrier that keeps SWD-Es from
accessing achievement tests. The SWD-E group
correctly completed a significantly smaller num-
ber of choices on the MAZE; the effect size of the
difference between the groups was in the medium
range (d = 0.72).

The modification process in the CMAADI
study appeared to yield better measurement for
students who would be eligible for an AA-MAS
(Elliott et al., 2009). Estimated coefficient alpha
for a 40-item set improved for reading, although it
remained below the acceptable range, and stayed
nearly equal in mathematics. Item-to-total corre-
lations increased by an average of 0.11 in reading,
but only increased by an average of 0.01 in math-
ematics. A differential boost was observed in
both content areas, as the effect of the modifica-
tion process was significantly larger for SWD-Es
than it was for SWODs in both reading and math-
ematics. These findings provide strong support
for the impact of the modification process on
reading, while the results for mathematics were
mixed.

Operationalizing Alternate Assessment
for Science Inquiry Skills

The OAASIS project replicated the design of the
CAAVES and CMAADI studies in the context
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of a high school biology test. Three groups of
students – SWODs (n = 168), SWD-NEs (n =
156), and SWD-Es (n = 76) – were recruited
across three states. Each student completed two
20-item sets of online multiple-choice items. The
items were read silently by the students in the
Original condition, but were read aloud by voice-
over technology in the Modified condition. Items
in the Modified condition contained, on aver-
age, only 70% of the total number of words
included in the Original condition. A MAZE
measure was administered to a subset of students,
with SWODs correctly completing a significantly
larger number of choices, compared to SWD-NEs
(d = 0.66) and SWD-Es (d = 0.83). This finding
replicated the finding from the CMAADI study,
indicating that SWD-Es as a group do not read as
quickly or as accurately as do SWODs.

The modification process in the OAASIS
study yielded mixed results with regard to
measurement precision for eligible students.
Coefficient alpha for the two sets of items used
in the study differed greatly in the Original con-
dition, but alpha was reduced for one set through
the modification process and increased for the
other set. The projected coefficient alphas for
the modified sets based on 60-item test forms
(the median length of the general achievement
tests in the participating states) were both slightly
lower than the acceptable range. Boosts in total
scores for both SWD-Es and SWODs were sig-
nificant, but the boost for SWD-Es was not signif-
icantly larger than the boost for SWODs. These
results indicate that the scores of SWD-Es are
increased through the modification process, but
that measurement precision is not systematically
increased.

What Do We Know About Modified
Achievement Tests?

The research completed on packages of modifi-
cations used to make a test more accessible has
provided test developers and special education
leaders a number of lessons:
(a) The federal criteria for AA-MAS eligibility

identify a population of students that attains

lower scores on tests across content areas,
and reads less quickly and less accurately,
compared to the general population of stu-
dents without disabilities.

(b) Packages of modifications designed to
improve the accessibility of tests result
in scores that are higher for both eligible
and non-eligible groups of students across
content areas.

(c) This boost is sometimes significantly dif-
ferent in favor of the eligible group, and
is sometimes relatively equal across groups,
but does not typically favor the non-eligible
groups (i.e., data indicate modifications do
not increase the performance gap).

(d) The reliability of AA-MASs for the eligible
group tends to be similar to the reliability of
the general achievement test at the elemen-
tary school grade band across content areas
and in reading at higher grade bands. The
reliability estimates, however, tend to diverge
in mathematics and science at the middle
and high school grade bands, with AA-MASs
not being as reliable as general achieve-
ment tests and falling below the standard for
acceptability.

(e) A package approach to modifications appears
to help improve the reliability of those read-
ing tests which do not work well for SWD-Es
in their original form; results are mixed in
mathematics and science.

Collectively, these findings yield the conclu-
sion that in the process of modifying items to
make them more accessible, less is often more.
The modification process is typically aimed at
reducing the content of an item, often resulting
in items that have less words, less cognitive load,
and less answer choices, and which likely take
less time for eligible students to complete. This is
an important factor for a group of students who
read slowly and therefore likely take longer to
complete examinations. The modified tests allow
students to be more successful, as quantified by
higher scores, and to have an experience that is
more similar to the experience of students with-
out disabilities completing a general assessment.
The tests developed using packages of modifica-
tions often have equal or greater measurement
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precision for eligible students. Therefore, it is
surely the case that when less is equal (in terms
of measurement precision), and simpler (in terms
of reading or cognitive load), and allows eligible
students to have a more typical testing experi-
ence, less is better in the context of item and test
accessibility.

Future Needs

Research on packages of modifications made
to items and tests to improve accessibility has
only been emphasized recently. The movement
has been inspired by the final regulations of
NCLB (U.S. Department of Education, 2007a,
2007b), which have pushed states that often do
not have funds necessary to purchase new pools
of items, to instead develop tests by improving
items they already own. The findings are likely
to become more positive as ineffective modifi-
cations are removed from consideration, yielding
more effective packages of modifications overall.
For example, exploratory analyses conducted as
part of the CAAVES and OAASIS studies have
indicated that adding graphics to reading tests or
that changing passages to bulleted lists on sci-
ence tests may reduce the measurement precision
of these tests when used with the eligible popu-
lation. Additional replications of the studies that
have been completed to date, as well as similar
studies on grade levels and content areas that have
not been addressed, are critical to developing
more accessible tests.

Subsequent studies on the effects of item
and test modifications should also incorporate
more information about the eligible population
and their experience during testing. One exam-
ple of information that should be collected on
the eligible population is an indicator of working
memory. The modifications made in the reviewed
studies were often aimed at reducing cognitive
load, based on the assumption that working mem-
ory limitations are one barrier to success on
typical achievement tests. Test data on working
memory should be gathered on students identi-
fied as belonging to eligible groups, in order to
determine whether this assumption is true. An

example of data that should be collected on the
testing experience is the amount of time taken to
complete forms in original versus modified con-
ditions. While it is highly likely that the modified
versions consisting of less words and less answer
choices take less time to complete, this should
be verified and the magnitude of the difference
should be quantified.

Conclusions
Tests developed using packages of modifica-
tions can already make the testing experience
of students eligible for an AA-MAS more
similar to the experience of students who take
the general examination. While this experi-
ence does not appear to come at a cost in
terms of reliability in reading, mathematics, or
science at the elementary grade band, it may
result in less precise measurement in math-
ematics and science at the middle and high
school grade bands. Experimental research
findings indicate that measurement precision
can be maintained in these content areas
and at these grade bands, and perhaps even
improved. These findings are positive, and
hold promise for greater improvement in the
near future, resulting in even better methods
that allow all students to show their knowledge
and skills through accessible tests.
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14Including Student Voices in
the Design of More Inclusive
Assessments

Andrew T. Roach and Peter A. Beddow

We hardly know anything about what students think about educational change because no
one ever asks them. . ..The information is negligible as to what students think of specific
innovations that affect them. To say that students do not have feelings and opinions about
these matters is to say that they are objects, not humans (Fullan, 2001, pp. 182–189).

Due, in part, to changes in federal policy
(e.g., Individuals with Disabilities Education Act
[IDEA] and No Child Left Behind [NCLB] Act),
the past two decades have seen a dramatic change
in the number of students included in state
and district accountability systems. According to
the National Center on Educational Outcomes
(NCEO), in the early 1990s most states reported
that fewer than 10% of students with disabilities
participated in their states’ large-scale assess-
ment. By the year 2000, the average percentage
of students with disabilities in the general assess-
ment had risen to 84%, and by 2008 that number
had risen to above 95% (i.e., the participation rate
required by NCLB).

There are a number of potentially positive
consequences of increased participation in state
accountability systems: (a) higher expectations
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Portions of this chapter appeared previously in Roach, A.
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(2010). Incorporating student input in developing alternate
assessments based on modified achievement standards.
Exceptional Children, 77, 61–80.

and improved performance in core academic
areas; (b) increased access to the general grade-
level curriculum; and (c) additional professional
development and material resources allocated to
improving the performance of students with dis-
abilities.

State assessment data, however, suggest that
there has been only modest movement toward
“closing the gap” in proficiency between stu-
dents with disabilities and their peers, and the
differences remain very large – ranging from
31.4 percentage points in elementary school read-
ing to 39.7 points in middle school mathemat-
ics (Albus, Thurlow, & Bremer, 2009). Surely,
these numbers cannot tell the whole story of
how inclusive accountability has influenced the
educational experiences of students with disabil-
ities. More research is needed to “break open
the black box” of inclusive assessments and
accountability systems, and to understand the
ways in which implementing these programs
influences students’ knowledge, perceptions, and
behaviors.

Concurrent with the movement to include
students with disabilities in state tests, a num-
ber of researchers have undertaken efforts to
apply universal design principles to assess-
ment development (Dolan, Hall, Banerjee, Chun,
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& Strangman, 2005; Thompson, Johnstone,
Anderson, & Miller, 2005). The goal of these
efforts has been to design accessible assessment
tasks and delivery systems that support, rather
than inhibit, students’ ability to show what they
know and can do.

In April 2007, the U.S. Department of
Education (USDOE) revised regulations under
the No Child Left Behind Act and codified
the pursuit of accessible assessment strategies
by allowing states to develop alternate assess-
ments based on modified academic achieve-
ment standards (AA-MAS). According to the
USDOE Non-Regulatory Guidance (2007), fea-
tures included in AA-MAS items should facilitate
the understanding of students with disabilities, or
provide background information and support in
ways that do not “compromise the validity and
reliability of the test results” (p. 26).

In essence, test developers and policymakers
expect students’ experiences with, and cognitions
while, completing accessibility-enhanced assess-
ments to be different from what happens when the
same students take existing items on the general
large-scale tests. Some information to support
this assumption can be gathered from statisti-
cal analyses of test results (e.g., differential item
functioning), but these methods can only provide
quantitative evidence to support test item devel-
opment. To understand the effects of universal
design features intended to enhance item accessi-
bility and students’ performance, test developers
and researchers must use a variety of methods
that tap students’ cognitions, problem-solving
behaviors, and opinions.

Asking for student perspectives and feed-
back makes intuitive sense, if test developers’
objective is to create the most effective and
useful assessment instrument. In other indus-
tries, manufacturers regularly conduct consumer-
focused evaluations to insure that their products
are viewed as meeting customers’ needs. Yet,
as Fullan states in the epigraph to this chapter,
we “hardly know anything about what students
think about” educational assessments because
test developers, researchers, and policymakers
have seldom paused to ask them.

Epistemological and Methodological
Frameworks for Including Student
Voices

Integrating student voice in the development and
validation of inclusive and accessible assess-
ment strategies requires an expansion of the
epistemological and methodological frameworks
that dominate traditional measurement research.
Research in measurement and psychometrics
generally has been conducted from a positivist
epistemology, which values precision and stan-
dardization in data collection, control of external
and contextual influences, and limiting researcher
subjectivity. Because of this epistemological
stance, measurement research emphasizes the use
of quantitative methods (i.e., statistical analyses)
with large samples of participants (Gallagher,
2009).

Moss (1996) called for inclusion of research
methods built on an interpretative framework
in measurement research and practice. She sug-
gested “(interpretative approaches) would enable
us to support a wide range of sound assessment
practices, including those less standardized forms
of assessment that honor the purposes teachers
and students bring to their work; (and) to theorize
more productively about the complex and subtle
ways that assessments work within the local con-
texts in which they are developed and used. . . .”
(p. 20). Moss contrasts interpretative methods
with a “naturalist” view of social science, which
posits that social scientists should use methods
similar to those employed by biological and phys-
ical scientists to study the natural world, and she
suggests a variety of reasons why interpretative
frameworks might be more appropriate for inves-
tigating different measurement and assessment
programs and strategies (e.g., including inclusive
and accessible assessments):
1. Assessment data generally consist of symbolic

constructions – texts, products, performances,
and actions – that reflect the behaviors, under-
standings, and interpretations of test takers
and users.

2. Measurement researchers must inquire about
the intentions and perspectives of test takers
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and users because they cannot fully under-
stand these from position of an outside, objec-
tive (i.e., distant) observer.

3. Interpretations (e.g., test scores, performance
descriptions) that measurement researchers
and test developers construct can be, and often
are, reinterpreted by and subsequently influ-
ence the behaviors and beliefs of the students
and teachers they describe.

4. A primary goal of measurement research
should be to understand meaning in the con-
text in which it is produced and received.
The National Research Council’s Knowing

What Students Know (Pellegrino, Chudowsky, &
Glaser, 2001) also called for an expansion of the-
oretical and methodological approaches to educa-
tional assessment. Pellegrino and colleagues indi-
cated that many widely used tests of educational
achievement were built on outdated psychometric
and cognitive models that did not reflect the most
recent advances in either field. Moreover, they
suggested assessments “should focus on making
students’ thinking visible to both their teachers
and themselves so that instructional strategies can
be selected to support an appropriate course for
future learning” (p. 4). Achieving this goal is
particularly relevant for students with (or at risk
for experiencing) learning difficulties. Research
methods that elicit students’ written and ver-
bal responses to tasks are necessary in order to
“unpack” student cognition, identify supportive
as well as confusing tasks features, and produce
data that support current and future instructional
decision making.

In 2001, The Spencer Foundation funded
a series of conversations and ongoing collab-
oration between prominent psychometric and
sociocultural researchers on the topic of edu-
cational assessment. The goal of this project
was “two-fold: (a) to provoke examination of
the influence of psychometrics on assessment
and, in turn, on concepts of learning and teach-
ing, educational reform, fairness, and ‘scientifi-
cally based evidence’; and (b) to imagine how
the processes of assessment might be better
served or even reshaped through collaborative,
cross-disciplinary efforts” (Moss, Pullin, Gee, &

Haertel, 2005). This group’s examination of how
scholarship regarding situated and distributed
cognition might influence assessment research
and design is particularly applicable to devel-
opment and validation of inclusive and accessi-
ble assessments. In essence, researchers work-
ing from a situated/distributed framework view
cognition as “not locked privately inside indi-
vidual heads” but spread across interactions with
other individuals and with tools and technolo-
gies. “What someone can do in one situation
or with other people or tools and technologies
can be quite different than what a person can do
alone or across a wide array of contexts” (p. 71).
These questions about what students can do with
different levels and types of support are of the
utmost importance in constructing more inclu-
sive and accessible assessments. Unfortunately,
traditional psychometric research is not well
suited to investigating these sorts of context-
bound behaviors; interpretative/qualitative meth-
ods (e.g., interviews, participant observation) are
needed to develop “thick descriptions” of the
effects of accommodations, universal design fea-
tures, and other supports.

Uses of Student Response Data
in the Standards for Testing

Support for integrating student input in develop-
ing and validating accessible assessments can be
found in test standards as well as various profes-
sions’ standards for ethics and professional prac-
tice. For example, the Standards for Educational
and Psychological Testing (AERA, APA, &
NCME, 1999) are intended to guide the develop-
ment and validation of testing practices in educa-
tion and psychology and also include a relatively
comprehensive overview of the rights and respon-
sibilities of various stakeholder groups, includ-
ing test developers and test users. The value of
information regarding student responses and per-
ceptions in supporting the development of inclu-
sive and accessible assessments is addressed at
multiple points in the Standards for Educational
and Psychological Testing.
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Standard 10.3, in the chapter on testing indi-
viduals with disabilities, indicates: “Where fea-
sible, tests that have been modified for use
with individuals with disabilities should be pilot
tested on individuals who have similar disabil-
ities to investigate the appropriateness and fea-
sibility of the modifications” (p. 106). Because
pilot testing often occurs with a smaller sample
of participants, collecting information regarding
student behaviors and cognitions during test-
ing and their perceptions of assessment tasks
may be more manageable than during actual
implementation. Gathering student response data
during pilot testing allows test developers to
identify items with features students perceive as
confusing. Identifying items and item features
that may unintentionally influence and inhibit
the performance of students with and/or with-
out identified disabilities during pilot testing
can reduce the unnecessary costs required to
“retrofit” test forms and procedures during “live”
testing.

The Standards for Educational and Psycho-
logical Testing suggest information about student
response processes and test-taking behaviors can
provide evidence to support the construct validity
of an assessment. “Questioning test takers about
their performance strategies can yield evidence
that enriches the definition of a construct. . .”
(AERA, APA, & NCME, 1999, p. 12). When
attempting to develop accessible test items, stu-
dent response data can provide important infor-
mation about the reasons for observed differences
in performance across item types (unmodified
vs modified) and student groups (students with
and without identified disabilities). The use of
concurrent think-aloud protocols and follow-up
questioning may allow researchers to “unpack”
unexpected results. For example, differential item
functioning may indicate a particular item was
difficult for students with identified disabilities
in comparison to their peers. Recording students’
concurrent verbalizations while solving the item
in question and questioning students following
completion of the task may illuminate item fea-
tures that contributed to the observed results. The
Standards for Educational and Psychological
Testing identify the latter as an important

potential contribution of student response data:
“Process studies involving examinees from dif-
ferent subgroups can assist in determining the
extent to which capabilities irrelevant or ancillary
to the construct may be differentially influenc-
ing (student) performance” (p. 12). This type of
evidence is central in the development of more
accessible tests, where test items may include
features that are intended to reduce or elim-
inate construct-irrelevant influences on student
outcomes.

Test developers also may collect data about
student perceptions to provide consequential
validity evidence. One desired outcome of the
inclusion of universal design features in test
development is that the resulting tests will be
more accessible and comprehensible, leading
to improved student motivation and sense of
efficacy. The Standards for Educational and
Psychological Testing address this claim, indi-
cating “Educational tests. . .may be advocated on
the grounds that their use will improve student
motivation. . ..Where such claims are central to
the rationale of testing, the direct examination
of testing consequences necessarily assumes even
greater importance” (AERA, APA, & NCME,
1999, p. 17). Follow-up questioning and sur-
veys can provide important information about the
influence of accessible tests on student motiva-
tion and efficacy.

Ethics and Standards for Professional
Practice

Developing and implementing inclusive and
accessible assessments also could be conceptu-
alized as a form of educational intervention. In
this case, information about student experiences
and perceptions are essential evidence about the
acceptability of these inclusive assessment strate-
gies. Acceptability refers to an individual’s per-
ceptions regarding the appropriateness, fairness,
and reasonableness of an intervention (Kazdin,
1981). Evaluating the acceptability of testing
accommodations, test item modifications, or the
integration of universal design features in test
forms and delivery requires surveys or interviews
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to understand the perceptions of students who
qualify for these inclusive assessments strategies.

As the professionals most likely to make deci-
sions about the provision of inclusive assessment
strategies (e.g., testing accommodations) and
more accessible alternate forms of assessment,
special educators and school psychologists have
an ethical responsibility to determine the accept-
ability of these supports. In What Every Special
Educator Must Know: Ethics, Standards, and
Guidelines, the Council for Exceptional Children
(CEC) emphasized the need to consider how stu-
dents’ experiences, perceptions, and beliefs influ-
ence their learning and academic performance.
For example, CEC’s Initial Content Standard III
(2008) states:

Special educators are active and resourceful in
seeking to understand . . . individuals’ academic
and social abilities, attitudes, values, interests, and
career options. The understanding of these learning
differences and their possible interactions provides
the foundation upon which special educators indi-
vidualize instruction to provide meaningful and
challenging learning for individuals with excep-
tional learning needs (p. 51).

Integrating information regarding students’ social
skills, perceptions, or occupational aspirations
into decisions about their participation in large-
scale testing calls for an expanded conceptual-
ization of acceptability. Yet, it seems clear that
these factors can have a dramatic influence on
engagement and achievement on large-scale tests.
For example, students with disabilities may less
likely to view postsecondary education (or, in
some cases, high school graduation) as feasible,
leading to reduced motivation and effort on state-
mandated high school graduation examinations.
Within this context, educators’ efforts to provide
accommodations or to provide more accessible
test forms may not result in passing scores and
be (incorrectly) coded as ineffective because the
acceptability and perceived utility of these efforts
were never gauged with targeted students.

Similarly, school psychologists are expected
to collaborate with students to develop supports
and interventions like testing accommodations
and accessible assessments. According to the
National Association of School Psychologists’
Principles for Professional Ethics:

“School psychologists discuss with students
the recommendations and plans for assisting
them. To the maximum extent appropriate, stu-
dents are invited to participate in selecting and
planning interventions” (NASP, 2010, II 3.11).
Currently, decisions about participation in state
assessment programs are made by students’ IEP
teams. In practice, these decisions often are
made by special educators with limited consul-
tation with school psychologists, family mem-
bers, general educators, and students themselves.
Although the ethics codes suggest that educa-
tors have a responsibility to include students with
disabilities in decision making about how to be
included in large-scale assessments, we unfortu-
nately know very little about students’ ability to
select appropriate supports for taking and suc-
ceeding on large-scale assessments. Additional
research is needed to determine if students can
successfully identify and use accommodations
and modifications that result in improved assess-
ment performance.

Beyond these professional standards of prac-
tice and ethics, many educational researchers
have been influenced by the United Nations
Convention on the Rights of the Child
(UNCRC) Article 12 that indicates educators and
researchers should:

. . .Assure to the child who is capable of forming
his or her own views the right to express those
views in all matters affecting the child, the views
of the child being given due weight in accordance
with the age and maturity of the child.

Indeed, UNCRC Article 12 may provide the
strongest endorsement for including student per-
spectives and opinions in the development and
validation of the inclusive and accessible assess-
ment strategies as it clearly recognizes chil-
dren and adolescents’ agency and right to self-
determination.

Existing Assessment Research That
Integrates Student Voice

Several research groups have conducted exam-
inations of student responses to testing, using
three primary methodologies: student drawings
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(e.g., Wheelock et al., 2000), surveys (e.g., Roach
et al., 2010), and various interview strategies
(Roderick & Engel, 2001; Triplett & Barksdale,
2005; Roach et al., 2010; Johnstone, Liu,
Altman, & Thurlow, 2007; Johnstone, Bottsford-
Miller, & Thompson, 2006). Taken together, this
body of research highlights the importance of
integrating student voices in the design of assess-
ments for students with a broad range of abilities
and needs. In this section, we discuss the proce-
dures and results of a set of recently published
studies of students’ perspectives on assessment.
Our review focuses on two data collection meth-
ods – student drawings and interviews – that
we believe hold the most promise for provid-
ing inclusive and accessible forums for students’
voices to be heard and honored. We encour-
age researchers who are interested in student
perspectives on inclusive assessments to con-
sider the potential barriers to communication
that may be inherent in some data collection
methods (e.g., reading survey items, compos-
ing open-ended written responses) in designing
studies.

Research Using Student Drawings: Two
Examples

To understand students’ experiences with and
opinions of large-scale tests, Wheelock, Bebell,
and Haney (2000) asked a sample of high
school students to respond by drawing their reac-
tions after participating in the Massachusetts
Comprehensive Assessment System (MCAS).
The MCAS is a series of paper-and-pencil tests
consisting of multiple-choice and constructed
response items. The MCAS is considered a high-
stakes assessment system in that students are
required to pass the test in order to receive a
high school diploma. At the time of the study,
the MCAS required students to sit for up to
13 one-hour test sessions in English/language
arts, mathematics, science and technology, and
history/social studies. In all grades, the authors
reported the test times exceeded those recom-
mended by the Massachusetts Department of
Education.

The authors gathered participants by send-
ing electronic mail to the Massachusetts teacher
online, listserve, asking for their help in a study
examining student perceptions about the MCAS.
They sent a follow-up e-mail to respondents,
directing them to ask their students to follow a
simple prompt, as follows: “Draw a picture of
yourself taking the MCAS.” The researchers sub-
sequently received 411 student drawings from
18 teachers in grades 4, 8, and 10, across eight
school districts. Drawings were disaggregated
by the type of community (i.e., urban, subur-
ban, rural). They coded the drawings according
to student postures, testing materials, and the
inclusion of other students’ or teachers’ figures,
as well as affective features (e.g., facial expres-
sions that clearly denoted emotion). Additionally,
the researchers collected comments written in
speech or thought bubbles and captions. Interrater
agreement on data coding exceeded 90%. The
drawings “provided a variegated picture of how
students. . .view high stakes testing” (Wheelock
et al., 2000, p. 6). The majority of drawings
depicted the test event as a solitary experience
(i.e., 70% of the drawings did not include other
figures in the drawings). Nearly two-thirds of the
drawings contained indicators of students’ emo-
tions or perceptions while taking the test. Of
these, the frequency of students who indicated the
test was difficult was four times greater than those
who indicated the test was easy. Some depicted
a combination of hard and easy items. Question
marks were depicted in 8.5% of student drawings;
they were typically included in thought bubbles.
In some, students pictured themselves asking for
help from a teacher. For example, one drawing
depicted the student asking, “Who was Socrates?
Who was Socrates? What kind of question is
that?”(Wheelock et al., 2000, p. 8). A greater per-
centage of urban students reported the MCAS as
difficult (15.6%) when compared to rural students
(5.7%).

A larger percentage of urban students (16.5%)
depicted themselves taking a test that was “too
long” compared to suburban and rural students
(0 and 3.3%, respectively). One eighth grader
drew a picture of herself with steam coming
out of her ears as she sat before a test booklet
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containing 6,021,000 pages. One fourth grader
drew herself taking an even longer test, con-
taining 1,000,956,902 pages, which she labeled
“Stinkn’ [sic] test.” Other students’ drawings
depicted themselves thinking or saying things
such as “Five pages more,” “TO [sic] MUCH
TESTING,” “Is it over yet?” and “Not MCAS
again!” Several student drawings depicted the
student feeling tired or rushed to complete the
test.

The researchers coded 13.4% of the drawings
as depicting the student experiencing anxiety.
One student depicted himself thinking the test
was “nerve-wracking.” Others drew themselves
praying or wishing for help. Several drawings
showed students who feared failing the test and
having to go to summer school. Little discrep-
ancies were observed in anxiety drawings across
grade levels or community types. Ten percent of
the drawings portrayed students feeling anger.
One drawing depicted the student marching on
City Hall. Another showed the student setting fire
to the MCAS. Yet another depicted the student
thinking the test was designed to reveal what he
had failed to learn. Greater percentages of stu-
dents in grades 8 and 10 (19.4%) depicted them-
selves as angry compared to students in grade 4
(6.6%). Four times as many urban students com-
pared to rural students depicted themselves as
angry.

Given the importance of test-taker motiva-
tion, it was notable that many drawings (5.3%)
portrayed the student languishing throughout the
course of a day, daydreaming about things unre-
lated to the test, or sleeping. Similarly, 3.9%
of the drawings depicted students as relieved at
the conclusion of testing. Some student draw-
ings, by contrast, contained positive depictions
(18%). A greater percentage of students in grade
4 (21.5%) depicted themselves as “thinking, solv-
ing problems, confident, or working hard” (p. 9)
compared to students in grades 8 and 10 (8.3%).
Greater percentages of urban and suburban stu-
dents (21.1 and 20.1%, respectively) compared
to rural students (9.7%) depicted themselves as
diligent.

Triplett and Barksdale (2005) conducted a
similar study in which they asked students in

grades 3 through 6 to “draw a picture about
your recent testing experience.” Students then
responded in writing to the prompt “tell me about
your picture” (p. 237). Their rationale for the
study was to discover “what they could learn
about the test milieu from the primary stakehold-
ers – the children” (p. 237).

For the total sample, no drawings depicted the
student smiling. The majority of the drawings
(56%) depicted the student in isolation. Emotions
were depicted in 32% of the drawings, with
nervous being the most frequent emotion
depicted or discussed. Students frequently indi-
cated their nervousness was the result of time
pressure, not being able to find the correct
answer, and failing the test. One student wrote,
“I felt as if time was slipping through my fingers.
I tried to stay calm....There was only 55 min to
complete it. I thought I was a goner!”(p. 253).
Another common emotion was anger, primarily
over the length of the test, its difficulty, social iso-
lation during the test event, and the possibility of
failure. Fifteen of the drawings included depic-
tions of fire, including one student who noted,
“The school is gonna burn, we’re saved!”(Triplett
& Barksdale, 2005, p. 251). Question marks
were also a common feature in the drawings,
usually with the purpose of indicating confu-
sion. One student drew a detailed battle scene
between question marks and light bulbs, cen-
tered around an answer sheet. He wrote, “I felt
like there was a war going on in my head.
The light bulbs won and the question marks
lost!”(p. 250). Fourteen drawings included pos-
itive statements, using the words happy, glad,
or liked; in most cases, the positive statements
were connected with the completion or ter-
mination of the test event. No student draw-
ings contained positive statements about the test
itself.

Research Using Student Interviews:
Four Examples

A number of researchers have examined stu-
dent perceptions of large-scale testing through
the use of various interview strategies. Roderick
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and Engel (2001) interviewed 102 low-achieving
students in grades 6 and 8 about Chicago Public
Schools’ policies ending social promotion (i.e.,
the implementation of standards-based tests to
guide the determination of students’ passage to
the next grade). Roderick et al. found students
mostly understood the main purposes of tests;
indeed, some reported tests were useful and
argued they should be used to determine which
students “deserve to be retained” (p. 197). Only
4% of students interviewed, however, reported
“not worrying” (p. 204) about passing the test.
No students in the high-risk portion of the sam-
ple reported they did not worry about the test. By
contrast, 52% of students in the high-risk group
reported “Worrying a lot”; whereas, the percent-
ages were lower for the moderate risk group
(34%) and the low risk group (6%). Nine percent
of the sample reported they spent time outside of
class working on skills to help them pass the test.
While a plurality of students for the total sample
(53%) reported working hard in school, there was
large variance across groups; 60% of the moder-
ate and low-risk students reported working hard,
while only 37% of the high-risk students reported
working hard. Few differences were observed
in any of the results across grades, genders, or
race/ethnicity.

Beyond the information on students’ opinions
of Chicago Public Schools’ retention policies,
Roderick and Engel (2001) reported several stu-
dent comments that provided some indication
of their perceptions of the accessibility of tests
and test items. For instance, when asked if these
tests are hard or tricky for him, one student
responded, “Hard. . .there’s a lot of hard stuff on
there that’s tricky – that you’ve got to know”
(p. 209). Another student anticipated that the test
itself probably was more difficult than the class
work leading up to it: “I got bad grades on [the
class work] and it’s too hard. If it’s going to be
hard just doing the class work, it’s going to be
real hard on the test” (p. 210). Another noted
the importance of teachers’ preparing students
by providing practice tests: “(The teacher) plays
around saying she doesn’t want to see us again
next year, that it’s time for us to leave . . . . She
cares about all the children . . . . She shows us by

teaching us more stuff and giving us examples of
the test”(p. 214).

Based on their analyses, Roderick and Engel
concluded creating incentives for low-achieving
students through rewards and feedback may
improve school effort (but not necessarily test
scores). They also identified a group of students
for whom incentives appeared to be ineffective.
They cited two primary reasons for this: (a) first,
some students, even those who valued promo-
tion, felt the goal was unattainable; (b) second,
students with low motivation were less likely
to find support or encouragement in or out of
school, facilitating the students’ maintenance of
their present trajectories of performance.

A cognitive interview study conducted by
researchers at the National Center on Educational
Outcomes aimed to use student input to inform
the development of “comprehensible and read-
able” test items (Johnstone et al., 2007, p. 1).
Students completed items in original or modi-
fied form (e.g., decreased word count, simplified
vocabulary, bold font for key words) while being
encouraged to think aloud and then participated
in videotaped interviews about their experiences.
The authors found students did not perceive any
difference in item difficulty as a result of decreas-
ing the number of words in stems and adding
bold font to key words, although students pre-
ferred the bold font. They reported vocabulary
of item stems and answer choices was perceived
as important, particularly when non-construct-
relevant words were included, as well as words
with negative prefixes. It should be noted that
the authors based their conclusions on a total
participant sample consisting of eight students.

A recent study conducted by researchers
from the five-state Consortium for Alternate
Assessment Validity and Experimental Studies
(CAAVES) project examined the effects of item
modification with students in grade 8. Discovery
Education Assessment provided grade 8 mathe-
matics and reading items with extensive opera-
tional histories. Assessment experts, content-area
specialists, educators, and researchers then col-
laborated to modify these items using a frame-
work that was subsequently released as the Test
Accessibility and Modification Inventory (TAMI;
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Beddow, Kettler, & Elliott, 2008). The TAMI
guides item writers to isolate the target construct
of test items by reducing reading load of passages
and stimuli, clarifying the question or directive
in item stems, simplifying visuals, and managing
the cognitive demands of item elements.

Following the item modification session, the
CAAVES team conducted a cognitive interview
study with a small sample of eighth-grade stu-
dents (n = 9). The purpose of the cognitive
interviews was to examine how students pro-
cess the kinds of test items that were to be
included on the CAAVES field tests. Specifically,
the investigators asked students to think aloud
as they completed a set of eight test items in
either original or modified form (i.e., some stu-
dents completed the original item while others
completed the modified form). Student responses
were audio- and video-recorded for transcription
later. These transcripts were analyzed with the
aim of understanding student perceptions about
test items and provoking consideration about fur-
ther changes that may be necessary to the items
to enhance their accessibility, including reverting
to their original forms in some areas if results
of modifications were determined to be subop-
timal. The cognitive interviews revealed several
patterns in student views. It should be noted that
statistical analyses were not feasible due to the
small sample size.

As noted previously, data were intended to
provide indicators of student views to facili-
tate item development as opposed to yielding
empirical results that were generalizable to a
large population. First, students required fewer
research prompts (e.g., “keep talking,” “tell me
what you’re thinking”) when engaging the mod-
ified items compared to the originals. Analyses
of reading fluency indicated the students without
disabilities (SWODs) group read more fluently
than the students with disabilities who would be
eligible (SWD-Es) group (158.3 words correct
per minute compared to 86.3 words correct per
minute). Further, students across groups spent
less time on the modified items compared to the
original items.

Most students in the SWD group indi-
cated visuals were helpful and supported their

comprehension of reading passages and ques-
tions. Most students in the SWOD, by contrast,
reported the visuals made no difference. Most
students in both groups reported visuals and
graphs were helpful in mathematics.

As per Rodriguez’s (2005) conclusion that
three choices are optimal for multiple-choice
items, each of the modified items contained three
answer choices instead of the four choices found
in the original item. Students who completed the
modified items were asked about which version
they preferred. With but one exception, students
in the SWD group perceived no difference in
the difficulty of the items due to the number
of answer choices. By contrast, the majority of
students in the SWOD group indicated three
answer choices made the items easier. One stu-
dent reflected on his preference, as follows: “If
you didn’t get the answer right the first time,
you. . .only had three choices to go back and look
at. . .instead of four” (Roach et al., 2010, p. 10).
Additionally, a number of the modified items
used bold font to emphasize key terms. When
asked to discuss their thoughts about this feature,
the majority of students reported the bold font
was helpful (though one student noted while the
bold font helped him find the answer, it didn’t
make the reading passage easier to comprehend).

Feldman, Kim, and Elliott (in press) investi-
gated students’ perspectives on testing, specifi-
cally focusing on testing accommodations (which
remains the most commonly used strategy to
increase the accessibility of tests for students with
special needs). Study participants were eighth
graders: 24 students with disabilities and 24 with-
out a disability. Although SWDs reported similar
levels of pre-test anxiety, positive self-regard,
and anxiety compared with SWODs, results indi-
cated SWDs reported significantly lower test
self-efficacy compared with their peers without
disabilities. SWDs who received testing accom-
modations, however, showed decreases in post-
test self-efficacy compared to students who did
not receive testing accommodations; however,
this result was not observed for SWODs.

In addition, Feldman and colleagues (in press)
found significant positive correlations between
pre-test self-efficacy and test performance
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(r = 0.34 for the accommodated condition
and r = 0.45 for the non-accommodated test).
A significant negative correlation also was
observed between pre-test anxiety and test
performance (r = – 0.33), but only for students
in the non-accommodated condition.

Incorporating Student Voices
in Future Assessment Research

In our research on inclusive and accessible
assessment strategies, we have found it essential
to involve students with disabilities more directly
and actively in our work. Given limited research
on universally designed assessments, advances in
cognitive load theory and mental load analyses
(Clark et al., 2006), and ongoing concerns about
improved accountability for students with dis-
abilities, it seems logical and appropriate to invite
students to be actively involved in the develop-
ment and evaluation of more accessible tests. The
involvement of students is not required by policy,
but we believe that it is an essential component
of assessment development, and that it will lead
to more accessible items and tests. To that end,
we proposed some “next steps” for research that
include the perspectives of students in support
of development of more accessible assessment
systems.

There is a need for additional research that
illuminates the effects of stress and test anx-
iety on the test performance of students with
disabilities. Nicaise (1995) defined test anxiety
as an individual’s physiological, cognitive, and
behavioral responses that produce negative feel-
ings in a test situation. An emerging body of
research suggests that students with LD expe-
rience test anxiety at rates equal to or above
their peers. By comparing students’ test per-
formance to self-reported test anxiety, Bryan,
Sonnefeld, & Grabowski (1983) found that (a)
students with LD reported more test anxiety
than their peers; and (b) the level of reported
anxiety was a significant predictor of subse-
quent achievement test scores. Using the Test
Anxiety Inventory for Children and Adolescents
(TAICA), Sena, Lowe, and Lee (2007) found
that students with LD had higher scores than

their peers on two TAICA subscales (Cognitive
Obstruction/Inattention and Worry) that are
believed to interfere with test performance,
while also reporting lower scores on a third
subscale (Performance Enhancement/Facilitation
Anxiety) that is related to improved achievement.
These reports of increased levels of test anxiety
on the part students with LD are troublesome
because they represent both (a) a negative unin-
tended consequence of large-scale testing (i.e.,
increased emotional distress) for students with
LD; and (b) a potential source of construct-
irrelevant variance that undermines score-based
inferences regarding the achievement of students
with LD (Saliva, Ysseldyke, & Bolt, 2007).
Along with our efforts to create more accessible
assessments, research is needed to identify effec-
tive interventions that will help students with LD
manage text anxiety so they can fully demon-
strate their skills during high-stakes testing. In
addition, investigations of the anxiety-reducing
effects of accessibility-enhancing test and item
features would provide additional support for
their utility and social validity.

Similarly, there is a need for additional
research on the effects of student effort and moti-
vation on test performance. Wise and Cotton
(2009) suggested valid interpretation of test
results requires “both a well-designed test and
the student’s willingness to respond with effort
to that test. Without adequate effort, test perfor-
mance is likely to suffer, resulting in the test score
underestimating the student’s actual level of per-
formance” (p. 189). This is an area of concern
for the implementation of inclusive and accessi-
ble assessments because lack of motivation and
effort can undermine the effects of test features
intended to facilitate student performance. In fact,
the effect of decreased effort can be quite large;
Wise and Demars’s (2005) review of the research
suggested the test of performance of under-
motivated students is over half a standard devia-
tion lower than their peers. Research on students’
test effort and motivation generally has been con-
ducted using self-report questionnaires that may
be prone to response bias, but computerized test-
ing provides opportunities to collect additional
data (e.g., time spent per item, random guess-
ing) that can corroborate these reports. Test item
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modifications are often created under the assump-
tion that they will facilitate students’ efforts in
responding to inaccessible items that would be
de-motivating in their unmodified form; research
is needed that provides support for this claim.

Conclusions
Accessible assessments are intended to facil-
itate the inclusion of students with disabil-
ities in testing programs and support these
students in demonstrating their knowledge.
Therefore, it is essential to demonstrate the
relationship of accessible assessments and stu-
dents’ perceptions of, and experiences with,
testing. The Standards for Educational and
Psychological Tests (AERA, APA, & NCME,
1999) support this idea, stating “certain educa-
tional testing programs have been advocated
on the grounds that they would. . .clarify stu-
dents’ understanding of the kind or level of
achievement they were expected to attain. To
the extent that such claims enter into the jus-
tification for a testing program, they become
part of the argument for test use and should
be examined as part of the validation effort”
(p. 23). Certainly, setting higher achievement
standards for students and expecting improved
efforts on the part of students (as well as edu-
cators and parents) to meet these standards is
a key component of theory of action underly-
ing standards-based accountability programs.
Understanding whether (and how) this claim
holds for students with disabilities and English
language learners is important, but it has sel-
dom been examined.

When students’ perspectives regarding
assessments and modifications are not con-
sidered, educators, policymakers, and test
developers may work from a “paternalistic”
assumption – that is, “acting upon (our) own
idea of what’s best for another person without
consulting that other person” (Marchewaka,
cited in Smart, 2001, p. 200). Although there
are some cases in which ascertaining student
perspectives and preferences would be diffi-
cult (e.g., students with significant cognitive
disabilities with no reliable mode of com-
munication), we believe most students with

and without disabilities are fully capable of
expressing their opinions regarding the acces-
sibility and acceptability of testing practices.

Many researchers and policymakers (inclu-
ding the authors included in this book) are
engaged in efforts to improve the quality
of assessments for students with disabili-
ties and English language learners. Although
the development and implementation of more
accessible tests may not result in improved
scores for every student, it appears test design
practices that affect educational prospects and
planning for many students can be improved.
Given the omnipresence of high-stakes assess-
ments in our nation’s schools, it is important
to give the students most likely to be affected
by such assessments a voice in the develop-
ment process. We encourage educators and
test developers to include these data as part of
their test development and validation efforts.
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15Computerized Tests Sensitive
to Individual Needs

Michael Russell

The presence of computers in our schools creates
valuable opportunities to enhance educational
testing. The number of computers in schools has
changed dramatically over the last three decades.
In 1983, schools had, on average, only one com-
puter for every 125 students. Today, that ratio has
dropped to one computer for every 3.8 students
and nearly every school across the nation has a
high-speed Internet connection (Bausel, 2008).
In addition, an increasing number of schools are
adopting 1:1 computing programs that provide a
laptop for every student.

A decade ago, Bennett (1999) predicted that
computer-based testing would pass through three
evolutionary stages before reaching its full poten-
tial. First, Bennett predicted that computers will
be used to increase the efficiency of testing.
Second, multimedia will be integrated into tests
to increase the authenticity of items and tasks
presented to students. Finally, computers will be
used to deliver tests anywhere and at any time,
so that testing becomes more integrated with
instruction.

Today, many states are exploring or have
begun to transition their testing programs to
computer (Bennett et al., 2008). In most cases,
however, testing programs that have embraced
computer-based testing have done so solely to
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increase efficiency. Their goals are simple –
improve the efficiency with which tests are
distributed, decrease the time required to score
multiple-choice answers, and increase the speed
with which results are reported. While achieving
these goals saves time and money, they do
not harvest the full benefits of computer-based
testing.

This chapter focuses specifically on the bene-
fits computer-based testing can bring to increas-
ing accessibility, and thus test validity, by cus-
tomizing the delivery of, interaction with, and
response to test items based on the specific needs
of each individual student. Given the capability of
computers to customize delivery and presentation
of tests, this chapter also explores the emergence
of a new approach to framing accommodations
as adaptations designed to meet four categories
of access needs. The opportunity to develop an
access needs profile for each student and to then
tailor the delivery of tests based on this profile
is also discussed. Finally, this chapter shares evi-
dence that is emerging from one testing program
that is capitalizing on these benefits.

Background

Over the past decade, several events have cre-
ated a critical need for computer-based assess-
ments that flexibly meet the accessibility and
accommodation needs of individual students.
The Individuals with Disabilities Education
Improvement Act (IDEA) requires that students
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with disabilities and special needs receive appro-
priate accommodations during instruction and
that they receive similar accommodations dur-
ing testing. Universal Design for Learning (UDL)
emphasizes the importance of designing curricu-
lar materials in a way that increases access for
students with a variety of needs. The impor-
tance of careful design and consideration for
multiple ways of accessing information by stu-
dents with disabilities are at the foundation of
the National Instructional Materials Accessibility
Standards (NIMAS, for more information see
nimas.cast.org). Response to intervention (RTI)
places strong emphasis on the collection and
analysis of data to examine the extent to which
specific interventions are having a positive effect
on a student. The No Child Left Behind (NCLB)
Act places strong emphasis on assessment as an
accountability tool and requires students with dis-
abilities and special needs participate in state
assessment programs. Finally, in the field of test-
ing, there has been a move toward computer-
based test (CBT) delivery, in part, to increase
the efficiency with which information is collected
and returned to educators.

Together, NCLB and IDEA require testing
programs to provide appropriate accommoda-
tions for students during testing. Appropriate
accommodations vary with each individual
student’s disability, but include such things as
Braille copies of reading materials for students
who are blind, the reading aloud of written
materials for students with dyslexia or other
reading-related disabilities, the magnification of
materials for students with visual impairments,
the use of tools that isolate (or mask) informa-
tion on a page for students with information
processing disabilities, and the use of oversized
writing materials or a keyboard for students with
fine motor skill disabilities. In a testing situation,
these types of accommodations are required so
that students are able to comprehend what a
test question is asking of them and so that they
can better demonstrate their understanding of
tested knowledge and concepts. Without access
to appropriate accommodations, students are
placed at a severe disadvantage in terms of
demonstrating their achievement on the tests they

are required to take and, in many cases, must
pass to move to the next grade or to graduate.

Focusing specifically on state assessment
programs, there is ample evidence that these
programs struggle to provide appropriate acces-
sibility and accommodations for students with
disabilities and special needs. For example, in
February of 2002, a Federal District Court placed
a temporary injunction that effectively halted the
administration of California’s High School Exit
Exam to students with disabilities and special
needs because there was compelling evidence
that appropriate accommodations were not being
provided to all students with disabilities and spe-
cial needs across the state (Chapman v. California
Department of Education).

Some states have written guidelines regarding
the roles and responsibilities of people who assist
in the administration of accommodations (e.g.,
readers, scribes, and sign language interpreters);
however, there is great variability in both the
breadth and depth of these guidelines (Clapper,
Morse, Lazarus, Thompson, & Thurlow, 2005a).
A study that included a focus group with blind
and visually impaired adults highlights the
ramifications of this (Landau, Russell, Gourgey,
Erin, & Cowan, 2003). Study participants who
previously had read aloud accommodations
provided by a human reader pointed out several
problems with this type of accommodation,
which included: (a) the quality of the readers
varied widely; (b) readers occasionally mispro-
nounced or misread words; (c) readers provided
intentional as well as unintentional hints to the
correct answer; and (d) participants were some-
times reluctant to ask proctors to re-read parts
of an item. In other words, while the students
were provided with a read aloud accommodation,
the accommodation itself was not delivered in
a standardized or equitable manner, and likely
did not provide students with an appropriate
opportunity to demonstrate their achievement.
The problem of inappropriate accommodations
for students with sensory disabilities was also
documented by Bowen and Ferrel (2003), who
wrote, “few tests are valid for use with students
with sensory disabilities, and the adaptations
made by uninformed professionals can result in
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both over- and under-estimates of an individual
student’s potential” (p. 10).

A 2003 Rhode Island Department of
Education study also revealed difficulties
schools face in providing accommodations.
For example, schools had problems providing
some of the most basic accommodations due
to the large number of students requiring them
combined with lack of space, equipment, and
staff. Observations and teacher surveys revealed
that some schools “bundle” accommodations for
groups of students rather than follow individual
IEP recommendations. In particular, the accom-
modations provided to the high school students
were sometimes found to be “less than ideal”
(Gibson, Haeberli, Glover, & Witter, 2003, p. 3).
In addition, the study found significant differ-
ences between the daily accommodations that
were provided to students during instruction and
the accommodations that were available during
assessments. Students that were provided with
certain instructional accommodations such as
one-on-one reading assistance or shorter assign-
ments were not provided with comparable testing
accommodations. Furthermore, accommodations
frequently recommended for instruction, such
as computers and other assistive devices, were
rarely used during assessments.

In short, the struggle to provide appropri-
ate and valid test accommodations results from
three factors: (a) It is currently too expensive
to provide different versions (Braille, magnified
versions, etc.) of paper-based test materials that
satisfy the accommodation needs of their stu-
dents; (b) it is too expensive to provide individual
test proctors who can read or sign a test; and (c)
it is not possible for testing programs to provide
accommodations in a standardized manner or to
monitor the quality with which accommodations
are provided by schools. While issues of stan-
dardization apply more to large-scale tests, these
issues are relevant for both classroom-based and
state assessment programs.

The fundamental problem encountered when
attempting to meet federal accommodation
requirements stems from the need to adapt stan-
dard assessment materials and administration
procedures used for most students who do not

need accommodations to meet the unique needs
of students who do need accommodations. In the
fixed medium of paper, meeting the accommoda-
tion needs of students requires the development
of multiple versions of test materials. Given the
limited space and personnel available in schools,
meeting accommodation needs of students who
need to work individually with a test proctor is
often not feasible.

The sections that follow explore the tremen-
dous potential computer-based test delivery holds
for resolving these issues.

Rethinking Test Accommodations

From a universal design perspective, instructional
and test accommodations are intended to sup-
port each student’s access to instructional or test
content, interactions with content, and response
to content. Accessing content requires informa-
tion presented in a given form to be internal-
ized by the student. Interactions with content
require students to process, assimilate, manipu-
late, and/or interpret content that has been inter-
nalized. Responding requires students to produce
an observable product that is the outcome of their
interaction with content. During each of these
three stages, the degree to which a variety of
constructs operate within a student can interfere
with the student’s ability to access, interact, and
respond in a manner that allows the student to
demonstrate that construct.

Over the past 30 years, discussions about
accommodations have generally focused on the
specific method used to meet a need. While
methods are important, the essential aspect of a
given instructional or test accommodation is the
specific need that must be met to support the
development of a construct (i.e., learning) or the
measurement of that construct (i.e., testing). For
example, one commonly used instructional and
test accommodation is “read aloud.”

Read aloud is a method that presents an
auditory representation of print-based content.
Most often, the read aloud accommodation is
associated with meeting the need of a student
who has difficulty accessing print-based text,
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either due to a visual impairment or a reading-
related disability. The read aloud accommo-
dation, however, can meet a variety of needs,
including decoding text presented in a narra-
tive form, visually perceiving text presented in
a narrative form, visually perceiving informa-
tion presented in graphical form, visually per-
ceiving information presented in tabular form,
processing information presented in tabular form,
and pacing students as they access and process
content.

Depending on which of these needs are being
met, the way in which the read aloud accommo-
dation is delivered may vary. For example, when
the need that must be met focuses on decod-
ing content presented in narrative form, a student
only needs text presented in an auditory form,
and does not need descriptions of graphics or
tables presented in an auditory form. In con-
trast, a student with a visual impairment may
require an auditory presentation of narrative text,
graphics, and tables. While both students may
be said to have used a read aloud accommoda-
tion, in reality the construct needs of each student
that are being accommodated differ in important
ways.

Categories of Accommodations

Traditionally, accommodations have been classi-
fied into five categories, each of which captures
the type of change made to instructional or test
content, or the conditions under which instruc-
tion is provided or a test instrument is adminis-
tered. These five categories include changes in
(a) presentation; (b) equipment and/or materials;
(c) response methods; (d) schedule and timing;
and (e) setting (Clapper et al., 2005a). When
viewed from the perspectives of universal design
and accessibility, accommodations can be reclas-
sified into four categories: adapted presentation,
adapted interactions, adapted response modes,
and alternate representations.

Adapted presentation focuses on changes to
the way in which instructional or test con-
tent is presented to a student. Examples of
adapted presentation include changing the font

size used to present text-based content, altering
the contrast of text and images, increasing white
space, and reducing the amount of content pre-
sented on page. For paper-based tests, adapted
presentation of test items often requires test
developers or teachers to create special versions
of these materials. As described in detail below, a
computer-based test delivery system could build
tools directly into the delivery interface that
allow students to alter the presentation of content
without requiring the development of additional
versions of test materials.

Adapted interactions focus on changes to the
way in which students engage with test content.
Examples of adapted interactions include assist-
ing students with pacing, masking content, and
scaffolding. For paper-based tests, adapted inter-
actions often require students to work directly
with an adult and/or with additional materials,
such as templates or masks. For a digital-content
delivery system, adapted presentation and inter-
action tools can be built into the delivery interface
and do not require any additional information,
versions, or formats for instructional content or
a test item.

Adapted response modes focus on the method
a student uses to provide responses to instruc-
tional activities or assessment tasks. Examples
of adapted response modes include producing
text orally to a scribe or using speech-to-text
software; pointing to answers or using a touch
screen instead of circling, clicking, or bubbling;
and using assistive communication devices to
produce responses. For paper-based instructional
activities and assessment tasks, adapted response
modes may require students to interact with a
scribe to produce a permanent record of their
response. For digital instructional activities and
assessment tasks, a computer-based test deliv-
ery system could allow students to use a vari-
ety of assistive technologies connected to the
computer (touch screen, single switch devices,
alternate keyboards such as Intellikeys, speech-
to-text software, eye-tracking software, etc.) that
enable students to produce responses. In some
cases, however, additional methods that allow an
examinee to respond to text content may also be
required.



15 Computerized Tests Sensitive to Individual Needs 259

The final aspect of accessibility focuses on
alternate representations. As Mislevy and his
colleagues (2010) explain, alternate representa-
tions change the form in which instructional or
test content is presented to a student. Unlike
adapted presentations, which manipulate the way
in which the same content is presented to
an examinee, alternate representations present
students with different versions of the test
content. Reading content aloud; presenting text-
based content in sign language, Braille; tactile
representations of graphical images; symbolic
representations of text-based information; narra-
tive representations of chemical compounds (e.g.,
“sodium chloride” instead of “NaCl”) or math-
ematical formulas; and translating to a different
language are all forms of alternate representa-
tions. For paper-based instructional and test mate-
rials, alternate representations often require the
development of different versions or forms of
the materials, or the use of translators or inter-
preters who present altered representations to the
student. As described below, a computer-based
test delivery system could tailor which represen-
tational forms are presented to a student based on
his or her individual need or preference.

Thinking about designing and implementing
accommodations using this four-category frame-
work is helpful. First, by focusing on the specific
need, it is possible to develop more nuanced
methods and guidelines for meeting that need. As
discussed above, read aloud can be used to meet
several different needs, but it can only do so if
the information presented orally matches the stu-
dent’s specific need. Reading alternate descrip-
tions of graphics for a sighted student with a
reading-related disability does not meet his or her
need and may create distractions. Similarly, read-
ing aloud text without providing oral descriptions
of graphics for a visually impaired student also
does not meet the student’s need. By focusing on
the specific need, specific instructions or meth-
ods for meeting that need can be specified and
implemented with high degrees of integrity via
computer.

Second, focusing on the specific need first,
and then on potential methods for meeting
that need, simplifies the process of determining

whether the resulting accommodation may vio-
late the measurement of a given construct. In
some cases, adapted presentation, alternate repre-
sentations, and/or adapted response methods may
conflict with the valid measure of a construct. For
example, the validity of inferences one makes,
based on a set of science items that are designed
to measure a student’s ability to read and inter-
pret information presented in scientific nota-
tion, would decrease if students were able to
engage with representational forms that provided
narrative descriptions of the scientific notation.
Similarly, providing tactile representations for
items designed to measure spatial and visualiza-
tion skills might decrease the validity of infer-
ences based on the tactile representational forms
of content contained in those items. However,
when the adapted presentation or alternate repre-
sentational form is independent of the construct
being measured, there are a number of ways in
which advances in technology may permit the
delivery of test items using alternate formats,
without sacrificing the validity of the results.

In this section, we explore potential uses of
computer-based technology to meet a variety
of needs, including audio, signed, alternate lan-
guage, and Braille access to knowledge repre-
sentations. In addition, we explore methods for
altering the presentation of knowledge represen-
tations through magnification, alternate contrast,
and masking. Before doing so, however, it is
important to recognize two additional advan-
tages that computer-based technology provides,
namely standardizing the provision of accessi-
ble test instruments and monitoring the use of
accessibility features.

As noted above, many accommodations pro-
vided for paper-based tests require interactions
between the examinee and a test proctor. For
example, a read aloud accommodation requires a
proctor to read content to a student and a sign-
ing accommodation requires a proctor to trans-
late content to a signed representation and to
then present that signed representation to the
examinee. Similarly, students who require assis-
tance in recording responses in the correct loca-
tion, maintaining focus, or monitoring their pace
may have a proctor assist with these functions.
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In all of these cases, the interaction between
the examinee and a test proctor may result
in undesired interpretations of content, uninten-
tional or intentional cues or hints, or undesired
assistance. Computer-based technology provides
opportunities to eliminate these undesirable inter-
actions and allows test developers to make careful
and thoughtful decisions about the exact manner
in which text is to be read or interpreted and pre-
sented in sign. Test developers can also provide
multiple methods for recording responses, allow-
ing the student to select the method that allows
them to record responses in an accurate manner.
Finally, tools can be built into a delivery sys-
tem to provide structured assistance with focus
or pacing without introducing unintended assis-
tance. While the end product of a well-designed
computer-based test delivery system may provide
educators and students with greater flexibility
in the presentation, interaction, and response to
test content, it also allows the way in which
each option is provided to be standardized across
students who make use of a given option and
for this standardization to be based on care-
ful decisions made during the test development
process.

A second challenge that results when accom-
modations are provided on paper is accurate
reporting of the provision of accommodations.
For all paper-based tests, the provision of accom-
modations is recorded by a test proctor or
another adult in the school. The degree to which
accommodations are reported accurately, how-
ever, varies widely. In addition, because the pro-
visions of test accommodations for a paper-based
test are reported at the test level, testing pro-
grams do not have any information about the
actual use of an accommodation for each item.
For example, a student may be provided a read
aloud accommodation, but may only ask to have
text read aloud for a subset of items on a test.
A computer-based test delivery, however, allows
a testing program to collect accurate information
about the use of each access tool or feature for
each individual item on a test. This level of detail
holds potential to improve the accuracy of infor-
mation about the provision of accommodations

while also allowing testing programs to con-
duct detailed analyses about the items for which
accessibility features were used more or less
frequently. This level of detail allows test devel-
opers to examine features of items that may
cause confusion for some students or may inter-
fere with the measurement of a given construct
due to construct-irrelevant elements of the item.
Collectively, the improved accuracy with which
computer-based test delivery can provide an
accommodation holds potential to improve test
validity, while the increased accuracy and level
of detail about the actual use of access tools hold
potential to assist test developers in improving the
quality of test items.

Audio Access to Knowledge
Representations

For paper-based test administration, read aloud
is one of the most frequently provided test
accommodation (Bielinski, Thurlow, Ysseldyke,
Freidebach, & Freidebach, 2001). In essence,
the read aloud accommodation presents test con-
tent in an audio form. Depending upon the test
administration guidelines, readers are instructed
to present only text-based information and to
do so by reading text verbatim. For a mathe-
matics test, these guidelines mean that narra-
tive text associated with direction, prompts, or
answer options can be read, but any numbers,
formulas, or equations cannot be read. Other pro-
grams allow readers to present text, numbers,
and mathematical and scientific nomenclature in
audio form. Still other programs allow alternate
descriptions of charts, diagrams, and other visual
content to be provided in audio form. In practice,
the read aloud accommodation is sometimes pro-
vided individually to each student, while, in other
cases, an audio representation is presented to a
small group of students.

These different guidelines and practices trans-
late into many different forms of the read
aloud accommodation. Importantly, each read
aloud form meets a different and distinct need.
Interestingly these multiple forms may partially
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explain the varied findings regarding the effect
of read aloud accommodations on students’ test
performance (Sireci, Li, & Scarpati, 2003).

Needs Met by an Audio Presentation

In a test situation, it is important that each exam-
inee understands the problem presented by an
item, the information provided by the item with
which s/he is expected to work, and, for mul-
tiple choice items, the responses from which
s/he is expected to select an answer. Presenting
this information in a text-based representation
can present challenges for some students with
disabilities and special needs.

For example, students with dyslexia or other
disabilities related to processing text may expe-
rience difficulty decoding information presented
in a text-based form. For these students, reading
text aloud reduces challenges to accessing infor-
mation that result from difficulties decoding text.
Some students with dyscalculia may struggle pro-
cessing numbers and mathematical expressions
presented in print-based form. For these students,
audio representations that accompany the print-
based form can help them to accurately internal-
ize information presented in numerical form or
using mathematical nomenclature.

Other students with vision-related needs have
difficulty perceiving information presented in
print-based form. Depending on the level of the
vision need, these students may have difficulty
viewing information presented in narrative, tab-
ular, or graphic form. To enable these students
to access item content, all text-based informa-
tion may need to be presented in audio form
and descriptions of graphics and tables may also
be needed. Other students who experience diffi-
culty processing information presented in tabular
or graphical form may also benefit from audio
descriptions of tables, charts, and diagrams.

Still other students who are developing their
English language skills may have difficulty rec-
ognizing words presented in text-based form.
These students may also benefit from having text-
based information read aloud. Finally, students

who experience difficulty pacing themselves as
they perform a test may also benefit from having
a proctor pace them through the test by reading
content aloud. While these students may not have
difficulty accessing the item content, reading
content aloud may assist them in maintaining a
pace that prevents them from becoming distracted
or from working too rapidly through test content.

Clearly, some of these needs overlap. For
example, students with reading-related or vision-
related needs, both benefit from having text-based
information presented in audio form. However,
there are also important differences among these
needs that prevent a single method of providing
read aloud support from meeting each of these
specific needs. For example, providing descrip-
tions of charts or diagrams for students with a
reading-related need may be distracting if they
are able to access and process information pre-
sented in graphical form. However, these stu-
dents may benefit from having text that appears
in charts or diagrams read to them without a
more general description of the image itself.
Conversely, providing only audio representations
of text contained in an image may be insuffi-
cient for enabling a student with a vision-related
need to access the concept(s), relationships, or
information presented in that image.

Similarly, presenting text contained in each
cell of a table in audio form may be sufficient
for a student with a reading-related disability or
who is developing fluency in English. But, for a
student with information processing needs, who
has difficulty seeing relationships among infor-
mation presented in tabular form, more detailed
descriptions of the table and its content may be
required. For example, consider the table pre-
sented in Fig. 15.1. A student with a reading-
related disability may benefit from having the
column labels and the student names read aloud
verbatim (“Student,” “Friday,” “Bill,” etc.), but
may not need numbers read aloud. Conversely, a
student with dyscalculia may benefit from hav-
ing the numbers contained in the table read aloud
(“one hundred three,” “one hundred fifty-seven,”
“ninety-eight,” etc.), but may not need the col-
umn labels or student names presented in audio
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Student Friday Saturday Sunday

Bill 103 157 98

Mary 118 198 134

Steve 87 134 113

Jane 178 243 54

How many more apples did Mary pick on Saturday than on Sunday?
Number of Apples Picked

Fig. 15.1 Table Associated
with an Item

form. Meanwhile, a student with a vision-related
or information processing–related need may ben-
efit from a fuller description of the informa-
tion presented in the table. For example, rather
than simply reading the contents of each cell
(“Friday,” “Bill,” “one hundred three,” etc.), the
relationships represented through the table may
be presented (“Bill Picked one hundred three
apples on Friday,” “Bill picked one hundred fifty-
seven apples on Saturday,” etc.). Presenting infor-
mation in this manner may enable these students
to both access the individual words and numbers,
as well as the relationships among each of those
elements of the item’s content. Finally, for a
student with a low vision need, additional infor-
mation about the table that orients the student
to the table’s purpose and design may need to
be presented in audio form before presenting the
actual information and relationships contained
in the table. For example, the student might be
presented with the following audio overview of
the table: “This table is titled ‘number of apples
picked.’ The table contains four columns and
four rows of data. The first column is labeled
Student and contains the names of four stu-
dents who include Bill, Mary, Steve, and Jane.
The three remaining columns are labeled Friday,
Saturday, and Sunday. Each of these columns
contains information about the number of apples
picked by each student on each day.” Once ori-
ented to the table’s design and general contents,
these students may then be presented with audio
descriptions that present the relationships among
information presented in each cell of the table.

The audio representations used to meet each
of these needs differ noticeably with respect to

the content that is presented to each student. As
noted above, presenting a student with an audio
representation that is not aligned with the stu-
dents’ need may result in either distracting the
student with unnecessary information or provid-
ing students with inadequate access to the content
with which the student is expected to work. For
this reason, it is important to align the informa-
tion presented in audio form with the specific
need for a given student. As will be discussed
in greater detail next, it is also important for
the test developer to carefully consider the con-
struct being measured by an item and consider
whether the audio representation provided for
an item interferes with the measurement of that
construct. For example, if an item containing a
table is intended to measure a student’s ability
to read and interpret information presented in
tabular form, providing an audio representation
that describes the relationships among informa-
tion presented in the table will interfere with the
measurement of the intended construct. However,
if the item is measuring a student’s ability to
perform another mathematical function, such as
calculating a mean, using the information pre-
sented in the table, an audio representation will
likely not interfere with the measurement of the
intended construct.

In a computer-based environment, matching
audio-based representations of item content with
individual student needs requires two important
steps. First, the full range of audio representa-
tions for each element of an item’s content must
be developed for the item. For example, for the
item depicted in Fig. 15.1, audio-based represen-
tations must be generated for each narrative and
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numerical element. In addition, an audio descrip-
tion that provides an overview of the table asso-
ciated with the item must be generated. Finally,
audio representations that describe the relation-
ships among information presented in the table
cells must be generated.

Second, once these multiple audio represen-
tations are established, the test delivery system
must be able to tailor the presentation of the audio
representations to the specific need of each stu-
dent. For example, for a student with a reading-
related disability, the system may limit the audio
presentations to only words presented in text-
based form. For a student with dyscalculia, the
system may limit audio presentations to only the
numbers contained in the table. For a student
with information processing needs, the system
may limit the audio presentations to descriptions
that capture the relationships among information
contained in the table cells. Finally, for a stu-
dent with vision-related needs, all forms of audio
representations may be presented.

To accomplish this tailored audio content
delivery, a test delivery system may require users
to establish an access needs profile that speci-
fies the specific needs that must be met while
the student interacts with item content. The pro-
file would then drive the representational form
that is available for each student as each item is
presented to the student.

Signed Access to Knowledge
Representation

Students who communicate in sign language may
read below grade level. For items that mea-
sure constructs unrelated to reading and contain
information presented in narrative form, read-
ing skills may interfere with the student’s ability
to access item content. As described above, the
read aloud accommodation is intended to reduce
this challenge by presenting text-based informa-
tion in audio form. For students who are deaf
or hard of hearing, however, audio-based repre-
sentations are insufficient for providing access to
text-based information. For these students, signed
representations are required.

Similar to read aloud, there are multiple needs
to consider when creating signed representations
of test content. Of primary importance is the
signed representation itself. Depending on a stu-
dent’s prior experience, content might be pre-
sented in American Sign Language (ASL) or as
Signed English. ASL and Signed English both
employ hand gestures and symbols to represent
words, phrases, and expressions. American Sign
Language, however, is a unique form of commu-
nication that has its own set of rules for grammar
and often employs word order that differs notice-
ably from spoken English. In contrast, Signed
English employs the same grammatical rules as
spoken English and effectively represents words
through hand gestures. Although most people
who communicate in ASL can also communicate
in Signed English, people who communicate in
Signed English often are not familiar with ASL.

In addition to the form of sign that is
employed, it is important to consider whether
a student also relies on “mouthing” and/or par-
tial auditory input to access content. Mouthing
is the movement of the mouth to either say or
mimic the pronunciation of words as they are
signed. For students who developed oral language
skills prior to developing a hearing-related need,
mouthing may assist in interpreting or processing
information presented in sign. Similarly, partial
auditory input occurs when a person simultane-
ously presents information in sign and speaks
that information aloud. Again, for students who
communicate in sign and have partial hearing,
auditory input may assist in accessing and pro-
cessing information presented in sign. Finally,
while both ASL and Signed English employ a
variety of hand gestures to represent knowledge,
facial expressions and body movement are often
employed to provide supplementary information
such as emotion, dialogue, and time.

To best meet the access needs of students who
communicate in sign and read below grade level,
it is important to match the specific way in which
a signed representation is provided to the method
with which the student is accustomed to commu-
nicating. When a student works individually with
an interpreter, this matching can be accomplished
by assigning an interpreter that is accustomed to
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communicating information in the same manner
with which the student is familiar. Research, how-
ever, provides evidence that the use of human
interpreters presents several challenges to the
provision of a signed accommodation and for test
validity.

For example, the use of assistants who vary
in their signing ability and in their familiarity
with the test content results in the inequitable
provision of the signing accommodation to stu-
dents across a testing program. Johnson, Kimball,
and Brown (2001) found that many interpreters
were unfamiliar with mathematics vocabulary,
especially at the higher grades. In turn, the vari-
ability in proficiency of the signing assistants is
likely to have a negative effect on test validity
and the comparability of test scores for students
who use an access assistant (Clapper, Morse,
Thompson, & Thurlow, 2005b).

One strategy employed by a few states, such
as South Carolina and Massachusetts, that over-
comes the problems presented by the use of
signing assistants is the provision of the sign-
ing accommodation in a videotaped format. For
this form of the accommodation, a single signer
is used to present the test content to all students.
Prior to producing a videotaped recording of the
signer, the testing program works with the signer
and other experts familiar with the signing of the
test content to assure that the material is presented
accurately and clearly. A single recording is then
made and distributed to all students requiring a
signing accommodation. In turn, the provision
of high-quality signing is standardized across the
entire testing program.

While standardization is highly desirable for a
standardized testing program, the use of video-
taped recordings are unsatisfactory for four
reasons. First, it creates a physical separation
between the test content and the presentation of
that content. In most cases, the recorded accom-
modation is played on a television screen that
sits in front of the classroom while the student
works on a test booklet on his desk. This physical
separation makes it difficult for students to move
between the test item presented on paper and the
signing of the text. Second, the use of a VHS or
DVD machine to play the signed version requires

a teacher or the student to use a remote control
device to reverse or fast-forward through the tape
in order to replay specific portions of the tape.
This inefficiency increases the time of testing and
causes the focus to move away from the tested
content onto the use of the controller. Third,
in some cases, the video is played to a group
of students simultaneously, requiring individual
students to make a request in front of their peers
to have a portion of video replayed and to then
force all students in the room to re-watch that sec-
tion. Fourth, when played for a group of students,
the distance between the video and the student
can make it difficult for students to clearly view
the signed delivery.

Computer-based delivery of a test, however,
holds promise to overcome problems associated
with providing the signing accommodation either
by a human or through a VHS or DVD machine
displayed on a television screen. By embedding
signed video directly in a computer-based test,
the video and the test content can be presented
in a consistent manner to all students and the
signed representation can be thoroughly reviewed
and approved prior to the day of testing. As
shown in Fig. 15.2, embedding signed video in a
computer-based test also allows the examinee to
view a signed presentation of test content in very
close proximity to each other and to the student
(e.g., the video can be displayed within inches
of the text-based representation of the item).
Students can also be provided with individual-
ized control over the size of the video displayed
on their computer screen. Segments of video can
be linked to blocks of text or portions of an item
(e.g., each answer option) such that a student
can click on the text and the associated video is
played automatically, thus eliminating the need to
use a controller to fast-forward or reverse through
video. Finally, because the video is played on
each individual computer, students may view por-
tions of a video as many times as needed without
affecting the test experience of other students.

Computer-based delivery of signed accommo-
dations also provides an opportunity to employ
signing avatars to present the signed accommo-
dation. Avatars are human-like digital figures that
can be programmed to move like a human. Using
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Fig. 15.2 Signed
presentation of test item by a
recorded human and an avatar

avatars provides opportunities for students to
customize specific aspects of the signed accom-
modation. Avatars base their movements on a
script. A single script can be used to make mul-
tiple avatar characters move in exactly the same
manner. This, then, allows students to select the
character they like best from among a set of char-
acters. Thus, a student could select a character
that is male or female, short or tall, brown haired
or blond haired, dark skinned or light skinned,
and so on. Giving students the choice of character

may help increase their connection with the char-
acter and in turn their motivation during testing.
Similarly, students could also control the back-
ground color to optimize the contrast between the
avatar and the background so that they can best
view signed presentation of the test content.

In addition, students can be given control
over specific features of the signed presentation.
For example, a student who reads lips while
communicating via Signed English could activate
mouthing, which allows the avatar’s lips to move
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in a manner that imitates the speaking of words.
Similarly, a student with partial hearing who both
views Signed English and obtains verbal cues
could activate sound that works in conjunction
with the signing. Finally, a student who is equally
fluent in ASL and Signed English could switch
between the two at any time during testing. Each
of these features of avatars may help students
tailor the provision of signing accommodations
to meet their specific individualized needs.

Alternate Language Access
to Knowledge Representation

As noted above, audio presentation can assist
some students who are developing English lan-
guage proficiency access text-based content. In
some cases, however, the use of unfamiliar terms,
phrases, or expressions are difficult for these stu-
dents to access even when presented in audio
form. In these cases, item content may need to
be presented in an alternate language.

Like read aloud and signing, alternate lan-
guage presentation of content may take different
forms. One option is to allow students to access
translations of individual words or phrases. On
paper, this typically occurs by allowing a student
to use an English-to-Heritage Language dictio-
nary to look up words. One shortcoming with
this strategy is that many words have multiple
meanings and the burden is placed on the stu-
dent to select the appropriate translation given
the context in which the word is being used.
On computer, key words in an item that may
be unfamiliar to a student might be linked using
hyperlinks to the appropriate translated word,
given the context in which the word or phrase
is used. This computer-based method may be
advantageous for two reasons. First, it greatly
reduces the amount of time a student would other-
wise spend searching for a word using a Heritage
language dictionary. Second, it assures that the
translated word appropriately conveys the same
meaning given the context in which the word is
used.

A second strategy is to provide students access
to a translated version of the entire item. On

paper, this can be cumbersome because multiple
versions of a test must be created, distributed, and
matched to a student. On computer, however, a
student needs profile can be used to connect the
student to the appropriate version. In addition,
the student can be provided the option to switch
between the original language and translated ver-
sion of an item.

When presenting translated versions of items
on computer, it is important to consider whether
the student may also benefit by having other ele-
ments of the test delivery interface presented in
a translated version. These elements may include
navigation buttons, menu options, and directions.

Tactile Access to Knowledge
Representation

Students who are blind or have low vision may
benefit by accessing information in tactile form.
For text-based information, content might be pre-
sented in Braille for students who are Braille
readers. While some graphical content might be
conveyed through audio descriptions, other con-
tent may be difficult to describe accurately. In
such cases, tactile representations may provide
greater access.

For paper-based tests, both Braille versions of
text-based content and tactile versions of graphics
are commonly provided. Computer-based tech-
nologies, however, also allow Braille represen-
tations of text-based content to be presented
using refreshable Braille displays. Similarly,
recent advances in peripheral devices also pro-
vide opportunities to present graphics in tactile
form with supplemental information presented
in audio form. Specifically, the Talking Tactile
Tablet (TTT) allows students to place sheets
containing tactile representations of images onto
a touch-sensitive screen (Landau et al., 2003).
While exploring the tactile representation, the
student can press various features of the image
and the computer can provide information about
that feature in audio form. For example, Fig. 15.3
displays an item containing a graphic in its orig-
inal form and in its tactile form. When using
the tactile representation on the TTT, the student
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Fig. 15.3 Original and tactile
representation of image

may press on the top most angle of the figure
and the computer could play an audio file that
says, “Angle A, 45 degrees.” In this way, regard-
less of whether the student is a Braille reader, he
could use his sense of touch to explore the image
while also accessing all text-based information
intended to provide additional information about
the image.

Adapted Presentation of Item Content

The preceding sections focused on providing
alternate representations of item content. This
section focuses on altering the presentation of
content to make it more accessible. When focus-
ing on adapted presentation, it is important to
recognize that the representational form of the
content is not being changed. Instead, the pre-
sentation of a given representational forms is
being altered to meet a given need. In many
cases, the needs met by altering presentation
relate to vision or information processing needs.
In this section, three types of adapted presentation
will be explored: magnification, altered contrast,
and masking. Similar to alternate representations,
however, within each category of adapted pre-
sentation, there are multiple options that must
be considered in order to meet each student’s
specific need.

Magnification. Students with vision-related
needs may benefit from working with larger ver-
sions of text and graphics. On paper, this is
typically accomplished by providing a large-print
copy of test materials that presents text in a

larger font and larger versions of images. An
alternate approach is to allow students to view
content using a magnifying glass. On computer, a
test delivery system could provide students with
several methods for magnifying content. One
method is to allow students to adjust the size
of the font used to present text-based content.
While this method provides student flexibility
in determining the font size, there are potential
problems that occur when one relies on changing
font sizes to increase access for low-vision stu-
dents. First, changing font size often does not
affect text that appears in charts, diagrams, and
other images. As a result, students may experi-
ence difficulty accessing this text. Second, chang-
ing font size often alters the layout of text. This
is particularly problematic when an item refers
to text in a specific line of a passage or when
text is presented in tables. Third, mathematical
and scientific nomenclature is often presented
using embedded images, the size of which are
not affected by changes in font size. Similarly,
graphical content is also not affected by font size
changes.

Another method for increasing magnification
is to provide students with a digital magnifying
glass. Like its physical counterpart, a digital mag-
nifying glass could be placed over any content
displayed on the screen to render a larger image.
A digital magnifying glass might also be resized
to cover a larger portion of the screen and/or
its magnification level could be adjusted. Unlike
adjusting font size, a digital magnifier allows all
content to be enlarged. However, for a student
who requires all content to be magnified at all



268 M. Russell

times while taking a test, a digital magnifier may
not be a good option because the magnifying
glass would need to be repositioned repeatedly to
view all content.

An alternative to a digital magnifying glass is
to magnify the entire testing interface. For low-
vision students, this is advantageous for several
reasons. First, rather than manipulating a magni-
fying glass, they are able to focus on a single area
of the screen and move content into that area for
viewing. Second, magnifying the entire interface
provides the same level of access to all ele-
ments of a test item as well as navigation buttons
and menu options. Third, a significantly larger
amount of magnification can be provided because
the entire screen real estate is used to display con-
tent. One downside of enlarging the entire inter-
face, however, is that content may be pushed off
screen, so methods that allow students to easily
move content on- and off-screen are required.

In each case, the method used and the level
of magnification should be matched with the stu-
dent’s individual need. Like read aloud, this can
be accomplished by establishing a user profile
that defines the specific need for each student, and
then tailors the tools and environment to those
needs.

Alternate Contrast. Students with vision needs
and reading-related needs may benefit from pre-
senting content with alternate contrasts. For
example, students with low vision may be able
to better perceive content when contrast is
increased. This can be accomplished by present-
ing text using a yellow font on a black back-
ground. As a second example, some students with
Irlen’s Syndrome experience difficulty perceiv-
ing text. While the cause of Irlen’s Syndrome
is unknown, individuals with the syndrome see
words that are blurry or that appear to move.
Placing a colored overlay on top of text helps
stabilize and improve clarity of text.

There are three primary methods for alter-
ing contrast. First, the foreground and back-
ground colors of text and images can be altered.
Yellow text on a black background is one com-
bination commonly used to increase contrast.
Several other color combinations, however, are
effective for some students. Second, reverse

contrast changes the color pattern with which
content is presented. For black text on a white
background, reverse contrast presents white text
on a black background. For other colors, reverse
contrast changes the color to its counterpart of
the opposite end of the color spectrum. For exam-
ple, content presented with a yellow hue would be
presented with a blue hue. Third, a color overlay
could be placed over all content to change the
tint with which content is displayed. For exam-
ple, placing a red overlay over white text and
blue-colored images would make all text appear
with a pink hue and images with a purple hue.
While altering contrast is effective for meeting
many types of access needs, altering color or con-
trast must be done with care when items contain
colored images and these colors are referenced
in the item prompt or options. For example, an
item that refers to a specific colored section in a
pie chart, with each section colored differently,
might become problematic if a colored overlay
or reverse contrast alters the colors used in the
pie chart. Thus, like magnification, the specific
method and color combinations used to improve
access for each student should be matched to the
student’s needs profile.

Masking. Some students with information pro-
cessing needs may benefit by limiting the amount
of information that is presented to them at a given
time (Bahar & Hansell, 2000; Messick, 1978;
Riding, 1997; Tinajaro and Paramo, 1998; Witkin
Moore, Goodenough, & Cox, 1977; Richardson
& Turner, 2000). One technique for limiting the
amount of presented information is masking. On
paper, masking involves placing an object over
content that is not the current focus of the stu-
dent. In some cases, sticky notes, paper, or a hand
is used to mask content. Masking templates are
also available and allow students to create a frame
through which content is viewed.

On a computer, digital tools can be used to
mask content and the delivery of items can be
designed to present blocks of information in a
predefined manner. For example, some students
benefit by reading a prompt and working on a
problem before they view answer options for
a multiple-choice item. A computer-based test
delivery interface can support this need in a
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couple of ways. First, an answer-making tool
could block response options until the student
opts to reveal them. In essence, when a student
first views the item, the prompt is shown, but
a solid box is placed over each answer option.
At the student’s choosing, each answer mask can
be toggled on or off to reveal or obscure that
option. Alternatively, a delivery interface could
present the student with the item prompt and
then require the student to enter an open-ended
response before revealing the multiple-answer
options. While this method is more prescriptive,
it helps guide students through the process of
forming their own answer before engaging with
answer options.

An alternate method for masking content
focuses on separating content based on its rep-
resentational form. For example, some items
contain a combination of text, mathematical or
scientific nomenclature, and graphics. To assist
students in focusing on and processing the con-
tent conveyed through each of these representa-
tional forms, masking can separate the presenta-
tion of each form. This can be accomplished by
displaying narrative content and blocking other
representational forms when the student first
views an item. The student could then choose
to reveal or hide each representational form of
content at any time while working on the item.

A third method of masking is to provide tools
that enable students to create custom masks.
These tools can take the form of electronic sticky
notes that the student can place anywhere on the
screen and resize as desired. The notes can then
be repositioned or toggled on or off as desired. A
digital framing tool could also be used to create a
custom mask through which content is viewed. In
essence, a digital frame covers the entire screen.
The student is then able to define the size and
shape of the window through which content is
viewed. The window can then be positioned any-
where on the screen by the student as s/he works
on the item. When sized so that the window is
one line high and the width of a passage, the
digital frame can serve as a line-by-line reader.
In some cases, a digital frame can be combined
with magnifying to create a large-print single-line
mask. As touch-sensitive screens become more

commonplace, there is also potential to capital-
ize on this technology to allow students to create
custom masks dynamically by dragging their fin-
gertip over sections of an item they would like to
temporarily hide.

Like magnification and alternate contrast
tools, the masking tools available to the stu-
dent can be tailored based on the students’ need
profile. Unlike magnification and alternate con-
trast, however, the use of masking tools often
requires training and multiple practice opportu-
nities prior to use during an operational test.

Implications for Test Validity

Test accommodations are intended to increase
test validity by reducing the influence of non-
tested constructs on the measure of the tested
construct. As discussed throughout this chapter, a
variety of access and interaction needs can inter-
fere with the measure of a given construct. By
tailoring the availability and use of access tools
and alternate representations, the influence of
these non-tested constructs may be reduced, thus
improving the validity of resulting test scores.

When deciding which access and interaction
tools and which alternate representations should
be made available to students during testing, it is
essential to consider carefully the construct that
is intended to be measured. When the intended
construct overlaps with the construct addressed
by an access tool or representational form, then
the provision of that tool or representational form
will have a negative effect on test score valid-
ity. However, when the measured construct and
the construct addressed by an access tool or rep-
resentational form are independent, test score
validity should either be unaffected or positively
affected.

For example, the validity of inferences based
on a set of items designed to measure whether
a student can read, interpret, and use informa-
tion presented in a table to solve a problem
should not be negatively affected by the use
of magnification, alternate contrast, or masking
tools. Similarly, validity should not be negatively
affected by reading aloud the text or numerical
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Item 1

CO2 + H2O →

Item 2

Increasing amounts of CO2 in the atmosphere is believed to contribute to global
warming…

Fig. 15.4 Sample item stems
containing scientific
nomenclature

elements contained in tables. However, providing
audio descriptions that express the relationships
among elements in tables would decrease valid-
ity because such descriptions remove the need
for students to recognize and understand relation-
ships among data in the table.

Similarly, depending upon the construct being
measured, providing an audio representation of
scientific nomenclature may or may not reduce
test validity. For example, consider the two items
in Fig. 15.4. Both items include the expres-
sion CO2, which employs scientific nomenclature
to represent carbon dioxide. The first item is
intended to measure whether students can inter-
pret scientific nomenclature to complete a chem-
ical equation. The second item is intended to
measure students’ knowledge and understand-
ing of global warming. The ability to read and
understand scientific nomenclature is an essen-
tial component of the construct measured by the
first item, but is not a component of the construct
measured by the second item. For this reason,
providing an audio-based narrative representation
that presents CO2 as “carbon dioxide” would be
problematic for the first item, but not the second.

To determine whether or not a given access
tool or representational form has potential to vio-
late the construct being measured, two issues are
important. First, it is essential that the construct
being measured is carefully and fully defined. As
part of the definition process, it is important to
describe what is and what is not intended to be
measured. Second, it is essential that the con-
struct being addressed by a given access tool
or representational form is clearly specified. In
doing so, it is useful to focus on the access need
met by a given tool or representational form.
Upon comparing the construct being measured
and the construct addressed by an access tool or

representational form, one can determine whether
the use of that tool or representational form will
negatively impact test validity.

The Future Is Today

Over the past decade, several events have created
conditions that allow us to reconceptualize
test accommodations. The growing presence of
computers in schools makes the delivery of tests
on computer a realistic option for many schools
and their teachers. Once committed to computer-
based test delivery, digital technologies allow test
developers, whether they be classroom teachers
or large-scale testing programs, to capitalize on
the flexibility of computers to tailor the test-
taking experience to maximize each student’s
opportunity to demonstrate what they know and
can do. To be clear, the goal of flexible, tailored
test delivery is not to produce higher test scores
or to increase the number of students who score
above a certain point (e.g., proficient). Instead,
the aim is to tailor conditions so that test scores
provide a measure of student knowledge and skill
that accurately reflects their current achievement.
However, since many construct-irrelevant factors
are believed to negatively affect the test perfor-
mance of many students, more accurate measures
for these students will often result in higher
scores.

As described in detail earlier, computer-based
test delivery provides an opportunity for us to
shift away from thinking of test accommoda-
tions as changes made by test developers or
test proctors for a small percentage of students
with disabilities, and instead to think about alter-
ing the presentation, interaction, response modes,
and representations used to engage all students in
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tasks designed to reveal what each student knows
and can do. In other words, rather than thinking
of test accommodations as changes required for
a small percentage of the test-taking population,
computer-based test delivery coupled with princi-
ples of universal design permit us to flexibly tailor
the test-taking experience for all students.

Providing the level of flexibility and individual
tailoring described above in a paper-based world
would be unaffordable and create an adminis-
trative nightmare. By investing in careful plan-
ning and development, however, flexibly tailored
test-taking experiences on computer is achiev-
able. For example, through funding from the
U.S. Department of Education, a consortium of
states led by New Hampshire Department of
Education are currently implementing tailored
computer-based test delivery for increasing num-
bers of students (http://nimbletools.com/necap/
index.htm). This work started in 2006, when New
Hampshire began working with software devel-
opers to develop a universally designed test deliv-
ery system. The first version of the test delivery
software employed to deliver a mathematics test
to high school students provided only three types
of support – access to narrative content in audio
form, magnified presentation of content, and nav-
igation using assistive communication devices.
To assure that the audio representations employed
for the audio form did not violate the construct
measured by a given item, considerable effort was
invested in developing detailed scripts that pre-
scribed the exact way in which text-based content
was read aloud. As part of this process, scripts
were reviewed by experts in mathematics and by
item writers, and all audio versions of items were
deemed appropriate given the constructs mea-
sured. Students who might benefit from these
tailored supports were given the option of tak-
ing the state test on computer. In response, the
state experienced nearly a tripling of students
who opted to exercise their right to test accom-
modations. In addition, students who used the
tailored delivery system for a given accommo-
dation performed significantly higher than stu-
dents who opted for a paper-based version of an
accommodation (Russell, Higgins, & Hoffmann,
2009).

This work has since been expanded to include
several additional methods for tailoring the pre-
sentation of and interaction with, representational
forms of test content. In the spring of 2009,
New Hampshire, Vermont, and Rhode Island
gave students the option of taking their eleventh-
grade science test on paper or on computer using
a universally designed test delivery interface.
The computer-based interface provided a vari-
ety of access and interaction supports, including
audio access to narrative content, audio access
to graphical content, audio access to all inter-
face elements, navigation and response using
any assistive communication peripheral device,
magnification, multiple methods of altered con-
trast (including color overlays, reverse contrast,
alternate font and background colors), multiple
masking tools, auditory calming, and scheduled
breaks. In the 92 schools that opted to deliver
the test on computer to their students, the states
again saw nearly a tripling in the number of stu-
dents who opted to employ one or more tailored
test delivery tool. In addition, regression analy-
ses indicate that students who used one or more
of the tailored delivery tools performed better
than students who opted to receive a matched
accommodation on paper.

While these findings are from just two early
implementations of tailored computer-based test
delivery, they provide three lines of preliminary
evidence regarding the benefits of tailored deliv-
ery. First, these two implementations demonstrate
that it is feasible and practical to develop tailored
test delivery systems and to use those systems
to administer large-scale tests. This is important
because it demonstrates that the ideas presented
above can be, and have been, translated into prac-
tice, and can be widely adopted in schools today.
Second, both studies provide evidence that many
students who opt not to employ one or more
accommodation for a paper-based test will opt to
have their needs met using a tailored computer-
based test delivery system. In research performed
to date, decisions about the use of access tools
were not based on IEP status. Instead, teachers
exposed students to the access tools through a
tutorial and practice tests. In some cases, teach-
ers then gave all students the option of using

http://nimbletools.com/necap/index.htm
http://nimbletools.com/necap/index.htm
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tools if they felt the tools would be useful for
them. In other cases, teachers limited the option
to those students who they believed were likely
to benefit from the use of a given tool. In both
cases, however, the research conducted to date
provides evidence that many students may not be
taking advantage of opportunities to reduce the
influence of construct-irrelevant factors through
accommodations on paper but are willing to do
so through tailored test delivery on computer.
Third, these implementations provide prelimi-
nary evidence that tailored test delivery has a
positive effect on student performance and does
allow many students to better demonstrate their
knowledge and skills.

Going forward, research is needed to better
understand the decisions students and teachers
make about the accessibility tools they opt to use
during testing. As this understanding evolves, it
is also important to develop resources that will
help teachers and students make more informed
decisions about tool use and assist in building a
student’s access needs profile. Finally, teachers
and students will need support in updating and
modifying a profile as a student’s skills, knowl-
edge, and facility with specific representational
forms and access tools evolve. Once these tools
and procedures are in place, it seems logical that
increased benefits of tailored test experiences
will result.

Clearly, more research is needed before defi-
nite claims can be made about the benefits of tai-
lored computer-based test delivery. Nonetheless,
the potential to improve test score validity by
delivering tests using computer-based systems
that are sensitive to individual needs shows great
promise. As tailored test delivery is adopted more
broadly, it will become important for testing pro-
grams to carefully define the constructs a test is
intended to measure to inform decisions about
which tailored delivery options will enhance test
score validity and which may decrease validity. In
addition, to fully capitalize on tailored test deliv-
ery, item writers will need to carefully consider
and develop alternate representations that meet
the needs of a diverse body of test takers. By fully
defining constructs and developing appropriate
alternate representational forms of item content,

testing programs will be better positioned to cap-
italize on tailored test delivery to provide valid
measures of test performance for all students.
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16The 6D Framework: A Validity
Framework for Defining Proficient
Performance and Setting Cut
Scores for Accessible Tests

Karla L. Egan, M. Christina Schneider,
and Steve Ferrara

Standard setting is commonly considered one
of the final steps in the test-development cycle,
occurring just prior to the release of test results,
and it is usually narrowly defined, referring only
to the workshop where cut scores are deter-
mined. Instead, standard setting should encom-
pass the entire test-development cycle. It is
more than a workshop; rather, standard setting
is a multistep process where a state makes pol-
icy decisions about the rigor for achievement
expectations, explicates descriptions of levels of
achievement, and gathers stakeholders to rec-
ommend cut scores that separate students into
achievement levels.

The standard setting process should begin
with states writing achievement-level descriptors
(ALDs), which are a means for state education
agencies to communicate their expectation for
student performance to local education agencies
and other stakeholders. In addition, states should
use ALDs to guide writing items and setting
cut scores. This practice enables the test to be
designed so that it supports the test score inter-
pretations (i.e., what students should know and
be able to do in relation to the content standards)
intended by the state. By writing ALDs early,
a state explicates a policy statement and fleshes
out the content-based competencies that describe
academic achievement as well as its aspirations

K.L. Egan (�)
CTB/McGraw-Hill, Monterey, CA 93940, USA
e-mail: karla_egan@ctb.com

for the state’s schoolchildren. Item writers can
use ALDs to guide item development so that the
items on the test better align to what the state
means by Proficient.

The purpose of this chapter is to introduce
a framework that structures standard setting
as a multistep process in which the develop-
ment and refinement of ALDs are emphasized.
This framework should aid practitioners, such as
state education agencies, in defining Proficient
performance (and, by extension, other achieve-
ment levels), and designing and implementing
standard setting for the alternate assessments
of modified academic achievement standards
(AA-MAS) and alternate assessments of alternate
academic achievement standards (AA-AAS).
Although there is much overlap with standard
setting for unmodified grade-level assessments,
issues pertinent to standard setting for the AA-
MAS and AA-AAS are highlighted through-
out the chapter.1 The framework is designed
around key events in the multistage standard

1 Accessibility issues on unmodified grade-level assess-
ments are not addressed in this chapter. States that provide
students appropriate accommodations on an unmodified
grade-level assessment that are also implemented during
classroom instruction have made the test accessible to stu-
dents with disabilities. That is, the items and test measure
the same construct for students with disabilities as for
their nondisabled peers. For standard setting, this means
that panelists should be able to discuss assessment con-
structs without discussing accessibility and that the same
recommended cut scores are appropriate for both sets of
students.
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setting process. Validity evidence is collected in
each phase of the framework so that practition-
ers are able to build an argument to support the
uses of the test scores for the AA-MAS and
AA-AAS. Named the 6D Framework, it consists
of six phases: Define, Describe, Design, Deploy,
Deliver, and Deconstruct.

ALDs and Standard Setting
Terminology

Before delving into this framework, however,
it is important to define commonly used stan-
dard setting terms that may be new to novice
standard setters. First is the term achievement
level. Even before the advent of No Child Left
Behind (NCLB), achievement levels were com-
monplace in K–12 testing. Almost every state has
achievement-level designations, such as Basic,
Proficient, and Advanced. Achievement levels
are simply the labels associated with each level
of performance, and they provide a normative-
type judgment of an examinee’s test performance
(Haertel, 1999). If test performance is labeled
Proficient instead of Basic, it implies that the stu-
dent possessed more knowledge and skills than
did her or his peers who attained the Basic sta-
tus. Sometimes achievement levels are called
performance levels.

The term achievement standard is sometimes
used interchangeably with the term cut score.
In this chapter, the two are not interchangeable.
Achievement standards are levels and descrip-
tions of performance (i.e., ALDs), and cut scores
are the specific points on the test scale that sepa-
rate students into achievement levels. Cut scores
are the numeric operationalization of the ALDs
and are established during a cut-score recommen-
dation workshop.

Finally, the term standard setting is often used
to refer to the workshop where educators recom-
mend cut scores. In this chapter, standard setting
refers to a multiphase process that is used by
states to define ALDs and their accompanying
cut scores. The term cut-score recommendation
workshop refers to a workshop where educators
recommend cut scores.

A Validity Framework for Standard
Setting for All Standards-Based
Assessments

Validity refers to the appropriateness of the uses
or interpretations of test scores, as opposed to
the test score itself. In the case of the standard
setting process, the cut scores, the ALDs, their
relationship, and the intended interpretations are
validated. It also may be necessary to validate the
cut scores and ALDs of the AA-MAS and
AA-AAS in relationship to those of the unmod-
ified grade-level assessments.

To validate the cut scores, ALDs, and their
relationship, states must collect various types of
evidence throughout standard setting process as
well as input from various stakeholder groups.
Practitioners can use the 6D Framework to pro-
vide a logical structure for planning and imple-
menting their AA-MAS or AA-AAS standard
setting, in addition to collecting validity evi-
dence. After providing general descriptions for
each of the phases of the 6D Framework, detailed
descriptions are provided in subsequent sections
in this chapter.
Define: States define the population taking the

test, the content standards underlying the
test, the relationship of the AA-MAS or
AA-AAS to the unmodified grade-level assess-
ment, and the intended uses of the ALDs.
All such decisions affect how ALDs are
written.

Describe: States develop ALDs that illustrate the
policy expectations regarding what students in
each achievement level should know and be
able to do.

Design: States plan the workshops associated
with the multiphase standard setting process
so that educators, policy makers, and state
education staff can provide input into the cut
scores. States also write items and construct
tests during this phase.

Deploy: States implement the multiphase stan-
dard setting workshops, and the decision-
making agency in the state (e.g., state
board of education) approves the final cut
scores.
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Deliver: States deliver score reports along with
interpretation guides, including ALDs, to local
education agencies, teachers, and examinees
and their parents.

Deconstruct: States and their contractors collab-
orate in collecting the documented validity
evidence from the prior steps and compiling it
into the standard setting technical report. States
explicate the evidence confirming (and discon-
firming) the relationship between the ALDs
and cut scores in this phase.
Oftentimes the phases of the 6D Framework

will occur in the order delineated above;
however, it is possible for some phases to
occur out of order. For example, it is possi-
ble that states will complete the standard set-
ting technical report before delivering score
reports. It is also likely that states will con-
duct various validity studies long after complet-
ing the program and standard setting technical
report. The remainder of this chapter exam-
ines the phases of the 6D Framework in more
detail.

Define

Within this first phase of the 6D Framework,
states must define the scope of the assessment,
deciding who and what will be tested. They must
also define the number, intended purposes, and
rigor of the ALDs. In large part, the advice
about standard setting in this chapter and in
the literature is applicable to unmodified grade-
level assessments as well as the AA-MAS and
AA-AAS. The unique considerations associated
with the AA-MAS and AA-AAS are the stu-
dents themselves and the designs of the tests
(Egan, Ferrara, Schneider, & Barton, 2009). This
section discusses the student populations and
the relationship between the AA-MAS or the
AA-AAS and the unmodified grade-level assess-
ment. In addition, it discusses the desired rigor of
the ALDs, the means for increasing accessibility,
the intended uses of the ALDs, and the involve-
ment of stakeholders. This section ends with a
discussion of validity evidence.

Identify the Examinee Population

With unmodified grade-level assessments, the tar-
get population is obvious: almost all students in
the state. With the AA-MAS and AA-AAS, the
decision of who will take these tests is less obvi-
ous. Students with mild and moderate disabilities
who take an AA-MAS are believed to be able
to learn most of what their non-disabled, grade-
level peers learn, but with more difficulty, over
longer periods of time, perhaps in less depth, and
perhaps with less demonstrable mastery over con-
tent and skills. It is not clear, however, exactly
who constitutes this group, and the definition
varies from state to state. Examinees taking
the AA-AAS have significant cognitive disabil-
ities and test on general content standards that
have been extended downward (e.g., Browder,
Wakeman, & Jimenez, n.d.).

Identify the Relationship to Unmodified
Grade-Level Assessments

To design a meaningful standard setting pro-
cess, states must also identify the intended con-
ceptual and psychometric relationship between
the unmodified grade-level assessment and the
AA-MAS or AA-AAS. The AA-AAS is likely to
be a distinct assessment, unlinked to the unmodi-
fied grade-level assessment. In some cases, states
may want a psychometric or conceptual relation-
ship between the AA-MAS and AA-AAS.

The AA-MAS, on the other hand, is required
to target the same general content standards
as the unmodified grade-level assessment. To
fulfill this requirement, most states are devel-
oping an AA-MAS derived directly from the
unmodified grade-level assessment. Typically,
the items in the unmodified grade-level assess-
ment are modified to reduce the cognitive
complexity of the skills that the items tar-
get through such techniques as scaffolding
items, bolding and underlining, and provid-
ing graphic organizers to help examinees orga-
nize their thinking (Wothke, Cohen, Cohen, &
Zhang, 2009). In addition, the AA-MAS often
comprise fewer items and are targeted to measure
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student skills at a lower ability level than the
unmodified grade-level assessment (which is typ-
ically unable to provide much information about
what these students know and can do).

Even though states are designing the
AA-MAS and unmodified grade-level assess-
ment to measure the same standards (and
sometimes using some of the same items), the
relationship between the two assessments is not
obvious. States may intend that the AA-MAS
(a) predict performance on the unmodified
grade-level assessment, (b) link vertically to
the unmodified grade-level assessment, or (c)
be distinct from the unmodified grade-level
assessment. If the intended relationship is
predictive, then, for example, Proficient perfor-
mance on the AA-MAS might indicate that the
state expects these students to achieve scores
at a Basic level on the unmodified grade-level
assessment. Predictive relationships can be estab-
lished empirically, through prediction studies,
or conceptually, following vertical articulation
procedures (e.g., Lewis & Haug, 2005). If the
goal is to link the AA-MAS to the unmodified
grade-level assessment vertically, then cut scores
from the unmodified grade-level assessment can
be located on the AA-MAS score scale. Vertical
linking must be established through a successful
vertical linking study (e.g., Young, 2006). If
the state intends the relationship to be distinct,
then consideration must be given to choosing
achievement-level labels and writing ALDs that
will allow this to happen.

The left side of Table 16.1 illustrates pre-
dictive and linked relationships between ALDs
for the unmodified grade-level assessments and
the AA-MAS. Aligning Proficient on the AA-
MAS with Below Basic on the unmodified grade-
level assessment is intentional in this illustra-
tion. Most unmodified grade-level assessments
provide some useful psychometric information
about student achievement near the bottom of
the test scales, so examinees who achieve the
Proficient level on the AA-MAS should be ready
to demonstrate what they know and can do on
the unmodified grade-level assessment. The right
side of Table 16.1 illustrates a distinct relation-
ship between the ALDs for the two assessments
in which a state will not link performance on

Table 16.1 Predictive or linked relationship and distinct
relationship between ALDs for the unmodified grade-level
assessments and AA-MAS

Predictive or linked Distinct

Unmodified
grade-level
assessment AA-MAS

Unmodified
grade-level
assessment AA-MAS

Advanced Advanced

Proficient Proficient

Basic ≈ Advanced Basic

Below basic ≈ Proficient Below basic

Basic

Below
basic

Advanced
Proficient
Basic
Below
basic

the AA-MAS to performance on the unmod-
ified grade-level assessment. In this case, the
state offers no expectation of how student perfor-
mance on the AA-MAS may translate into perfor-
mance on the unmodified grade-level assessment.
States must define these relationships between
the assessments before they write ALDs.

Identify Desired Rigor for ALDs

Before writing ALDs, states should decide the
rigor that they want to associate with the ALDs
for the AA-MAS and AA-AAS through generic
policy statements. These statements will pro-
vide guidance and direction when writing ALDs.
Generic policy statements do not describe specif-
ically what students should know and be able
to do within each achievement level; rather, the
generic policy statements set the tone for the
type of ALDs the state would like developed dur-
ing the ALD-writing workshop. The tone used
in the generic policy statements may have a
significant impact on how the ALDs are writ-
ten. For example, if the state is looking for
minimal competency standards, the generic pol-
icy statements might talk about students “mas-
tering basic skills.” On the other hand, if the
state is looking for challenging ALDs, the state-
ments might talk about “mastering challenging
content.”
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Identify Means for Increasing
Accessibility

Prior to developing the AA-MAS, states should
identify the approaches that will increase acces-
sibility. This will be difficult because research
on item modifications is limited, with most mod-
ifications based on the rationale (as opposed
to empirical research) that the modifications
will increase accessibility (Elliott et al., 2010;
Kettler et al., in press; Welch & Dunbar, 2009).
Early findings are emerging. For example, recent
research from a series of item design studies and
a pilot test of item modifications showed that
graphic organizers appear to reduce the impact of
working memory deficits, while bolding key text
appears to aid attention for reading items (Wothke
et al., 2009).

Identify Intended Uses of ALDs

Test development, cut-score recommendation,
and scale score interpretation are three intercon-
nected processes for which ALDs provide guid-
ance (Schneider, Egan, Siskind, Brailsford, &
Jones, 2009). The three processes work together
to build a unified assessment system. During the
Describe phase of standard setting, the state cre-
ates ALDs to support these three intertwined
uses.

Stakeholder Involvement

A wide variety of stakeholders (e.g., politi-
cians, concerned citizens, local educators, and/or
parents) may be brought together to provide
a state education agency feedback about the
types of assessment relationships and ALD uses
that would benefit students and educators. For
example, the policy makers who crafted NCLB
decided that all children must be assessed, regard-
less of disability. Once politicians enacted the
law, each state education agency was required
to determine exactly how to meet these require-
ments within their state. In the case of the AA-
MAS, the states need to determine who and what

to assess. State education agencies may undertake
a decision-making process where stakeholders
make recommendations to the state education
agency through a series of workshops or commit-
tee meetings.

Validity Evidence

It is necessary to collect validity evidence within
each phase of the 6D Framework; much of this
evidence is focused on the fidelity of implement-
ing the standard setting procedure itself (Cizek,
1996). Called procedural evidence of validity, it
“focuses on the appropriateness of the proce-
dures used and the quality of the implementa-
tion of these procedures” (Kane, 1993, p. 14).
The value of this type of evidence cannot be
understated. Although it alone cannot support
the validity of the ALDs and cut scores result-
ing from the standard setting process, its absence
will undermine arguments to support their
validity.

This means that practitioners will find that
they collect the same types of procedural
evidence in different phases, including doc-
umentation on process planning and panelist
recruitment and selection as well as process eval-
uations. Instead of repeating these types of evi-
dence in each section, they will be explained for
the Define phase and should be assumed for the
remaining phases where workshops or meetings
occur.

Process Planning

Whenever the state holds a committee meeting
or workshop where key decisions regarding the
standard setting process will be made, the state
should create a detailed plan that explicates the
steps to be taken during that committee meet-
ing or workshop. During the Define phase, for
example, a state may hold a committee meet-
ing to decide the examinee population for the
AA-MAS. The plan for this committee meet-
ing should be practicable, meaning that it should
be easy to implement and understandable to the
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general public (Hambleton & Pitoniak, 2006).
A well-articulated plan will show the logic and
rationales for the process that is to be followed in
the committee meeting or workshop.

Panelists and Committee Members

As part of process planning, states should explain
how workshop panelists or committee members
will be recruited, including specific information
such as race, gender, or area of expertise that
may be targeted. It is important that the state
can show a legitimate attempt to recruit a panel
or committee that is representative of the state’s
diversity. Following the meeting, the state should
summarize demographic information about the
panel or committee as well as information on
their expertise.

Process Evaluations

These are especially important to all commit-
tee meetings and workshops implemented in the
6D Framework. Process evaluations are attitudi-
nal surveys administered to workshop panelists to
collect information on their views of the validity
of the procedure as well as their levels of agree-
ment with the final workshop product. Process
evaluations should be collected throughout the
committee meeting or workshop to gauge panelist
attitudes and understanding. Positive evaluations
will strengthen the validity arguments associ-
ated with a workshop. Negative evaluations can
undermine an entire workshop; therefore, it is
important to collect feedback often in order to
address negative attitudes early.2 Panelists may
report that they understood the task, thought the
process was fair, but then report that they are
not able to defend the final workshop product.
If such results are found for a minority of pan-
elists, this should not undermine the workshop
recommendations.

2 See Cizek, Bunch, and Koons (2004) for an example of
a workshop evaluation.

Describe

In the Describe phase of the 6D Framework,
ALDs are developed. It seems obvious that states
should make decisions about what to assess at
the beginning of the test-development cycle. Less
obvious is that states should also determine how
much students are expected to know in regard
to the content standards. This means that states
should define the knowledge, skills, and abili-
ties (KSAs) in the ALDs (i.e., decide what it
means to be Proficient) prior to the beginning
of the test-development cycle so that they serve
as a foundation for item development. This sec-
tion defines the types of ALDs, discusses defining
Proficiency on the AA-MAS and AA-AAS, and
provides practical advice for writing ALDs.

Types of ALDs

In the past, ALDs described the typical or bor-
derline student (Hambleton, 2001). Such descrip-
tors were usually framed in the context of the
cut-score recommendation workshop, ignoring
that ALDs have purposes beyond the cut-score
recommendation workshop. Achievement-level
descriptors can be used for intertwined purposes
(test development, cut-score recommendations,
and score reporting), and different types of ALDs
align to each purpose. There are three distinct
stages of ALD development that support the three
uses of ALDs:
• First, states should develop target ALDs to

specify their expectations for students at the
threshold of each achievement level. The tar-
get ALDs define the state’s policy and content-
based expectations (i.e., what it means to be
Proficient). They are the lower-bound descrip-
tions of an achievement level and guide the
cut-score recommendation workshop. These
descriptors target the skills all Proficient stu-
dents should have in common.

• Next, states should develop range ALDs,
which are expansions of the target ALDs.
Along with the target ALDs, states should
develop range ALDs prior to item writing
because they should guide the item-writing
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process. The range ALDs reflect the KSAs
expected of examinees in the Proficient range.
Because these descriptors target a range of stu-
dents, not all Proficient students should be able
to demonstrate all KSAs in the descriptions.

• Last, states should produce reporting ALDs
once they adopt final cut scores. These ALDs
represent the reconciliation of the target
ALDs with the final cut scores. The target
ALDs reflect a state’s expectations of stu-
dent performance, while the reporting ALDs
reflect actual student performance. Because
the final cut scores reflect policy considera-
tions, in addition to the content considerations
found in the target ALDs, it is necessary to
reconcile the target ALDs with the KSAs
reflected by the final cut scores. The reporting
ALDs define the appropriate, validated infer-
ences stakeholders may make about examinee
KSAs based upon the student’s test score. In
other words, the reporting ALDs support score
interpretation.
The range ALDs are the expectations regard-

ing what students should know across the range
of Proficiency, while the target ALDs focus on
the skills students should possess to just enter
Proficiency. The target ALDs are a specific sub-
set of range ALDs. The target and range ALDs
address the KSAs that a state expects Proficient
students to know and be able to do. These expec-
tations are based on aspirations for student per-
formance, rather than actual student performance
(i.e., reporting ALDs). The development of the
target and range ALDs is akin to the work being
done in the area of evidence-centered design
(Bejar, Braun, & Tannenbaum, 2007; Plake, Huff,
& Reshetar, 2009) because of the recommenda-
tion that ALDs be used to define the intended
inferences about students, and the items be devel-
oped specifically to elicit the KSAs explicated in
the ALDs.

Once a state finalizes cut scores, it is necessary
to review the target ALDs based on the KSAs stu-
dents demonstrated on the test. It is important to
remember that target ALDs reflect expectations,
which sometimes do not align with the reality of
student performance. The reporting ALDs should
reflect KSAs demonstrated by students on the

assessment. The Deploy section in this chap-
ter discusses the refinement of target ALDs into
reporting ALDs.

Defining Proficiency

Before discussing a method for writing ALDs,
it is necessary to comment further on the
relationship among the AA-MAS, AA-
AAS, and the grade-level assessment. For
the AA-AAS, the test measures the extended
content standards, which means that the AA-AAS
is established separately from the grade-level
assessment. For the AA-MAS, the relationship to
the grade-level assessment is more complicated
because the state must define a linked, predic-
tive, or distinct relationship between the two
assessment types. Table 16.2 shows an example
of a linked relationship where the grade-level
Proficient definition has been translated into an
AA-MAS achievement level called Approaching
Expectations. Both sets of achievement-level
descriptors are based upon the grade-level
standards and both define the intended inferences
that can be made about the student KSAs. As
may be seen, however, the ALDs may vary in
relation to grade-level standards. The way in
which Proficiency is defined on the AA-MAS
will very much depend on the way the state
education agency plans to link the AA-MAS to
the grade-level assessment and how clearly the
state defines how grade-level standards are to be
tested in the item specifications.

ALD-Writing Workshop

A workshop where a diverse group of stake-
holders come together to create ALDs is one
of the various ways to write descriptors. The
proposed ALD-writing workshop is a multi-day
event where the ALD committee of stakeholders
participates in multiple rounds of discussion. The
workshop should begin with an orientation where
representatives from the state agency describe
the test’s target population, the test-development
cycle, and how the ALDs function within that
cycle. Following this, the panelists are trained
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Table 16.2 Bridging the unmodified grade-level assess-
ments and AA-MAS target ALDs through a linked
relationship

Unmodified grade-level
assessment AA-MAS

What Proficient students
should be able to do

What Approaching
Expectations students
should be able to do

• find the area of
rectangles and irregular
figures drawn

• find the area of rectangles
and irregular figures
drawn on a grid

• solve multistep
problems

• solve multistep problems
when steps are scaffolded

• find the correct ordered
pair for a point on
the coordinate plane

• find the correct ordered
pair for a point on the
coordinate plane when
steps are scaffolded

• add money amounts
under $100

• add benchmark money
amounts under $100
(20, 30, 40, etc.)

• add or subtract fractions
with like denominators

• add or subtract common
fractions with like
denominators when
graphics of fractions are
shown

• add or subtract fractions
with unlike
denominators

• add or subtract common
fractions with unlike
denominators when
graphics of fractions are
shown

• find the range of a set of
whole numbers where
no whole number is
greater than 50

• find the range of a set of
whole numbers where no
whole number is greater
than 10

• find the probability of
simple events

• find the probability of
simple events when
illustrated by graphics

• extend the patterns of
geometric shapes

• extend short patterns of
geometric shapes

• compare, order, and
simplify fractions

• compare, order, and
simplify fractions when
graphics of fractions are
shown

• simplify mathematical
expressions by using the
order of operations rules

• simplify mathematical
expressions when order of
operations is sequential

on the method for writing both target and range
ALDs. The following section provides a descrip-
tion of the proposed method for writing ALDs.

The proposed ALD-writing workshop has four
rounds. In the first round, the AA-MAS and
AA-AAS committees should:

• study and discuss the generic policy state-
ments

• study and discuss the ALDs for the unmodi-
fied grade-level assessments

• discuss and annotate the content standards
In the second round, the AA-MAS and AA-

AAS committees should compile and edit the
ALDs. In the third round, a panel exchanges
ALDs with a panel from a different grade level
and provides feedback. In the final round, pan-
elists consider the revisions and finalize the
ALDs.

A meta-committee should meet immediately
after the final round. The meta-committee is a
cross-grade panel that will examine, edit, and
revise the ALDs for coherency and articulation
across the grade levels. The results of the meta-
committee are provided to the state education
agency for further consideration.

Method for Writing Range
and Target ALDs

One method for beginning the ALD-writing pro-
cess is to request that panelists parse the state
content standards (or extended content standards)
into achievement levels. For example, the con-
tent standards are parsed into Basic, Proficient,
or Advanced. For these achievement levels, pan-
elists will annotate the content standards to indi-
cate whether the skills are expected of the just
Proficient (P-), average Proficient (P), or highly
Proficient (P+) student. The content standards
provide ALD writers a framework for catego-
rizing KSAs into achievement levels and pro-
vide parameters for the content the state educa-
tion agency has deemed important for students.
Throughout the parsing and annotation process,
panelists study and discuss the content stan-
dards as well as their expectations for student
achievement.

Once parsed, the annotated content standards
must be compiled into range and target ALDs.
Figure 16.1 shows an example of how a con-
tent standard may be annotated and transformed
into ALDs. These ALDs should be written so
that the language of the ALDs is accessible
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Original Grade 3 Content Standard* 

Annotated Standard 

Example of Target ALD for Proficient

Standard 1: Students will read, write, listen, and speak for information and understanding. 
• Locate and use library media resources to acquire information, with assistance 
• Read unfamiliar texts to collect data, facts, and ideas 
• Read and understand written directions 
• Locate information in a text that is needed to solve a problem 
• Identify main ideas and supporting details in informational texts 
• Recognize and use organizational features, such as table of contents, indexes, page numbers, and chapter 

headings/subheadings, to locate information, with assistance 

Standard 1: Students will read, write, listen, and speak for information and understanding. 
B               P–  

• Locate and use library media resources to acquire information, with assistance 
       P+
• Read unfamiliar texts to collect data, facts, and ideas 
        B               P–
• Read and understand written directions   

 P–
• Locate information in a text that is needed to solve a problem 

 P                                P+
• Identify main ideas and supporting details in informational texts 

 B+                 P– 
• Recognize and use organizational features, such as table of contents, indexes, page numbers, and chapter 

headings/subheadings, to locate information, with assistance 

Standard 1: The Grade 3 target Proficient Student will read, write, listen, and speak for 
information and understanding with the following limitations: 
• Use a variety of library media resources to acquire information, with assistance 
• Understand written directions 
• Locate information in a text that is needed to solve a problem 
• Use organizational features, such as table of contents, indexes, page numbers, and chapter 

headings/subheadings, to locate information, with assistance

Skills represented by P– are compiled for 
the target Proficient ALD.

Skills represented by P–, P, and P+ would
be compiled for the range Proficient ALD.

P–: Skills of the just Proficient student 
P:  Skills of the average Proficient student 
P+: Skills of the high-performing Proficient 
student 

B– : Just entering Basic 
B   : Average Basic 
B+ : High-performing Basic

Fig. 16.1 Creating target and range ALDs
∗Example content standard from New York States (2005) Grade 3 English Language Arts Core Curriculum (http://www.
emsc.nysed.gov/ciai/ela/elacore.pdf)

and clear. Mehrens and Lehmann (1991) pro-
vide guidance for developing measureable con-
tent objectives that can easily be adapted and
extended to develop well-written ALDs.

ALDs should contain explicit, action verbs.
When explicit verbs are used, teachers, parents,
and stakeholders have a better sense of what
students can actually do, whereas descriptors

that use implicit verbs require that stakeholders
decode their meaning. For example, writing “The
Level 2 student recognizes the main idea” does
not lead to a clear conceptualization of what the
student should do to demonstrate his or her skill.
Rather, “The Level 2 student is able to tell or
show the main idea” provides a better concep-
tion of actual student behavior used to measure

http://www.emsc.nysed.gov/ciai/ela/elacore.pdf
http://www.emsc.nysed.gov/ciai/ela/elacore.pdf
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the skill. [See Mehrens and Lehmann (1991) for
other examples for clarifying the language using
implicit verbs.]

ALDs should provide contextual or scaffolding
characteristics. Contextual or scaffolding char-
acteristics of items can elicit intended examinee
knowledge and skills. For example, students may
be able to respond to mathematics questions
that incorporate adding and subtracting positive
and negative integers, only when number lines
are present. This information can describe dif-
ferences in examinee knowledge and skills that
teachers can use to support instruction.

Validity Evidence

The range ALDs should guide item writing. If
this is the case, then the state should show how
the newly developed items align to the different
achievement levels. Once the test is adminis-
tered and cut scores are finalized, the state can
re-examine how well the items aligned to their
intended achievement level. This empirical evi-
dence will show how well (or poorly) item writers
were able to align items to the desired ALDs.

Design

During the Design phase of the 6D Framework,
a standard setting plan is created that addresses
the breadth of the process, meaning that the plan
should encompass the cut-score recommenda-
tion workshop, the review by policy makers, and
a method for refining the target ALDs (to the
degree that is necessary). This phase acknowl-
edges the importance of multiple stakeholder
groups in the standard setting process, and it rec-
ognizes that several different types of workshops
may be held before the cut scores are finalized.

The various groups often view the cut scores
with competing perspectives. For example, teach-
ers at a cut-score recommendation workshop may
view the cut scores from a content-driven per-
spective, while administrators at a policy review
may view the cut scores in terms of the number
of students who will need remediation. For the
same set of cut scores, state-level policy makers

may view the cuts from a reasonability perspec-
tive, considering how the performance data will
be received by the public. Each group brings a
unique view of the data, and these views need to
be reconciled.

In the Design phase, the state will decide how
the views of the different groups will inform
one another. Typically, the teacher group recom-
mends cut scores first, followed by the policy
review, then the state review. If it is known in
advance that state-level policy makers have a cer-
tain entrenched view (e.g., our state must have
NAEP-like achievement standards), then it seems
reasonable to share that view with the other
groups.

To understand what methodologies can be
used to establish teacher-recommended cut
scores, it is necessary to consider the test design.
In many ways, the test design will drive the
methodology that will be used to set cut scores. In
this section, possible AA-MAS and AA-AAS test
designs are briefly discussed to set the stage for
methodologies that can be used for teacher work-
shops. The section ends with a brief overview of
a methodology for a policy review.

AA-MAS Test Designs

The most popular design for the AA-MAS is tests
comprised of multiple-choice and constructed
response items. Almost all planned and imple-
mented AA-MAS are derived from correspond-
ing unmodified grade-level assessments. In re-
designing an unmodified grade-level assessment
for use as the state AA-MAS, it is popular to
reduce the total number of items as well as the
overall difficulty of the test. States have only
recently begun to address subtler modification
issues, such as taking steps to reduce the cogni-
tive complexity of items by bolding or underlin-
ing portions of the items.

AA-AAS Test Designs

Ferrara, Swaffield, and Mueller (2009) iden-
tify three designs for the AA-AAS currently
used in K–12 assessments: assessment portfolios,
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Table 16.3 Standard setting methods relevant for the AA-MAS and AA-AAS test designs

Methodology Test design Sample references

Bookmark Multiple-choice/constructed response;
Multiple choice only

Cizek and Bunch (2007, chapter 10); Mitzel,
Lewis, Patz, and Green (2001)

Item-descriptor (ID)
matching

Multiple-choice/constructed response;
Multiple choice only

Cizek and Bunch (2007, chapter 11); Ferrara,
Perie, and Johnson (2008)

Modified Angoff Multiple-choice/constructed response;
Multiple choice only

Cizek and Bunch (2007, chapter 6)

Body of work Constructed response only; portfolio;
performance task; rating scale

Cizek and Bunch (2007, chapter 9); Kingston,
Kahl, Sweeney, and Bay (2001)

Profile sorting Constructed response only; portfolio;
performance task; rating scale

Jaeger (1995)

Reasoned judgment Constructed response only; portfolio;
performance task; rating scale

Roeber (2002)

performance tasks, and rating scales. Assessment
portfolios contain collections of student academic
work, video and audio recordings of students
performing academic tasks, and other evidence
of their performance in relation to the extended
content standards.

Performance tasks generally focus on several
related extended academic standards and contain
anywhere from 3 to 15 items. Items often are
scaffolded. Administration of assessment tasks
usually is supported by manipulatives such as real
objects (e.g., soil or rocks for science), response
cards for nonverbal students, and other commu-
nication systems and assistive devices used by
students during classroom activities.

Rating scales typically include considerable
numbers of items linked to extended content
standards. Teachers and other observers rate stu-
dents as they complete tasks, collect student work
samples, or interview other teachers and adults.
Rating scales are typically multilevel (e.g., per-
formance can be classified as nonexistent, emerg-
ing, progressing, or accomplished). The types
of supporting evidence that must be provided
typically are prescribed.

Methodologies for Recommending
Cut Scores

The cut-score recommendation methods used
for the unmodified grade-level assessments are
also appropriate for the AA-MAS and AA-
AAS. Item-based, cut-score recommendation

methods (e.g., Angoff, Bookmark, Item-
descriptor matching) are appropriate for tests
comprised of multiple-choice and constructed
response items (including essay prompts) or rat-
ing scales. Methods requiring that panelists make
proficiency judgments based upon student work
samples (e.g., Body of Work, Profile Sorting)
or scoring rubrics (e.g., Reasoned Judgment)
are suitable for portfolio assessments that orga-
nize collections of student work as evidence
of achievement. It is beyond the scope of this
chapter to detail the cut-score recommendation
methods, but there is an extensive, easily accessi-
ble literature on a variety of methods.3 Table 16.3
matches several cut-score recommendation
methods with the test design for which they are
frequently recommended. Table 16.3 also cites
sample references that provide information on
the cut-score recommendation methods, where
the interested user can find more information on
a particular methods.

Methodology for Policy Review
of Cut Scores

Although policy reviews of cut scores are a fre-
quent occurrence in the standard setting process
for K–12 assessments, a standard method is not

3 Egan, Ferrara, Schneider, and Barton (2009) overview
several cut-score setting methodologies for use with
AA-MAS.



286 K.L. Egan et al.

used. In some cases, policy reviews consist of a
state superintendent along with one or two polit-
ical operatives adjusting the cut scores to better
suit policy needs. In other cases, a more formal
process is followed that allows educators with an
understanding of policy (e.g., district superinten-
dents, school principals) to recommend changes
to the teacher-recommended cut scores. In this
process, a committee of 10–20 may participate as
follows:
• Round 1: Review impact data (percentage of

students in each achievement level) from the
teacher workshop along with the target ALDs.
Additional data may include impact data from
other state, national, or international tests.
Discuss the appropriateness of the impact data
within and across grades and across content
areas. Recommend changes to the cut scores.

• Round 2: Review the recommended changes
to the cut scores. Re-open discussion on the
appropriateness of the cut scores within and
across grades and content areas. Recommend
changes to the cut scores. Articulate a ratio-
nale for the changes.
The recommendations of the policy review

may then be provided to the state’s decision-
making agency. Although policy considerations
have the most weight during this phase of the pro-
cess, it may be helpful to policy makers to see
how the content in the ALDs may be modified by
changes to the cut scores.

Validity Evidence

When the cut-score recommendation workshop
is implemented, the state should plan to col-
lect three types of evidence internal to the pro-
cess itself: within-method consistency, intrapan-
elist consistency, and interpanelist consistency
(Hambleton & Pitoniak, 2006). These types of
evidence examines the consistency with which
panelists are able to translate the target ALDs into
cut scores (Kane, 2001).

Within-Method Consistency. This type of evi-
dence examines what happens when the cut-score
recommendation method is replicated across
groups and is indicated by the standard error of

the cut score. If the recommendations are rela-
tively consistent across groups, then the resulting
standard error will be small. Similarly, discrepant
recommendations may result in unacceptably
large standard errors.

Intrapanelist Consistency. This type of evi-
dence examines the consistency of judgments
made by the panelist across rounds. It is antic-
ipated that panelists will adjust their cut scores
across rounds as they learn new information and
gain better understanding of the target ALDs.

Interpanelist Consistency. This type of evi-
dence examines the consistency of judgments
across panelists. Most cut-score recommendation
methods use consensus-building activities, where
panelists are expected to engage in structured
dialogues about their expectations of student per-
formance. It is expected that the panelist cut
scores will converge across rounds.

Deploy

Although the Define, Describe, and Design
phases occur across months or years, the Deploy
phase often occurs very rapidly. In the Deploy
phase of the 6D Framework, panelists are
recruited, meeting space is reserved, and the stan-
dard setting design is implemented. It is during
this phase that the state implements the teacher
and policy workshops, and the state decision-
making agency enacts the final cut scores. An
often-ignored step in this phase is an empiri-
cal validation of the target ALDs. It is crucial
to the accurate interpretation of student perfor-
mance that the target ALDs align well with the
final cut scores. To ensure this, the state should
revisit the target ALDs once final cut scores are
determined.

Refining Target ALDs into Reporting
ALDs

Target ALDs describe what students at the cut
score should know. Ideally, panelists use the tar-
get ALDs to develop their cut-score recommen-
dations so that the cut scores on the test scale
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reflect the information articulated in the target
ALDs. Over the course of a multiphase standard
setting, the target ALDs may no longer reflect
what students are expected to know based upon
final cut scores; thus, when final cut scores are
established, the target ALDs do not reflect the
final cut scores. One reason for this is that pol-
icy considerations often influence a state’s final
cut scores. When a policy-based review follows a
standard setting, policy experts are guided by dif-
ferent considerations, including the cross-grade
logic of the impact data (e.g., Does the percent-
age of students at or above Proficient in each
grade make sense?), available funding, political
implications of cut scores (e.g., would they be
considered “easy” compared to NAEP), and past
performance in the state (Schneider et al., 2009).
In short, the policy experts may consider a vari-
ety of reasons to adjust cut scores and, most often,
they do not consider the target ALDs.

Once target ALDs no longer reflect the cut
score, they do not provide a valid interpreta-
tion of the meaning of the achievement levels.
The target ALDs can be refined into reporting
ALDs by adjusting the content to reflect the
final cut scores. This process may be accom-
plished by mapping the test items in order of
difficulty, separating them by the cut scores, and
summarizing the KSAs found in each achieve-
ment level. This may mean that some content
is removed and some is added to the reporting
ALDs (Bourque, 2009; Schneider, Egan, Kim,
& Brandstrom, 2008; Schneider et al., 2009).
As new test forms are introduced, the reporting
ALDs can be refined further to reflect the new
content.

Validity Evidence

In the Deploy phase, at least three workshops
are implemented: the cut-score recommendation
workshop, the policy review workshop, and the
ALD refinement workshop. Given the role of
ALDs for reporting, ALD refinement is an impor-
tant validation step for a standard setting pro-
cess. Traditionally, practitioners have collected
evidence to show that the cut scores from the

cut-score recommendation workshop reflected
the target ALDs. Now, it is necessary to turn this
idea on its head and ensure that the reporting
ALDs reflect the final cut scores. To do this, states
should show how items align to each achieve-
ment level once cut scores are finalized. This
can be accomplished by gathering stakeholder
feedback to ascertain whether the KSAs of the
items located around the cut scores are consis-
tent with the descriptors for each achievement
level.

Deliver

In this phase of 6D Framework, the results of the
standard setting process are released to the public
in the form of score reports to parents, teach-
ers, and administrators. Often, shortened versions
of the reporting ALDs will appear on the score
report, and longer, more informative reporting
ALDs will be on the state’s website. When score
reports from the AA-MAS and AA-AAS are
delivered, it is important to communicate how
those results should be interpreted in light of the
grade-level assessment. If the term Proficient is
used to label student performance on all three
assessments, it is important to communicate the
differences in what the term means for each
assessment.

Using Reporting ALDs

Reporting ALDs should contain guidance so that
teachers and parents understand how to inter-
pret and use the ALDs. For example, states may
explain whether the reporting ALDs are cumu-
lative so that Proficient students will most likely
possess the KSAs found in the achievement lev-
els below Proficient. Additionally, teachers can
use the reporting ALDs to better understand
the general differences in student performance
within a content area. Teachers should not use the
reporting ALDs as shortcut teaching frameworks
nor should they use them as a mini-curriculum
because the reporting ALDs do not encompass
the breadth of the content standards.
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Validity Evidence

Validity evidence for the Deploy phase consists
of the score reports and test results released
to schools, and the interpretative guidance with
suggestions for using the reporting ALDs. An
interesting study would involve surveying edu-
cators to inquire how well the ALDs describe
student performance, given how their students
were classified on the test.

Deconstruct

In this phase of the 6D Framework, the various
types of validity evidence collected throughout
the standard setting process are compiled and

evaluated for the degree to which they support
the conclusion that there is a good relationship
between the ALDs and the cut scores. States
and their contractors assemble this validity evi-
dence into the technical report. Because technical
reports tend to have a confirmationist bias, it may
be beneficial to seek an outside perspective on
the relationship between the range ALDs, the
reporting ALDs, the cut scores, and the intended
interpretations.

Technical Report

The technical report is an important piece of evi-
dence for the procedural validity of the standard
setting. Figure 16.2 suggests an outline for a

I. Executive Summary 

II. Chapter 1: Planning 
a. Panelist recruitment
b. Committee formation
c. Panelist demographics and expertise

III. Chapter 2: Execution
a. Training Description

i. Validity evidence: training materials; objective tests of panelist 
understanding of the cut score method; evaluations

b. Round 1 Description
i. Validity evidence: Round 1 votes; objective tests of panelist understanding; 

Round 1 evaluations
c. Round 2 Description

i. Validity evidence: Round 2 votes; Round 2 evaluations; intrapanelist 
consistency; interpanelist consistency; standard error of cut score 

d. Round 3 Description
i. Validity evidence: Round 3 votes; Round 3 evaluations; intrapanelist 

consistency; interpanelist consistency; standard error of cut score 

IV. Chapter 3: Policy Review of Cut Scores 
a. Committee selection 
b. Process 
c. Final recommendations 

V. Chapter 4: Approval Process 

VI. Chapter 5: Refinement of Target ALDs into Reporting ALDs 
a. Process 
b. Final reporting ALDs 

VII. Chapter 6: Summary 

Fig. 16.2 Outline for a cut-score recommendation technical report
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technical report for the cut-score recommenda-
tion workshop. Technical reports should be cre-
ated for each important panelist workshop held
during the standard setting process. The technical
reports should be developed as the authoritative
source to understand the overall process under-
taken to set cut scores and to review the technical
evidence associated with the standard setting.
The audience for technical reports includes mem-
bers of technical advisory committees or peer
review committees.

Within the narrative of the technical report,
the author should directly address any anoma-
lies that may have occurred during the course of
the standard setting. For example, a grade-level
panel may request an additional round of voting
and discussion, and the motivation for this addi-
tional round should be discussed. The technical
report should also address any seemingly aber-
rant results in the data. For example, a grade-level
committee may indicate disagreement with the
cut-score recommendation process in the evalu-
ations. This disagreement may result from other
sources (e.g., a state law that drives cut-score
placement) as opposed to disagreement with the
process itself.

Outside Perspective

As an additional source of validity evidence,
a state education agency could hire a consul-
tant to review the technical report and the rela-
tionship between the ALDs and the cut scores.
The consultant could specifically look for dis-
confirming pieces of evidence that were unde-
tected previously. The purpose of this review
is not to undermine the results of the stan-
dard setting; rather, it is to build further sup-
port by finding the disconfirming evidence and
addressing it.

Validity Evidence

The technical reports will serve as an important
source of evidence for procedural validity for
the standard setting process. Much of the valid-
ity evidence discussed throughout this chapter,
such as the recruiting process and the panelist

demographics, will be summarized in a technical
report.

Discussion

This chapter describes the 6D Framework for
designing a standard setting process that encom-
passes all phases from writing ALDs to setting
and finalizing cut scores. The purpose of this
framework is to help practitioners collect valid-
ity evidence throughout a multistage standard
setting process that supports the intended inter-
pretation of test scores. Given that ALDs have
such an important role in the assessment devel-
opment and reporting process, they should be
developed carefully. Although the measurement
field has been calling for increased attention to
the ALD-development process, change in current
practice has been slow.

Implementing the 6D Framework

The 6D Framework should be implemented in
conjunction with the test-development cycle.
Table 16.4 provides an overview of each phase
in the framework. It is important to understand
that the Define phase and range ALDs from the
Describe phase remain static once developed.
They feed into the test-development cycle but are
not part of the cycle itself. Thus, the content stan-
dards, general policy statements, target examinee
population, and range ALDs should not change
throughout the life of the testing program. The
rest of the phases and the target ALDs are part
of the test-development cycle. Information from
each test administration can be used to modify the
reporting ALDs so they better describe student
performance in the achievement levels.

There are two reasons that range ALDs are not
updated based on the final cut scores. First, the
range ALDs guide item writing and test devel-
opment. As such, they cannot be moving targets
from year to year or the underlying test construct
will also change, thereby jeopardizing the pro-
cess used to equate test scores from year to year.
Second, the range ALDs reflect the entire range
of performance in the Proficient achievement
level; thus, the range ALDs should be more
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Table 16.4 Steps in the 6D framework for designing and developing the AA-AAS and AA-MAS standard setting
process

6D phase Standard setting tasks Validity evidence

Define Define target examinee
population;
Describe relationship to
unmodified grade-level
assessments;
Create generic policy statement

Academic KSAs that students are expected to learn in each content
area
• For AA-MAS, these are the grade-level content standards
• For AA-AAS, these are extended from the grade-level content

standards
Definition of relationship to the unmodified grade-level assessment
Definition of the population of students who take the assessment
Intended uses of ALDs
Process plans, committees, evaluations

Describe Plan and hold ALD-writing
workshop;
Create target ALDs;
Create range ALDs

Description of ALD-writing workshop
Overview of panelist recruitment and demographics from
ALD-writing workshop
Definition of target achievement for the students just entering the
Proficient achievement level and other levels
Definition of the range of KSAs expected of examinees at the
Proficient achievement level and other levels
Alignment of items to range ALDs

Design Design cut-score
recommendation workshop

Description of cut-score recommendation workshop
Appropriate cut-score recommendation method for the test design

Deploy Recruit panelists;
Hold cut-score
recommendation workshops;
Hold policy-review workshop;
Obtain state approval of cut
scores

Description of panelist recruitment effort
Panelist demographics
Comparison of panelist demographics to state student demographics
Panelist evaluations of workshops
Within-method consistency, intrapanelist consistency, interpanelist
consistency
Final cut scores
Alignment of reporting ALDs to final cut scores

Deliver Distribute score reports and
interpretation guides

Reporting ALDs delivered to public

Deconstruct Implement validity studies;
Write technical reports

Description of workshops from other 6D phases
Detailed results from workshops (e.g., individual panelist
recommendations)
Outside review of validity evidence

robust to changes in the cut scores than are tar-
get and reporting ALDs, which focus on the very
narrow range of KSAs that are right at the cut
score.

What to Do When Test Development Has
Already Occurred

Because standard setting has long been consid-
ered the end of the test-development cycle, many
states may find themselves in the situation where
test development has occurred prior to the devel-
opment of ALDs. In this event, it is still important
to develop the ALDs prior to the standard setting,
using the content standards. Ideally, the ALDs
should be developed in a separate workshop

from the cut-score recommendation workshop.
This allows for community input and for the
state agency to revise and approve the ALDs
prior to the cut-score recommendation workshop.
Because these ALDs were not used to guide the
test-development process, it will be important to
periodically review the ALDs to ensure that the
test has not drifted from the content of the ALDs.
It may also be necessary to update the ALDs so
that they continue to accurately reflect the KSAs
of the students in each achievement level.

Conclusions
The main purpose of this chapter was to
introduce the 6D Framework, which demon-
strates the centrality of ALD development and
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refinement to both a multistage standard set-
ting process and the test-development process.
Three types of ALDs were introduced: range,
target, and reporting. States use range ALDs
to guide item writing and test development,
target ALDs to guide the cut-score recommen-
dation workshop, and reporting ALDs to help
stakeholders interpret test scores.

The multistage standard setting process
also considers that various members of the
community have a stake in what the ALDs
reflect and where the cut scores are set.
Defining standard setting as a multistage pro-
cess should increase the transparency of the
process for all stakeholders involved.

Finally, it is hoped that the 6D Framework
will aid practitioners in the design and imple-
mentation of the multistage standard setting
process and will provide guidance on the
types of validity evidence to collect during
each stage of the process. The 6D Framework
should aid practitioners in producing valid and
defensible cut scores and ALDs.

References

Bejar, I. I., Braun, H. I., & Tannenbaum, R. J. (2007).
A prospective, progressive, and predictive approach
to standard setting. In R. Lissitz (Ed.), Assessing and
modeling cognitive development in school (pp. 31–63).
Maple Grove, MN: JAM Press.

Bourque, M. L. (2009). A history of NAEP achieve-
ment levels: Issues, implementation, and impact
1989–2009. Retrieved February 2, 2010, from http://
www.nagb.org/who-we-are/20-anniversary/bourque-
achievement-levels-formatted.pdf

Browder, D., Wakeman, S., & Jimenez, B. (n.d.).
Creating access to the general curriculum with
links to grade level content for students with
significant cognitive disabilities. Retrieved October
23, 2008, from http://www.naacpartners.org/products/
presentations/national/OSEPleadership/9020.pdf

Cizek, G. J. (1996). Standard-setting guidelines.
Educational Measurement: Issues and Practice,
15, 13–21.

Cizek, G. J., & Bunch, M. B. (2007). Standard setting:
A guide to establishing and evaluating performance
standards on tests. Thousand Oaks, CA: Sage.

Cizek, G. J., Bunch, M. B., & Koons, H. (2004).
Setting performance standards: Contemporary meth-
ods. Educational Measurement: Issues and Practice,
23, 31–50.

Egan, K. L., Ferrara, S., Schneider, M. C., & Barton,
K. E. (2009). Writing performance level descrip-
tors and setting performance standards for assess-
ments of modified achievement standards: The role
of innovation and importance of following conven-
tional practice. Peabody Journal of Education, 84,
552–577.

Elliott, S. N., Kettler, R. J., Beddow, P. A., Kurz, A.,
Compton, E., McGrath, D., et al. (2010). Effects of
using modified items to test students with persis-
tent academic difficulties. Exceptional Children, 76(4),
475–495.

Ferrara, S., Perie, M., & Johnson, E. (2008). Matching
the judgmental task with standard setting panelist
expertise: The item-descriptor (ID) matching pro-
cedure. Journal of Applied Testing Technology,
9, 1–20. Retrieved February 11, 2009, from
http://www.testpublishers.org/Documents/JATT2008_
Ferrara%20et%20al.%20IDM.pdf

Ferrara, S., Swaffield, S., & Mueller, L. (2009).
Conceptualizing and setting performance standards for
alternate assessments. In W. D. Schafer & R. W. Lissitz
(Eds.), Alternate assessments based on alternate
achievement standards: Policy, practice, and potential
(pp. 93–111). Baltimore: Paul Brookes Publishing.

Haertel, E. H. (1999). Validity arguments for high-
stakes testing: In search of the evidence. Educational
Measurement: Issues and Practice, 18, 5–9.

Hambleton, R. K. (2001). Setting performance standards
on educational assessments and criteria for evaluating
the process. In G. J. Cizek (Ed.), Setting perfor-
mance standards: Concepts, methods, and perspec-
tives (pp. 89–116). Mahwah, NJ: Lawrence Erlbaum
Associates.

Hambleton, R. K., & Pitoniak, M. J. (2006). Setting
performance standards. In R. L. Brennan (Ed.),
Educational measurement (4th ed., pp. 433–470).
Washington, DC: American Council on Education.

Jaeger, R. M. (1995). Setting performance standards
through two-stage judgmental policy capturing.
Applied Measurement in Education, 8, 15–40.

Kane, M. (1993). The validity of performance stan-
dards. Unpublished manuscript developed for National
Assessment Governing Board. Retrieved September 9,
2008, from ERIC Document Reproduction Services
(ED365689).

Kane, M. (2001). So much remains the same: Conception
and status of validation in setting standards. In
G. Cizek (Ed.), Standard setting: Concepts, methods,
and perspectives (pp. 53–88). Mahwah, NJ: Lawrence
Erlbaum Associates.

Kettler, R. J., Rodriguez, M. R., Bolt, D. M., Elliott, S. N.,
Beddow, P. A., & Kurz, A. (in press). Modified
multiple-choice items for alternate assessments:
Reliability, difficulty, and differential boost. Applied
Measurement in Education.

Kingston, N. M., Kahl, S. R., Sweeney, K. P., & Bay, L.
(2001). Setting performance standards using the body
of work method. In G. J. Cizek (Ed.), Setting per-
formance standards: Concepts, methods, and perspec-

http://www.nagb.org/who-we-are/20-anniversary/bourque-achievement-levels-formatted.pdf
http://www.nagb.org/who-we-are/20-anniversary/bourque-achievement-levels-formatted.pdf
http://www.nagb.org/who-we-are/20-anniversary/bourque-achievement-levels-formatted.pdf
http://www.naacpartners.org/products/presentations/national/OSEPleadership/9020.pdf
http://www.naacpartners.org/products/presentations/national/OSEPleadership/9020.pdf


292 K.L. Egan et al.

tives (pp. 219–248). Mahwah, NJ: Lawrence Erlbaum
Associates.

Lewis, D., & Haug, C. (2005). Aligning policy
and methodology to achieve consistent across-grade
performance standards. Applied Measurement in
Education, 18, 11–34.

Mehrens, W. A., & Lehmann, I. J. (1991). Measurement
and evaluation in education and psychology. Fort
Worth, TX; Harcourt Brace College Publisher.

Mitzel, H. C., Lewis, D. M., Patz, R. J., & Green,
D. R. (2001). The bookmark procedure: Psychological
perspectives. In G. J. Cizek (Ed.), Setting perfor-
mance standards: Concepts, methods, and perspec-
tives (pp. 249–281). Mahwah, NJ: Lawrence Erlbaum
Associates.

Plake, B. S., Huff, K., & Reshetar, R. (2009). Evidence-
centered assessment design as a foundation for
achievement level descriptor development and for
standard setting. Paper presented at the National
Council of Measurement in Education, San Diego, CA.

Roeber, E. (2002). Setting standards on alternate
assessments (Synthesis Report 42). Minneapolis,
MN: University of Minnesota, National Center on
Educational Outcomes. Retrieved January 20, 2010,
from http://education.umn.edu/NCEO/OnlinePubs/
Synthesis42.html

Schneider, M. C., Egan, K. L., Kim, D., & Brandstrom,
A. (2008, March). Stability of achievement level
descriptors across time and equating methods. Paper
presented at the annual meeting of the National
Council on Measurement in Education, New York, NY.

Schneider, M. C., Egan, K. L., Siskind, T., Brailsford,
A., & Jones, E. (2009, April). Concurrence of tar-
get student descriptors and mapped item demands in
achievement levels across time. Paper presented at the
National Council of Measurement in Education, San
Diego, CA.

Welch, C., & Dunbar, S. (2009). Developing items
and assembling test forms for the alternate assess-
ments based on modified achievement standards
(AA-MAS) In M. Perie (Ed.), Considerations for
the alternate assessment based on modified achieve-
ment standards (AA-MAS): Understanding the eli-
gible population and applying that knowledge to
their instruction and assessment (pp. 195–234).
(A white paper commissioned by the New York
Comprehensive Center in collaboration with the
New York State Education Department.) Retrieved
January 31, 2010, from http://www.cehd.umn.edu/
nceo/AAMAS/AAMASwhitePaper.pdf

Wothke, W., Cohen, D., Cohen, J., & Zhang, J. (2009).
2% AA-MAS working group Spring 2009 pilot study
technical report. Retrieved January 31, 2010, from
http://www.ode.state.oh.us/GD/Templates/Pages/ODE/
ODEDetail.aspx?page=3&TopicRelationID=229&
ContentID=62021&Content=75362

Young, M. J. (2006). Vertical scales. In S. M. Downing
& T. M. Haladyna (Eds.), Handbook of test develop-
ment (pp. 469–486). Mahway, NJ; Lawrence Erlbaum
Associates.

http://education.umn.edu/NCEO/OnlinePubs/Synthesis42.html
http://education.umn.edu/NCEO/OnlinePubs/Synthesis42.html
http://www.cehd.umn.edu/nceo/AAMAS/AAMASwhitePaper.pdf
http://www.cehd.umn.edu/nceo/AAMAS/AAMASwhitePaper.pdf


Part IV

Conclusions



17Implementing Modified
Achievement Tests: Questions,
Challenges, Pretending, and
Potential Negative Consequences

Christopher J. Lemons, Amanda Kloo,
and Naomi Zigmond

As we write, thousands of educators across the
country are working with Individual Education
Program (IEP) teams to determine the testing fate
of their students enrolled in special education.
The teams must decide which students will be
required to participate in the challenging, rigor-
ous, and lengthy regular accountability assess-
ment (either with or without accommodations)
and which students will be given the chance to
demonstrate grade-level proficiency on a possibly
less-challenging, shorter, alternate assessment
based on modified academic achievement stan-
dards (AA-MAS). In the previous few years, hun-
dreds of people, including staff from state depart-
ments of education, educators, test developers,
parents, and advisors, have spent numerous hours
debating the merits of a modified exam and work-
ing to develop an appropriate assessment and to
select the correct group of students for whom this
test would be most appropriate and beneficial.

The rationale for developing such a test is to
improve accessibility for students with disabili-
ties who may need specific accommodations and
modifications to the regular assessment to allow
them to demonstrate their knowledge of grade-
level academic content. As Elliott, Beddow, Kurz,
and Kettler (Chapter 1, this volume) discuss,
enhancing the accessibility of assessment sys-
tems is critical to establishing test validity and

C.J. Lemons (�)
University of Pittsburgh, Pittsburgh, PA 15260, USA
e-mail: lemons@pitt.edu

ensuring equitable access to educational oppor-
tunities provided based upon assessment results.
It is in this spirit, at least according to some,
that the AA-MAS was initially proposed – it was
argued that the accountability system at the time
did not permit a small proportion of students
with disabilities the opportunity to demonstrate
their proficiency in grade-level content. Thus, the
US Department of Education (USDE) called for
the development of another test that would level
the playing field for this group of students. It
was intended that this test would improve the
accountability system, enhance the instruction
provided to these students, and reduce the bur-
den to many school districts of students in special
education who failed to meet the high adequate
yearly progress (AYP) standards of No Child Left
Behind (NCLB).

Unfortunately, it appears that creating a differ-
ent test in the spirit of enhancing equal access
may be leading us down a road of unintended
consequences. Perhaps, just as in Brown v. Board
of Education, separate tests are as inherently
unequal as separate schools. The purpose of this
chapter is to consider whether the potential ben-
efits of creating a different test – the AA-MAS
– outweigh the possible negative consequences.
While we are highly supportive of both the value
of enhancing access to the general education cur-
riculum and assessment for students in special
education and the work of colleagues aimed at
achieving this goal, we feel that a further exam-
ination of the benefits and consequences of the
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AA-MAS may be helpful to state leaders and test
developers as they move forward in its devel-
opment. More specifically, we address questions
that are currently being raised related to the AA-
MAS: Will more students be able to demonstrate
“proficiency” on a modified exam? Will fewer
schools be penalized on AYP now that an addi-
tional 2% of students in special education may be
counted as proficient? Will instruction change for
students who are now going to be held account-
able for something other than full grade-level
academic standards? Will all of the time and
money spent to create this modified test actually
have been worth it?

A Brief History of NCLB,
Accountability, and the AA-MAS

Since the beginning of the millennium, the
high-stakes accountability requirements of the
No Child Left Behind Act (NCLB, 2001) have
shaped the face of public education in the United
States. The law set ambitious goals for stu-
dent achievement – all students were expected
to be proficient in reading and math (as mea-
sured by performance on end-of-year grade-level-
standards-aligned state assessments) by the year
2014. And, all meant all. Such rigorous stan-
dards for success communicated a “no excuses”
model for education in which every school and
every teacher was expected to do what needed to
be done to ensure that every student, including
those with disabilities, mastered grade-level con-
tent. NCLB directives gave teeth to the provisions
for full participation of students with disabilities
in district and state assessments of the Individuals
with Disabilities Education Act (IDEA, 1997)
and further strengthened the growing national
commitment to have students with disabilities
fully included in general education instruction.
NCLB, IDEA 97, and IDEA 2004 made it clear
that students with disabilities were to be held
responsible for the same academic content and
performance standards as their grade-level peers.

With only 14 years to achieve the ambi-
tious goal of 100% student proficiency, the
academic progress of students with disabilities
quickly became the target of public and political

scrutiny. On the one hand, this attention pro-
moted improved educational opportunities for
school-aged populations of a group of students
historically ignored and undervalued by the edu-
cational mainstream. On the other hand, it also
placed incredible pressure on special educators,
students, and their families to achieve what many
considered impossible. Many educators argued
that expecting all students to master age-based
grade-level academic standards was unrealistic.
After all, the students who receive special edu-
cation and related services do so because their
disability negatively impacts typical progress and
achievement in school (IDEA 2004, § 300.8 (a)).

The AA-AAS

Recognizing the reality that achieving grade-level
proficiency was unrealistic and inappropriate for
a very small proportion of students (namely,
those with significant cognitive disabilities) and
yet striving to uphold the tenets of IDEA 1997,
NCLB initially permitted states to develop an
alternate assessment based on alternate academic
achievement standards (AA-AAS). Standards for
proficiency were aligned with academic content
standards to promote access to the general educa-
tion curriculum, but were “redefined” to reflect
the academic skills and knowledge that were
determined to be of the highest priority for the
target group of students with severe disabilities
(See NCLB 2001, §200.1 (d)). Again, in the
spirit of full inclusion, the law assumed that the
vast majority of students with disabilities should
take the regular assessment alongside their non-
disabled peers. So, although no cap was placed on
the number of students with significant cognitive
disabilities districts could assign to the AA-AAS,
only 1% of the district’s overall proficient popula-
tion that counted toward adequate yearly progress
could come from students scoring proficient on
the AA-AAS.

The AA-MAS

Despite the flexibility afforded by the AA-AAS,
some leaders, educators, parents, and advocates
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argued that there were many students with dis-
abilities who were “left behind” by the man-
dated accountability system. These students did
not have significant cognitive disabilities and
were therefore ineligible to take the AA-AAS.
However, they did have disabilities that nega-
tively impacted grade-level achievement so sub-
stantially that mastery of grade-level content,
particularly within one academic year, was seen
as highly unlikely if not impossible. These persis-
tently low-performing students with disabilities
were commonly referred to as “the gap kids”
because neither assessment option was an appro-
priate measure of their knowledge and skills. In
April 2007, the US Department of Education
responded to these concerns by permitting states
to develop another test – an alternate assessment
based on modified academic achievement stan-
dards. Legislators intended this additional flexi-
bility to apply to a second small group of students
with disabilities. This small group were those stu-
dents “who can make significant progress, but
may not reach grade-level achievement standards
within the same time frame as other students,
even after receiving the best-designed instruc-
tional interventions from highly trained teachers”
(USDE, 2007, Part 200). The test was to cover
the same breadth and depth of grade-level content
standards as the regular assessment yet was to be
less rigorous than the regular assessment (USDE,
2007). Similar to the regulations applied to the
1% test, schools could only count up to 2% of the
tested population as proficient toward AYP based
on performance on the AA-MAS.1

Federal regulations do not explicitly specify
which students in special education should
participate in the AA-MAS. Instead, the federal
guidance stipulates only that students who
participate in the AA-MAS (a) have a disability

1 “Under specific limited circumstances, States and LEAs
may exceed the 2% cap. The 2% cap may be exceeded
only if a state or LEA is below the 1% cap for stu-
dents with significant cognitive disabilities who take
the AA-AAS. For example, if the number of profi-
cient and advanced scores on the AA-AAS is 0.8%,
the State or LEA could include 2.2% of the proficient
and advanced scores on AA-MAS in calculating AYP”
(Modified Academic Standards, Non-regulatory guidance,
2007, p. 36).

that precludes grade-level achievement; (b)
have IEP goals aligned to grade-level academic
content; (c) experience persistent academic
failure despite high-quality instruction; and (d)
are unlikely to achieve grade-level proficiency
within a year’s time even if significant growth
occurs (USDE, 2007). Individual states are
charged with the daunting tasks of using these
liberal criteria to zero in on the appropriate
target population. Furthermore, states are to
develop and disseminate explicit guidelines to
aid IEP teams in assigning “the right” students
to this new test. To complicate matters further,
the USDE provided little specificity as to the
achievement span states should consider when
conceptualizing the AA-MAS target population.
“The students who participate in assessments
under this option are not limited to those who
are close to achieving at grade level or who are
relatively far from achieving at grade level” (Title
I—Improving the Academic Achievement of the
Disadvantaged, 2007, p. 17749). This range of
possibilities appears to apply to all non-proficient
students with disabilities and to contradict the
aforementioned criteria detailed in the Non-
Regulatory Guidance requiring persistently low
academic performance.

Pennsylvania’s GSEG Project

The apparent vagueness of the federal guidance
led many states to pull together a group of
advisors to assist in determining whether their
state would develop and implement the AA-
MAS. And, if so, to whom it would be targeted,
what it would look like, and what it would
measure. In 2007, the Pennsylvania’s Bureau
of Special Education was awarded a General
Supervision Enhancement Grant (GSEG) by the
US Department of Education’s Office of Special
Education Programs to engage in research and
inquiry about issues related to the development
and implementation of the AA-MAS in the state.
The primary goals of the grant were to (a) iden-
tify the target population for the test, and (b) to
investigate those students’ opportunity to learn
grade-level content so as to inform and improve
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the state’s framework for standards-aligned
instruction and assessment. The GSEG team,
which included the chapter authors, was one
group charged with providing guidance to state
leaders as they moved forward with the devel-
opment and implementation of the AA-MAS in
Pennsylvania. The team conducted various activ-
ities to gather information related to defining the
target population. These activities and the guid-
ance developed based on the findings from the
activities are discussed next.

GSEG Activities

Survey

The first information-gathering activity con-
ducted by the GSEG team was a small-scale
survey of special education teachers in schools
identified as key research sites for the grant (see
Table 17.1). Survey results are summarized in
Tables 17.1, 17.2, 17.3, and 17.4. The survey’s
purpose was to help describe the opportunities
students with IEPs in grades 5, 8, and 11 have
had to learn the eligible grade-level content of the
regular grade-level test (the Pennsylvania System
of School Assessment, PSSA) in special educa-
tion or general education settings, or both. Survey

Table 17.1 Pennsylvania GSEG survey: summary
of response data

Survey response data Count

Number of school districts represented 6

Number of schools represented 20

Number of surveys distributed 110

Number of teacher respondents 109

Fifth grade 52
Eighth grade 32
Eleventh grade 25

questions were divided into four topic areas:
(a) student information for which teachers were
asked to provide academic achievement informa-
tion about a target student or students whom they
considered to be “persistently low performing”
and a candidate suited for the AA-MAS based
on the criteria detailed in federal guidance (see
Table 17.2); (b) teacher information for which
teachers were asked to provide data about their
professional experience and professional devel-
opment related to the AA-MAS and standards-
aligned instruction for students with IEPs (see
Table 17.3); (c) opportunity to learn data for
which teachers were asked to quantify the target
students’ opportunity to learn the eligible content
of the state reading test (see Table 17.4); and (d)
IEP goals and instructional access that spoke to

Table 17.2 Pennsylvania GSEG survey: summary of targeted student data

Topic area: Targeted student information Count %

Disability category
Specific learning disability 78 72
Mental retardation 11 10
Emotional/behavioral disorder 8 7
Autism 3 3
NOS (Not otherwise specified) 9 8

Grade-level academic content standards-aligned IEP
Yes 69 63
No 15 14
Unsure 20 18

Qualitative analysis of teacher reports of student competency with grade-level reading skills
Number of narrative descriptions detailing student mastery of grade-level content 9 8
Number of narrative descriptions detailing student progress/growth on grade-level content 107 98
Number of narrative descriptions detailing deficient student progress with grade-level content 109 100
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Table 17.3 Pennsylvania GSEG survey: summary of teacher data

Topic area: Teacher information Count %

Total teaching experience
Teaching 1–5 years 33 30
Teaching 6–10 years 22 20
Teaching 11–15 years 11 10
Teaching 16–20 years 16 15
Teaching > 20 years 27 25

Experience teaching reading/language arts
Teaching 1–5 years 48 45
Teaching 6–10 years 20 19
Teaching 11–15 years 6 6
Teaching 16–20 years 15 14
Teaching > 20 years 17 16

Experience teaching students with disabilities
Teaching 1–5 years 34 31
Teaching 6–10 years 23 21
Teaching 11–15 years 17 16
Teaching 16–20 years 12 11
Teaching > 20 years 23 21

Advanced/additional degrees
Education beyond bachelor’s degree 93 85
Provisional teaching certificate 32 29
Permanent teaching certificate 72 66
Dually certified in elementary education 51 47
Dually certified in secondary education-English/LA 22 20

Professional development/training in Standards-aligned Instruction/IEPs
for students with disabilities

Attended training monthly 0 0
Attended training several times per year 61 56
Attended training once per year 16 15
Never attended training 23 21
Unsure if they have attended training 9 8
Reported that training impacted instructional practice 57 52

Overall preparedness to align instruction/IEPs with grade-level
academic content standards

Extremely prepared 44 40
Somewhat prepared 49 45
Minimally prepared 5 5
Unprepared 11 10
Unsure 0 0

Eleventh-grade teacher reported preparedness to align instruction/IEPs with
grade-level academic content standards

Extremely prepared 4 16
Somewhat prepared 6 23
Minimally prepared 5 20
Unprepared 10 40
Unsure 0 0
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Table 17.4 Pennsylvania GSEG survey: snapshot of targeted eleventh-grade students

Topic area: Targeted student information Count %

Primary instructional setting for reading instruction

General education classroom 23 94

Special education setting (resource room, learning support,
pull-out support, etc.)

2 6

Opportunity to learn Grade-level content

Assessment anchor descriptor Not Taught Exposure Mastery Unsure

Count % Count % Count % Count %

Understands fiction appropriate to grade level:

R11.A.1.1 Identify and apply the meaning of vocabulary 17 68 5 20 1 4 1 4

R11.A.1.2 Identify and apply word recognition skills 18 72 5 20 2 8 – –

R11.A.1.3 Make inferences, draw conclusions, and make
generalizations based on text

20 80 3 12 – – 2 8

R11.A.1.4 Identify and explain main ideas and relevant
details

18 72 5 20 1 4 – –

R11.A.1.5 Summarize a fictional text as a whole 18 72 5 20 2 8 – –

R11.A.1.6 Identify, describe, and analyze genre of text 18 72 5 20 2 8 – –

Understands nonfiction appropriate to grade level:

R11.A.2.1 Identify and apply the meaning of vocabulary in
nonfiction

17 68 5 20 – – 2 8

R11.A.2.2 Identify and apply word recognition skills 18 72 5 20 2 8 – –

R11.A.2.3 Make inferences, draw conclusions, and make
generalizations based on text

20 80 3 12 – – 2 8

R11.A.2.4 Identify and explain main ideas and relevant
details

18 72 5 20 1 4 – –

R11.A.2.5 Summarize a nonfictional text as a whole 18 72 5 20 1 4 – –

R11.A.2.6 Identify, describe, and analyze genre of text 16 64 5 20 2 8 2 8

Understands components between and within texts

R11.B.1.1 Interpret, compare, describe, analyze, and
evaluate components of fiction and literary nonfiction

22 88 3 12 – – – –

R11.B.1.2 Make connections between texts 19 76 5 20 1 4 – –

R11.B.2.1 Identify, interpret, describe, and analyze figurative
language and literary structures in fiction and nonfiction

21 84 2 8 1 4 1 4

R11.B.2.2 Identify, interpret, describe, and analyze the point
of view of the narrator in fictional and nonfictional text

19 76 4 16 1 4 1 4

R11.B.3.1 Interpret, describe, and analyze the characteristics
and uses of facts and opinions in nonfictional text

18 72 5 20 2 8 – –

R11.B.3.2 Distinguish between essential and nonessential
information within or between texts

18 72 5 20 2 8 – –

R11.B.3.3 Identify, compare, explain, interpret, describe,
and analyze how text organization clarifies meaning of
nonfictional text

20 80 2 8 – – 3 12

Not Taught = respondents reported that the grade-level skill(s) addressed by the assessment anchor was/were “Not
Taught” to the target student; Exposure = respondents reported that the student was “Exposed To” the grade-level
skill(s) addressed by the assessment anchor; Mastery = respondents reported that the grade-level skill(s) addressed
by the assessment anchor was/were taught “To Mastery”; Unsure = respondents reported they were “Unsure” as to
whether or not any level of instruction had occurred for the grade-level skills addressed by the assessment anchor
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the students’ level of academic functioning, the
alignment of their IEP goals, and nature of their
individualized instruction overall.

Respondents overwhelmingly (72%) identi-
fied their lowest-performing students with spe-
cific learning disabilities as the population of
students in need of an alternate assessment that
better captures what those students know and can
do (Table 17.2). Overall, survey findings raise
serious concerns about target students’ oppor-
tunity to learn grade-level academic content.
When asked to briefly describe the reading skills
that targeted students had “mastered,” only 8%
reported that their lowest-performing students
with IEPs had mastered any grade-level skills
whereas a majority (98%) reported that students
were instead “making progress/demonstrating
growth” with the support of significantly adapted
and modified instructional techniques and mate-
rials (Table 17.2). Analysis of teachers’ narrative
descriptions of students’ academic strengths and
weaknesses revealed that targeted students were
making the most progress on grade-level skills
related to Language Arts goals such as spelling,
writing mechanics, and grammar.

Conversely, grade-level reading-related skills,
specifically comprehension and vocabulary
tasks, were highlighted as most troublesome
for students. In fact, 64% of the present level
of academic performance details on the target
students’ IEPs summarized reading assess-
ment data, evidencing that fifth-grade students
were achieving approximately two grade levels
below peers. In comparison 60 and 72% of the
IEPs for targeted eighth- and eleventh-grade
students, respectively, suggested they were
3–4 years behind. Additionally, while 63% of
teachers overall reported that students’ read-
ing IEP goals were aligned with grade-level
standards (Table 17.2), analysis of actual IEP
goals revealed that over 90% of those goals
focused on improving instructional-level read-
ing fluency and 58% of those goals focused
on applying grade-level comprehension skills
to instructional-level text. In contrast, 14%
indicated that target students’ IEP goals were
not aligned with grade-level standards given
how far below grade level the students were
performing (Table 17.2). Instead, these IEPs

favored use of significantly modified and adapted
instructional materials to promote growth and
progress at the students’ individual instructional
level as measured by progress-monitoring and
curriculum-based measurement. Interestingly,
18% of survey participants reported that they
were “unsure” as to whether or not students’
IEPs were standards-based (Table 17.2). The
primary reason noted for this confusion was
a lack of professional development/training in
standards-based IEP development.

Positively, the majority of teacher respondents
reported feeling “extremely” (40%) or “some-
what” (45%) prepared to develop standards-
aligned IEPs and deliver standards-aligned
instruction (Table 17.3). However, a closer
examination of response trends revealed that
elementary-level teachers reported feeling more
knowledgeable about and better equipped to
teach grade-level content to students than did
eighth- or eleventh-grade teachers. Specifically,
only 16% of the eleventh-grade respondents
rated themselves as feeling “extremely” pre-
pared to align instruction to grade-level aca-
demic content. Another 23% rated themselves
as feeling only “somewhat” prepared, while the
remaining 60% reported feeling “minimally” or
“unprepared” to align their curricula and instruc-
tion with assessment anchors and content stan-
dards (Table 17.3). (Given the large number and
broad scope of Pennsylvania’s academic con-
tent standards, the state developed a subset of
“Assessment Anchors,” which focused on the
grade-level standards assessed at each grade level
on the state test to better equip teachers to
prepare students for the test.) Moreover, when
asked to review assessment anchors and eligi-
ble reading content for the eleventh-grade PSSA
and indicate the level of instruction (i.e., “Not
taught,” “Exposure,” “Mastery,” or “Unsure”)
they provided to targeted students in special edu-
cation, no more than 3 teachers out of 25 rated
any grade-level content as “Taught to Mastery”
(Table 17.4). Five teachers rated the majority
of eleventh-grade content as instructed at the
level of “Exposure” (Table 17.4). Teachers’ nar-
rative notes indicated that students were intro-
duced to the big ideas related to the eleventh-
grade content standards through significantly
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modified or adapted instructional materials and
assignments.

IEP data reinforced these assertions indicat-
ing that below-level text, text readers, and books
on tape were required as part of the specially
designed instruction provided to students to pro-
mote curricular access. The remaining eleventh-
grade surveys (ranging from 16 to 21 respon-
dents for any given assessment anchor) reported
that over the bulk of the eligible eleventh-grade
content was “Not Taught” to the target stu-
dents (Table 17.4). Teacher comments suggested
instead that those students were working on mas-
tering reading and language arts goals directly
related to transitional planning for post-school
life. Respondents’ narrative notes explained that
had assessment anchor language not included
“appropriate to grade level text,” they could have
rated all content as being instructed at the level
of “Exposure” or “Mastery.” All eleventh-grade
respondents expressed some level of concern that
the state assessment anchors and eligible test con-
tent related to comprehension and reading skills
require that those skills be applied to “grade level
text.” (In Pennsylvania, as in many other states,
“grade level text” equates to permissioned pas-
sages selected from a variety of eleventh-grade
reading material, considered to be “authentic”
literature, such as excerpts from novels, clas-
sic literature, and high school texts/anthologies.)
Respondents reported that unless below grade-
level reading passages were used, it would be
highly unlikely for the students they saw as
the target population to demonstrate proficiency,
regardless of what types of accommodations were
applied to the test.

Ninety-four percent of the eleventh-grade
teachers who responded to the surveys indicated
the general education setting was the primary
place of instruction for all reading instruction
provided to the target students (Table 17.4). Three
out of four of these reported co-teaching with
the general education Reading/Language Arts
teacher; the remaining teachers indicated that
they consulted with the general education teacher
to plan for differentiated instruction to sup-
port the target students’ learning during reading
time without special education teacher support.

This is somewhat disconcerting given the limited
research base supporting the positive effects of
the co-teaching/consultation model and differen-
tiated instruction on the academic learning of stu-
dents with disabilities (especially those with mild
disabilities) who are fully included in the gen-
eral education classroom (Fuchs & Fuchs, 1998;
O’Sullivan, Ysseldyke, Christenson, & Thurlow,
1990; Zigmond & Matta, 2004).

Overall, survey results demonstrated that
respondents clearly felt that the AA-MAS would
be most appropriate for a small group of students
who had previously performed at the lowest per-
formance level (below basic) on the state assess-
ment. However, the respondents also expressed
great concern regarding how to make the test
challenging and aligned to grade-level standards,
and at the same time “doable” for a group of
students who are significantly behind a major-
ity of their grade-level peers. Further, the limited
connection between grade-level standards and
instruction provided to students the respondents
identified as potential AA-MAS takers raises
questions regarding the appropriate content for
this assessment.

Focus Group

To extend the information provided by the survey,
a series of stakeholder focus groups were con-
vened statewide. In all, 110 participants (includ-
ing parents of students with disabilities, general
and special educators, state-level personnel, con-
tent area teachers, administrators, school psy-
chologists, curriculum specialists, teacher train-
ers, and related service personnel) reviewed the
federal guidance about the AA-MAS to discuss
issues related to identifying the target popula-
tion, developing modified academic achievement
standards, and anticipating the implications and
potential impact of the AA-MAS on educational
and assessment experiences of students with dis-
abilities. Three major themes arose from these
discussions. First, a majority of focus group par-
ticipants agreed that the students most appropri-
ate for the test are those who are “far below”
grade level. The rationale for this choice centered
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on many of the points already raised in this chap-
ter and in other publications on the 2% option.
Most salient, however, was the belief that tar-
geting only the lowest achievers would accom-
plish two goals: (a) it would guard against over-
identification of students for this “special educa-
tion test” and (b) it would prompt the state to
focus its efforts on improving the regular assess-
ment in terms of universal design and effective
accommodations so that more students could be
proficient on the regular assessment. However,
concern that a “grade-level” test would still be
too difficult for very low-performing students was
very high, especially if reading passages on the
AA-MAS were identical to (or equal in reading
level to) those on the regular test. Nonetheless,
some argued that any efforts to make the test
more accessible and the testing experience more
amenable for students so used to failure would be
a welcome boost of self-confidence and decrease
in stress level when taking the test – all real-
istic benefits given the unrealistic likelihood of
proficiency.

Next, focus group participants’ concerns
revolved around the notion of “pretending” that
some students are proficient fifth graders (or sixth
graders, or seventh graders, etc.) when they are in
fact significantly struggling with academic con-
tent 2 or 3 years below grade level. Participants
had a difficult time resolving the fact that while
the AA-MAS may result in improved testing
experiences for severely struggling students with
disabilities, it may not result in improved instruc-
tional experiences for those students. These sen-
timents are echoed in the literature base (see
Elliott, Kettler, & Roach, 2008; Marion, 2007).

Finally, discussion about developing modified
academic achievement standards revealed that
participants were greatly confused by changes
in the federal requirements related to the rigor
of the AA-MAS. All participants enthusiastically
supported the idea that the modified achieve-
ment standards would reflect reduced breadth or
depth of grade-level content. Paring down and
prioritizing the academic skills addressed on the
assessment paralleled what they viewed as cru-
cial everyday instructional practices to promote
student learning (Carnine, 1994; Kame’enui,

Carnine, Dixon, Simmons, Coyne, 2002). In fact,
it is what most of the special educators said
that they were trained to do. Therefore, the
revisions to federal guidance deleting the ref-
erences “reduced breadth or depth” and insert-
ing the phrase “modified academic achievement
standards must be challenging for eligible stu-
dents, but may be less difficult than grade-level
academic achievement standards” (§ 200.1 (e)
(1)(ii)) were seen as being quite perplexing.
Confusion over the terminology “less difficult”
abounded. Frustrations with the apparent discon-
nect between the assessment requirements and
real-world instructional practices were clear.

Analysis of PSSA Performance Trends
for Students in Special Education

A third activity that the GSEG group conducted
to assist in making recommendations about the
AA-MAS was a trend analysis. Three consec-
utive years (2006, 2007, 2008) of end-of-year
PSSA performance data were gathered for four
cohorts of students in special education (enrolled
in grades 3, 4, 5, and 6 during the 2006–2007
school year). Data were gathered on students who
had an IEP at any point during the 3-year window
and who had at least 2 years of reported PSSA
scores.

The analysis was a simple examination of
movement between proficiency levels across
years. Results, displayed in Table 17.5, are pre-
sented only for reading; performance for math
followed a similar pattern. First, movement out of
the below-basic classification happens rarely; 71–
88% of students who perform in the below-basic
range repeat this level of performance the fol-
lowing year. The percentage of students who do
move from below-basic to proficient or advanced
in 1 year is fairly small (with percentages around
4% excluding the high of 10% for the sixth-grade
cohort’s 2007–2008 performance). In compari-
son, an average of 29% of students who score in
the basic range moved up to proficiency the fol-
lowing year. Unfortunately, an average of 33% of
students moved down to the below basic range in
the subsequent year. These data provided some
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Table 17.5 Analysis of PSSA reading performance trends for children in special education

Grade 3 cohort

2007 Performance

2006–2007 Below basic Basic Proficient Advanced

2006 Performance Below basic 4990 (79%) 1029 (16%) 310 (5%) 16 (0.3%)

Basic 700 (28%) 931 (38%) 775 (31%) 61 (3%)

Proficient 218 (7%) 628 (21%) 1652 (56%) 454 (15%)

Advanced 28 (2%) 59 (5%) 470 (39%) 656 (54%)

2008 Performance

2007–2008 Below basic Basic Proficient Advanced

2007 Performance Below basic 4753 (88%) 554 (10%) 104 (2%) 8 (1%)

Basic 1127 (49%) 821 (36%) 339 (15%) 21 (1%)

Proficient 359 (14%) 846 (34%) 1129 (45%) 163 (7%)

Advanced 28 (4%) 59 (7%) 383 (48%) 331 (41%)

Grade 4 cohort

2007 Performance

2006–2007 Below basic Basic Proficient Advanced

2006 Performance Below basic 6420 (88%) 679 (9%) 165 (2%) 5 (0.1%)

Basic 1843 (50%) 1340 (36%) 496 (13%) 12 (0.3%)

Proficient 567 (16%) 1254 (35%) 1557 (44%) 194 (5%)

Advanced 32 (3%) 73 (6%) 647 (54%) 445 (37%)

2008 Performance

2007–2008 Below basic Basic Proficient Advanced

2007 Performance Below basic 5903 (74%) 1658 (21%) 428 (5%) 16 (0.2%)

Basic 633 (22%) 1141 (40%) 999 (35%) 68 (2%)

Proficient 144 (7%) 426 (20%) 1149 (53%) 441 (20%)

Advanced 7 (2%) 9 (3%) 121 (33%) 226 (62%)

Grade 5 cohort

2007 Performance

2006–2007 Below basic Basic Proficient Advanced

2006 Performance Below basic 7768 (77%) 1989 (20%) 347 (3%) 18 (0.2%)

Basic 849 (27%) 1390 (44%) 843 (27%) 64 (2%)

Proficient 219 (8%) 661 (24%) 1372 (49%) 528 (19%)

Advanced 13 (2%) 31 (6%) 155 (29%) 339 (63%)

2008 Performance

2007–2008 Below basic Basic Proficient Advanced

2007 Performance Below basic 5883 (74%) 1712 (22%) 346 (4%) 9 (0.1%)

Basic 931 (26%) 1552 (43%) 1081 (30%) 59 (2%)

Proficient 130 (6%) 446 (20%) 1260 (57%) 375 (17%)

Advanced 3 (0.5%) 24 (4%) 181 (28%) 445 (68%)
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Table 17.5 (continued)

Grade 6 cohort

2007 Performance

2006–2007 Below basic Basic Proficient Advanced

2006 Performance Below basic 7202 (81%) 1423 (16%) 208 (2%) 18 (0.2%)

Basic 1547 (36%) 1858 (43%) 880 (20%) 60 (1%)

Proficient 261 (9%) 876 (29%) 1481 (49%) 411 (14%)

Advanced 15 (2%) 34 (4%) 306 (34%) 545 (61%)

2008 Performance

2007–2008 Below basic Basic Proficient Advanced

2007 Performance Below basic 6761 (71%) 1780 (19%) 787 (8%) 201 (2%)

Basic 1016 (23%) 1375 (31%) 1739 (39%) 381 (8%)

Proficient 115 (4%) 324 (11%) 1290 (45%) 1159 (41%)

Advanced 12 (1%) 10 (1%) 123 (13%) 770 (84%)

evidence that if any students in special education
are likely to move from one of the failing cate-
gories of performance into a passing one, it would
most likely be students who scored in the basic
level – a possible reason to exclude such a student
from taking the AA-MAS.

Recommendations from the GSEG

Based on the results of the survey, focus groups,
examination of performance trends, and ongo-
ing discussions between the GSEG team mem-
bers, the group developed a set of recommen-
dations for state leaders as they moved for-
ward with development of Pennsylvania’s modi-
fied exam. The GSEG team provided these rec-
ommendations to the Pennsylvania Bureaus of
Special Education (BSE) and Accountability and
Assessment (BAA). A summary of the recom-
mendations is provided next.

Students who have previously performed in
the lowest performance category on the regu-
lar assessment should be eligible to take the
AA-MAS. According to federal guidance, the
modified assessment was intended for “a group
of students with disabilities who can make
significant progress, but may not reach grade-
level achievement standards within the same time

frame as other students, even after receiving
the best-designed instructional interventions from
highly trained teachers” (Title I—Improving the
Academic Achievement of the Disadvantaged,
2005). The GSEG team interpreted this to mean
that the AA-MAS is intended for a group of stu-
dents who, despite the best efforts of their teach-
ers, cannot reasonably be expected to achieve
on grade-level performance within one academic
year. The team recommended that students per-
forming in the “low below basic range” (the
lowest possible performance category) on the
state assessment are the students most likely
to fall within this category. It is unlikely that
any of them, even those who make significant
academic progress in 1 year, will achieve profi-
ciency. Selecting this lowest-performing group of
students with disabilities, not those who are per-
forming slightly below expectations (i.e., “almost
made proficient”), is consistent with federal guid-
ance and within state mandates to hold students
with disabilities to the highest possible standards
of performance.

Zigmond and Kloo (2009) debated the conse-
quences associated with targeting “almost profi-
cient” students versus “nowhere near proficient
students” for the AA-MAS. The dangers of over-
assignment to the test were central to our con-
cerns for permitting students close to achieving
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at grade level to participate in the AA-MAS.
This group of students logically fits the USDE’s
designation of students likely to make signifi-
cant progress, just not enough progress within a
year’s time. However, if those students participate
in the AA-MAS, so will their lower-performing
peers because it would be impossible to justify
offering a less difficult, more accessible test to
students close to mastering grade level but a
more difficult, less accessible test to their severely
struggling classmates. As such, the intention that
only a small percentage of students (i.e., about
2%) would take part in the modified assessment
would be missed. Further, depending on stan-
dard setting, it is possible that more students than
intended could achieve proficiency on the AA-
MAS – and, these “extra” students would not
count toward AYP.

Allowing all (or the majority of) non-proficient
students with disabilities to take the AA-MAS
creates a special education track that is funda-
mentally misaligned with the intent of IDEA and
efforts for inclusive practices. The GSEG team
suggested that if all or most students with disabil-
ities who perform below proficient are allowed to
take the AA-MAS, the new test would become
the “special education test” and all students in
special education would be held to modified or
“easier” achievement standards. This could result
in teachers prioritizing some skills over others,
spending more/less time on certain skills and
concepts than others, and differentiating between
which skills students with IEPs should mas-
ter versus those non-disabled peers should mas-
ter. This would set back decades of progress,
and the ideals of IDEA and NCLB for promot-
ing high expectations for students with disabil-
ities in the spirit of educational accountability,
standards-based reform, and full inclusion would
be diminished (Samuels, 2007; Zigmond &
Kloo, 2009).

In contrast, targeting the population of stu-
dents who are very far from meeting proficiency
standards captures a smaller number of students.
Unfortunately, such consistently depressed aca-
demic performance suggests that these students
achieve significantly below grade level. Much
research, and our own survey data from teach-
ers, show that this achievement gap only con-

tinues to widen as students progress through
school, especially for students with learning
disabilities who constitute the largest propor-
tion of low-performing students with disabilities
(Wagner, Newman, Cameto, Levine & Garza,
2006; Schiller, Sanford, & Blackorby, 2008).
Although it is difficult to rationalize that they
are the students the USDE expects to eventually
“catch up” to their peers, it is this population
of students for whom a less rigorous assess-
ment seems the most ethically and educationally
appropriate given their significant learning strug-
gles (Zigmond & Kloo, 2009). That said, these
students (particularly in the upper grades) are
so far behind academically that if the test mea-
sures only grade-level content, it may be absurd
to deem them “proficient” based on what they
can actually do with the grade-level material –
a point highlighted by our teacher interviews.
Thus, if this is the target population, the strict
adherence to grade-level content may need to be
reconsidered.

It will be easier to rationalize/justify (i.e.,
explain to parent groups, advocates, and school
personnel) the use of a “different” test for
the lowest-performing group of students with
IEPs than for students currently scoring in
the basic range. GSEG team members sug-
gested that students scoring in the lowest per-
formance range are those whose disability truly
precludes grade-level achievement of proficiency
and whose persistent academic difficulties make
them unlikely to achieve grade-level proficiency
within 1 year even with intense, research-based,
remedial instruction. These are the students who
perform hardly above the chance level on the
multiple-choice sections of the reading, math,
and science tests. Some may argue that this
population of students needs a modified test so
they can demonstrate what they know and can
do. However, many of these students are likely
already demonstrating what they can do with
grade-level content – which is not much. Thus,
we argue that while the goal of enhancing the
accessibility of achievement tests is important,
it may also be necessary to assess other, likely
below-grade level, skills if we are to create a
test on which this group of students can honestly
demonstrate “proficiency.”
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It seems much more difficult to justify redefin-
ing what it means to be proficient and providing a
“different” or “easier” test to a group of students
who are almost proficient. Students in the basic
range are “almost” proficient. The performance
of this group of students might be improved by
more intensive instruction and by more attention
paid to making the standard PSSA more acces-
sible through application of more principles and
better principles of universal designs for learning
(UDL). Focusing efforts on improving the regular
PSSA would result in a better measure of student
ability for students scoring in the high basic range
than the AA-MAS.

Targeting students scoring in the low below-
basic group positions districts to increase the
percentage of students counting toward AYP.
Because at least some of the students with IEPs,
mostly those scoring in the basic range, will
achieve proficiency on the state exam during
the next school year, the GSEG team recom-
mended that placing students into the modified
assessment, who might achieve proficiency on
the standard assessment if they and their teachers
really did expend maximum effort, could actually
reduce the proficiency count for students with
IEPs, not increase it. If you assign to the AA-
MAS both students very unlikely to be proficient
next year (i.e., below-basic students) and students
who have some possibility of being proficient
next year (i.e., basic students), the total percent of
proficient students based on the AA-MAS would
be equal to 2% of the tested population. However,
if the students who had a possibility of being pro-
ficient were assigned to the regular assessment
and they did achieve proficiency, schools could
count a number of AA-MAS scores equivalent to
2% of the tested population plus the students who
achieved proficiency on the regular test.

In other words, if the modified assessment
is targeted toward the lowest-performing group
of students with disabilities who take the regu-
lar assessment, schools will be able to count as
proficient a number of these students equivalent
to 2% of the tested population and any higher-
performing students who achieve proficiency on
the regular assessment. If, instead, the highest-
performing group of students with disabilities
is allowed to take the AA-MAS, the maximum

number of students who will be counted as “profi-
cient” will be capped at 2%. This number reflects
the reality that (a) IEP teams are unlikely to allow
higher-performing students to take the AA-MAS,
but require the regular test for lower-performing
peers, and (b) even if lower-performing students
are required to take the regular test, their like-
lihood of scoring as proficient is quite low. Put
differently, the higher the performance level of
students who are allowed to take the AA-MAS,
the lower the total number of students with dis-
abilities who will count as “proficient.”

An underlying assumption of this argument
is that schools would have a sufficient number
of below-basic students who could achieve pro-
ficiency on the modified assessment to reach the
maximum 2% count. Based on our review of
school data, we believe that schools will have an
ample number of below-basic students. However,
we acknowledge the reality that the design of
each state’s AA-MAS and the related standards
setting in each state will influence which students
will be able to achieve proficiency on each state’s
individual test (i.e., the more closely related to
the regular assessment, the less likely that the
most far-behind student will be able to demon-
strate proficiency). However, regardless of the
specific test, it is fairly clear that wherever the
cut-point for assigning students into the AA-
MAS is set, schools will only be able to only
count around 2% of students below that cut-point
toward AYP.

This fact may seem obvious, but it is impor-
tant to consider the consequences of allowing a
larger number of students to take the AA-MAS.
Focus groups participants believed that regard-
less of which group of students is identified as
the target population, that all students with dis-
abilities scoring at that level and below it would
also be identified. Specifically, if students scor-
ing in the basic range are eligible, all students not
achieving proficiency (thus, those in the below-
basic range) will also be eligible by definition.
As one participant who is a special education
teacher and parent of a student with a disability
commented, “One wouldn’t expect students who
are close to proficiency to take a ‘modified’ test
while their lower-performing peers are expected
to take the regular test.” Approximately 69%
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or 97,000 students with IEPs in Pennsylvania
were not proficient on the 2008 PSSA. Thus, IEP
teams would be likely to allow more than 60%
of students with IEPs (that’s almost 6% of the
students being tested each year) to take the AA-
MAS. The USDE is clear in its guidance that the
AA-MAS is intended for a “small group of stu-
dents with disabilities.” Targeting students in the
basic performance categories would result in an
“over-identification” for participation in the AA-
MAS. This would likely impact a much larger
percentage of students than was intended by the
legislation.

Additional Considerations and
Unintended Consequences

The recommendations of the GSEG leadership
team provided guidance to the state that the tar-
get population should be a group of students in
special education who have been performing con-
sistently at the lowest level of performance on the
regular state assessment. This guidance, however,
did not address some of the larger issues with
which school districts are currently grappling.
We next address some of the most common rea-
sons given for including a modified assessment as
another option in the testing system and provide
an argument for why some of these do not appear
to be justifiable. Additionally, we examine what
may be unintended consequences of focusing on
the development of an alternate test to improve
accessibility as opposed to improving the regular
assessment and considering the learning expecta-
tions for students in special education.

Commonly Provided Rationale
for the AA-MAS

The 2% test will help us meet AYP. One ratio-
nale for the development of the AA-MAS was
to create a better measure that would allow
more students to demonstrate what they know.
However, it appears that another strong moti-
vation for developing the AA-MAS option was

to provide schools with a way to decrease the
negative impact of the test performance of stu-
dents in special education on adequate yearly
progress. Under NCLB’s AYP system, schools
must show that increasingly higher percentages
of all students are passing the state assess-
ment. This includes students in the subcate-
gory groups of special education, English lan-
guage learners, minorities, and students from
low-income families. As the percentage of stu-
dents required to demonstrate proficiency has
increased, a larger number of schools have
failed to meet AYP solely based on the per-
formance of their special education students.
The 2% test seems to be an appeasement to
district and state leaders who have protested
the notion that students enrolled in special
education should take the same assessment as
their typically developing peers (Lazarus &
Thurlow, 2009). The fact that states in the plan-
ning phases of developing an AA-MAS were
permitted to automatically begin counting this
additional 2% as a proxy supports the claim that
improving AYP counts was a prime motivation
for the modified assessment (Thurlow, 2008).

A deeper look into the impact of the 2%
on whether or not a given school will meet
AYP by deeming a small group of previously
non-proficient special education students as now
proficient reveals that the benefit will actually
accrue to only a few schools, that the benefit
may only help for a few years as the AYP tar-
get goal increases, and that the benefit will likely
not help any school meet the requirement of hav-
ing all students with IEPs proficient in math and
reading by 2014. We note that this final point
may be moot contingent upon the reauthorization
of NCLB and the restructuring of the 100%-
proficient-by-2014 policy. However, regardless of
how AYP is reconceptualized, the benefits from
the 2% option in terms of “AYP math” for any
given school appear scant.

We acknowledge that many states are using
additional calculations including confidence
intervals, proxy counts, and growth models to
calculate proficiency. For demonstration pur-
poses, we are presenting a simplified version of
calculating AYP. We are presenting a best-case
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scenario in which the full 2% can be counted
as proficient and, we acknowledge that some
schools may be able to count a few more students
as proficient depending upon the number counted
under the AA-AAS (see Kettler & Elliott, 2009)
– regardless, this doesn’t change our overall
point. In the most basic sense, the value of the
AA-MAS in terms of meeting AYP is based
on two numbers: the percentage of the student
population enrolled in special education and
the proficiency rate of this group of students.
The lower the proportion of special education
students to the general population, the greater the

boost given by the AA-MAS. The “boost” is a
simple calculation: 2% of the student population
from among those enrolled in special education.
Thus, a school with a 15% special education
population would be able to increase their
proportion of special education students meeting
proficiency by 2/15 or 13.3%. And, the greater
the proficiency of the special education students,
the more likely that the boost will be enough to
meet the proficiency benchmark set by NCLB.
The relationship between these two variables
is illustrated in Table 17.6. In this table, the
benefit in terms of AYP for schools with dif-

Table 17.6 Hypothetical examples of AYP benefits of a 2% increase in proficient special education students from
the AA-MAS

Row
Total student
population % SpEd∗ # SpEd

Actual %
SpEd scoring
proficient

Possible % SpEd
proficient if full 2%
from AA-MAS count

Resulting
increase in
% SpEd
proficient

2% Helped
school meet
AYP

1 700 6 42 30 63 33 NO

2 700 8 56 30 55 25 NO

3 700 10 70 30 50 20 NO

4 700 12 84 30 47 17 NO

5 700 14 98 30 44 14 NO

6 700 16 112 30 43 13 NO

7 700 18 126 30 41 11 NO

8 700 20 140 30 40 10 NO

9 700 6 42 40 73 33 YES

10 700 8 56 40 65 25 NO

11 700 10 70 40 60 20 NO

12 700 12 84 40 57 17 NO

13 700 14 98 40 54 14 NO

14 700 16 112 40 53 13 NO

15 700 18 126 40 51 11 NO

16 700 20 140 40 50 10 NO

17 700 6 42 50 83 33 YES

18 700 8 56 50 75 25 YES

19 700 10 70 50 70 20 YES

20 700 12 84 50 67 17 NO

21 700 14 98 50 64 14 NO

22 700 16 112 50 63 13 NO

23 700 18 126 50 61 11 NO

24 700 20 140 50 60 10 NO
∗SpEd= Students receiving special education services
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fering proportions of special education students
and special education student proficiency are
compared. A stable population of 700 is used
for the comparisons. The first point is that the
2% assessment gives the largest boost to schools
with the lowest percentage of special education
students. Schools with 6% of their population
in special education (rows 1, 9, and 17) get an
increase of 33.3% whereas schools in which 20%
of students are in special education (rows 8, 16,
and 24) only gain an additional 10% to count
toward AYP. This realization is disconcerting
because it appears that the benefit will not go
toward many of the most struggling schools –
many of the schools with the highest percentages
of special education students are also schools
serving greater numbers of minority students
and students from economically disadvantaged
families (see Skiba et al., 2008).

A second point is that even with the additional
students counting toward AYP, only those schools
that are already fairly close to the AYP target will
surpass the goal with the additional count. In this
demonstration, the AYP target is set at the 2011
level for mathematics, 67% of students achiev-
ing proficiency. In this case, there are only four
schools for whom the boost made a difference
(rows 9, 17, 18, and 19) – all with lower percent-
ages of special education students and all with

higher levels of proficiency than that currently
exhibited by many of our schools.

Another way to look at the impact is to com-
pare the benefit for five actual campuses. Data
from five Pennsylvania schools that have been
renamed for purposes of this chapter are pre-
sented in Table 17.7. The campuses have varying
proportions of special education students (rang-
ing from about 12% to about 35%) and varying
levels of special education student proficiency
(ranging from about 10 to 46%). However, in
none of these campuses does the 2% addition
bump them up into meeting the 2011 AYP targets
of 72% proficient in Reading and 67% proficient
in Math. If this had been the 2010 school year
(with slightly lower proficiency targets), the addi-
tion would have helped Robinson Elementary
meet the target in mathematics only. Thus, the
additional 2% of students from the IEP pool does
not appear to help many schools make their AYP
targets. And, higher SES schools that already
have a relatively low number of special education
students who are already performing near profi-
ciency will likely be the ones to see the benefit.
Schools with a large proportion of special edu-
cation students and schools with low proportions
of special education students scoring proficiently
will see no AYP benefit from the AA-MAS. In
many ways, the benefit of the 2% test is unfairly

Table 17.7 Potential AYP benefits to five pennsylvania schools from a 2% increase in proficiency from the AA-MAS

School Subject
Total #
tested

Total # tested
SpEd∗ % SpEd

Actual % SpEd
scoring proficient

Possible % SpEd
proficient including
2%

Wagner Elementary Math 191 47 24.61 10.00 18.13

Reading 191 47 24.61 15.00 23.13

Stargell Elementary Math 680 81 11.91 30.00 46.79

Reading 679 80 11.78 40.00 56.98

Clemente Elementary Math 141 49 34.75 44.00 49.76

Reading 141 49 34.75 21.00 26.76

Mazeroski Elementary Math 355 42 11.83 39.00 55.90

Reading 354 41 11.58 37.00 54.27

Robinson Elementary Math 467 56 11.99 46.00 62.68

Reading 468 56 11.97 45.00 61.71

∗SpEd= Students receiving special education services
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distributed – schools with the greatest resources
get a much greater benefit than those with fewer
resources.

However, if the new reauthorization of ESEA
maintains the current targets of having 100% of
students in special education on grade level by
2014 or if this goal is simply moved further out
in time, the benefit of the 2% test in terms of
AYP will eventually expire for virtually every
school. Unfortunately, for schools like Mazeroski
Elementary, the most feasible option for meeting
the AYP benchmark for the IEP students would
be to decrease the number of students with IEPs
taking the exam to fewer than 40 – perhaps an IEP
team could exit a student or two from special edu-
cation, the school could encourage the students to
transfer to another campus, or the administrators
could encourage the family to keep the students
home during the testing period. While this last set
of circumstances may seem extreme, the pressure
of meeting high-stakes assessment goals has led
some to do even more questionable things (See
Gabriel, 2010; Levitt & Dubner, 2005). Based on
this information, we think that the AYP argument
is not enough to justify including an AA-MAS
in a state accountability system. The benefits are
small and apply to only a few, primarily higher-
SES, school districts. Another rationale is needed
to justify the new assessment.

The 2% test will allow students with disabil-
ities to better demonstrate their understanding
of grade-level content. This rationale has a high
level of face validity – it makes sense that if there
is a group of students who are unable to demon-
strate proficiency due to the nature of the assess-
ment, then reasonable accommodations that do
not invalidate the assessment should be provided.
It is in this vein that states have developed accom-
modation guidelines for their regular state assess-
ments (Thurlow, Elliot, & Ysseldyke, 1998).
Some states, such as Pennsylvania, have different
guidelines for accommodations that are allowed
for all students and those that are only allowed
for students in special education (Pennsylvania
Department of Education, 2010).

The notion of creating a “better test” that
allows more students to access that content and
to demonstrate their knowledge is also supported

by work in universal design, cognitive load the-
ory, and item modification research. An evolving
body of research has explored the application of
the principles of architectural universal design
(Center for Universal Design, 1997) (meant
to increase physical environment accessibility)
to the educational realm. Universal design in
instruction and assessment promote accessibility
of curricular or test content so that diverse pop-
ulation of students can accurately demonstrate
their knowledge uninhibited by design limitations
(Johnstone, 2003). Thompson and colleagues
(2002) highlight seven elements of universally
designed assessments: (1) inclusive assessment
population, (2) precisely defined constructs, (3)
accessible, non-biased items, (4) amendable to
accommodations, (5) simple, clear, and intuitive
instructions and procedures, (6) maximum read-
ability and comprehensibility, and (7) maximum
legibility – characteristics that are salient for
accountability tests, considering IDEA 2004’s
requirements for accessible testing experiences
for students with disabilities. Specifically, the
law states that “the State educational agency
(or, in the case of a district-wide assessment,
the local educational agency) shall, to the extent
feasible, use universal design principles in devel-
oping and administering any assessments” (§
612(a)(16)(E). Ultimately, the more universally
designed the test, the greater the opportunity
for students to demonstrate mastery of test
content.

In addition to universal design, cognitive load
theory (CLT) has influenced test development and
assessment research. CLT research suggests that
highly effective instruction is that which maxi-
mizes the learner’s ability to manage the men-
tal effort needed to work through tasks without
exhausting working memory capacity (Sweller,
1994). Recently, researchers have turned their
attention to applying CLT to the assessment
of student learning (Kettler, Elliot, & Beddow,
2009). This work is particularly relevant to item
development for an AA-MAS intended for a
population of significantly struggling learners.
Because a student’s ability to demonstrate pro-
ficiency or mastery of a task is mitigated by
his ability to manage the cognitive load of the
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task, research posits that highly effective items
are those which minimize the taxing cognitive
demands of sorting through extraneous informa-
tion that is unessential to the tested construct and
maximize the amount of mental energy focused
on zeroing in on central information to success-
fully complete the task.

Furthermore, research on item modification
suggests that altering items to reduce language
load (simplify sentence structure, segment text
into manageable parts, etc.) to improve the con-
struction of answer choices (shortening item
stem, order choices logically, etc.), to decrease
the number of multiple-choice options from four
to three, and to enhance the regular test format
(add white space, remove unnecessary visuals,
etc.) may have significant positive effects on stu-
dent performance on tests (Elliott et al., 2010;
Hess, McDivitt, & Fincher, 2008; Rodriguez,
2005).

However, using the “better test” argument to
support the development of a separate, modified
test raises the question of whether the aim is to
accommodate students or whether it is to modify
the content the students are to learn. In the origi-
nal guidelines, states were told that the AA-MAS
could be based on a set of academic achieve-
ment standards that reflect a reduced breadth or
depth of the grade-level content. In this case, stu-
dents taking the AA-MAS could be expected to
learn a little bit less than their grade-level peers
or to do a little bit less with the grade-level con-
tent (i.e., cover the same content, but not be held
accountable for processing the information at the
same level of cognitive complexity). However,
as Zigmond and Kloo (2009) highlighted, this
notion doesn’t make sense in a system where a
grade-level test is given annually. If you only
learn a portion of third-grade content, what are
you supposed to learn in fourth grade? The rest
of third-grade or a limited amount of fourth-
grade content? And, if the answer is the latter,
how will missing portions of each grade level
affect students years down the line? What por-
tions of the academic standards are nonessential
pieces that can be removed with little to no
effect as students progress through the school
system?

But, more recent regulatory guidance has
removed the “reduced breadth and depth” lan-
guage and has reiterated that the AA-MAS is
an assessment that covers that same content as
the regular test – it can be “a little less dif-
ficult” but it must be “a rigorous assessment
of grade level knowledge” (Elliott et al., 2008).
In addition, the test blueprints for the regular
and AA-MAS assessments must be the same. It,
therefore, appears that the test is to assess all of
the same content, just be more accessible. If this
is the intent of the AA-MAS, it is unclear why
states are not focusing the efforts instead on mak-
ing the regular test more accessible – particularly
since we know that many students who are not in
special education also struggle with accessing the
regular assessment and fail to demonstrate profi-
ciency. One argument for the different test may be
that the types of accommodations that would be
needed to make the test accessible might invali-
date the test (Palmer, 2009). For example, reading
the text of a reading passage aloud to a student
would invalidate an assessment of reading com-
prehension. But, the same logic would apply to
the AA-MAS. If a student has the text of an
AA-MAS reading comprehension test read aloud
to her or him, the test is no longer a reading com-
prehension test and it cannot be used to deem
a student as proficient on grade-level reading
comprehension. (For another viewpoint of why
a different test may be the most accessible for
students likely to qualify for the AA-MAS, see
Kettler, 2011.)

We think that the rationale for developing an
AA-MAS solely to enhance accessibility is also
not strong enough of a rationale. Instead, we need
to be clearer about what we want students taking
the AA-MAS to learn and to demonstrate profi-
ciency in. If it is grade-level content, we need to
improve the regular assessment; if it is a modified
version of grade-level content, we need to deter-
mine how to successfully move students through
multiple years of reduced expectation in a way
that is fair and that leaves students with a solid
core of knowledge.

The 2% test will improve instruction for stu-
dents with IEPs. One primary purpose of the
current accountability system is to ensure that
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students are receiving high-quality instruction
and that this instruction is improving their
achievement. One potential reason to develop an
AA-MAS is to improve the instruction provided
to students in special education. If teachers are
provided with a clearer vision of the critical skills
to be taught to students taking the 2% test, it is
likely that instruction will begin to focus on these
skills and higher scores on the assessment that
measures the skills will follow. But, this effect on
instruction will likely depend on whether the AA-
MAS is meant to provide accommodations that
allow access to the grade-level test or whether it
is aligned with a modified version of academic
standards. If the learning goals for students who
take the 2% are exactly the same as those students
taking the regular exam, it is unclear how this test
could improve instruction – the goals for what a
student is to learn are the same, only how this
learning is measured has changed. On the other
hand, if breadth or depth is reduced, teachers may
have a greater ability to focus on what would be
seen as a set of “essential” skills for the students
taking the AA-MAS, a point noted in focus group
discussions. This may yield positive results.

Quenemoen (2009) proposed another way in
which the 2% may improve instruction for stu-
dents in special education. Quenemoen argues
that it is likely that there are a group of stu-
dents who struggle to make proficiency on the
regular assessment, who were placed into the
AA-AAS by their IEP team, but for whom the
alternate achievement standards are inappropri-
ately unchallenging. If a test that is more aca-
demically challenging than the AA-AAS, but less
challenging than the regular assessment, is avail-
able, teachers may raise their expectations for
this group of students and provide them instruc-
tion that better targets their instructional needs.
We believe that this is the most likely scenario
for the 2% test to actually improve instruc-
tion; however, it will really depend on what the
test looks like and how academically challeng-
ing it appears to be. If the target population for
the test is not the type of student proposed by
Quenemoen and the test instead appears to be
a slightly easier version of the regular assess-
ment, it is unlikely that the instruction provided

to this group of students will significantly
change.

The 2% test is the ethical thing to do. This
argument for implementing the AA-MAS is per-
haps the most legitimate. If there is a student
who will not pass the regular test, why not give
her or him a shorter, easier exam to make for a
more pleasant testing experience? Also, if there
are students who cannot reasonably be expected
to meet the learning expectations of the regu-
lar exam, it may be ethical to acknowledge this
fact and to redefine the essential components of
the academic standards that we really do expect
all students to learn. And, if a student is unable
to demonstrate her or his grade-level content
knowledge because of the assessment, we should
improve that assessment to ensure that the test is
not the reason the student is performing poorly.
All of these are good reasons to reexamine how
we currently include students in special education
in the accountability system. However, creat-
ing a better testing situation because it appears
to be the right thing to do, does not fore-
stall unintended consequences. We discuss these
next.

Unintended Consequences

Special education tracking 2010. If schools are
given the leniency to redefine which components
of the general education curriculum are most
important for students in special education, this
may enhance teachers’ ability to focus instruction
and to see improved student outcomes. However,
it may also open up the door for a new type
of special education tracking. Once a student
starts taking the AA-MAS and is, therefore, only
expected to learn the “essential skills,” it is likely
the student would continue on the AA-MAS path.
And, students who are on the AA-MAS path from
fourth grade to graduation will likely have sub-
stantially different learning outcomes and expe-
riences from those who are not. Perhaps this
is okay and that we should acknowledge that
we have a different set of expectations not only
for students with the most significant cognitive
impairments (i.e., students who take the AA-
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AAS), but also for another group of students who
are unlikely to be able to obtain mastery of the
same amount of grade-level academic content as
their typically developing peers.

Nonetheless, we feel that this may be one of
the largest areas of confusion surrounding the
2% assessment. The students most likely to learn
the largest portion of grade-level content are the
students who are already performing close to pro-
ficient. This group, however, doesn’t appear to
be a logical target audience for the AA-MAS.
Instead, the lowest-performing group of students
in special education appears to be the better tar-
get group. But, feedback from educators in the
field suggests that if this is the target group, we
need to consider what we can realistically expect
in terms of academic performance. In a sense,
it may be helpful to consider whether the 2%
test is more like the 1% or more like a more
accessible regular assessment. If the logic of the
1% applies, the strong focus on grade-level aca-
demic content may need to be reconsidered and
instead a redefined set of academic goals may
be needed. Perhaps we should be a little more
honest about which skills this group of students
with a history of academic failure needs to obtain
independence, employment, and happiness once
they finish school. If, on the other hand, the logic
is much more aligned with enhancing accessibil-
ity of the regular exam, perhaps we should redi-
rect efforts to improving that assessment instead
of creating a separate but supposedly equal
alternate.

How much will the 2% test cost and is this
the best use of funds? Another consideration that
does not appear to have been discussed is the fis-
cal cost of implementing the AA-MAS. Palmer
(2009) reported that one state estimated that the
cost for implementing the AA-MAs would be
over $6 million. While we do not purport to
be experts on school finance, it does seem fair
to raise the question of whether the real-world
benefits of the AA-MAS are worth the finan-
cial costs – particularly in a time in which many
state departments of education and schools are
facing budget crises. If the test does not meet
the apparent goal of moving more school dis-
tricts toward meeting AYP, perhaps these funds

would be better directed toward other avenues.
For example, the same funds and efforts could
be directed toward improving the accessibility of
the regular exam – an effort that would benefit
many students, including those in general educa-
tion. Or, the funds could be focused on providing
additional professional development and training
to teachers aimed at enhancing the instruction
provided to students in special education who
are not making adequate growth. Further, states
could even hire additional staff to provide more
intensive intervention for students.

But, are we not just pretending? While it is
oft forgotten, the current accountability system is
aimed at answering one very simple question –
at the time of the assessment, what percentage of
students in a given grade have learned a sufficient
amount of grade-level content to be called profi-
cient? Schools can demonstrate improvement by
doing better (i.e., having more students meet pro-
ficiency) with each year’s new group of students
in a given grade. The system is not concerned
with individual growth over time or whether a
higher percentage of students in a given cohort
pass the exam each year. Thus, the measure is
whether schools can do better with this year’s
group of third graders than they did with last
year’s; not whether more of the third graders
did better when they got to fourth grade. One
important factor in considering whether or not to
adopt an AA-MAS is to think about the question
for which an answer is sought. If we are ask-
ing whether more students in this year’s group
met grade-level expectations (and are, therefore,
proficient) the test has to measure grade-level
academic content.

If, on the other hand, we develop a substan-
tially easier assessment and set the expectation
for meeting proficiency on this assessment at a
level that schools can be assured that at least
2% of their population can achieve proficiency,
it seems that we are simply pretending. And, pre-
tending doesn’t answer the original AYP question
– in fact, it muddies the waters and makes answer-
ing the question even more challenging. And,
as states have been given the leeway to select
different target populations (i.e., the “almost pro-
ficient” versus the “nowhere near proficient;” see
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Zigmond & Kloo, 2009) and develop tests that are
potentially of varying levels of difficulty, making
comparisons of the proficiency of students across
states becomes even more difficult.

Concluding Thoughts
We believe that pretending that students in
special education have met grade-level expec-
tations, when they have not actually done so,
is not the honest solution. Instead, it is what
we refer to as the “Unicorn syndrome” – the
academic equivalent of gluing a horn to the
forehead of a pony and telling her and others
that she can fly. It is a disservice to the stu-
dents, their parents, and their teachers to pre-
tend they have achieved something they have
not. The consequences of this wishful thinking
will likely have the opposite effect of what is
intended. It seems quite possible that allowing
schools to falsely deem students as proficient
lets schools off the hook, in a sense, in terms
of what society expects them to accomplish
(see Zigmond & Kloo, 2009). A more hon-
est solution would be to acknowledge that
special education is designed to meet the indi-
vidual needs of a group of students who are
in special education primarily because they
have not been able to meet grade-level expec-
tations. In this sense, perhaps, the account-
ability system should be asking a different
set of questions for this group of learners –
namely, how much academic growth occurred
this year and how much closer to achieving
meaningful academic and social goals is each
student?

In this light, maybe, we also need to gain
clarity on the purpose of special education. Is
the aim to assist students with disabilities in
meeting all of the goals of their general edu-
cation peers? Or, is the purpose to provide an
individualized program aimed at helping stu-
dents meet a set of goals that may look quite
different from those of their general educa-
tion peers? Or, maybe, the purpose is both
– depending on the student? Fuchs, Fuchs,
and Stecker (2010) argue that the student-
level focus, which is the historic root of spe-
cial education, needs to be brought back into

focus. The authors contend that special edu-
cation should go “back to the future” and
embrace the model of experimental teaching
in which special educators are expert instruc-
tors who are able to connect their instruc-
tion to each student’s individual needs and
to ensure that each student is making ade-
quate progress toward her or his educational
goals. This approach does not involve any pre-
tending – instead, it honors both the teacher
and the student who are working to meet
the challenges posed by disability and allows
the progress toward individualized goals to
be rewarded. If special education as a field
can refocus and move away from pretending,
we will be able to reconnect with the “indi-
vidualized” and “special” components of our
profession and better prepare our students for
success in the real world that they are about
to enter.
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18Accessible Tests of Student
Achievement: Access and
Innovations for Excellence

Stephen N. Elliott, Ryan J. Kettler, Peter A. Beddow,
and Alexander Kurz

Access means more than participation in gen-
eral education classes and end-of-year achieve-
ment tests. Real access involves the opportunity
for all students to learn the intended curriculum
and demonstrate what they have achieved as a
result of their learning. In an era of standards-
based accountability, these goals of access are at
the heart of high-quality instruction and testing
practices.

As articulated by the authors of the 17 pre-
ceding chapters, access may start with pol-
icy and federal regulations, but to realize
the benefits of educational access for students
with disabilities many people must coordinate
their efforts. Policy makers, educational lead-
ers, Individualized Education Program (IEP)
team members, individual teachers, test devel-
opers, and students themselves are all involved
in advancing educational practices toward opti-
mal access. Researchers also need to continue
their press to develop tools that support teach-
ers’ efforts to facilitate all children’s access to
quality instruction and valid assessment of the
knowledge and skills designated by the intended
curriculum. Although promising methods and
practices are emerging that can improve access
for all students, more work is needed on a much
larger scale, if it is to have a meaningful impact.

S.N. Elliott (�)
Learning Sciences Institute, Arizona State University,
Tempe, AZ 85287, USA
e-mail: steve_elliott@asu.edu

We must move beyond the rhetoric of universal
design principles and delve into the details of
evidence-based teaching and testing practices, if
educators and students are to realize the benefits
of optimal access. Thus, in this concluding chap-
ter of the Handbook of Accessible Achievement
Tests, we take stock of what has been learned and
where we are headed with regard to educational
testing and access for students with disabilities.

What We Know

In many ways, this book was stimulated by
amendments to the NCLB Act in 2007 that
gave states the option of creating an alternative
assessment based on modified academic achieve-
ment standards (AA-MAS) for eligible students
with disabilities. The central theme of meaning-
ful access to achievement tests, however, goes
beyond students with disabilities and a particu-
lar testing option for accountability purposes. If
you have read the majority of the chapters in this
book, you know there are a number of issues or
barriers to achieving meaningful access to both
instruction and tests. You have also learned about
some research insights and innovations related to
classroom instruction and test design that have
the potential to overcome critical barriers to opti-
mal access. We briefly recount key issues and
innovations relative to policy and regulations,
classroom practices, and test design with the goal
of providing an integrative summary that can
focus our thinking about needed future actions.
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Policy and Regulations About Access

Maximizing students’ opportunity to learn (OTL)
valued knowledge and skills for a population of
students with a diverse range of achievement and
ability levels represents one of the main goals of
educational policies and regulations about access.
Improving access to valid assessment is the
typical strategy for pursuing this goal, because
(a) improved OTL should result in achievement
gains, (b) established measures of achievement
gains are more available than are established
measures of OTL, (c) assessment results can be
used to identify areas where instruction needs to
be improved, and (d) the promise of assessment
results from which valid inferences can be drawn,
coupled with consequences for failure to meet
proficiency standards, increases the motivation to
successfully teach the knowledge and skills that
compose the intended curriculum. In Chapter 4,
Zigmond, Kloo, and Lemons provided a sequen-
tial model of this relationship, detailing the steps
from the participation of students with disabil-
ities in high-stakes assessments, as mandated
by the Individuals with Disabilities Education
Act (IDEA, 1997), to improved academic out-
comes for this group. The authors warned that
the system could be undermined by options that
set lower standards for students who are capa-
ble of achieving at grade level. In Chapter 2,
Weigert also identified the delicate balance that
alternate assessment policies have had to main-
tain, between holding students with disabilities
to such high proficiency standards that the result-
ing instruction cannot be meaningfully accessed,
and having such low expectations that valid
assessment is no longer a lever for increasing
the quality of academic instruction. Of course,
while IEP teams must make categorical decisions
about which students are eligible for each assess-
ment option (general assessment with or without
accommodations, modified assessment with or
without accommodations, alternate assessment of
alternate academic achievement standards [AA-
AAS]), in reality the best option is determined
based on each individual’s achievement along
a continuum and her or his unique profile of

strengths and weaknesses; these considerations
taken together do not nicely divide students
into categories aligned with assessment options.
While students who should complete the general
assessment and those who should complete the
AA-AAS are non-overlapping groups, the lines
between who should complete an AA-MAS and
either the general assessment or the AA-AAS
are much fuzzier. The situation gets even more
complicated when considering the possibility of
using accommodations deemed appropriate on an
individual basis.

In Chapter 3, Phillips outlined a set of guide-
lines, based on legal requirements and psycho-
metric principles, for states to develop nonstan-
dard test administration policies for students
with disabilities and English language learners
(ELLs). The guiding psychometric principle of
the author’s recommendations was preservation
of the construct being targeted by the test. Phillips
suggested defining accommodations as nonstan-
dard test administrations that do not change the
target construct, and defining modifications as
nonstandard test administrations that do change
the target construct. Consistent with this sugges-
tion, the author recommends that scores from
tests that have only been altered by the use of
accommodations be aggregated with and inter-
preted alongside scores from a general assess-
ment, but that scores from a modified admin-
istration be reported separately unless the tests
have been statistically linked. Under such a sys-
tem, AA-MASs that are not linked to the gen-
eral assessment would provide students with
disabilities (SWDs) greater opportunity to expe-
rience success, but would not necessarily pro-
vide greater access. Zigmond and colleagues
addressed the selection of the appropriate assess-
ment on the individual level, emphasizing the
requirement that IEP teams select the most appro-
priate option at the time of the evaluation. Given
that the most appropriate assessment option is the
one that provides the score from which the most
valid inferences can be drawn, this suggestion is
in agreement with the psychometric commitment
to preserve the construct being measured.

In Chapter 17, Lemons, Kloo, and Zigmond
drew similar conclusions to those of Phillips
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about the issue of considering scores derived
from AA-MASs as comparable to, and combin-
able with, scores from a general assessment. The
authors dismiss the notions that the AA-MAS
policy will lead to better measurement of the
knowledge and skills of students with disabil-
ities, or that the test will help many schools
and districts meet annual yearly progress (AYP)
goals. Their grounds for questioning improved
measurement are that reducing breadth and depth
would change the construct, and that changes
which strictly affect access could be applied
to the general test. Lemons and colleagues did
not address the possibility that an easier set
of items might provide more precise measure-
ment for a group of students that is certain to
achieve at a lower level (i.e., students eligible for
an AA-MAS). They acknowledged that the pol-
icy might be a more ethical solution and might
lead to improved instruction for a subset of stu-
dents who would otherwise take the AA-AAS,
but ultimately contended that developing an AA-
MAS is not worth the risk when one considers
the cost of production and possibility of unin-
tended consequences (e.g., instructional track-
ing). Echoing Phillips’ concerns, Lemons and
colleagues indicated that comparing AA-MAS
scores with scores from the general assessment
to determine proficiency is just “pretending,”
and suggested that alterations to tests that solely
address access be applied to the general examina-
tion, and that special education move away from
the danger of uniform expectations that are too
high to meaningfully inform instruction.

Over the course of 40 years of the US assess-
ment policy, we are slowly approaching a system
that maximizes access to measurement of knowl-
edge and skills for all students. In Chapter 5,
Davies and Dempsey presented an interesting
comparison with Australian policy on achieve-
ment accountability, demonstrating that laws
there are less clear about the inclusion of stu-
dents with disabilities. While policy in Australia
indicates that all students should be included in
national achievement assessment, a large num-
ber of these students are still exempted or may
be absent during testing due to disabilities. Until
Australia adopts practical solutions analogous to

those used to include students with disabilities in
the United States, those students will not ben-
efit from the improvement in instruction that is
associated with appropriate assessment.

The purpose of improving education through
better measurement is only served when we pri-
oritize a goal of access, which in turn leads to
better measurement precision among the popula-
tion for which each test is intended; much work
in this area, evaluating the reliability and validity
of tests modified to increase access, remains to
be done. The success of any large-scale account-
ability system will be ultimately measured based
on its consequences for improving classroom
instruction and increasing access to the general
curriculum for all students – the topic of the next
section.

Classroom Instruction and Access
to the General Curriculum

The assessed curriculum of any large-scale
accountability system clearly exerts a strong
influence on the content of classroom instruc-
tion and the extent to which students receive
access to the general curriculum (Cizek, 2001;
Ysseldyke et al., 2004). In Chapter 6, Kurz dis-
cussed a comprehensive framework that delin-
eates the connections between the various curric-
ula of the educational environment at the system,
teacher, and student level. The framework posits
the intended curriculum (i.e., the content desig-
nated by the academic standards of the general
curriculum) as the normatively desirable target
of all other (subordinate) curricula. For students
with disabilities, each Individualized Education
Program delineates the extent to which the gen-
eral curriculum is part of the student’s intended
curriculum. That is, the IEP curriculum may des-
ignate the entire general grade-level curriculum
as the student’s intended curriculum or specify
some modified or alternate objectives as well as
additional social, behavioral, or functional goals.
Thus, Kurz presented the intended curriculum for
students with disabilities as dually determined by
both the general curriculum and the student’s IEP
curriculum.
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The framework developed by Kurz indicates
that the intended curriculum directly informs
the content of the assessed curriculum used for
accountability purposes. This model is consis-
tent with the current accountability system, which
mandates that the tested content of large-scale
assessment be used to sample exclusively across
the content domains of the intended curriculum.
Only on the basis of such curricular alignment are
stakeholders able to draw valid inferences about
the extent to which students have been exposed
to, and subsequently achieved, the intended cur-
riculum. Moreover, stakeholders who wish to
draw valid inferences about student achievement
that has occurred as a function of classroom
instruction must also account for students’ oppor-
tunity to learn the intended curriculum. The chap-
ters by Kurz (Chapter 6), Ketterlin-Geller and
Jamgochian (Chapter 7), and Beddow, Kurz, and
Frey (Chapter 9) specifically addressed two major
access points related to the intended curriculum:
(a) the enacted curriculum and (b) the assessed
curriculum. With regard to the enacted curricu-
lum, the content of classroom instruction presents
the primary means through which students access
the intended curriculum. With regard to the
assessed curriculum, accessible tests are neces-
sary for students to fully demonstrate achieve-
ment on the tested constructs of the intended
curriculum. All authors emphasized that without
addressing both barriers, it is virtually impossi-
ble to make valid test score interpretations. To
this end, Ketterlin-Geller and Jamgochian pro-
vided two clear examples. In the first example,
students who were given the opportunity to learn
the intended curriculum were not able to fully
demonstrate what they knew and were able to do,
because the assessments were inaccessible. Poor
test performance could thus be an artifact of inac-
cessible tests rather than a lack of progress in
learning the intended curriculum. In the second
example, poor test performance obtained through
accessible tests was difficult to interpret, because
students were not provided with the opportunity
to learn the intended curriculum in the first place.

OTL, of course, is not a dichotomous reality
at the enacted curriculum level. Kurz described
OTL as a matter of degree related to three
instructional dimensions: time of instruction,

content of instruction, and quality of instruction.
These key dimensions of classroom instruction
have a strong and long-standing research base
as correlates of student achievement. Kurz dis-
cussed the challenges and considerations related
to measuring this operational conceptualization
of OTL in detail in Chapter 6. As a future direc-
tion of research on OTL, he advocated consid-
ering the formative benefits for teachers’ class-
room instruction that could result from integrat-
ing OTL measurement into ongoing instructional
processes.

Ketterlin-Geller and Jamgochian focused on
the content dimension of classroom instruc-
tion by examining the instructional adaptations
that may be necessary for students with dis-
abilities to fully access the intended curricu-
lum through the teachers’ classroom instruc-
tion. The authors hereby differentiated between
instructional accommodations and instructional
modifications. Instructional accommodations are
adaptations to the design or delivery of instruc-
tion (including materials) that do not change
the breadth of content coverage and depth of
knowledge of the general grade-level curricu-
lum. Examples include large fonts or Braille for
students with visual impairments (i.e., presen-
tation accommodation). Instructional modifica-
tions are adaptations to the design and delivery
of instruction (including materials) that result
in a reduction of the breadth of content cov-
erage and/or depth of knowledge of the gen-
eral grade-level curriculum. Examples include
extended time or frequent breaks (on an oth-
erwise timed task) for students with attention
and/or processing deficits (i.e., timing/scheduling
modification). The authors emphasized that an
important consequence of instructional modifi-
cations is a reduction of students’ opportunity
to learn grade-level content standards and/or the
level of proficiency expected of the general popu-
lation. Due to the impact of instructional modifi-
cations on OTL, Ketterlin-Geller and Jamgochian
argued that their use should be limited in favor
of instructional accommodations, which main-
tain access to the general curriculum at grade
level.

Many of the instructional accommodations
suggested by Ketterlin-Geller and Jamgochian
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provide students with access skills that increase
students’ benefit from an opportunity to learn the
intended instructional constructs (e.g., highlight-
ing of key words to focus attention on critical
information). Kettler, Braden, and Beddow dis-
cussed test-wiseness as an access skill in the
context of achievement testing. Test-wiseness can
affect the extent to which students are capa-
ble of utilizing test-taking skills or strategies
in a test-taking situation to receive a higher
score. Typically, test-wiseness does not repre-
sent an intended construct of achievement tests.
Yet, many test-preparation programs include test-
taking skills or strategies as part of their cur-
riculum. Kettler et al., however, indicated that
research does not support the extended use of
classroom time and instruction for purposes
of teaching test-taking skills. Instead, teachers
should focus their instructional time on the con-
tent of the intended curriculum, which is subse-
quently sampled by properly aligned achievement
tests.

As noted by the authors of chapters in the
Classroom Connections section, considerations
for accessible achievement testing should not
be restricted to the test event only. Accessible
achievement testing and accessible instruction
represent two sides of the same coin. That is,
all students should receive the opportunity to
learn the intended curriculum through classroom
instruction that is well managed in terms of
time, content, and quality, as well as maximally
accessible through judicious use of differenti-
ated instruction and/or instructional adaptations.
The resulting test scores derived from accessible
achievement tests thus should permit more valid
inferences about what students know and are
able to do as a function of classroom instruction.
Available strategies for purposeful test design to
allow test-takers the opportunity to demonstrate
their knowledge to the greatest extent possible are
discussed next.

Test Design That Supports Access

Commensurate with the importance of access to
the general curriculum, as addressed by Kurz and
others, is the need for ensuring that assessments

of this curriculum yield data that reflect actual
student achievement. Beddow, Kurz, and Frey
(Chapter 9) offered a theoretical model (i.e.,
accessibility theory) that defines the variety of
potential sources of construct-irrelevant vari-
ance based on test accessibility. In essence,
the authors contended that the accessibility of
an assessment is a function of test features
as well as individual test-taker characteristics.
Specifically, Beddow et al. operationalized acces-
sibility as the sum of interactions between these
variables. An optimally accessible test, there-
fore, yields scores from which subsequent infer-
ences reflect only the interaction between the
test and the target construct as demonstrated
by the test-taker, controlling the influences of
access skills. The authors present an example
of a high school science item in three stages
of modification to illustrate several aspects of
test items that may be considered in the effort
to reduce access barriers and increase the valid-
ity of subsequent inferences for more test-takers.
Beddow et al. recommended test developers sub-
ject tests to accessibility reviews prior to admin-
istering them with actual test-takers for their
intended purposes. They argued reviewers should
ground these reviews in empirical data, disag-
gregated by high and low performers, disabil-
ity status, and other group categories, whenever
possible.

In Chapter 10, Tindal and Anderson dis-
cussed the types of evidence needed to ensure
test score inferential validity, particularly for
assessments designed for students with special
needs. The authors reviewed several studies on
response processes and concluded extended time
and read aloud can reduce potential access bar-
riers and increase validity. They also noted a
number of shortcomings in many efforts to pro-
vide validity evidence and made several sug-
gestions for test developers to improve research
and practice. These included increasing the pre-
cision with which constructs are defined, opera-
tionalizing test design and implementation pro-
cedures, providing deliberate training for test
administrators/teachers on the science and prac-
tice of assessment, attending to the practi-
cal organization and implementation of tests
to ensure external validity of research, and
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examining test consequences programmatically
to support the iterative increase of scientific
evidence.

Rodriguez added to the test design discus-
sion by surveying the extant knowledge on test
item–writing practices. In Chapter 11, Rodriguez
reviewed a broad base of research and theory
spanning more than a century, providing several
considerations for designing tests and test items
to maximize measurement utility. He examined
the range of common item formats and eval-
uated the potential benefits and limitations of
a number of innovative formats that are made
possible by increases in computer technology.
Drawing on decades of test development guide-
lines, Rodriguez offered several recommenda-
tions for selecting the proper item format for the
intended purpose, and for writing good test items.
These include content and formatting concerns,
such as keeping vocabulary and grammatical
construction as simple as possible, maintaining
singularity in target constructs, and formatting
items consistently. He also described strategies
that should be avoided by item writers, includ-
ing using negative stems, writing trick items,
and including overly-specific or trivial content.
Rodriguez focused specifically on the options for
multiple-choice items, contending that it is in this
area that empirical evidence is most conclusive.
Based on this evidence, he asserted three choices
are optimal for multiple-choice items. Rodriguez
concluded the chapter by discussing the relation
between item development and accessibility and
its relevance to inclusive assessment.

Another critical aspect of test accessibility is
the degree to which language issues may influ-
ence the validity of test score inferences. In
Chapter 12, Abedi addressed linguistic and cul-
tural issues and the problem of reducing access
barriers for students with a broad range of abil-
ities and needs. He specifically focused on the
performance gaps between English language
learners and non-ELL students. Abedi noted
these gaps are observed not only in reading, but
in science and mathematics as well. In content
areas in which language and culture are not the
target constructs, he argued, the concept of lin-
guistic and cultural accessibility is essential. He

proposed employing teams of experts in assess-
ing ELLs to address the linguistic complexity of
assessments prior to using them to make deci-
sions on behalf of students. To determine the
linguistic complexity of an assessment and its
resultant accessibility for ELLs, Abedi contended
these experts should attend to issues such as word
frequency, familiarity, and length; grammatical
structure; and concrete versus abstract narrative.

Kettler, in Chapter 13, reviewed the limited
extant data on the effects of using packages of
item modifications to increase test accessibil-
ity. The author drew several conclusions about
this emerging field of research. Kettler indi-
cated that while examining packages of modi-
fications in validation studies necessarily limits
the degree to which these studies yield empiri-
cal knowledge about the effects of individual item
enhancements, modification typically is provided
in packages in practice. The author further con-
tended that the measurement properties of each
original assessment should be a “gold standard”
by which the measurement properties of modi-
fied assessments with the intended populations
are evaluated. Indeed, Kettler argued while it is
expected item difficulty typically decreases fol-
lowing modification, reliability is primary among
indicators of the effects of test changes on the
measurement of the target construct. The author
suggested access barriers likely diminish the con-
sistency with which a test measures the target
skills across the test-taker population; thus, if reli-
ability is not maintained or increased, little else
can support the use of a modified test over the
general assessment as a better measure of what
students know and can do. Further, Kettler sug-
gested decreased reading load likely is helpful for
the portion of the test-taker population for whom
reading may present access barriers. This may be
manifest in shorter stems, fewer words in visu-
als, and fewer options for multiple-choice items.
Lastly, Kettler noted that while data indicate reli-
ability can be maintained in reading across grade
levels, and in mathematics and science at the
elementary level, reliability may decrease when
modifications are applied to mathematics and sci-
ence items at the middle and high school grade
bands; the cause of this pattern is yet unknown.
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In Chapter 14, Roach and Beddow discussed
how student input can be incorporated in the
design of assessments for students with a broad
range of abilities and needs. These authors exam-
ined students’ drawings, focus group interviews,
think-aloud cognitive labs, and survey data to
understand how student input may influence
the development of accessible assessments. The
authors contended that soliciting student opin-
ions and perspectives during the design phase
is important, but students often may not neces-
sarily comprehend the degree to which item or
test features may impact their performance on
the test. Notwithstanding, ample evidence sug-
gests (a) students often experience anxiety when
presented with an assessment task, (b) students
report assessments often are more complex than
they would like, (c) students, particularly those
identified with disabilities, often feel they have
not had sufficient opportunity to learn the tested
content prior to being required to demonstrate
their proficiency, and (d) students tend to pre-
fer test items that have been modified to improve
their accessibility over test items in their original
form.

Russell in Chapter 15 addressed the opportu-
nities computers offer for enhancing test accessi-
bility across the range of test-takers. He invoked
Bennett’s (1999) prediction that the inevitable
ubiquity of computer-based testing would per-
mit its increased integration with instruction.
Russell observed, however, that in the decade
since Bennett’s conjecture, computers primarily
have been used to increase the efficiency of test-
ing as opposed to its integration with instruction,
thus missing the mark insofar as the potential of
using computer assessments to maximize learn-
ing across the educational environment. While
computers can be used solely for the purpose of
enhancing the efficiency of data collection, they
also can be used to reduce barriers for students for
whom current assessments may not be optimally
accessible. Russell surveyed the current state of
computer-based assessment technology, specifi-
cally in terms of addressing the individual access
needs of test-takers through integrated accommo-
dations and access tools. He described innova-
tive means of presenting audio content for poor

readers or visually impaired test-takers, signed
avatars for deaf test-takers, adapted response
modes for test-takers for whom the traditional
method of responding is inappropriate, and alter-
nate representations for test-takers whose access
needs require them (such as tactile representa-
tions of visuals). Russell concluded with a call for
researchers to examine ways of helping teachers
and test administrators decide which tools should
be used for individual test-takers to ensure all stu-
dents are given access to demonstrate what they
know and can do.

In Chapter 16, Egan, Schneider, and Ferrara
delved deep into standard setting, a critical step
in the assessment development process, and ulti-
mately in the interpretation of achievement test
results. Given the goal of accessible assess-
ment to ensure the measurement of achieve-
ment is equally accurate and consistent across
the range of test-takers, the process used by
test developers to set proficiency levels must be
equally applicable to all test-takers as well. The
authors described a standard-setting framework
in six phases: Define, Describe, Design, Deploy,
Deliver, and Deconstruct. Mirroring the clarion
call in other chapters for precisely defined tar-
get constructs for tests and test items, Egan et al.
asserted the establishment of clear, precise defini-
tions of achievement-level descriptors is integral
to test development, cut-score recommendation,
and test score interpretation. The authors contend
validity evidence should be collected throughout
the standard-setting process, particularly when
developing tests that are intended for use with
students with special needs.

Where Are We Going

Two years have passed since we conceptualized
this book on accessible achievement tests. Some
new research has been published on item modifi-
cations; several federally funded grants are under-
way to examine innovative OTL measurement
and explore attributes of more accessible tests;
some test developers are using accessibility tools
to guide the development of new items; and at
least seven more states have opted to implement
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AA-MASs. Yet at the same time, testing practices
in the United States and in some foreign coun-
tries, such as Australia, continue to be influenced
by dated standards and limited conceptualizations
of item modifications and universal design princi-
ples for tests. Policies, practices, and procedures
around instruction and testing seem to change too
slowly for the thousands of student test-takers
who continue to experience difficulty gaining
access to both the intended and assessed curric-
ula. There are, of course, challenges confronting
those of us interested in improving instruction
and testing for all students. Several of the central
challenges are discussed next, followed closely
by needed innovations that have the potential
to advance accessible instructional and testing
practices.

Challenges to Access

Barriers that limit access to the intended and
assessed curricula are real. This assertion is not
new and has been part of the vision of educa-
tion policy makers, test developers, and many
teachers for more than a decade. Based on the
collective examination of the scholars and lead-
ers contributing to this book, we believe there
are five central challenges that educators and test
developers must address if they are to improve
access to valued content and knowledge for all
students:
1. Ensuring students have meaningful opportu-

nities to learn the grade-level intended and
assessed curricula.

2. Precisely articulating target constructs of tests
and test items to facilitate the development of
maximally accessible items.

3. Creating highly accessible tests that yield
reliable scores and valid inferences about
students’ achievement in language arts, math-
ematics, and science.

4. Determining the consequences of participa-
tion in any of a number of assessment options
for a diverse population of learners.

5. Moving beyond the existing proficiency test-
ing paradigm to one that privileges access and
progress to grade-level academic content.

These challenges are not unique to services
for students with disabilities, although they may
be more salient in their educational lives and
that of their teachers and parents. Access to
high-quality instruction and assessment is a com-
mitment extended to all students and must mean
more than participation, testing accommodations,
and tests refined with universal design principles
in mind.

Needed Innovations to Improve Access

The words access and excellence often are used
in the same sentence by educational leaders as
if they are two different goals. In fact, we con-
tend, as do the majority of our co-authors in this
book, that access is a prerequisite for achiev-
ing excellence in teaching, learning, and testing.
Indeed, excellence depends on access! As docu-
mented in this book, the knowledge base concern-
ing educational access has grown substantially
over the past several years and in the process
new ways of thinking and tools for taking action
have emerged for both researchers and practition-
ers. Collectively, the knowledge and the related
tools examined in this book provide us with sev-
eral innovations that can be used to address the
central challenges to access and help educators
progress toward the goal of excellence for all
learners.

To ensure students have meaningful opportu-
nities to learn intended and assessed curricula
at grade level, we believe teachers need more
support and feedback concerning their state’s
content standards. The work by Kurz and col-
leagues on OTL and the development of practical,
teacher-oriented tools such as MyiLOGS have the
potential to advance access by providing teachers
a framework for organizing instructional content,
documenting instructional time, and stimulating
evidence-based instructional decisions for entire
classes and individual students. Such data-based
tools must take little time, yet provide teachers
with powerful and ongoing feedback about their
instructional actions. The information obtained
about OTL from these tools helps to contex-
tualize achievement data, potentially resulting
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in instructional changes that increase access to
excellence for all students. Professional devel-
opment for teachers that features instructional
content and resources for activating key concepts
or procedures associated with the content, cou-
pled with tools for managing instructional time
and student outcomes, will certainly improve
students’ opportunity to learn the intended and
assessed curriculum.

Precisely defining the target constructs of tests
and test items is a long-standing challenge con-
fronting test developers and researchers inter-
ested in test score validity. Precision in measure-
ment of student achievement requires attention to
many details; often these details are influenced by
item writers and sometimes by educators respon-
sible for defining the content to be assessed. No
innovation discussed in this book will fully meet
this challenge; however, meaningful improve-
ment is possible. We believe that by providing
item writers who have deep knowledge of a con-
tent domain with explicit training in the use of
item-writing tools like the Test Accessibility and
Modification Inventory (TAMI) and its diagnos-
tic complement, the Accessibility Rating Matrix
(ARM), that much of the extraneous content of
items can be reduced. Extraneous item content
often leads to construct-irrelevant variance. Thus,
supporting item development that values accessi-
bility can be achieved today. Coupled with this
type of training, states and other organizations
that oversee achievement tests are encouraged
to implement accessibility review panels. Such
panels should have representatives knowledge-
able of students with disabilities and also con-
tent experts. These panels could function much
like bias review panels and focus on eliminat-
ing item attributes and content that are extra-
neous and irrelevant to the constructs being
measured.

The challenge of creating highly accessi-
ble tests that yield reliable scores and valid
inferences about students’ achievement begins
with the development of well-written items
without extraneous content. For some students,
accessible tests that yield reliable and valid
scores, however, require more than accessible
items. Many students with disabilities or English

language learners need accommodations to be
able to meaningfully access items and respond to
questions. Testing accommodations provide more
complete access to questions and answers and
reduce irrelevant variance in responses caused by
a disability or language difference. The provision
of needed and appropriate testing accommoda-
tions with integrity for all qualified students is
achievable and will make a difference in the
accessibility of tests, and, for many students,
will result in higher test scores. When tests are
delivered via computers, the potential for deliver-
ing needed accommodations with high integrity
and consistency is even greater. Continued
innovation of computerized item management
and delivery of tests promises to improve
access to needed accommodations for more
students.

Tests have instructional consequences.
Determining the consequences of participating
in an assessment for students is important to
understand and has been challenging to doc-
ument. Ideally, assessment results are used to
refine instruction for each student. Unfortunately,
when results of tests are provided two to three
months after the test is completed, the results
are very unlikely to be used with the group of
students who took the test. This disconnection
between assessment and instruction can no
longer be accepted if we want to improve the
consequences of assessment. Computerized
testing and more frequent short tests with nearly
immediate feedback offer a solution that can lead
to improved access to appropriate instruction.
Tests also have motivational consequences.
That is, repeated testing experiences where a
student is confronted with test content that has
not been taught or is not readily accessible can
serve to decrease one’s motivation to engage in
testing, because it seems futile and unfair. More
accessible – accommodated and modified – tests
hold promise for improving the emotional or
attitudinal side effects of testing and also yield
scores with more validity.

Moving beyond the existing proficiency test-
ing paradigm to one that privileges access
and progress to grade-level academic content
has been challenging for most states and test
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developers. As documented in this book, a num-
ber of instructional and testing innovations are
available to improve access for all students. Some
of these innovations are being taken to scale
in five or six states, but a more pervasive and
sustained effort is needed nationwide to have
a meaningful impact. In addition, more state
assessment systems would benefit from the use
of tests that allow for achievement growth to be
recorded. Collectively, we know how to build
more accessible tests and assessment systems that
yield academic growth information. For a num-
ber of reasons we have not accomplished all that
is possible when it comes to accessible tests and
accessible testing practices.

Conclusion
It is time to stop admiring the challenges to
accessible tests and think about innovative
solutions that will improve access and lead to
excellence in education for all students. We
have written this handbook to help educators,
test developers, and researchers understand the
importance of access and its role in provid-
ing excellent instruction and testing practices.
We hope this volume stimulates expedient
actions that lead to the invention of more solu-
tions, because today too many students sit in
classrooms where access to the intended and
assessed curriculum is the exception and not
the norm.
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