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Introduction

In our everyday lives we often employ arguments to draw conclusions. In turn we expect others to follow
our line of reasoning and thence agree with our conclusions. This is especially true in mathematics
where we call such arguments ‘proofs’ But why are these arguments or proofs so convincing, why should
we agree with their conclusions? What is it that makes them ‘valid’? In this course we will attempt to
formalize what we mean by these notions within a context/language which is adequate to express almost

everything we do in mathematics, and much of everyday communication as well.

The presentation given here derives from a lecture course given in the School of Mathematics at
Manchester University between 2010 and 2013. Previous to that courses covering similar topics had
run for many years with ever diminishing student numbers, the students seemingly finding the notation
bewildering and the level of rigor and nit picking detail excessive. As a result they often gave up before
the point of realizing how easy, self-evident and downright interesting the subject really is. The primary
aim of this current version then was to adopt an approach which avoided as far as possible those initial

barriers, and which reached some of the ‘good stuft” before any risk of disheartenment setting in.

That is not to say that the approach given here lacks rigor or is at some points ‘not quite right’ Far from
it. But we will on occasions implicitly accept as obvious or self-evident facts which, looking back later,
you might question. If so then that is the time to check for yourself that what has been taken for granted

in the text is indeed perfectly correct.

In terms of the choice of material in the course the intention is that it will provide a firm grounding in
Predicate Logic such as is necessary for further fields in Mathematical Logic, for example Proof Theory,
Model Theory, Set Theory, as well as Philosophical Logic and the diverse applications in Computer
Science. In addition, with its presentation of the Completeness Theorem, it aims to provide a broad picture

and understanding of relationship between proof and truth and the nature of mathematics in general.
These notes can be studied at two levels, in UK terms Bachelors and Masters. The more demanding

material and exercises, primarily aimed at the Master level is marked with an asterisk, * Unmarked

material is intended for both levels and is self contained, requiring nothing from the upper level.
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Motivation

Consider the following examples of ‘reasoning’:

1(a) 101is a number which is the sum of 4 squares
.. There is a number which is the sum of 4 squares

2(a) FEvery student at this University pays fees
Monica is a student at this University

.. Monica pays fees

In each case the conclusion seems to ‘follow’ from the assumptions/premises. But in what sense? What
do we mean by ‘follows’? Since such arguments are common in our everyday lives, especially when as
mathematicians we produce proofs of theorems, it would seem worthwhile to understand and answer

this question, and that’s what logic is all about, it’s the study of ‘valid reasoning or argument’

In both the above examples the reasoning seems to be ‘valid’ (which right now just equates with ‘OK’),
but what does this mean? A first guess here is that it means: The conclusion is true given that the premises

are true. This is close, but we have to be careful here. Consider for example the argument:

Thereis a number which is the sum of 4 squares

3(a
@ .. Bvery number is the sum of 4 squares
This does not seem to be ‘valid’ in the sense of the first two examples, despite the fact that the assumption

and conclusion are actually true.

The reason the first two arguments are valid and the last is not is that they do not actually depend on
the meaning of ‘sum of 4 squares, ‘Monica, ‘10, ‘student at this university, ‘pays fees’ nor what universe
of objects (natural numbers in the first and last, people, say, in the second) we are referring to, whereas
in the last the meaning of ‘is the sum of 4 squares’ does matter. For example if we change ‘sum of 4

squares’ to ‘sum of 3 squares’ then the premiss is true but the conclusion false.
To see this let’s write

V for ‘for all’

3 for ‘there exists’

¢ for 10

P(x) for ‘z is the sum of 4 squares’
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Then our first and last examples become:

1y Pl
o3z P(x)

3b) 3% Plz)
-V P(z)

Clearly the conclusion in the first of these follows’ no matter what universe the = ranges over, no matter
what element of that universe ¢ stands for and no matter what property of z P(z) stands for. In other
words no matter what they stand for if the premises are true then so is the conclusion. For example if
we take this universe to be the set of all buses along Oxford Road, ¢ to stand for the number 43 bus and

P(z) to mean that bus z goes to the airport then the first argument would become

1(¢) The 43 bus goes to the airport

- There is a bus on Ox ford Road which goes to the airport

which we would surely accept as ‘OK.

However in the second case we obtain

3(0) There is a bus on Ox ford Road which goes to the airport
c

- All buses along Oz ford Road go to the airport

and now the conclusion is false, whilst the premiss is true, so this is clearly not an OK argument.

Similarly in the Monica example if we let

m stand for Monica
S(z) stand for ‘x is a student at this university’
F(x) stand for ‘x pays fees’

— stand for ‘if ... then, equivalently ‘implies,

then the example becomes

Va (S(z) — F(x))
2 §(m)

and again this looks an OK argument no matter what universe of objects the variable x ranges over,
no matter what element of this universe m stands for and no matter what properties of such z, S(z)
and F(z) stand for.
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In other words, no matter what meaning (or interpretation) we give to this universe, m and S(x), F'(x), if the
premises are true then so is the conclusion. The validity of the Monica example 2 derives from this fact.
The non-validity of our ‘all numbers are the sum of 4 squares’ example 3 is a consequence of this failing

in this case, despite the fact that in this interpretation the conclusion of 3(a) is true.

What we have learnt here is that to understand and investigate ‘valid’ arguments we need to study formal
examples like the one above where all meaning has been stripped away, where we have been left with

just the essential bare bones.

Before doing that however it will be useful to give two more examples which introduce another (small)

point. Consider the following, where ‘number’ means ‘natural number:

4 (a) There s anumber which isless or equal any number

.. For every number there is a number which isless or equal toit

5 (a) For every number there is anumber which isless or equal to it

.. Thereis anumber which isless or equal any number

In these cases both the premiss and conclusion are true. However it is only in the first that the conclusion
seems to be valid, in other words to follow’ from the premise. Again if we let x, y range over natural

numbers and let Q)(z, y) stand for x is less or equal ¥ then they become respectively:

4 (b) dz Vy Q(z,y)
. Vy3z Qz,y)

5 (b) Vy 3z Q(z,y)
s 3xVy Qz,y)

The validity of the former is (quite) easy to see. For clearly no matter what universe the =,y range over
and no matter what binary (or 2-ary) relation on the universe Q) stands for, if the premise is true then
so is the conclusion. This holds simply because of the forms of the premise and conclusion, not because

of how we interpreted them here.

On the other hand this ‘logical’ connection between the premise and the conclusion does not hold in
the second case. If we interpret the variables z, y as ranging over the universe N of natural numbers’
but interpret () as the ‘greater or equal than’ relation then the argument interprets as:

5 () For every number there is a number which is greater or equal toit.

= Thereis anumber which is greater or equal any other number

so the premise is true whilst the so-called conclusion is false.
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As our final example consider:

6(3.) $5:2$—1

S Aww’ =2w -1

One’s first thought maybe is that the variable x here is supposed to be a real number, and that the
conclusion follows (trivially even) from the premiss. However the conclusion obviously follows whether
we're thinking here of = being a real, or a complex number, or a 4 x 4 matrix or indeed an element of

any algebraic structure in which the functions & + x° and x > 2z — 1 have some meaning,

To sum up then we could say that in examples 1, 2, 4, 6 the conclusion follows logically from the premise(s)
whereas in examples 3, 5, it does not. It is this notion of ‘logical consequence’ that this course, and Logic
in general, is interested in.Our above considerations lead us to propose a rough definition of an assertion
¢ being a logical consequence of assumptions/premises 0,, 0,,...,0,. Namely this holds if no matter
how we interpret the range of the variables, the relations, the constants etc. if 0,, 0,,...,0, are all true
then ¢ will be true. To make this a precise definition we need to say what 0,,...,0, ,¢ can be, what

we mean by an ‘interpretation’ and even what we mean by ‘true’ We start with the former.

Download free eBooks at bookboon.com



Formal Languages, Formulae
and Sentences

We have seen in the last section that to study valid reasoning we are led to consider formalized, abstract,
assertions such as P(c), 3z P(z), Vz (S(z) = F(x)), 3z Vy Q(z, y), Vy Iz Q(x, y), 2° = 2z + 1
appearing in 1(b), 2(b) and 5(b). Expressions which can arise in this way will be called formulae of a
language. Formally they are simply words built up from the symbols? listed below in specified, ‘well-

formed; ways (so as to make sense):

Symbol Standing for
Relation symbols e.g. P, S, Q etc unary, binary, etc. relations
Constant symbols, e.g. ¢, m etc. constants
Function symbols, e.g. T etc. unary, binary, etc. functions
Equality symbol, = the binary relation of equality
Variables, z, w etc. variable elements of the universe on which the quantifiers, relations,
functions operate
Connectives: — implication, ‘implies’ or ‘if - . - then- . ./
A conjunction, ‘and’
\/ disjunction, ‘or’
— negation, ‘not’
Quantifiers: Y for all w (Universal quantification)
Jw there exists w (Existential quantification)
Parenthesis () punctuation

The available relation, function, constant, and if present equality symbols®, are said* to comprise the
language of which such expressions are formulae. The language we are working in will vary whilst the

remaining symbols are the same in all cases.
Definition A language L is a set consisting of some relation symbols (possibly including =) and
possibly some constant, function symbols. Each relation and function symbol in L has an arity (e.g.

unary, binary, ternary, etc.).’

For example we could have L = {P, ), ¢, f} where P is a 1-ary or unary relation symbol, @ is a

2-ary or binary relation symbol, f is a unary function symbol and c¢ is a constant symbol.

We use L, LS L,, L, , etc. to denote languages.
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To make things ultimately simpler (though it might not seem like that at first) we will use x,, x,, z;,...
for free variables, that is variables which are not linked to a quantifier, and w,, w,, w;,... for bound

variables, that is variables which are linked with a quantifier.

In order to avoid a flood of notation too early on we shall start by limiting ourselves to relational languages,

that is languages which have no function, constant symbols, nor equality.
Definition For L a (relational) language the formulae of L are defined as follows:

L1 If R is an n -ary relation symbol of L and ; , Z, ,...,Z . (not necessarily distinct) come from

oy by
T

the set of free variables {z,, z,, x;, ...} then R(xil, Tiyens T ) is a formula of L.
L2 If 6, ¢ are formulae of L then so are (6 — ¢), (0 A @), (0 V @), —0.

L3 If ¢ is a formula of L which does not mention w; and ¢(w, / x;) is the result of replacing
the free variable x;, everywhere in ¢ by the bound variable w, then 3w, ¢(w; / z;),
Vw; ¢(w, / x;) are formulae of L .

L4 ¢ is a formulae of L just if this follows in a finite number of steps from LI-3.

We denote the set of all formulae of L by F'L.Weuse 6, ¢, 1, x etc. to denote formulaeand I', A, €2
etc. to denote sets of formulae, possibly empty. Notice that in L3 since we have infinitely many bound
variables available and any one formula only mentions finitely many bound (or free) variables we can

always pick one which doesn’t appear already.

Example

In this example let the language L = {P, R} where P is a unary relation symbol and R a ternary

relation symbol Then.

1. R(x;, x,, z,) is a formula of L, equivalently R(x,, z,, z,) € FIL, by Ll with
i, =1, = 3,1, = 1. Similarly P(x,) € FL.

2. From 1 and L3, 3w, R(w,, w,, x,) € FL.

3. From 1,2 and L2 (3w, R(w,, w,, ;) — P(x,)) € FL.

4. From 3 and L3, Vw,(Jw, R(w,, w,, w,) — P(w,)) € FL.
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A Short Course in Predicate Logic Formal Languages, Formulae and Sentences

Generally to show that some expression/word is a formula of L you need to demonstrate that it can be

constructed from the relation symbols of L using LI-3.

To show that some expression is not a formula of L the following observation is valuable (and will find

many more applications as we proceed):

Every formula 0 is actually just a finite string of symbols so we can talk about its length, | 0 |, meaning
the number of symbols in 0 where z;, w;,A, =, —,Vv, 3, ¥, (, ), R (for R a relation symbol of L)

all count as single symbols (commas don’t count). So for example
| (Quw, R(w,, w,, ;) = P(x,)) |=15.

A common way of proving that all formulae have some property P is to prove it by induction in the
length of formulae. That is we show that if all formulae of length less than 7 have property P then all
formulae of length n also have P, and hence all formulae of length less than 7 + 1 have P. (Notice
that the ‘base case, that all formulae of length less than 0 have P is trivial true - they all do because
there aren’t any!) If we can show this then by induction “for all n all formulae of length less than n
have P’, so all formulae have P. In fact in practice we do not even need to make n explicit as the

following example shows.
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Example For L as in the examples (P(z,) is not a formula of L .
To see this let P be the property of having the same number of left parentheses (” as right parentheses )’
Suppose 0 € FL, and every formulae of length less than | 0 | has P . There are 7 cases:

0 is R(Z) for some relation symbol R of L.

0 is one of =@, (¢ A1), (¢ V1)), (¢ — ) for some ¢, ¢ € FL.
0 is one of Jw; x(w, [,), Yw, x(w, /z;) for some x € FL.

By Inductive Hypothesis the ¢, 1, x (being shorter than 6) contain the same number of right as left

round brackets so clearly this also must hold for 6 in all 7 cases.

Hence by induction on the length of formulae it must be true for all formulae. But it is not true for

(P(x,) so this cannot be a formula of L .

Reading formulae

We ‘read’ formulae in the obvious way, for example

—|(P(:c1) A P(a:2)) Not (pause) P of z, and P of z,
—P(z, ) A P(x Not P of z, (pause) and P of z
1 2 1 2
Vw2(3w1 R(wl, wy, w2) — P(w2)) For every w,, if there exists w, such that R of w,, w, w, then P of w,

Vwydwy (R(wl, wy, w2) — P(w2)) For every w, there exists w, such that if R of w;, w;, w, then P of w,

Notice the difference in the first two formulae above. In the first we first take the conjunction then negate
it. In the second we first negate P(z,) and then take its conjunction with P(x,). It is the parentheses
which enable us to make such expressions unambiguous. For example without it =P(z,) A P(z,)

could have two different readings.

That the use of brackets as we have them really does succeed in avoiding any ambiguity in reading

formulae is confirmed by the following theorem.
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The Unique Readability Theorem 1 Let 6 € F'L . Then exactly one of the following hold and furthermore
in each case the R, X, ¢, 1, w;, n(wj/xi) etc. are themselves unique:

1) 0= R(a:il, Tiyoens T ) for some r-ary-relation symbol R of L,

2) 0 = ¢ forsome ¢ € FL,

3) 0 = (¢ A1) forsome ¢, € FL,

4) 0 = (¢ V) for some ¢, € FL,

5) 0 = (¢ — 1) for some ¢, € FL,

6) 0 = Jw, n(w,/x,) for some w; and 1 € FL with w, not occurring in 1,
7) 0 = Vuw, n(wj/xi) for some w; and n € FL with w; not occurring in 1.

Proof* The proof is by induction on the length of § € F'L . Assume the result (and uniqueness) for all
formulae of length less than | § |.

Since 6 € FL, & must be of at least® one of the forms

i) R(xl.l, Tijs s Iy ) for some r-ary-relation symbol of L,

i) =, (B AY), (bv ), (¢ — ) for some ¢, b € FL,

ii) Jw; n(w,/z,), Yw, n(w, /x;) for some w; and n € FL, with w; not occurring in 7.

If O (as a sequence or symbols, i.e. word) starts with a relation symbol R then we must be in case (i)

and the R, and after that the Tys Tyyeens T, (in that order), are uniquely determined by 0.

If § starts with — the only possibility is that § = —) with n € FIL and again § uniquely determines

7N . Similarly in cases (iii).

So suppose that 8 starts with ‘(. By induction on the length of formulae we can show that any formula
which starts with ‘( ends with )’ and is of the form ({ % 1) for x € {A,V, =} and (, n € FL and

what we have to prove is that 8 cannot be written like this in two different ways. So suppose it could, say

0 =(y*0)=(At7)

where v, 0, A, 7 € FL, %, T € {A, V, —} and y =)\. Notice that if |7|:|)\| then ¥ = A and hence
also x = { and § = 7. So withoutloss of generality assume that |y | < |/1| . Then the explicitly exhibited
connective x must occur as a symbol in A, say that A = o x B where o, [ are words. Clearly we

musthave 0 =y ,so A=y x 3.
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A Short Course in Predicate Logic Formal Languages, Formulae and Sentences

We now obtain our desired contradiction by establishing two properties of formulae by induction on the
length. This first, which has already been proved in the notes in fact, is that if ¢ € FIL then the number
l, of left parentheses in ¢ is the same as the number 7, of right parentheses in ¢ . In particular then
[, =r,. The second property is that if ¢ € F'L and we consider a particular occurrence of a connective,
o say, in ¢, so ¢ = v © ¢ for some strings of symbols v, £, then [, > r,. [You are left to establish this
fact.] Hence since A € FIL and A = x 3,1, > r,, contradicting [, = ;. |

The Unique Readability Theorem provides a rather more sophisticated (and in fact foolproof) method for
showing that a particular word, i.e. finite string of symbols, from L is not a formula of L . To illustrate

this consider the word
(R(l'l, 1,‘1) — (R(:I;l? x1)) — R(xlﬂ xl)) (1)

If this was a formula of L then by case (5) of Unique Readability the only possibility is that either R(z,, z,),
(R(x,, z,)) = R(x,, x,) are both in FL or R(z,, x,) = (R(x,, z,)) and R(z,, =) arein FL.
But R(x,, ;) — (R(z,, x,)) does not fall under any of the cases of Unique Readability, so it would
have to be the case that (R(z,, z,)) = R(z,, x,) € FL . But the only case (5) could apply again and
R(x,,z, would have to be a formula, which it is not since it does not fall under any of the Readability
cases. It follows that (1) cannot be in F'L .
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In fact this method of repeatedly breaking down a word provides a foolproof test of formulahood in that
if it does not demonstrate that the word is not a formula then reversing the analysis yields a construction

of the word which confirms that it is a formula.

It may appear at this point that we have been excessively fussy about the precise structures to which
formulae need to conform and that this doesn’t really have much to do with logic. In response we would
point out that at this stage it is most important to be able to write correct formulae, and recognize
incorrect ‘formulae; in order to avoid any possibility of ambiguity. In the logic you meet beyond this
course you may be able to take liberties but, like the driving test, you need to start off by knowing and

abiding by the rules.

Having emphasized the importance of parentheses we now mention a common abbreviation: In dealing
with formulae (6 — ¢), (0 V @), (6 A ¢) in we may temporarily drop the outermost parentheses, so

writing instead 6 — @, 0 \VV @, 0 N\ ¢, where this can cause no confusion.

Notation If ¢ is a formula of L and the free variables appearing in ¢ are amongst’ s

R
then we may write (75(13;17 Tiyoees a:l.n) (or ¢(Z)) for ¢(where T = Ty Tipyenes T ). In this case

n

é(t,, t,,..., ) is to be the result of (simultaneously) replacing each T in ¢ by t,.5 So for example
if ¢ is

Vw, (R(x,, x,, w,) A= P(z,))
then we might write ¢ as ¢(z,, x;), in which case ¢(¢, t,) would be
Vw, (R(t,, t,, w,) A= P(t,)) .
Notice then that with this notation L3 can be written as:
If ¢(z,, Tpyeon, X, |, T, T

is1) -+, T,) is a formula of L which does not mention w; then

3w, ¢ (2, Tyy ooy Ty Wiy Tipgsenn s T,)s YW, (2, Ty, onny Ty, Wy Typsyenn , T,)  are

formulae of L .
Convention If we quantify a formula 6(z,, %) to get, say, 3w, O(w;,Z) you should take it as read that
w, does not already appear in 0(z,,7) - so Jw; O(w,,T) is again a formula.’ [For emphasis however

we may sometimes still mention this assumed non-occurrence.]

Referring back to the question at the end of the previous section, we now know what the 6,,...,0 , ¢

are, namely formulae of a language L . We now come to clarify the second part of that question.
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Truth

Let L bearelational language. We have seen from the introductory motivation section that, for example,
we can give a meaning, or semantics, to a formula such as Jw, Vw, Q(w,, w,) by interpreting the bound
variables w,, w, as ranging over some universe (such as the set of natural numbers N ), interpreting
the free variables x, as elements of this universe, interpreting the binary relation symbol () as a binary
relation (such as ‘greater than’) on this universe, and interpreting the quantifiers and connectives in the

obvious way appropriate to their names. We can then talk about a formula being true in this interpretation.
For example, with this interpretation of () etc. and interpreting x, as the number 2 € N,
Fw, Qw,, z,)
is true since there does exist a number w, € N such that w, is greater than 2.
However with this same interpretation
YVw, Fw, Q(w,, w,)

is false since it is not the case that for every w, € N there is a w, € N such that w, is greater than w,

(because this fails for w, = 0).

We now want to make precise what we mean by an ‘interpretation’ To do that we first need to say what

we mean by a ‘relation’ on a non-empty set A.

In the example given above we have interpreted () as the binary relation of ‘greater than’ between natural

numbers. Now clearly we could identify

‘oreater than’ between the set
natural numbers

N {(n,m)eNxN\n>m}

In other words we can think of the relation of ‘greater than’ as a specific subset of N”. But this is a quite
general phenomenon, we can identify any n -ary relation /R on A with a subset of A", namely the

subset

{<a’17 (12, M) a’n> 6 A” ’ 7?’<a’17 (12, M) a’n)}'
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Conversely any subset S of A" determines an n -ary relation on A, namely the relation S such that
S(a, ay,...,a,)holds < (a,a,...,a,) €S.

The upshot of all this is that we now see that effectively n -ary relations on A and subsets of A" are

the same thing. Realizing this our definition of an interpretation becomes much easier to state.

It turns out (for reasons which hopefully will be clear later) that it is best to split this notion of
an interpretation into two parts, the interpretation of the universe and the relations of L and the

interpretation of the free variables. The former we call a structure for L:

Definition

A structure M for a relational language L consists of:

« anon-empty set' |M , called the universe (or domain) of M ,

« for each 7 -ary relation symbol R of L asubset R" of |[M[" (equivalently an n -ary

relation on | M|)"
In this case we sometimes write

M = (M|, R", R),..))
where R, R,,... are the relation symbols in L .
Examples

Let L = {P, @} with P l-aryand @) 2-ary.

Then examples of structures for L are:

a) Universe of M is N, i.e. |M| =N,
QY ={(n,m) e N’ |n>m},

P" ={neN|nis prime }.
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A Short Course in Predicate Logic Truth

b) Universe of M is R,
Q" ={(s,tyeR*|s" =t+5],
PY ={seR|sisrational } = Q.
c) Universe of M is {1, 2, 3},
QY = {(1,1),(1,2),(3,2), (2,3)},

PY =1.

The second part of the ‘interpretation, the interpretation of the free variables z; as elements of the
universe of the structure M , we shall refer to as an assignment, possibly writing x;, > a, to indicate

, or being interpreted as a, € |M |

that the variable x; is being assigned the value a, € |M

We are now ready to clarify the third ‘unknown’ in the last paragraph of the initial ‘motivation’ section,

what it means for a formula to be true in an interpretation.
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Recall that for a relational language L we have split an ‘interpretation’ into two parts: a structure for L

and an assignment of elements in the universe of that structure to the free variables. Given a formula

¢(z,, ,, ..., z,) of L we now wish to define

¢(z,, x,,..., x,)is true in the

structure M for L when the

Z,, T,,..., T, are assigned values > written M F ¢(a,, a,,..., a,).

a,, Q... , a, resp. from the

universe |M | of M y,
[Recall that when we write ¢ as @(x,, @,,..., x,) it is implicit that all the free variables mentioned in
¢ are amongst z,, Z,,...,Z, though they do not necessarily all need to actually occur in ¢. ]

For a fixed structure M for L, with universe |M | , and any choice of assignment z, = a; to the free

variables, we define

M En(a, a,,...,aq,)

ey Uy

by induction on the length of 1(Z) € FIL (for all assignments simultaneously) in the obvious way:

Tl For R(mﬁ, Tijsoos T ) € FL, where R isan n -ary relation symbol in L,

n

M
M|=R(ai1,ai2,...,ain) & <ai1,ai2,...,ain>eR
& the relation interpreting R in M

e,

holds for a5 4 i -

>

T2 For formulae O(z,, Z,,..., z,), $(z,, Tp,..., T,) etc.of L and @ = a,,...,a, € |M

not M F ¢(a), i.e. M ¥ ¢(a)
M E 6(a@)and M F ¢(a)

M E 6(a)or M E ¢(a)

M ¥ 0(d)or M E ¢(a).

Download free eBooks at bookboon.com



T3

M F Yw; p(w

) & For allb € M|, M E ¢(b,a)
M F Jw, p(w a

;2@
,@) < For someb e |M|, M E (b,a)

Notice that by Theorem 1 (Unique Readability) for a given formula 77(Z) exactly one of the above cases
applies and hence whether or not M F 1(a@) is unambiguously determined by TI-3.

Notation If M F ¢(a,, a,,...,a, ) wesay that ¢(a,, a,,..., a, ) istruein M orthat §(z,, x,,..., x,)
is satisffied by a,, a,,...,a, in M.

Examples

1. Let M be as in (a) above, so the universe of |M | is N, P is the set of primes and
QY = {(n,m) e N’ | n > m}.

Then using Tl, M F P (7) since 7 € P", ie. 7 is a prime. Also M ¥ Q(4,7) since (4,7) g Q",
ie not (4>7),soby T2, M F —-Q(4,7).

Hence by T2,
M E P(7) A —|Q(4,7)

and'? by T3,

M E Jw, (P(w,) A =Q (4, w,)) .

In the above example we have moved from simple to more complicated formulae. However in practice
when checking if a formula is true in an interpretation we usually start at the complicated end and
successively break it down using T1-T3 until we (hopefully) reach a stage where we can ‘see’ whether

or not it is true. For example

M E Vw,3w,(Q(w,, w,) A P(w,))
< for allm e N, M F Jw,(Q(w,, m) A P(w,)),by T
& for allm € N, there is somen € Nsuch that
M E Q(n, m) A P(n), T3,
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& for allm € N, there is somen € Nsuch
that M E Q(n, m)and M E P(n),by T2

& for allm e N, there is somen € Nsuch
that (n, m) € Q" andn € P by T1,

& for allm e N, there is somen € Nsuch

that n >m and n is prime,

— which is true, there are unboundedly many primes.
2. Let M beasin (c) above, so M is {1, 2,3}, P = ().
Q" = {L,1),(1,2), (3,2), (2,3)}.

Then M F Q(3,2) since (3, 2) € Q" but M ¥ Q(2,1) (so M E —=Q(2,1)) since (2, 1) £ Q".
Hence by T3,

M E Jw, Q(3, w)). (2)
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Similarly since (1, 2), (2, 3) € Q", M F Q(1,2) and M F Q(2,3), and hence
M E Jw, Q(1, w,) and M E Jw, Q(2, w,). 3)
Finally, since 1, 2, 3 are all the elements in the universe of M , from these we obtain from (2) and (3),
M E Vw,3w, Q(w,, w,) .

We are now ready to put these three features, formulae, interpretation, truth, together to capture our

initial intuitions about ‘logical consequence’
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Logical Consequence

Definition Let L be a relational language, I' a set (possibly empty) of formulae of L(i.e. I' < FL)
and 6 € FLL. Then 0 is a logical consequence of I' (equivalently I" logically implies 0), denoted I' F 6,
if for any structure M for L and any assignment of elements of [M| to the free variables z,, z,,...
appearing in the formulae in I" or 6, if every formula in I" is true in that interpretation then 6 is true

in that interpretation."

So, for example if

P = {¢1 (xl’ x?""’ xn)7 ¢2('T17 .'1:2,..., ‘Tn)""’ ¢m($l7 m?""’ mt\)}

then

I'EO(x,, z,,...,z,) < for all structures M for L and for all
a,,a,,...a, in the universe of M,if
M E ¢,(a,,a,,...,a,)fori =1,2,....m
then M F 6(a,,a,,...,q,).

) n

In the case I' = () we usually write F 6 instead of () = §. Notice that in this case since every formula
in the empty set is true in any interpretation (because there aren’t any!) = 6(z, ..., z,) holds just if for
every structure M for L and a,,...,a, € |M|, M & 6(q,,..., a,)!* A formula 6 with this property is
known as a tautology. A formula which is false in all interpretations (equivalently its negation is a
tautology) is referred as a contradiction. An example of a tautology is (¢ V —¢), and an example of
a contradiction is (¢ A —¢), for ¢ € FL.

Examples In what follows take it as read that ¢, f etc. are formula from a relational language L and

I' is a set of formulae from [, equivalently I' C FIL .

15
1. ¢z, zy, Tyy..., ,) F Jw, §(w,, T, T3,..., T,).

Proof Let M be a structure for L with universe [M| and a, a,,...,a, € |M|. Suppose that
M E ¢(a,, a,,...,a,) .

Then certainly for some b € |M],
M E ¢(b, ay, ay, ...,q,),

namely b = q, will do, so by T3

M E Jw, ¢(w,, a,, a,, ...,a,) .
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Since M was an arbitrary structure for L and a, a,,...,qa, arbitrary elements of the universe of M

the required result follows.

2. Yw, d(w,, Ty, Ty, ..., x,) E A2, 2y, gy ooy )

Proof Let M be a structure for L with universe [M| and a,, a,,...,a, € |M|. Suppose that
M EVuw, §(w,, a,, ...,q,) .

Then from T3, forall b € |M

M E ¢(b, a,, a,...,a,) .
In particular
M E ¢(a, a,, as, ...,qa,) ,

from which the required result follows.
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3. Fwd(w,, T), Vw, ($(w,, T) = O(w,, 7)) = Jw, 6w, T),
where 7 =2, z,, z,,..., 7, .
Proof Let M be a structure for L with universe [M| and @ = a,, a,,...,a, € |M|. Suppose that

M E 3w, p(w,,a@), (4)

M EYw, (p(w,,d) — 6(w,,a)). (5)

Then from (4) and T3, for some b € |M

M E ¢(b,a). (6)
From (5) and T3,
M E ¢(b,a) — 0(b,a).
From T2,
M ¥ ¢(b,d) or M E O(b,a).
By (6) the first of these doesn’t hold so it must be the case that
M E6(b,a).
T3 now gives that
M E Jw, (w,,a),
as required.

Note that there was nothing special about the choice of variable w, here, we could in general have been

using w; .
Another Example

FEOE) > ¢(F) =T, 0(T) F ¢(T) 6
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Proof Assume that

I'E o) — ¢(2), (7)
so we want first to show that

I, 0(Z) F ¢(Z).
To this end let M be a structure for L with universe |M| and suppose we have some assignment to
the free variable such that Z > @ and under this interpretation every formula in T is true and 6(a)
is true. Then

M E 0(a) (8)
and from (7), since even formula in I is true in this interpretation,

M E 6(a) — ¢(a).
By T2 then,

M ¥ 0(@) or M F ¢(a).
Using (8) we must have M F ¢(a).

In summary then we have shown that if all the formulae in I' and 6(Z) are true in an interpretation

then so is ¢(Z). Hence

T, 0(Z) F ¢(Z).
Conversely assume that

[, 0(Z) F ¢(Z). 9)
We wish to show that

I'E0(Z) > ¢(Z).

So suppose we have a structure M and an assignment to the free variables (where Z > @ ) under which

every formula in I is true. There are now two cases.
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A Short Course in Predicate Logic Logical Consequence
Casel: M F0(a).
In this case every formula in I' along with (%) is true under this interpretation so from (9),
M E ¢(a).
Hence (trivially)
M ¥ 0(a) or M F ¢(a)
so from T2
M E6(a) — ¢(a).

Case2: M ¥ 0(a).

In this case again (trivially)

M ¥ 0(a) or M F ¢(a)
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so from T2

M E 6(a) — ¢(a).
Either way then

M E6(a) — ¢(a).
In summary what we have shown then is that under assumption (9) if we have a structure and an assignment
to the free variables in which every formula in T is true then 6(Z) — ¢(Z) is also true under that
interpretation, i.e.

['E0(z) > ¢(2),
as required.
We have now given several examples of demonstrating that some logical implication does hold. Conversely
to show that T E @ does not hold, denoted T" £ 0, it is enough to find a structure and an assignment
to the free variables as elements of the universe of that structure in which every formula in I" is true

but 0 is false.

Example

Jw,Fw, R(w,, w,) ¥ Jw, R(w,, w,).

Proof Let M be astructure for L with universe {0,1} andlet R = {(0,1)} (we don’t need to bother

here about any assignment to the free variables —~because there aren’t any!).

Then M E R(0,1) so M F Jw,3w, R(w,, w,). However if M F 3w, R(w,, w,) we would have to have
M E R(0,0) or M F R(1,1),

equivalently
(0,00 € R or (1, 1) € R"

both of which are false. Hence

M ¥ Jw, R(wn w1)»
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giving the required counter-example to
Jw,Fw, R(w,, w,) F Jw, R(w,, w,).

Sentences

Notice that in this last example we did not need to bother about the assignment to free variables because

there were none involved.

A formula of L without free variables is called a sentence of L. So for example
Vw,(Jw, R(w,, w,, w,) = P(w,)) is a sentence whereas (Fw, R(w,, w,, ;) = P(z,)) is a formula but

not a sentence (because a free variable, z, in this case, occurs in it).
We denote the set of sentences of L by SL .

In most applications of logic we deal with sentences, in which case the assignment of values to free
variables doesn’t figure and we only need talk about truth in a structure."” So if 6 € SL it makes sense
to write M F 6 without specifying any assignment of values to the (non-existent!) free variables. In
this case we say that M is a model of 0. Similarly if I' € SL and M = 0 for every 8 € I' we say that
M is amodel of I and write M FT .

Very often a proof given for sentences trivially generalizes to formulae, as we shall now see.

Example

IfT,AcSL and 0,¢9,vp € SL and T,0 E¢) and A, ¢ E ) then® T, A, 0 V ¢ E 1.

Proof Let M be a structure for L such that M FT"UA U {0 V ¢}, meaning that M Fn for
every sentence N € T UAU{OV¢}. Then MEI,MEA and M EOV ¢, so from T2 either
M E O or M F ¢ . Without loss of generality assume M F @ (since there is complete symmetry
here between I',0 and A, ¢ ). Then M ET" U {0} sosince I', 0 E ¢, M E 1) . Hence

A0V ¢E.

Logical Equivalence

Definition Formulae 0(%),¢(Z) € FL, are logically equivalent, written 0(Z) = ¢(Z), if for all structures
M for L and a from |M|,

ME§@) & M E ¢(@).
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Notice that

07) = ¢(z) < VM,d, [ME6@) = ME §a)
and [M E ¢(@) = M F 60(d)]

& VM,a,[ME6@a)— ¢(a))]
and [M F (¢(a) — 6(a))]
& VM,a,[M E(0(a) & ¢(a))]
& FO(F) o ¢(7))
& FOE) > 0(7) & = (¢(2) > 6(7))
& @) F @) & ¢(7) F 0(T)

where (0 <> ¢) is shorthand for ((0 — ¢) A (¢ — 0)).

Clearly = is an equivalence relation, that is it is:

Reflexive, i.e. it satisfies 8 = 0 forall 8 € FLL

Symmetric, i.e. it satisfies 0 = ¢ = ¢ =6 forall 0, ¢ € FL,

Transitive, i.e. it satisfies (0 = ¢ & ¢ =) = 0 = for all 0, ¢, ¢ € FL.
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If two formulae are logically equivalent they ‘say the same thing’ or ‘have the same meaning’ in the

sense that one is true just if the other is. Very often in logic this is the important relationship between

formulae, rather than equality. For that reason it is important to be able to recognize some simple logically

equivalent formulae:

Some useful logical equivalents

O N@)=(dN0) OV e)=(oV0)
——0 =40 (9—>¢)E(ﬂ9\/¢)
(B AP)=(=0V—0) —(Ve) =(0A-9)

(0 = @) =(0A—0) (0 —=¢) =(=¢ =0
0=0ONo)V(OAND) O=(0Ve)A(HV—0)
Ov(pNP)=OVONOVY)  ON(OVY) =(ON)V(OND)
—Jw,H(w;,7) = Vw,~0(w,,T) —Vw H(w,,Z) = Iw~0(w;,Z)
Jw H(w;,7) = Jw,b(w,, ) Vw.H(w,, %) = Vw,H(w,, %)

Jw, 3w, O(w;, w,7) = Fw,Iw, Ow;, w,, T)
Vw Vw, O(w;, w,,7) = Vw,Yw, (w,, w,, 7)

Ele W(f) A a(wj’f))

W(Z) A Jw, O(w;, T)

Vw, (P(Z) A O(w;, 7)) = W(Z) A Vw, (w,;, 7)

Fw, (Y(Z) V O(w,, T))

W)V Iw, O(w;, 7)

Vw, (P(Z) V O(w;, 7)) = W(Z) V Vw, (w,, 7)

Jw; (P(Z) — O(w;, 7)) = Y(Z) — Jw,; Ow,, )
Vw; (P(Z) — O(w;,T)) = Y(T) = Yw, (w;,T)
Jw; (O(w;, %) = Y(T)) = Yw, O(w,,T) — Y(Z)

Vw, (O(w;,Z) = (%)) = Fw, O(w;, ) — (%)

where throughout w; does not occur in ¥(Z) (and of course w, does not occur in Jw, O(w;,T)) .

These can be checked directly from the definition of =. We give a couple of examples. Throughout let

M be an arbitrary structure for L with @ from |M]|.
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Then

M E —(6(a) A ¢(a)) not M E (0(a) A ¢(a))

not[M E 6(a) and M E ¢(a)]
not M £ (@) or not M E ¢(a
M E —6(a) or M E —¢(a)

M &= (=0(a)-~¢(a)) -
—(0(F) v ¢(7)) = (-0(z) V ~(Z)).

S

M E Jw,(0(w,,a@) — ()

3b € |M|, (M & (6(b,a) — ¥(a@))

3b €| M|, (M ¥ 0(b,a) or M F(a))
[Fb € |M|7 M ¥ 0(b,a)] or M E 4(a)
0

M ¥ Yw, O(w,,d) or M F ¢(a)
M E (Vw, O(w;, @) — (a)).

te T

Jw, (0(w,, 7) — V(7)) = (Vw, 0(w,, 5) — (7).

Lemma 2

If6, =0, ¢ = and ¥(z,,%) = 1,(z,,7) then®:
(0, A 6)= (0, A 6) 0,V 6,) =6,V ,),
6, = &)= (6, = 6,), ~6, = 4,
T, o (w,, %) = Fw, dy(w,,7), Voo, v(w,,F) = Y, dy(w,, B)

Proof Let 6, = 6,(Z) etc., M astructure for L and G € [M|. Then when 6, = 0,, ¢, = ¢,,

ME60,(@) A (d@) < MFE6,(d)and M E ¢ (d)by T2
& M FE6,d@) and M F ¢,(@)
& MEG(a) e @),

and hence (6, A ¢,) = (0, A ¢,). The cases for the other connectives are exactly similar.

Now suppose that v,(x,,Z) = ¢,(z,,Z). Then if M F 3wy (w,,d) there is some b €|M| such
that M F ¢ (b,a). By the assumed logical equivalence, for this same b, M F 1),(b,d). Hence
M & Jw ), (w;,d). Obviously the same proof works in the other direction, giving the required result

that 3w, ¢, (w,,7) = Jw, ¥, (w,, 7). The case for V is exactly similar. |
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The Prenex Normal Form Theorem

The next theorem turns out to be a very useful representation result in many areas of logic.

The Prenex Normal Form Theorem, 3

Every formula 6(Z) of L is logically equivalent to a formula in Prenex Normal Form (PNF), that is of
the form

Qlel Qij2 e kajkw(wﬂi s Wiy ey Wy Z)
where the ), =V or 3,9 =1,2,...,k and there are no quantifiers appearing in 1 .

Proof* The proof is by induction on the length of 8. Assume the result for formulae of length less than

|9| . As usual there are various cases.

Case 1: § = R(Z) where R is a relation symbol of L.

In this case 0 is already in PNE
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Case 2: 0 = —¢.

By the Inductive Hypothesis we have that

o= Qlel QijQ ...kajkw/)(wjl, w, ..., W, ,T)

2 ke

for some quantifier free 1. In this case, by Lemma 2
0 ==¢ =-Qu, Qu, ...Qu, Y(w, 7).

We now prove by induction on % that this right hand side is logically equivalent to a formula in PNF
(which does it for this case of course). Clearly this is true if kK =0 since such a formula would already

be in PNE So assume it’s true for £ —1. Then by the ‘useful logical equivalents’

—~Qu; Qu, ... Qu, V(,7) = Qw, “Quu;, ...kajkzp(ﬁ),f).

Wi

where

, 3 ifQ =V,
L) vifQ =3

Also, by the Inductive Hypothesis

_‘szszswjg ...kajkz/)(:vil, w, wjg,...,wjk,f)
is logically equivalent to a formula )((a:,.l ,Z) in PNF. (Here x, is some variable which has not already

occurred.) So by Lemma 2

—|Q1w].1 Q2wj2 "'kafk~ w(wjl, W 5o w],k,f)
= Ql/wjl—QZw].2 "'kafk w(wjl, Wy sy wjk,f)
= Ql'whﬂQij2 Qo (w,, W5 oo wjkf), by Lemma 2,
where w, does not occur in Z(%af) , Q/}(w]i,..., wjk,a?) ,

= Q'w, x(w,, ), by using Lemma 2,

and this last formula is in PNE
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Case 3: 0 = (¢, A\ &,).
By the Inductive Hypothesis we have that
¢ = QllelQQijz "‘lefwfkw(w-ﬁ’ Wy seeey W, ,Z),

— 2 2 2
¢, = Quw, Qu, ...Qw, n(w, , W 5o W,

»

for some such right hand side PNF formulae. By Lemma 2 (¢, A ¢,) is logically equivalent to

1 1 1
Ql wleij2 ... kajk’lf)(’wjl, ’wj2 yeens Wy

waleZZwsz "'ijsurl(wsl7 ws 70t ws 7‘%) (10)

2 u

so it is enough to show that such a conjunction is logically equivalent to a formula in PNE This we now

prove by induction on k + u .

If k+u =0 then the conjunction (10) is already in PNE. Suppose the result holds for &'+ v <k +u.
Without loss of generality we may suppose that u > 0, otherwise we can suppose that k>0 and
transpose the conjuncts (which is logically equivalent). By the Inductive Hypothesis let x(xﬁ,.%) be a

formula in PNF logically equivalent to

QllwﬁQ?lwfz ...Q,iwjk (wfi’ Wy 5oy W, L T) A

waSQ ...wasu N, , wy,..., w, ,I) (11)

)
2 U

(where z, isa previously unmentioned free variable). Pick h such that w, does not occur in (10) or
X(wil,f) . Then by the ‘useful logical equivalences’ and Lemma 2 the PNF formula Q/w, x(w,,Z) is

logically equivalent to each of

2 1 1 1 —
Q w, (Qle1 ng]é kajkzﬂ(w].l, w].2,...,wjk,:c) A
2 2 -
QQwsz Quwsu T/(w}n w527"'7w3u7'1:))

L Z) A

1 1 1
Qhu, Qi QU0

2 2 2
Ql wh Q2w32 "'Quwsu n(wh’ w.€27""wsu7$))
1 1 1 —
Qlel qu)j2 "'kaik zp(wjl, ij,...,wjk,:c) A
2 2 2
Qu, Qu, ...Quw, n(w,,w,,...,w, ,I)

and hence finally to ¢, A ¢, and 6. The proofs for the cases for 6 = (¢, V ¢,) and 0 = (¢, — ¢,) are

similar and are left as amusing exercises.
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Case 4: 0 = Jw, d(w, /z;).

This case is easy. Since |¢| <|6| by the Inductive Hypothesis there is a formula X in PNF logically

equivalent to ¢. Let h be such that w, does not occurin y or ¢. Then
0 = Jw, ¢(wj/xi) = Jw, ¢(w, /z,) = Jw, x(w, /z;)
and Jw, y(w, /x,) is in PNE, as required.
The case for § = Vw, ¢(w, /x,) is exactly similar. [

Example

Find a formula in PNF logically equivalent to —(Vw, R(w,) A Jw, P(w,)):

—(Vw, R(w,) A Jw, P(w,)) = -Vw, R(w,)V —Jw, P(w,)
Jw— R(w,) V Yw, ~P(w, )
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by Lemma 2 and the ‘Useful Equivalents, UEs, —(0 A ¢) = (=0 V —¢)
—Vw, R(w,) = Jw, =R(w,), =Fw, P(w,) = Yw, =P(w,),
= Jw, " R(w,) V Yw, 7 P(w,)
by Lemma 2, reflexivity of = and the UE Vw, = P(w,) = Yw, ~P(w,) ,

= Vw, (Jw, ~R(w,) V =P(w,)), (12)

by the UEs. Also by the UEs,

(Elwl _‘R(xl) \ _‘P(%)) = (_‘P(xz) v Elw1ﬂR(w1))
= Jw, (=P(z,) V -R(w,))

so by Lemma 2,

Vw, (3w, = R(w,) V = P(w,)) = Yw,Jw,(=P(w,) V ~R(w,))
and from this, (12) and transitivity of =,

= (Vw, R(w,) A Jw, P(w,)) = Yw,3w, (-P(w,) V ~R(w,)),
a PNF equivalent (it'’s not unique, obviously).

Generally the more quantifiers (or the more alternations of blocks of universal and existential quantifiers)
there are in a formula in Prenex Normal Form the more it can express, in the sense for example of not
being logically equivalent to a formula in Prenex Normal Form with few quantifiers (or alternating
blocks of quantifiers). Indeed in several areas of logic this is used as a measure of the complexity of sets

defined by formulae.
An exception to this pattern however is when the formula only contains unary relation symbols.?' In
this case having more than one alternation of quantifiers does not give you anything new, as we shall
shortly demonstrate. Firstly however we need a little notation.
Given ¢, ¢,,...,¢,, € FL we write

¢1/\¢2/\"‘/\¢m or A¢1

for the formula

(C ((BABIAGIANGIN NG, )N G,).
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More precisely we define by induction

n+l m

1
L/:\l o =9, i/\l ¢, = /\1¢, Y.
So what we are doing here is is repeatedly taking conjunctions, starting from the left.

It is now rather clear, and certainly straightforward to prove by induction on 7, that /\; ¢, is true in
an interpretation just if each conjunct ¢, for i =1,...,n is true in that interpretation. This is an valuable
observation because it means that if we change the order of the ¢,, or insert or remove repeats, in this
big conjunction then the formula we obtain is logically equivalent to the one we started with. Since
much of the time in logic we are only interested in formulae up to logical equivalence this can allow us

a useful freedom.

For example for a finite set S of formulae we might simply write NS fora conjunction of the formulae
in S without specifying the precise order in which this conjunction is supposed to be taken since up to

logical equivalence this does not matter.

It is also convenient to identify the conjunction of the set of formulae in the empty set, i.e.

0
/\w 01‘[/\]¢1

with some tautology, the precise tautology chosen being irrelevant when we are only interested in
formulae up to logical equivalence. Notice that with this convention we still have that that A? is true
in an interpretation just if every formula ¢ € () is true in that interpretation, since they all are,”> and

A? must also be true because it is a tautology.

Exactly similarly given ¢,, ¢,,...,¢, € FL we write

n

Vo, V...V¢, or V o,

i=1

for the formula

(- (e VE)VE)VE)V...V, )VE,).

In this case we take the disjunction of the formulae in the empty set to be a contradiction and we have,

even for n = 0, that \/n ¢ is false in an interpretation just if each ¢, is false in that interpretation.
i=1 )
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A Short Course in Predicate Logic The Prenex Normal Form Theorem

Having got that bit of useful notation out of the way let §(z,,..., ,) € FL and suppose that the relation
symbols occurring in 6 are R, R,,..., R, and these are all unary. Writing ¢' for ¢ and ¢’ for —¢

we call a formula of L an atom (for R, R,,..., R ) if it has the form
R (x) A R2(2) A ... AR™ ()

for some ¢, ¢,,...,¢, € {0,1}.

For example
R (z)) AN =Ry(x,) A —Ry(z) Ao AR () AR ()

is the atom for R, R,,..., R, with

g =1¢e=0,¢=0,...,¢,,=1¢, =0.

m—1

Since there are 2" choices for the finite sequence ¢, &,,...,¢,, € {0,1} there are 2" such atoms, which

we shall denote by a,(z,),a,(z,),.. .,aZm(xl) .

sssssssssssssvssssssssssssssssssssssssssssesssssnsssssssssssssssssssssssfilcgte]-Lucent @
www.alcatel-lucent.com/careers

"'

o

One generation’s transformation is the next’s status quo.

In the near future, people may soon think it's strange that
devices ever had to be “plugged in.” To obtain that status, there
needs to be “The Shift".
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Now suppose that we are given an interpretation for L. Let 6(x,,..., x, ) be as above and let 1<i <m.
Then exactly one of R,(z;), —R,(z;) is true in this interpretation. In other words there is a unique
g, € {0,1} such that R;!(x,) is true in this interpretation. Similarly there is a unique &, € {0,1} such
that R,;2(z,) is true in this interpretation. Continuing in this way we see that there is a unique atom
o, such that a, (x,) is true in this interpretation.

Similarly for each 1< k <2™ exactly one of Jw, o, (w,) and —3w, a,(w,) is true in this interpretation.
In other words there is a unique &, € {0,1} such that (3w, &, (w,))™ is true in this interpretation.
Putting these observations together then there are unique finite sequences j, j,,...,J, € {1,2,..., 2"}

and 6, 6,,...,6 ,, € {0,1} such that the formula

n oM

S
Ne,@)n N Guia,w)” 13)
i = j=1
is true in this interpretation. Call a formula of this form for some j, j,...,7, € {1,2,...,2"} and

d,, 52,...,52“,, € 10,1} a diagram for xz,,...,z, .

Theorem4* Let 0(z,,..., x,) € FL and suppose that the relation symbols occurringin 0 are R, R,,..., R,

and these are all unary. Then 0(x,,..., x,) is logically equivalent to a disjunction of diagrams for x,,...,x, .

Before we give the proof it is worth noticing that not all diagrams are satisfiable since a diagram might for
example have conjuncts o, (z,) and —3w, &, (w, ) . Clearly we could, without loss, drop these unsatisfiable

diagrams from the representation given in this theorem.
Proof™* The proof is by induction on | §(z,,..., x,) |, where n can vary but the R,,..., R are fixed.

In the case that 6 = R (z,), with, say, 1<i<n, we have from the above discussion that in any
interpretation

0is true < R (x;)is true

& some atom/\kzl R (x,)withe, = 1is true

& some diagram (13) wherea;, =/\,_, R}*(x;)
withe, = 1is true.

In other words R, (z;) is logically equivalent to the disjunction of all such diagrams.

Now suppose that 0(z,,..., z,) = (¢(z,,..., z,) Ap(z,,..., z,)). By inductive hypothesis ¢ is logically
equivalent to a disjunction of diagrams for ¥ = z,, x,,...,z, so given an interpretation ¢ is true in that
interpretation just if the unique diagram which is true in that interpretation is one of these disjuncts.
Similarly for ¥ .
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Hence 6 is true in an interpretation just if the diagram true in that interpretation is a disjunct for both
¢ and ¢ . Or to put it another way 6 is logically equivalent to the disjunction of diagrams which appear

in the corresponding forms for both ¢ and % . The cases for the other connectives are exactly analogous.

The tricky cases concern the quantifiers. So now suppose that 0(z,,..., z,) = 3w, ¢(z,,..., z,, w,). By
inductive hypothesis then there are diagrams for =,,...,z,, z,.,,, say & (z,,..., ¥, z,,,) for g =1,...,u,
such that

u

¢(x17"'7 xn+1) = Vég('rU“‘? xn7 anrl)'

g=1

Then from the ‘Useful Logical Equivalents, ULE’s,

Jw,p(z,,..., v, w;,) = Jw, (\/1 ¢, (my,...,m,, wQ))
Pt
= <\/151w2 ég(xl,...,xn,wg)). (14)
d
Since each & (z,,..., 7, w,) is a conjunction of expressions only one of which actually mentions w,,
and that one has the form o, (w,) for some atom «,(z,), the ULE’s give that this 3w, & (=,,..., z,, w,)

is logically equivalent to a formula of the form
Jw, o, (w,) A {(z,,..., x,) (15)

where ( is a diagram for x,,...,, . If (3w, o (w,))" already appears in ¢ then (15) is logically equivalent
to . On the other hand if (w, &, (w,))" does not already appear in ¢ then (3w, a,(w,))’, ie. —Iw, o (w,),

must appear in ¢ and in that case (15) is not satisfiable.

From the ULE’s it now follows that Jw; ¢(z;,..., 7, w;) is logically equivalent to the disjunction of the
(distinct) diagrams for which the (15) yielded a satisfiable ¢, giving the required result.

Finally in the case O(w,...,7,)="Yw,¢(z,,...,7,,w;) we have by the ULEs that
0(x,,..., ) = —3Iw, —~¢(z,,..., x,, w;). To treat this formula it is simplest to use three of the cases
already covered, namely going from ¢(z,,..., z,, z,,,) (where we can use the Inductive Hypothesis)
to—¢(,,..., 7, z,,,) (for which we then have the Inductive Hypothesis), thence to Jw; —¢(z,,..., 7,, w;),

and finally to —3w, —¢(zy,..., z,, w;). |
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A Short Course in Predicate Logic Formal Proofs

Formal Proofs

We have now given a formulation of what it means for, say, a formula ¢ to follow logically from a set I
of formulae by introducing a semantics, a notion of interpretation (or meaning) and truth, and saying
that this ‘following’ happens just if whenever every 6 € I is true then so is ¢. This seems to have worked

out very well, all our initial intuitions have been proved to be spot on.

But there is another way that we might have tried to capture this notion of ‘follows. Namely we could
have just written down the properties we think ‘follows” should have and once we have what appears
to be an exhaustive list say that ¢ follows from I' just if this can be shown purely on the basis of these
properties. In other words we try to pin down ‘follows’ solely in terms of syntactic rules. [This may not

make much sense to you right now but it will later.]

These ‘rules’ will be of the form

r |6, T,|6,..,T, |6
r[6

/
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wherethe '), I',,...,I'_," are sets of formulae, possibly empty. The ‘idea” behind these rules is that they

* 57

represent situations where one feels that:

If I thought that 0, follows from I, for i =1,2,...,s then I should think that 6 follows from I".

While that might be the motivation however these rules can be viewed as purely formal, syntactic objects.
In particular the | need have no meaning, it'sjust a device for separating the two sides. [Expressions like
I'| 0 are called sequents.] We now give a list of such rules.”” In these rules the I', A stand for sets of

formulae, and the 0, ¢, 1 stand for formulae of some relational language L .

The Rules of Proof for the Predicate Calculus

And In (AND) _I‘FLBHA |?/|\4;

And Out (AO) %@W %
Or In (ORR) % F\ng—'\e/e
Disjunction (DIS) F,I?LwA’, G vi)’ mw
Implies In (IMR) %

Modus Ponens (MP) Ll 91: UAA’ |9¢_> ¢

0o, A0|-¢

Not In (NIN)

TUA|—0
F _|_|0
Not Not Out (NNO) 1|“—]@
re
Monotonicity (MON) T‘Aw

Download free eBooks at bookboon.com



|6

All In (VI) where z; does not occur

in any formula in I" and
w; does not occur in 6

r | ij H(U)j, f)

All Out (VO)

e
Exists In (3I) ﬁ where ' is the result of
w .
¢ replacing any number of
occurences of x; in 6 by
w; and w; does not occur
in 6.
L, o0

Exists Out (J0)

where x; does not occur in
3w, o(w; /) [0

0 nor any formula in I’
and w; does not occur in ¢.

Finally we have a rule, or axiom, which requires no assumptions:
REF r|e whenever 6 € T.

We can now give a second formulation of what we mean by ‘0 follows from I"’, namely that we can derive

" | 0 using just REF and the rules AND-30, and investigate its relation to logical consequence, I F 6.
First however we need to make precise what we mean by ‘derive using just REF and the rules AND-30O".

Definition A (formal) proof is a sequence of sequents

| PP S SRR R o

where the I, are finite subsets of FIL, the ¢, € FIL and fori = 1,2, ..., m, either I', | ¢, is an instance

of REF or there are some j, j,,...,J, <¢ such that

T 6,.T, [6,.....T, |,
L 1o,

is an instance of one of the rules of proof.
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A Short Course in Predicate Logic Formal Proofs

So in order to be a proof every sequent I'; | ¢, appearing in it must be justified, either by being an instance
of the axiom REF or because it follows from some of the earlier (and so already justified) I" i |9 - We
require the I'; to be finite because we want proofs to be simply finite objects whose correctness can be

checked mechanically in a finite time.
We can now formalize the above version of ‘follows’:

Definition For I' € FL and 6 € FL,

I'-0 < 3 a proof I',|¢,....T,, |0,
such that ' <TI0 =¢,,.

In this case we say that I', | ¢,,...,I', | ¢, is a proof of 8 from I'. We say I' ‘proves’ 0, or, ‘there is a
proof of 8 from IV, for I' - § . Notice that in this definition I" can be infinite (but the I', must be
finite, we require that proofs are finite objects that we can physically write down). As with F the left

hand side of | or I is supposed to be a set of formulae but again we abbreviate I' U {¢)} to I, ¢ etc.
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Example To show that Yw, ¥(w,, z,) F Jw, Y(w,, x,)

A suitable proof is given by the middle column below:

L. Vw Y(w, z) | Yw, Y(w,, ;) REF

2. Yw P(w, z,) | Y(z,, ) VO from 1

3. Yw, Y(w, x,) | Jw, Y(w,, ;) 31 from 2

Notice
1. In this case the left hand side of the final sequent,
Vw, Y(w,, 2,) | Fw, P(w,, ;)
is the left hand side of Yw, ¥(w,, x,) F Jw, Y(w,, ;) though we actually only require it to be
a subset of it.

2. Recall our convention that if we write a formula ¥ as ¥(Z) then all the variable occurring in
¢ are amongst Z . Hence on line 2 in this proof x, does not already occur in ¢(w,, z,) and
as a result subsequently replacing x, by w, in ¢(x,, x,) gets us back to the original ¢¥(w,, x,) .
[Notice also in this step that w, cannot appear in ¥(z,, z,) , as required by the 3I rule.]

3. Formally we don’t need columns 1 and 3 above. However for ease of marking (!) you should
include them when I ask you for a (formal) proof. [The word ‘formal’ here is only include
when there is a danger of confusing this sort of proof with the sort of ‘proof’ you give of, say,
a theorem.]

4. When writing out proofs such as the one above we may, to save repetition, replace the
occurrences of Yw, ¥(w,, z;) onlines 2 & 3 by simply ditto marks (or a vertical line) below
the occurrence of this formula on line 1.

5. In this course we shall, for simplicity and to avoid any confusion, continue to use the x; for
free variables and the w, for bound variables. However once you have got used to this system
you will have the confidence to use x, w, y, 2, t,... for both free and bound variables, and
indeed you will commonly meet this more relaxed usage in the other logic courses such as
Model Theory and Godel's Theorems.

Another Example

The following is a proof of 3w, §(w,, z,) F Yw,—0(w,, x,):

ook

0(z,, x,), —3w, O(w,, x,) | 7Fw, Ow,, z,) REF

0(z,, z,), —3Jw, O(w,, x,) | 0(z,, x,) REF

0(z,, x,), 3w, (w,, z,) | FJw, O(w,, ,) aI, 2
—Jw, O(w,, x,) | ~6(z,, z,) NIN, 1,3
—Jw, O(w,, x,) | Yw,—~0(w,, z,) VI, 4
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Notice

1. On line 3 w, cannot already appear in 6(z,, z,) since we replaced it everywhere in 6(w,, z,)
in forming 6(z,, x,). When you do examples you need not mention that such conditions are
fulfilled when they are as clear as it is here.

2. By our convention z, does not appear in ~3w, O(w,, z,) so the places where x, appears in
0(z,, x,) are just those that w, occupied in ~3w, f(w,, x,). Again when you write out a formal
proof you need not mention such ‘obvious’ facts.

3. Again by our convention z, does not appear in the left hand side formula on line 4 so the VI

rule is being correctly applied.

Strategies for finding proofs

A good strategy if you are stuck trying to find a (formal) proof is to ask yourself ‘why do I think that the
right hand side follows (in an informal sense) from the left hand side?’ In this case you might say: ‘Well,
if there doesn’t exist a w, such that 6(w,, z,) then I couldn’t have 6(z,, x,), that would be a contradiction.
So I must have —6(z,, z, ). But I've shown this for any z, so it must be true for all of them. Once you've
got that far you essentially have your formal proof, all you need to do is match the steps in your informal

demonstration with the formal rules of proof of the Predicate Calculus.

Another hint if you are asked to find a proof of §,,...,6, F ¢ is consider what you expect to be the final
sequent in your proof, namely 6,,...,0 | ¢, and consider what the line above that might be, and so on.

In other words working backwards.

Again in this situation it seems reasonable to take as the first m lines of your proof the sequents 6, ,...,60, | 0,
(alternatively 6, | 6,) each justified by REF and see what can be obtained from these by an application of

a rule, and so on. Hopefully applying these two processes you will see how to join up the two streams.

Yet another trick worth being aware of here is that if, in this case, you obtain a proof ending in
0,,...,0 | 1Y and you can also see a proof of ¢ | ¢, so (probably) ending in v | ¢, then, by IMR, we
can append | (¢ — @) to this proof and concatenating it with the first proof allows you to add the final
sequent 0,,...,0 | ¢, justified by MP, to give the required proof.

Finally, if it is any consolation, the fact of the matter is that formal proofs are not easy to find, you’ll see

just why if you ever study Godel’s Theorems. It’s not simply because we human beings are actually pretty

slow, overall even the fastest computers cannot do any better.
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The Completeness and
Compactness Theorems

So now we have two formulations of what it means for 0 to follow from I', namely I' 6 and I" - 0. The
main part of this course involves determining the relationship between them. Before that however it

will prove very useful to establish the following result:

Lemma 5

Let [',...,I',, T ¢ FL (possibly infinite) and 0,....0,, 0 € FL. Then

NIfOcl then'-0.
@ IfT, -6 fori=1,...,s and

T, 16,...T. |6
T|6

is an instance of a rule of proof then I' - 6.

6} CI.

For (ii) eed to k it for each of t ules AND - 30. We will do it for JO. So in this case we
fhave thaﬁrl d B ou'F 6 and x, does not appear in any formula in

nor 1ﬁ and w, does not al ady apgr in
3y assumption A

Get in-depth feedback & advice from experts in your
toﬁcwea: Fi%lﬁrwhat you can do to improve
the quality of your dissertation!

be a proof of this, so A C A u{e¢}, ¢, = 0. We claim that
GetHelp Now — SEEHIIOIINUNEY

Is the required proof of I' - 0, i.e. of A U {Jw ¢(w, /z,)} - 6-
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Secondly notice that A —{¢} C A so z; does not appear in any formula in A — {¢} nor in € so the

last sequent in (16) is justified by 3O from its immediate predecessor.
Finally

(A, {9} © Fwid(w; /z,)} AV Buwp(w;/z,)} =T,
as required.

The arguments for the remaining rules, some of which appear in the Exercises Section, are similar (and

much easier in general). [

In what follows Lemma 5 will turn out to be very useful because it frequently enables us to avoid talking
about actual formal proofs and instead talk directly about the provability relation . For that reason it

is well worth making sure you really have grasped what it is saying.
We now set about establishing some connections between F and I-.

Lemma 6

LetT',....,T' ., ' C FL be finite* and 0,,...,0,, 0 € FL. Then

(MIf 0eclthen'E 4.
(@) If T, EO for i =1,...,s and

T, 16,....T. |0

T s s

T|6

is an instance of a rule of proof then I' F 6.
Proof First notice that if I" is finite then there can only be finitely many free variables which are
mentioned in formulae in I'. In that case we might write I'(Z), where all these variables occur in Z, and
['(@) for the result of replacing each z; in 7 in the formulae in I by a,. With this notation then

['(Z) F 0(Z) < For all structures M for L and a €| M |

M ET(@) = M F6@) (17)

where M £ I'(a) is short for M F ¢(a) for all ¢(Z) € I'.
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Turning to the proof of (i) of the lemma then if # € I then trivially the above right hand side holds.

To show (ii) we need to check it for each of the rules AND — 30. We'll check it for VI and leave the rest
as exercises (some already appear in the Exercises). Without loss of generality in this case the instance
of the rule looks like

[(zy,...,x,) | §(z,,Zys...,T,)
[(zy,...,2,) | Vw,p(w;, z,,...,7,)

Y n

where z, does not occur in any formula in I" and w; does not already appear in ¢. We are told that

D(zy,...,z,) E &z, y,...,2,). (18)

Let M beanystructurefor Landa,, a,,...,a, elementsofthe universe of M. Supposethat M F I'(a,,...,a,).
Then from (17) and (18):

for any a, from the universe of M, M F ¢(a,, a,,...,qa,).
Hence
M F Yw,p(w;, ay,..., a,).

)

Since the structure M for L and a,,...,a, from the universe of M were arbitrary we see that we have

shown that

D(xy,...,z,) F ijgﬁ(wj, Tyyeeny ),
as required. |
Lemma 6 provides us with a useful means of checking that a strategy we might have for producing a
certain formal proof is at least not just wishful thinking. For if we ever get to, or hope to get to as an
intermediate step, a sequent I' | § where we do not have I' = 6 then this cannot be part of a correct proof.

This is a practically useful check because it is often quite easy to see whether or not I' 6.

The Correctness Theorem (for Relational L), 7

Let I' C FL (possibly infinite) and & € FL . Then

TH¢=TEC.
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Proof We use a proof technique called ‘induction on the length of proof’. Assume that that I' - ¢,
say ', | 6,,...,T", | 0, is a proof of this. So the I', are finite and I',, C T, 6, = {. We prove by induction
on i for i =1,2,...,m that T, F 6.

Suppose that we have this already for all £ < i where 1<¢ <m. Notice that in the base case, when i = 1,

this is vacuously true.

If ', | 6, is justified in this proof because it is an instance of REF then 6, € I',; so I', F §, by Lemma
6(i). Otherwise I'; | 6, follows by one of the rules of proof from some earlier I’ i | 9].1,...,1’ i | qu, SO

Jiseey J, <t and

I =6.,..T F6

N i’ s s

by inductive hypothesis. By now by Lemma 6(ii), I', F 6,.

From this then we conclude that we musthave ", F 6 .Let M bea structure for L and suppose that we have
an assignment of elements of the universe of M to the free variables appearing in the formulae in I" under
which every formula in I" was true in M. Then the same must be true of I', since I',, C I'. Hence § =0,

must be true according to this interpretation, because I' F 6 . We have shown that I" £, as required. ll

[ ]
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The Correctness Theorem is valuable in that it gives us a way of showing that something is not provable.
Specifically to show that I" / 6 it is enough to show that T' ¥ # and to do this we only have to exhibit
a suitable structure and an assignment to the free variables under which everything in I is true but 6

is false.

Example

To show that
Vw, Fw, (R(w,, w,) A R(w,, w,)) ¥ Yw,R(w,, w,)
let M be the structure for L = {R} (R a binary relation symbol) with universe {0,1} and

RY = {(0,1), (1, 1)}.

Then

M E(R(0,1)AR(1,1)), M E(R(1,1) A R(1,1)),
SO

M E Fw,(R(0, w,) A R(w,, w,)), M E Jw,(R(1, w,) A R(w,, w,)),
and hence

M E Yw3w,(R(w,, w,) A R(w,, w,)).

However M ¥ R(0, 0) so M ¥ Vw,R(w,, w, ). Hence

Vw, Fw, (R(w,, w,) A R(w,, w,)) ¥ Yw R(w,, w,)

so by the Correctness Theorem

Vw, Jw,(R(w,, w,) A R(w,, w,)) ¥ Yw,R(w,, w,).
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From this Correctness (also sometimes called ‘Soundness’) Theorem for Predicate Logic (also called the
Predicate Calculus) it follows that the notion I~ of follows’ is at least as strong as that formalized by F.
But is it stronger? Given the Correctness Theorem we might suspect that it is not stronger, that in fact
these two notions of follows are equivalent. This is indeed the case, and an amazing result it is too as will
later be explained. This was first proved by Kurt Godel in 1929, as ‘Godel's Completeness Theorem, not
to be confused with his ‘Incompleteness Theorems, though what they do have in common is that they

are amongst the most philosophically important theorems in the whole of mathematics.

To show the other direction of the Correctness Theorem, that

TES=THE

we start by assuming that I" |- £ fails, i.e. there is no proof of { from I" and then go on to show thatI" ¥ ¢,
that is that there is a structure for L and an assignment to the free variables in which all the formulae
in I" come out to be true but § comes out to be false. So what we need to do, starting from the fact that

I' ¥ £, is somehow construct the required M and assignment to the free variables.

The first step is to rephrase the assumed I' ¥ £, as a statement about consistency — for which we will

need some definitions and lemmas.

Definition I' C FL is inconsistent if ' = ¢ N\ —¢ for some ¢ € FL. T is consistent if it is not inconsistent.

Lemma 8

For I' C FL the following are equivalent:

i) T isinconsistent.
ii) I'+-¢ and I' -—¢ for some ¢ € FL.
ili) I'+6 forany 6 € FL.

Proof (i) = (ii) Assume that I" is inconsistent, say I' - ¢ A =¢. Then since

Llon-¢  Tlon—g
I'[o I'[—¢

are instances of the AO rule, by Lemma 5(ii), I' - ¢ and I' - —¢.

(ii) = (iii) Suppose that I - ¢ and I' - =¢ . Then by Lemma 5(ii) and the MON rule,

T, =0+ ¢, T, =0 —o.
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Now by Lemma 5(ii) and the NIN rule,

T+ -6

and by this same Lemma again and the NNO rule, I" - 6.

(iii) = (i) Exercise!! [
We shall be dealing with consistent/inconsistent sets of formulae a lot in what follows and will be swapping
between the equivalent formulations in Lemma 8 according to which is the most suitable at the time.
We shall also be using Lemma 5 frequently in what follows and from now on we will not mention it
explicitly, only the rule of proof involved.

The next lemma reveals the relationship between consistency and non-provability hinted at earlier.

Lemma 9

Let ' C FL, 0 € FL. Then

I' ¥ 0 < T' U {0} is consistent.
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Proof We prove the contra-positive. If I' - 6 then by MON

IF'U{—6} 6 and by REFI" U {6} I =6 so " U { =0} is inconsistent.

Conversely if ' U { -6} is inconsistent, say I' U {—60} - ¢ and

' U{=0} - —¢ then by NIN, I' - == so I' I § by NNO. |

Soif I' ¥ £ then I'U{—{} is consistent and to complete the proof of the Completeness Theorem it is
enough to show that whenever A C FL is consistent then A is satisfiable, that is there is a structure M
for L and an assignment to the free variables according to which every formula in A is true. So what

we want to do is somehow use A to construct such a structure M and assignment to the free variables.
The next few lemmas provide key steps in this construction.

Lemma 10

Let I' C F'L be consistent.

i) For 0 € FL at least one of I' U{0 }, T U {6} is consistent.
i) If Jw,p(w,,Z) € I' and x, does not occur in any formula in I then I' U{¢(x;, %)} is consistent.

Proof i) Suppose both were inconsistent. Then for some ¢,, ¢,
[oFo¢, IO ¢, I',=0F ¢, T', =0 —g,.

Then by NIN,
'--6, I' -6

so I' is inconsistent, contradiction.

ii) Suppose that I' U {¢(z,,Z)} was inconsistent. Then by Lemma 8(ii)
L, ¢(z,Z) -0 N0

where 0 is any sentence of L. By the 3O rule®
[, 3w,p(w;, %) = 0 A =0

so I'U{3w,p(w,, %)} is inconsistent. But this is I' since Jw,¢(w,,¥) is already a member of T,

contradiction. [ |
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Lemma 11

Suppose that I, I, T',,... are consistent subsets of FL such that

I,CI,CT,G,.... (19)
Then their union

Jr, =r,ur,ur,u...

neN

is consistent.

Proof Suppose on the contrary that U%N I, was inconsistent, say,

YT, Fén—g

neN

Let A, 6,...,A, |6, bea proof of this, so

A g Fn
g\z (20)

and 6, = ¢ A —¢. Now by definition of a proof A  is finite, say,

A, ={n,n,....m}

From (20) each 1, € I, for some k; € N. Let £ be the largest of these k. [This is where we need the

finiteness of A, since an infinite set of natural numbers need not have a largest member.] By (19) the

m?>

I', are increasing so for each « =1,2,...,7,
n,el’, CT,.
But that means that

Am = {77177727---77%} g Pk

SO

A L6,... A, |6

1700 m m

is also a proof of 6, = (¢ A —¢) from I',, contradicting the assumed consistency of I',. The result
follows. |
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At this point we are going to make an assumption about L which will simplify the proof.? We shall

assume that we can list, or enumerate, the formulae of L as
My, Moy NyyeevsMyy... for 0 <ieN.
With this assumption in place we now prove the following:

Lemma 12

Let A C FL be consistent and suh that there are infinitely many free variables which do not occur in

any formula in A. Then there is a consistent A C Q2 C FL such that

i) Forany § € FL either § € or =0 € (.
i) If Jw,p(w;,Z) € Q then ¢(z,,%) € Q for somer.

Proof Let n,,1,,1n;,... enumerate FL and define A, for ¢ € N inductively as follows.
For i =0 set A; = A.

Now suppose that ¢ > 0 and A, | has been defined and is consistent and has the property that there

are infinitely many free variables not occurring in any formula in A, . Proceed as follows:

Vouwro Touexs | Resanr Toocks | Macs Toveks | Vowo Buses | Vowo Cowsteucnion Esumsest | Wowo Pesm | Vowo Aeno | Wowo IT

Vowo Fimswcer Sepnces | Vowo 3P | Vowo Powerream | Vowo Pasrs | Vowo Techwowoer | Wowo Loasncs | Busisess Anes Asie
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If {n,}UA,, is consistent and 1, = 3w,¢(w,,7) for some ¢, w, pick an z, not appearing in any
formula in {n,} UA, , (possible because there are infinitely many not occurring in any formula in
A, , and at most finitely many of them have been ruled out because of occurring in 7,) and set
A, ={n,, ¢(z,,2)} UA,,. By Lemma 10(ii) A, is consistent. Also there are still infinitely many free
variables not occurring in any formula in A, since all those for A, | except the finitely many introduced

by adding n,, ¢(x,,Z) are still available.

If {n,} UA,, is consistent and 71 is not of the form Jw ¢ (w;,7) for any ¢ thenput A, = {n,}UA .

Again infinitely many free variables do not occur in any formula in A, and A, is consistent.

Finally if {n,} UA,, is not consistent put A, = {—-n,} UA, . By Lemma 10(i) A, is consistent and

again infinitely many free variables do not occur in any formula in A,

Clearly by induction all the A, get defined and are consistent and satisfy

A, CA CA,C....
Now put
Q= UAr
ieN

Clearly A = A, C Q. By Lemma 11 (2 is consistent. To see that 2 has the other required properties let
6 € FL. Then since the n, enumerate F'L, = n, for some 7. But then by the construction one of n,, =7,
(i.e. one of #, =6 ) gets into A, and hence into 2 since A, C Q. This shows that {2 has property (i).

To show that 2 also satisfies (ii) suppose that § = Jw¢(w;,Z) =n, € Q. If in the construction of A,

we put in 7, then by the construction, for some r,
oz, ) e A, CQ

as required. On the other hand if we put =7, into A, at this stage we would have both n,, =1, € Q2 so
by Lemma 5(i) 2 - n, and Q F =71 so  would not be consistent by Lemma 8(ii), contradiction.

It turns out that the 2 constructed in the above lemma has some very nice properties, as we now

demonstrate. [ |
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Lemma 13
Let § be as constructed in Lemma 12. Then for 0, ¢, 3w p(w,,T) € FL:
(@) QFO <0 €.
(b) 0eQ e -0 &0
() ONP)eN=0eQ andp €.
(d) OV eQeleQ orgp e
(e) @—=9)eQs0&Q orpe
(f) Fwh(w;,7) € Q & Y(x,,T) € Q for some free variable ;.

(9) Yw(w;,T) € Q<= P(x,%) €Q for all free variables x,.

Proof

(a) 0e€Q= QF 0 by REE. Conversely § & ) implies that =0 € €2 by Lemma 12(i) so 2 - =6 and

2 I- 6 is impossible since otherwise {2 would be inconsistent.

(b) 0€ Q= QF0by(a),soQ ¥ -0 otherwise €2 would be inconsistent. =6 & 2 by (a).
Conversely § & Q = —0 € Q by Lemma 12(i).

(e) Suppose 0 & 2. Then by (a), (b), Q F —0. Therefore, since - -6 — (0 — ¢) (see the Exercises),
QF (@ — ¢) by MP and (0 — ¢) € Q by (a). Similarly if ¢ € then since - ¢ — (0 — ¢) (see
the Exercises), we get by MP Q - (0 — ¢) and the required conclusion follows by (a). This proves the

< direction.

To show the converse suppose that neither§ & Q nor¢ € Qhold. Then from (a)and (b) 2 - §and Q) F —¢
and by AND Q F 6 A —¢. Since F (6 A =¢) — —(0 — ¢) (see the Exercises) by MP Q - (0 — ¢) and
hence by (a), (b), (0 — ¢) £ Q, as required.

(¢),(d) —see the Exercises.

() If Jwh(w;,Z) € Q then by Lemma 12(ii), ¢(z;,Z) € 2 for some free variable z,. Conversely if
Y(x;, %) € Q then by (a) Q F ¢(z,,Z) and by JIQ + Elei/z(wj,f) SO ijw(w].,a?) € Q2 by (a).

(g If Ywp(w,;,7) € Q thenby (a) Q - Vw (w,,T) soby YO Q+ ¢(z;,7), and by (a) ¥(z,,7) € Q,
for any free variable x,. Conversely suppose Vw y(w;,z) £ €2, so by (a), (b), Q - —=Vw)(w;,Z). Since

(see the Exercises)

F=Vw h(w;,Z) = Jw,~P(w;,T)
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so by MP, Q I- Jw,—~(w;, 7). By (a) and (f) this gives ~1(x;,7) € Q0 for some free variable z, so, as

required, for this z; we cannot have ¢(z,,Z) € Q otherwise €2 would be inconsistent. |

We are now ready to prove the big theorem from which the Completeness Theorem will follow as a

corollary.

Theorem 14

Let A C FL. Then A is consistent if and only if A is satisfiable.

Proof Right to left is easy: Suppose A is satisfied, say in the structure M for some assignment to the

free variables. If A was inconsistent we would have

At ¢ and A+ —¢ for some ¢ € FL. But then by the Correctness Theorem ¢ and —¢ would both

have to be true in this interpretation, contradiction!

In the other direction suppose that A is consistent, and for the present that there are infinitely many free
variables not mentioned in any formula in A. We need to construct a structure M and an assignment

to the free variables in M in which every formula in A is true (or satisfied).

EXPERIENCE THE POWEH

FULL ENGAGEMENT...

RUN FASTER.
RUN LONGER..
RUN EASIER...
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The construction of M is rather surprising, as we shall now see. Let {2 O A beasin Lemmas 12 and 13. Set
(M| = {z,, z,, 7,,...},

so the universe of M is the set of free variables (!), and for R an r -ary relation symbol of L set

M
(xﬁ,xiz,... z, )ER @R(%:%:- ,mZT)EQ,
equivalently,
MER(z,, @, ,....7, )& R,z ...z, ) € L

[Notice that the Ty Ly X here on the left hand side are elements of the universe of M whilst on the

right hand side they are free variables.]

Claim
For all 6(Z) € FL,

MEOZ)=0(Z) e
Again it is important to appreciate that the Z appearing here are serving different roles. The ¥ appearing
on the left is a vector of elements of the universe of M whereas on the right it is a vector of free variables.
So on the left it says that the formula 6(Z) (here Z is a vector of free variables) is satisfied by, or true

of, the elements Z from the universe of M.

Proof of Claim

The proof is by induction on the length of formulae. Assume the result is true for all formulae of length

less than | 0 |. There are the usual 7 cases.
If 6 is R(Z) for R arelation symbol of L the result is true by definition.
If 0(Z) = ¢(Z) — (Z) then, since |4(Z)|, |(Z)| < |0(Z)], so by inductive hypothesis
ME ¢(Z) & ¢(Z) € Q, (21)

M E (Z) & (Z) € Q. (22)
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Then
M E0(z) < M E ¢(Z) — (@)
& M ¥ ¢(&) or M E(Z)
& 9(Z) £ Q or Y(F) € Q by (21), (22)
& (8(%) — ¥(F)) € Q by Lemma 13(e)

< 0(Z) € Q.

The cases for the other connectives are similar.

If 0(Z) = Jw, y(w,,7) then since for any =, | ¥(z,,Z)l < [0(Z)|, by inductive hypothesis

MFE x(z,,7) < x(z,,7) € Q. (23)

Hence
M F () < M F 3w, x(w,;, )
< M E y(z,,%) for some z,€| M |
< x(x,, %) € Q by (23) for some g,
< Jw, x(w;,7) € Q by Lemma 13(f)

< 0(%) € Q.
The case for § = Yw, y(w;,7) is similar and this completes the proof of the Claim.

But now we have that if 0(Z) € A then 6(Z) € § (since by construction A C Q) and in turn M F 0(%).

In other words the formula (%) is satisfied in M by the elements Z of the universe of M.

We are done, well almost! There is a small problem that we assumed at the start of all this that there were
infinitely many free variables not occurring in any formula in A. So what if that’s not the case? Well we
first form A’ by replacing every free variable z, appearing in a formula in A by z,,. A’ is still consistent
(see the Exercises) and now clearly there are infinitely many free variables not occurring in any formula

in A’ (certainly all the z, with 7 odd). As above then we can construct M to satisfy A’. But then

0(z,, z,,...,1,) € A = O(x,, z,,...,7,,) € A

= M E 0(z,, z,,..., x,,)
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so A is satisfied in M (but now by assigning to the free variable x, the element x,, of the universe of M).

Now we're really done! [ |

The Completeness Theorem (for Relational L), 15

For 'C FL,0 € FL,

TECeTHC.

Proof By the Correctness Theorem in the < direction and by Theorem 14 and the remarks following

Lemma 9 in the = direction. [ |

The Completeness Theorem is one of the most important results in, or about, mathematics. For taking
I' = 0 it tells us that

FE s ECQ,
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informally then, if something must be true then we can prove it, and conversely. So if this theorem did
not hold in the <= direction we would be in the position that there would be mathematical truths which
could never actually be proved whilst if it failed in the = direction we would be able to prove statements

which weren’t necessarily true.

This result also clarifies an earlier doubt we might have had about the ‘completeness’ of the rules of proof
that we wrote down. For at the time it seemed entirely possible that we could, and perhaps should, have
added further rules to AO —30. But we can now see that any extra rule we might add will either enable
us to prove nothing beyond what we could get from AO — 30 alone, and so effectively be redundant,
or will enable us to derive some new T' |- §” But in that latter case since it was not previously derivable,
by the Completeness Theorem, we could not have I' F § so we would have a ‘proof” of § from I" even
though there was an interpretation in which every formula in I" was true whilst § was false. In other

words our ‘proofs’ would no longer preserve truth.

It is useful to bear the Completeness Theorem in mind when devising strategies for producing formal
proofs because it can help one to set intermediate goals. To give an example suppose that you are
looking for a proof of some assertion of the form 6 V ¢ - 1. Now if there is some such formal proof
it must be the case, by the Completeness Theorem, that 6 V ¢ F 1. But then clearly § F ¢ and ¢ F ),
so by Completeness there must be proofs of f - 1 and ¢ - 1, and if you can find such proofs you can
put them together with DIS and obtain the proof you are looking for. The point here is that you have
found two intermediate goals for which you know there must be proofs, and the tasks of finding them

promises to be simpler that the one you were initially confronted with.

Apart from identifying proof and truth the Completeness Theorem is also remarkable for another
reason. The assertion T' F £’ is a ‘FOR ALL statement, it says that ‘for all the infinitely many structures
M if.... However the assertion T' - §” is a “THERE EXISTS’ statement, it says ‘there exists a (finite in
fact) proof such that..’. To have a ‘FOR ALL statement equivalent to a “THERE EXISTS’ statement is

very rare in mathematics?” and when it happens it hints at something profound.

Finally, of course, the Completeness Theorem shows that our two, superficially different, formulations

of ‘follows’ are actually one and the same.

The fact that proofs are just finite objects enables us to prove a very useful corollary of the Completeness

Theorem:

The Compactness Theorem (for relational L) 16

LetT' C FL. Then I is satisfiable if and only if every finite subset of I" is satisfiable.
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Proof Clearly if I is satisfiable, say in a structure M with some assignment to the free variables,

then this same M and assignment also satisfies any subset of I', finite or not.

Conversely suppose that I" is not satisfiable. Then by Theorem 14 I is not consistent, say I" - (¢ A —¢). Let

| 0

m

r,16,T,6,..T

m

be a proof of this, so 6, = (¢ A =¢) and I',, C T, and, being a left hand side in a proof, ", is finite. But
then this proof is also a proof of I | F (¢ A —¢), so ', is a finite inconsistent subset of I" and hence

by Theorem 14 a finite unsatisfiable subset of I'. [

An Application of the Compactness Theorem

Let L have a single binary relation symbol R and let M be a structure for L. We say that M is finitely
colourable if there are some finitely many disjoint subsets of | M|, say A, A,,..., A, , with union | M| (i.e.
a finite partition of | M|) such that whenever b, c€ |M|and M E R(b, ¢) then b, ¢ are in different A,
(Thinking of the A, as colours then this says that if there is a directed edge from b to c(i.e. (b, ¢) € R"),

then b and ¢ have different colours.)

Using the Compactness Theorem for Relational Languages we can show that there can be no sentence

¥ of L such that, for any structure M for L,
M = < M is finitely colourable (24)
For suppose there was such a ¢ € SL and consider the set of formulae
I'={R(z,z;)|1<i<jtu{y}

We shall show that I is satisfiable. Let A C T be finite, say m is maximal such that the free variable z,,

occurs in some formula in A (or m =1 if no free variables occur in formulae in A). Then

A CH{R(z;, r;)|1<i <j<m}U{y}
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and this set of formulae is satisfied by x, > ¢ in the structure M, for L given by
M |={1,2,...,m}, R"m = {(i, jy|1<i < j<m},

- notice that M, F 1 by (24) and the fact that the partition {1}, {2},..., {m} provides a finite colouring
of M .Hence A is satisfiable and hence by Compactness I' is also satisfiable.

Let M be a structure for L in which I' is satisfied, by x, - a, € |M] say. Since M F 1), by (24) M has
a finite colouring, A, 4,,..., 4, say. Also since R(z,, z,) € I' for i < j, M F R(q,, a;) so @, and q,
must get different colours, i.e. be in different A . But there are infinitely many «, and only & colours so

this is impossible! We conclude that no such ¢ could exist.
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Adding Constants and Functions

Up to now we have, to avoid a lot of notation early on, limited ourselves to relational languages. However as
we saw from the motivating examples at the start of the course in practice we often also include constants
and functions in our reasoning. The plan now is to extend our languages to also include symbols for
these (but not yet equality, = ). Fortunately the main challenge this will involve is ‘getting one’s head

round the notation’ - the same theorems will go through with almost no extra effort.
Our earlier definition gives that with this addition

A language L (without equality) is a set consisting of some relation symbols and possibly some
constant, function symbols. Each relation and function symbol in L has an arity (e.g. unary,

binary, ternary, etc.).

For this section let L be such a language. The addition of constants ¢,, c,,... and functions Jfi; fo: f3:---
to our language means that not only do we have free variables acting as elements of the universe but
also new ‘objects’ such as ¢, f(c,, z,), f.(f,(2,), f.(c;, x,)),... etc. for binary f, unary f; etc. The ‘old’

free variables together with these new objects are called the terms of the language L.
Precisely:
Definition For L a language the terms of L are defined as follows:

Tel The free variables z,, z,, x,,..., are terms of L.
Te2 If c is a constant symbol in L then c is a term of L.

Te3 If f is an n-ary function symbol of L and ¢, t,,...,t, are terms of L then f(t,,t,,...,¢,) isaterm
of L.

Te4 ¢ is a term of L just if this follows in a finite number of steps from Tel-3.

We denote the set of all terms of L by T'L. Analogously to Theorem 1 we can prove a unique readability

results for terms (and for the soon to be introduced formulae of this language).
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Example Let L have a binary relation symbol R, a binary function symbol f and a constant symbol
c. Then

¢, x,, x, € TL, by Tel, Te2
f($27 'r1)) f(ca C); f(C, 1132) eTL, by Te3

f(f(ca 332), -'EQ) S TL by Te3

Clearly the definition of the terms of L closely parallels that of the formulae of L and we employ similar
conventions. For example if we denote a term ¢ by t(acil, Tyyenns Ty ) then it will be implicit that all the
free variables occurring in ¢ are amongst Tys Ly T (though they dont all have to occur in t) and

t(by, by,...,b,) is the result of simultaneously replacing each z, in ¢ by b, etc..
J
Generally we will use ¢, ¢, t,, s, s,,... for terms.

As with the formulae we can define the length of a term ¢, denoted | ¢ |, as the number of symbols
in t where each free variable, constant symbol, function symbol has length 1. So for example
| fi(fi(z), fi(c;, z,)) =12 (again we dont count commas). Again as with formulae we can prove

results about terms by induction on the length of terms.

For example we can show that, as with formulae, every term contains as many left parentheses ‘(" as

right parentheses ‘)’

Noticethatif L isarelationallanguage (i.e.hasnoconstantsor functionsymbols) then 7L = {z,, ,, z,,...}

is just the set of free variables.

The presence of terms in the language L (in addition to the free variables) forces us to make a minor

change to the definition of formula of L™:
Definition For L a language the formulae of L are defined as follows:

L1 If Ris an n-ary relation symbol of L and ¢, t,,...,¢, are terms of L then R(¢,, t,,...,t, ) is a formula
of L.

L2 If 0, ¢ are formulae of L then so are (6 — ¢), (O A @), (V ¢), 0.

L3 If ¢ is a formula of L which does not mention w; and ¢(w,/x,) is the result of replacing the free

variable z; in ¢ by the bound variable w; then Jw,¢(w;/z;), Vw,p(w,/z;) are formulae of L.

L4 ¢ isaformulae of L just if this follows in a finite number of steps from LI-3.
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We continue to denote the set of formulae of L by FL (etc.). Continuing with the example of the

language L above:

R(c, ), R(c, f(z,, 7)) € FL,  byll
(R(c, f(z,,z,)) = R(c,z,)) € FL, byL2
Vw,(R(c, f(w,, x,)) = R(c,w,)) € FL, by L3.

Interpretations

The examples at the start of this course already demonstrated how we interpret, or give a semantics
to, the function and constants symbols. Namely a constant symbol is interpreted as a fixed element of
the universe and an r-ary function symbol is interpreted as a function from r-tuples of element of the

universe into the universe.
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To give an example for L above if we set the universe to be N = {0,1,2,...}, interpret ¢ as 3, assign

x, value 4, interpret f as multiplication and R as ‘divides’ then
Vw,(R(c, f(w,, z,)) = R(c, w,))
becomes
For all natural numbers n, if 3 divides n x 4 then 3 divides n

— which is true, though if we had instead assigned z; the value 9 it would have been false.

As before we split an ‘interpretation’ into two parts, a structure, which interprets the relation, constant

and function symbols of L, and an assignment to the free variables.

Definition

A structure M for a language L consists of:
« anon-empty set | M|, called the universe of M,
« for each n -ary relation symbol R of L asubset R" of |M|" (equivalently an n -ary
relation on |M]),
« for each constant symbol ¢ of L a fixed element ¢ of [M],
o for each n -ary function symbol f of L a function f" :|M|"— |M|.
In this case we often write
M=(M|R" R, .. .c" e .. " M)

where R, R,,..., ¢, ¢,,...,and f,, f,,... are respectively the relation/constant/function symbols of L .

Examples

Let L ={R, ¢, f} asabove, so R and f are both binary. Then some structures for L are:
(a) Universe of M is N,i.e. |[M| =N,

RY = {(n, m) € N* | n divides m},
M
c’ =3,

fY(n, m)=nxm.
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(b) Universe of M is R,

R" ={(s; ) eR* [t #0& s/t € Q},

M
c’ =0,

fM("“a 5) = {

1 ifr<s,

s otherwise.

(¢) Universe of M is {1, 2, 3},

RY = {(2,1), (1,2), (3,1), (3,3)},
M =3,
7 {1,2,3) — {1,2,3} by fY(1,1) = 2,
L2y =2, f7(1,3) =3, f1(2,1) =3, f1(2,2) = 2,
M2.3)=1,£"3,1)=1,f"(3,2) =2, f"(3,3) =3

or as an easier to read table:

el R

1 2 2 3

Truth

In order to now talk about the truth of a formula in an interpretation we need to first talk about the
value of a term in an interpretation. So let ¢(z,, z,,...,z,) € TL and let M be a structure for L. Then
we define that value of #(Z) in M when z, is assigned value a,€ |M|, written t"(a,, a,,...,a,), by
induction on | ¢(Z) | as follows:

V1 For t(z) = x,, t" (@) = a,

3

)=,
V2 For #(%) = ¢, where ¢ is a constant symbol of L, t" (@) = ¢".

V3 For (%)= f(t,(Z), t,(Z),...,t,(Z)), where f is an r-ary function symbol of L and ¢(Z),
t,(%),...,t,(%) € TL,

t" (@) = f(4"(@), t,'(@),....t,"(a))-
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This may look rather complicated but all it really says is: To find ¢" (@) replace the x, by a,, the ¢ by ¢V,
the f by f" and evaluate. So for example in the last example above if ¢(z,, z,) = f(f(c, z,), z,) and

a, =1,a, =3 then

tM(G,l, a2) _ fM(fM(CM, al)’ CL2)
= M(f"(3,1), 3) since a, =1, a, =3, c" =3,
= f¥(1,3) since f(3,1)=1

= 3since fY(1,3) =3

Having got the evaluation of terms out of the way we can now define the truth of a formula in a structure

for an assignment to the free variables by a minor generalization of the definition for relational languages.

For n(x,, ,,...,x,) € FL, M astructure for L and any assignment z;, > a, €| M | to the free variables,

we define

M En(a,, a,,..., a,),

360°
thinking
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said ‘n(a,, a,,...,a,) is true in M, or n(x,, z,,...,z,) is satisfied in M by a,, a,,...,q,’, by induction

on the length of n(Z) € FL in the obvious way:

T1 For R(t,(%),t,(Z),...,t,(Z)) € FL, where R is an n-ary relation symbol in L and ¢(%),
t,(Z),...,t,(Z) are terms of L,

M E R(t(a), t,(@),...,t,(a)) & (4" (a), t," (@),...,t," (@)) € R"
< the relation interpreting R in M

holds for t,(d@), t,"(a@),...,t)" (@).
T2 For formulae O(z,, z,,...,z,), &(z,, ,,...,z,) etc. of L and a, a,,...,a,€ |M]|,

M E —¢(a)
M E6(a) A ¢(a)

& not M E¢a), ie. M ¥ ¢(@)
& MEO@G) and M F ¢(@)

MEOG)V @) < MEOG) or ME ¢@)
=

M E 6(d@) — ¢(d) M ¥ 0@@) or M E ¢(a).

T3 M F Yw(w,,d) < Forall b €|M|, M F ) (b,a).

M F 3wp(w,,d) < For some b € |M|, M F (b, a).

Example

Let L have a constant symbol ¢, binary function symbol f, unary function symbol g and binary relation
symbol E.Let M be the structurefor L suchthat |M|=N, ¢ =0, ¢"(n)=n+1, f*(n,m)=n+m
and E" is just the equality relation. Then

Y, Yw,E(f(g(w,), w,), 9(f(w,, w,))) € FL

Download free eBooks at bookboon.com



and?

M =V Yw,E(f(9(w,), w,), 9(f(w,, w,))

f—

f=—
f=—
f—

0

Forall n,m € [M| (= N), M F E(f(g(n), m), g(f(n, m)))
vn, m € N, ((f(g(n), m))", (9(f(n, m)))") € E",

vn,m € N, (f"(g"(n), m), g"(f"(n,m))) € EY,

vn,m €N, f¥(g"(n), m) = g"(f"(n, m)),

since B is equality,

Vn,meN,(n+1)+m=(n+m)+1,

since ¢ (k)=k+1 and f"(n,m)=n+m,

which we know is true.

Note In examples like this we often in practice use more descriptive symbols than E, g, f, ¢ typically
using the symbols _ — _ in place of E(-,-), _+_ in place of f(_,-), the symbol 0 in place of ¢ etc. We also

often abbreviate Yw Vw, by Yw,, w,, as well as using z, w, y, z, etc., for both free and bound variables.

As your confidence grows you will easily adopt these standard practices (!)

Another Example

Let M be as in the example (c) above, so |[M|={1,2,3},

R M

= {2,1),(1,2), 3,1, 3,3)},
:3’
A
1 2 2 3
2 3 2 1
3 1 2 3

Then 3w, Vw,R(f(w,, w,), x,) is true in M when z, is assigned value 1 (equivalently is satisfied by 1

in M) since

M E R((f(1,1
M E R(f(1,2),

),1), because f¥(1,1)=2,(2,1) € R",

) ( ’1
1), because f"(1,2) =2,(2,1) € R",

M E R(f(1,3),1), because f"(1,3)=3,(3.1) € R,
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$0
M EVw,R(f(1, w,), 1)
and hence
M E Jw Vw,R(f(w,, w,), 1).
We can now define logical consequence by directly generalizing the previous version, viz:

Definition Let L be a language, I a set (possibly empty) of formulae of L (i.e. I' C FL) and# € FL. Then
0 is a logical consequence of I' (equivalently I logically implies ), denoted I = 6, if for any structure M
for L and any assignment to the free variables z,, ,,... appearing in the formulae in I" or ¢, if every

formula in I' is true in that interpretation then 6 is true in that interpretation.?”

IfI' C SL, 0 € SL (i.e. 0 and every formula in I is actually a sentence), the usual situation in fact when
logic is being applied, then we can drop mention of the assignment part of the interpretation to obtain:
I logically implies 6, I" 6, if for every structure M for L, if M F ¢ for each ¢ € ' then M F 6.
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Example

Let L = {R, f,...} with R a binary relation symbol and f a unary function symbol. Then
YVw, R(w,, f(w,))F Yw3w,R(w,, w,) (25)
Proof Let M be a structure for L such that®
M E Yw,R(w,, f(w,)).
Then by (T3), for all a€ |M],
M E R(a, f(a)), so{a, f"(a)) € R
by (T1). Hence
M & R(a, f"(a)), so M F Jw,R(a, w,).
Finally since a€ | M| was arbitrary,
M E Yw,Jw,R(w,, w,),
which completes the proof of (25).
Notice that in the above example we have gone from M F R(a, f(a)) to M E R(a, f*(a)). And we
could equally have gone in the other direction. In fact this facility of ‘replacing a term’ by its value is

quite general, as the next two lemmas show.

Lemma 17

Let s(x,, z,,...,x,) € TL and t,(Z), t,(%),...,t,(Z) € TL. Then s(t,(%), t,(Z),...,t,(Z)) € TL and for
any structure M for L and ac| M |,

Proof  The proof is by induction on the length |s| of s . Assume the result holds for terms of length

less than |s|. There are 3 cases.
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Case 1: s = z,, a free variable.

In this case

(s(t,(a@), t,(a@),....t,(@))" = (t,(a@)" =t"(a) = s"(t"(a), t,"(a@),...,t" (a@)), as required.
Case 2: s = ¢, a constant symbol.

In this case

as required.

Case3:s = f(s, (z,,...,2,),...,8,(z,...,z,))wheres,,..., s, € TLand fis an r-ary function symbol of L.

) n

In this case,

S(t(Z), t,(Z),..,t,(Z)) = f(8,(6(Z),en st (Z))y-eny 8, (8(Z),... L, (Z))).

Since the |s,| <|s| the result already holds for them, so the s,(t,(%),...,t,(Z)) € TL by inductive
hypothesis, and hence
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by Te3. Also, using V3,

= (f(5,(t(@),....1,(@)),...,5.(t(@),....1,(@)))"

= (s (t(@),... 1, @)Y, (s, (4,(@),....t,(a)))")

= (s (" @),....t,"(@)),.... 5" (4" (@),....," (@)
- by inductive hypothesis,

(@)), as required. [ |

Lemma 18

Let O(z,, x,,...,z,) € FL and t(%), t,(Z),...,t,(Z) € TL>® Then 0(t,(Z), t,(Z),...,t,(Z)) € FL and
for any structure M for L and ac| M |,

M E 0(t,(@), ,(@),....t (d)) & M E 0" (@), £"(@),...,t" (@)

Proof* The proof is by induction on the length of 0(x,, x,,...,z,). Assume true for all formulae of

length less than |0|. There are various cases.

’ntiia iA)gx Graduate
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Case 1: 0 = R(s, (x,...,2,),...,S,(z,,...,7,)) wherethe s, s,,...,s, € TL,and R is an r-ary relation

symbol of L.

Then the s,(¢,(Z),...,t,(Z)) € TL as shown in Lemma 17 so

geeey by

0(t,(Z),...,t,(Z)) = R(s,(t,(Z),...,t,(Z)),...,s,(t,(Z),...,t,(Z))) € FL

by L1 and
M E 0(t(@),..., t,(a@)) <
& M E R(s,(t,(@),...,t (@)),...,5 (£ (@),...,t (@)
& (s, (4,(@),...,t.(@)",...,(s.(t,(a@),...,t (@) € R byT1,
& (MY (@),...,t"(a@)),...,sM" (" (@),...,t)" (@)))) € R byLemma 17,
& M E R(s (4 (d),...,t,'(@)),...,s,(t"(@),...,t, (@))) byTI1,
& M E Ot (@),...,t"(a@)) by T1,

as required.

Case 2: 0(z,,...,x,) = —d(z,,...,x,).

In this case since |¢| < 0], ¢(t,(Z),...,t,(Z)) € FL by inductive hypothesis so

0(t,(z),...,t, (%)) = =é(t,(Z),...,t,(Z)) € FL by L2.
Also

M E 6t (a),...,t (a)) < M ¥ ¢(t(a),...,t, (a))
& M ¥ ¢t (a@),...,t)" (@)) by ind. hyp.

& M E ot (@),...,t" (@) by T2,

S
as required. The cases for the other connectives are similar.
Case 3: 0(z,,...,z,) = Jw,P(x,,...,x,, w;) where §(z,,...,z,, z,,) € FL.*

¥ ¥y Fn+l

Let z, not appear in Z or z,, @,,...,z,. Then since

|¢ (‘Tl?""xrﬂ xrv+1)| < |0 (.’171,..., ‘Tn,)|’
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by inductive hypothesis

and so by L3
Jw,é(t,(Z),...,t,(T), w,) = 0(t,(7),...,t,(T)) € FL.
Also

M E0(t,(@),..., t,(

~—

)
& M E Jw,g(t,(@),..., t,(@), w,)

& 3b € | M|, M E ¢(t,(@),..., t,(a), b)

& 3be M|, M F ¢(t)(a),...,t""(a@), b) by ind. hyp.
& M E 3wt (@),..., t) (@), w,)

s M E ot (@),..., t)" (a@)),
as required. |
The case for V is similar.
The following corollary to Lemma 18 will prove useful later on.

Corollary 19 Let M be a structure for L, t(Z) € TL, y(z
etc. Then

Z)€ FLanda € |M|, where & = x,,...,z,

n+1?

(a) If M EYwp(w,,a) then M E (t(a),a).

(b) If M E (t(a),a) then M E Jw,(w,,a).
Before we commence with the proof notice that this corollary is not quite as obvious as it might appear at
first glance. In (a) for example it says that if the formula Yw,y(w,, Z) is satisfied in M by the assignment
x; > a, then the formula ¥(#(Z), ) is also satisfied in M by this assignment.

Proof For (a), if M F Vw,)(w,,d) then M & 1(t"(@),d) by T3. Hence by Lemma 18, M F (t(a),a).

Part (b) follows similarly, if M F v(t(d),d) then M E (t"(@),d) by Lemma 18 and M F Jw,p(w,,a)
follows by T3. u
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Formal Proofs with Constants and Functions

Adding Constants and Functions

In the case where the language has constant and/or function symbols the rules of proof are the same

except that VO and JI generalize from a free variable substitution (in the case of a relational language

where the only terms we have are the free variables) to a general term as follows:

The Rules of Proof for the Predicate Calculus (possibly with constant and function symbols)

And In (AND)

And Out (AO)

Or In (ORR)

Disjunction (DIS)

Lo, Al¢

TUA[OAG

Tlorne T|OAS
N T|¢
T|6 r|o

Tlove T|oVve

Loy, Agly
TUA, Vol

, Lolo
Implies In (IMR) T10>0
MNMAduan DA~ (MADN F|0’ Ale_)¢
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Exists In (3I) Lo where 6’ is the result of replacing any number of

e occurences of the term #(Z) in 6 by w,
in by w; and w; does not occur in 6.
Exists Out (30) Lol where z; does not occur

L 3wid(w; [2) 10 51 g nor any formula in ' and

w; does not occur in ¢.

REF '/ whenever 6 €T
We now define (formal) proofs as before but now with these enhanced rules.

Example

A formal proof of Yw,R(w,, f(w,)) F Yw,Jw,R(w,, w,).

L. Vw R(w,, f(w)
2. Yw,R(w,, f(w,)
3. Vw,R(w,, f(w)
4 leR(wl, f(w1)

) | Vw,R(w,, f(w,)), REF
)| R(z,, f(,)), VO, 1

) | Fw,R(zyyw, ), 31, 2
) | Yw,Fw,R(w,w,), VI, 3

Within this enlarged context Lemmas 5, 6 go through just as before except that for the latter we need

to quote Lemma 18 for the two enhanced rules.

In more detail suppose the instance of the VO rule is:

['| Vwp(w,, 7)
I | 4(#(%), 7)

where #(Z) € TL and
I'F Yw,h(w, ). (26)

Let M be any structure for L and z; — q, € |M| an assignment to the free variables such that every

formula in I is true in this interpretation. Then from (26), since t" ()€ |M|,

M & (tY(a@),a).

Therefore by Lemma 18,

M E (t(a),a).
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This shows that

I'E y(#(Z) 7)

as required.
The demonstration for the enhanced 31 rule follows similarly. This then gives the Correctness Theorem:

The Correctness Theorem for L, 20 Let I' C FIL ( possibly in finite) and { € FL. Then

I'-¢ = TEC

Defining consistency and satisfiability as before Lemmas 8, 9, 10, 11, 12 go through without alteration.
We can now follow the same route to the Completeness Theorem as previously by reducing it to showing
thatany consistent A C FL not mentioning infinitely many of the free variables has a maximal consistent
extension* (2 satisfying (a) —(g) of Lemma 13. Indeed a simple use of the new 3I and VO rules now

allows us to slightly improve parts (f), (g) of that lemma to now give:

Lemma 21

Let A C FL be consistent and not mentioning infinitely many of the free variables. Then there is a
consistent A C Q C FL such that for 0, ¢, 3w (w;,Z) € FL:

(a) Q FO & 0.
(b) 0€Q & -0 &0Q.

(c) ONP) e < Be&Qand ¢ <.
(d)(@Ve)eQ < OHeQor e

(e) (0 —=0)e & 0&0 or ¢e

(f) wp(w,,7) € Q <  Y(x;,%) € Q for some free vbl z,,
Y(t(Z),Z) € Q for some term ().

(9) Vop(w,, 7)€ Q <  P(x,7) € Q for all free vbl z,,
W(t(Z),Z) € Q for all terms ¢(T).

3

Proof To show the enhanced version of (g) suppose that 1(¢(Z),Z) € §2 for all terms #(Z). Then certainly
P(x;,Z) € Q for all free variables z, since the z; are terms. Now by the old version of Lemma 13(g),
Vwp(w,, ) € Q. By part (a) Q = Vwy(w,,7) and by the enhanced VO rule, 2 - 9(#(Z), ) for (any)
t(Z) € TL. Hence by part (a) again (t(Z),Z) € Q for any #(Z) € TLL, which takes us full circle.
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The proof for (f) follows similar lines. |

Now recall that at this point in the case of a purely relational language we constructed a structure M

by setting

| M |={z,, x,, x;, } — the set of free variables
M
(T, @,z ) € RT < Rz, ,x, ...z, ) € Q,

for R an r -ary relation symbol of L, equivalently,

ME R(xil, %v---a%) & R(xil, Ly enr X )€ Q.

T

Now however we may have constant and function symbols in L -so how to interpret them in M? The
answer is staring us in the face!

Set:

|M|= TL -the set of terms of L

¢ =c € TL for ¢ a constant symbol of L,

ﬁ business
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andfors,, s,,...,s,€ |M|=TL, fanr-aryfunction symbol of L and R an r-ary relation symbol of L set*

Y (s, 895005 8.) = f(5,, 8y,...,5.) € TL
(8),8y,...,8,) € R™ < R(s,s,,...,5,) € Q,

equivalently,
M E R(s, Sy,...,8,) < R(s, $y,...,8,) € QL.
Proposition 22 With M defined in this way,

a)  For t(z, x,,...,x,) € TL and s, s,,...,s, € |M|(= TL)
t" (s, 8.0, 8,) = (S, Sys...,8, )€ TL =| M| (27)

1 %n

b)  For 0(z,, x,,...,x,) € FL and s, s,,...,s, € |M|(= TL),

MEO(s,, 8y,..., 8,) < 0(s, s,,...,8,) € Q. (28)
Proof* (a) We show this by induction on |t(z,, z,,...,,)|. If t(Z) =
t" (5,8, ..., 8,) = 8, = t(5,,5,,...,5,) by V1
If ¢(Z) = ¢ for ¢ a constant symbol of L then by V2
t" (s, 85y...,8,) = c" = c (by defn. of ") = t(s,, 5,,...,8,)

Finally if ¢(Z) = f(¢,(Z), t,(Z),...,t.(Z)) where f is an r-ary function symbol of L and t,(Z),...,t.(Z)
are terms of L (and necessarily shorter than ¢(Z)) then (abbreviating ‘Inductive Hypothesis’ by IH),

(505 85508,) = [ (7 (5), 7 (3),...,tY(3)) by V3
- fM(tl(g)v tz(g)a---atr(g)) by IH

= f(t,(5), t,(5),...,t.(5)) by defn. of ¥

= (5), as required.

(b) We show this by induction on | §(z,, z,,...,x,) |.
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Inthecasef(Z) = R(t,(Z),t,(Z),...

M E 6(s,,s,,...,s,)

-

-

-
=
=

M E R(t,(38), t,(3)),..., t.(5))

(1 G4 () () € B
(t,(3),,(3),....t.(3)y € R™ by (27)
R(t,(3), t,(5),...,t,(3)) € @ by defn. of R"

(s, Sy5--.,5,) € £, as required

,t.(Z)for Ranr-aryrelationsymbolof L and t,(Z),t,(Z),...,t.(Z) € TL,

The remaining cases now go through just as before in Theorem 14 but using Lemma 21 in place

Lemma 13 and the enhanced (f),(g) in the cases of the quantifiers. To illustrate this last suppose that
0(7) = Vwy(w,, 7). Then

M E63) & M E Vu,g(w,, 3)

& Vte M|, M E ¢(t,3)
e VteTL, ¢(t,5)eQ, by IH,
& Yw,p(w;,8) € Q by Lemma 21(g)

& 0(5) €, asrequired.

From (28) it follows that if 6(Z) € A then M F 6(Z), since A C 2. In other words A is satisfied in the

interpretation with structure M by assignment x, > z,€ | M|, as required.

By the same trick as previously we can now dispense with the requirement that there are infinitely many

free variables not mentioned in A and the Completeness and Compactness Theorems then follow exactly

as before (but now for a language possibly containing constant and function symbols):

The Completeness Theorem for L, 23

ForT C FL,¢ € FL,

TE¢ TR

The Compactness Theorem for L, 24

Let I' C FL. Then T is satisfiable if and only if every finite subset of 1 is satisfiable.
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A Short Course in Predicate Logic Herbrand’s Theorem

Herbrand’s Theorem

A natural if somewhat vague conjecture which might posit one at this juncture is that if a simple formula
is provable then it should have a relatively simple proof. This of course depends what one means by
‘simple’ and there are measures of simplicity for which it is true and others for which it is false. One
such positive result however which is of some practical importance is when a formula ¢ being ‘simple’

means that ¢ is quantifier free, i.e. V and 3 do not occur anywhere in ¢.

Theorem 25 Suppose there is a proof of the quantiffier free formula 1. Then there is a proof of 1) which
only mentions quantifier free formulae, so does not use any of the rules VI, VO, 31, 30, only the rules
AND-MON.

Proof We first derive a somewhat stronger result which will shortly have another application. For
I a set of quantifier free formulae and @ quantifier free write I' -**  to mean that there is a proof of
6 from I' only mentioning quantifier free formulae (so using just the rules AND-MON) and say that
I is QF-inconsistent if I' F%"1) A—1) for some (necessarily quantifier free) formula <. Say that T' is

Q F-consistent if not () F-inconsistent etc.
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Let I be a QQF-consistent set of quantifier free formulae. Just as in the proof of the Completeness
Theorem on page 90, but without the need to consider quantified formulae at all, we can extend I' to
an () F'-consistent set {2 of quantifier free formulae which is maximally consistent in the sense that if ¢
is quantifier free and ¢ g Q then Q U {¢} is QF-inconsistent. Similarly, as in the proof of Lemma 13
(or Lemma 21), € can be shown to satisfy that for quantifier free 6, ¢ :

(a) QFY9 & 6€Q.
(b) e Q & =0 £ Q.
(c) (ONP)€eQ < fcQand ¢ €.

(d)(OVve)eQ & € or ¢ €

()@ —=p)e & 0 & Qorg el
Analogously to the account on page 92 define a structure M by

[M|= TL - the set of terms of L,

M =ceTL for ¢ aconstant symbol of L,

(), 8y5...58.) = f(8,, 85,...,8,) € TLfor f anr-aryfunction symbolof Land s, s,,...,s, € |M|= TL,

and

M
(8,85,.--,8,) € R & R(s),s,,...,8,) € Q,

equivalently,

M E R(s, Sy,...,8,) < R(s, Sy,...,5,) € L,

for R an r-ary relation symbol of L and s,, s,,...,s, € [M|=TL.
Just as in Proposition 22 we can now show that

a)  For t(z,, z,,...,x,) € TL and s, s,,...,s, € TL(=|M|),
t" (s, 8y 5...,8,) = t(s,, 8y 5..., 5,) € TL. (29)

b) For §(z,, z,,...,z,) € FL quantifier free and s, s,,...,s, € TL(=|M|),

MEO(s), s, ,..., 8,) < 0s,8,,...,s,) € Q. (30)
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In particular then (b) gives that I" is satisfiable, and hence consistent by the Correctness Theorem on

page 90.

Returning to the main statement of the theorem to be proved, suppose that g 7). Then analogously to the
proof of Lemma 8 {—} is Q F'-consistent. But that means by the above that {1} is consistent, so ¥,

as required. |

Earlier in these notes it was mentioned that a good idea if you are stuck on trying to concoct a formal
proof is to ask yourself why you expect the conclusion to follow from, or more accurately be a logical
consequence of, the assumptions and try to use that as a basis for constructing the required proof.
Since this often seems to be a successful strategy one might be led to wonder just how fool proof it is.
More pointedly, is it the case that if there is a proof then there must be a proof along the lines of ones

semantic argument?

Without wishing to spend time clarifying and discussing this question in general one situation where it
seems particularly pertinent is when we are asked to find a (formal) proof that

F 3w, w,,..., w, 0w, w,,..., w, T, Ty..., T, ).

m?

It this case you might feel that the obvious way to prove the existence of w,, w,,...,w,, satisfying

m

(w,, w,,...,w,, x, ,,...,x,) would be to actually exhibit some w,, w,,...,w, with this property,

m?

necessarily some terms of the language since these are all we have available.

Whilst this intuition is not completely sound in general® it nearly holds in the case when (%) is quantifier

free, as the following theorem shows

Theorem 26 Suppose that 0(z,, x,,...,x,,, ) is quantifier free and

Y n+m

Oz, T, W, W, .., W, ) (31)

27y 1) 2

FJw,w,..., w

n

Then for some r and termst,; € TL, where 1 = 1,2,...,r and j=1,2,....,m,

.
F
e \/G(xl,:rQ,..., L A AP

1=1

Proof Suppose on the contrary that for any choice of ¢, , € T,

.
QF
¥ \/0(3:1,3:2,..., Tyt tig,enn,

i=1

Download free eBooks at bookboon.com



A Short Course in Predicate Logic Herbrand’s Theorem

equivalently by Theorem 25,

¥ \/G(wl,w2,..., Tyotigtinseen, ti,m)'
i=1 (32)

Then the set T" of all formulae of the form

r

/\ (), 2y,ns sty )

i=1

is satisfiable.

To see this suppose not. Then by the Compactness Theorem there would be a finite unsatisfiable subset of
I. Furthermore since I is closed under conjunction, meaning that whenever ¢, € I then (¢ A¢) € T,
it follows by taking the conjunction of the sentences in this finite subset that there is a single sentence

in I" which is unsatisfiable. Let

r

/\ﬁe(ml,xQ,..., Tt tinseen ti,m)

i=1

be such a sentence. Then its negation must be a tautology and hence, by logical equivalence,

T
\/H(xpxza---v xn7ti,1’t1',,2""’ ti,,m)

i=1
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must also be a tautology. By the Completeness Theorem then

T
- \/Q(xl,a:Q,..., Tty tigs s ti,m)
i=1

which contradicts (32).

To sum up then, under this assumption I' must be consistent. By the construction in the proof of
Theorem 25 there is a structure M with |M|= TL and satistying (30) such that M F I'. From (31), the

Completeness Theorem and Lemma 18 (with the assignment z, — z;),

MEJw,w,...,w 0z, z, ...,z w,0,..., W, ).

Hence by (30) and Lemma 18 for some ¢, t,,...,t, € |M|=TL,
MEOz, x,,...,x,, t, ...t ).
But this is a contradiction since ~0(x,, ,,...,x,, t, t,,...,t ) €T so

ME -0z, ...,z t,t,....t ).

*)m

We conclude that our initial assumption in this proof is false and hence that the required result
follows. u

Theorem 26 is a special case of Herbrand’s Theorem which gives an analogous result without the restriction
that 0 be quantifier free. To go a little deeper into this suppose that ¢(z,, z,, z,, ,) € FIL is quantifier

free and Vw,Vw,Jw,é(z,, w,, w,, w,) is satisfiable, say

M E Yw Yw,3w,¢(z,, w,, w,, w,) (33)

for some structure M for L and a € |M. Now let L' be the language L augmented with a new binary

function symbol f and extend M to L' by picking f" to be some function such that for ¢, d € |M|,
M F ¢(a, ¢, d, f"(c, d)).

Notice that from (33) for every ¢, d € |M | there indeed is some b € |[M | such that ¢(a, ¢, d, b) holds in
M. By Lemma 18 then for all ¢, d € M|,

M & ¢(a, ¢, d, f(c, d))
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M E YwNw,d(a, w,, w,, f(w,, w,)). (34)

This shows that if Vw,Vw,Jw,¢(x,, w,, w,, w,) is satisfiable then so is Vw, Yw,p(z,, w,, w,, f(w,, w,)),

and clearly the converse also holds.
Using the Completeness Theorem and Theorem 26 we now have that for ¢ = -6,

F Jw, Fw,Yw,0(z,, w,, w,, w,)

o F Jw3w,Yw,0(z,, v, w,, w,)

& Yw,Yw,Jw,d(z,, w, w,, w,) is not satisfiable

& Yw Vw,é(x,, w,, w,, f(w, w,)) is not satisfiable

& F Jw3w,0(z,, w,, w,, fw, w,))

& F Jw 3wz, w, w,, flw, w,))

& k- \m/H(wl, tyiys tos [ty ty;)) for some m

andlz;, tyyeensty, € TL".

To sum up then we have shown that the provability of

Fw, Fw,Vw,b(z,, w,, w,, w,)
is equivalent to the provability, and hence ) F'-provability, of some quantifier free formula. Furthermore
the method we have use here, introducing Skolem Functions and using Theorem 26, can be iterated so
as to apply to any formula in Prenex Normal Form, and indeed any formula since the provability of a
formula is equivalent to the provability of a Prenex Normal Form version of the formula. This result it

is known as Herbrand’s Theorem.

The practical value of this resides in the fact that ) F'-provability essentially lands us in Propositional

Logic where there are well developed techniques for constructing proofs.
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Equality

Many structures that we deal with in mathematics have relations, constant, functions and the binary

relation of equality, for example groups, rings, vector spaces. Such structures are said to be normal:

Definition A structure M for a language containing the binary relation symbol = is normal if the

interpretation =" of the equality symbol is equality, i.e.
=" is {(z,y) € IMT [z =y},
equivalently, for a, a, € [M|,*®

(MEa =a,) < a =a,
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In particular then a group is a normal structure for the language with the equality symbol, a constant

symbol e and a binary function symbol which satisfies the Axioms of Group Theory, GPAx:*

Yw, -ew, = w,
Yw,Jw, w, -w, =e

Y, Vw, Yw, (w, - w,) - w, = w, - (w, - w;) (35)

Unfortunately as they currently stand our Completeness and Compactness Theorems do not ‘work’ if

we try to limit ourselves to normal structures.

Initially that might cause you some surprise, after all why not include = as one of the relation symbols

of L, isn't that enough?

Well, there’s no harm at all in including it as a relation symbol - the trouble is that in general there is no

reason why ="' should look anything like equality! For example there’s nothing to stop us landing up with
MEaa or MEa=bAb a

The point is that equality has a number of special properties and we certainly have to build these in if

we want =" to look anything like equality.

To get a feel for these properties let L be a language with equality, i.e. containing (possibly amongst
other relation symbols) the binary relation symbol =. Then the following should be true in M if

the symbol = is to be interpreted in M as genuine equality:*

Eql VYwuw, =w,
Eq2 VYuw, w,(w, =w, > w, = w,)
Eq3 Vw,, w,, wy((w, = w, Aw, = wy) > w, = w,)
r
Eq4 Vuw,..., wg,,(< /\ w, = w,,H) — (R(w,, wy,...,w,) > R(w,,,, w, ..., wz,,))>
i=1
for R an r-ary relation symbol of L (other than equality).
r
Eq5 Vuw,,..., w2r(<./\1 w, = wm.> — flw, W,y w,) = fw,, 1, W0y, sz)>
7 =
for f an r-ary function symbol of L.
Let FqL stand for the sentences Eql-5. Notice that if L is finite then so is FqL.

The next lemma is so obvious it would be a waste of paper bothering to write down a proof.
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Lemma 27

Let L contain equality and let M be a normal structure for L. Then M = EqL, i.e. M E ¢ foreach¢ € EqL.

Lemma 28

Let M be a structure (not necessarily normal) for the language L with equality and such that Eql-5 are
true in M. Then the following are true in M for t(x,,...,x,) € TL and 0 (z,,...,x,) € FL:

n

Eq6 vujl’"" w2n(< /\ ’U}]: - wn+1’,> — t(wU w27"'7 wn) = t(wn+1’ wn+27"‘7 w?n))

1 =1
n

Eq7 le,...,w%(( /\ w, _wn+i> —>(9(wl,w2,...,wn)<—>0(wn+l,wn+2,...,w2n)))
1 =1

Proof* Eq6: By induction on |¢|. Assume that Eq6 holds for all s(Z) € TL of shorter length.
If t = ¢, a constant symbol, then

t(wD w? 70t wn) = t(erl? wn+2 AR w?w,)

amounts to ¢ = ¢ which holds in M by Eql. So the required version of Eq6 in this case is

n
le,...,w2n(< /\ w, :wnﬂ.) —>c:c>
1 =1

which also holds in M.
If t = x, then Eq6 is just
n
le""’wZn( /\ Wy =W,y | — W :wn+i)
i =1
which is in fact a tautology (i.e. always true in any structure for L).

Ift(z,...,z,) = f(s, (x,,...,x,),....8,(x,...,x,)) for s, ,..., s, € TL and f an r-ary function symbol

of L then by inductive hypothesis
n

ME le,...,wzn(< /\ w, = wm> —s(w,...,w,)=s(w, ..., wm)) (36)
7 =1

fori=1,2,...,r. Leta,, a,,...,a,, € |M|be such that
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Then from (36),

ME si(al’ a27""an) = si(anH’ an+27""a2n)’

and hence
r
ME /\ 8,(ays Qyyeees0,) = 8,(Ays Qpigsenns @,)
1 =1
and from Eq5 and Corollary 19 (which henceforth we shall use without mention)

M E f(s,(ay,..., a,),..., s.(a,..., a,))

- f($1 (an+l7"" a’2n)7"" Sr(an+17"'7 a2n))7

equivalently

M E tlay, ayy...ra,) = t(a,,;, Q0,0 )-
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We have now shown that

1 =1

n
M ':( A ai - an+i> — t(G/l? a’27"'7a’n) = t(a’7z+17 an+2""7a2n)

for any a,,...,a,, € |M]| and Eq6 now follows.

Eq7: The proof is by induction on the length of 6. Assume the result is true for formulae shorter than 6.

Suppose that §(z,,...,z,) = R(t, (z,...,x,),...,t,(z,,...,z,)) for some r-ary relation symbol R in L

1 n

(R not =) and terms ¢,(z,,...,z,),..., t(x,...,x,) of L and

n
ME /\ a;, =a,,;.
i =1

Then by Eq6

MFEt(a,...,a,)=t(a,,,...,a,) for j=1,2,...;r,

J

hence
n
M E /\ ti(a,...,a,) =t(a,,,...,a,)
J=1" '
and by Eq4
M E R(t, (a,,...,qa,),...,t.(a,,...,q,)) <
R(tl (a’n+1""7a2n)7"'7t7‘(a’n+17 7a’2'n))7
equivalently

M E6(a,...,a,) < 0a,,,..., a,,),

as required.

If O(x,,...,z,) is t(z,,...,z,) = s(x,,...,z,) then the required version of Eq7 is:

(t(wy,..., w,) = s(w,,..., w,)
ARs t(wnJrl?"'? w?n,) = S(wn+1’ A w2n)))
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Leta,...,a,, € M | and suppose that

ME /n\ a, =a,,, (38)
1 =1

and

M E t(ay,...,a,) = s(a,...,a,). (39)
Then by Eq6

M E t(ay,...,a,) = t(a,,,,-...,a,,), (40)

M E s(a,...,a,) = s(a,.,-..,a,,) (41)
From Eq2 and (40) we obtain

MEt(a,,,,...,a,,) = ta,...,a,), (42)

and Eq3 and (39), (42) now give
MEt(a,.,...,a,) = s(a,...,a,). (43)
Another application of Eq3 with (41),(43) gives
MEt(a,,,....,a,,) = s(a, ,...,a,, ).
A similar argument starting with
MEt(a,,,...,a,,) = s(a, ,...,a,,)
in place of (39) yields
M E t(ay,...,a,) = s(a,,...,q,).
In summary then from (38) we have concluded
M E t(a,,...,a,) = s(a,...,a,) <> ta,, ,...,a,, ) = S(a,, ,...,a, )

Since a,,...,a,, were arbitrary elements of ||, (37) follows.
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Ifo(x,,...,x,) = =¢(x,,...,z,) then by inductive hypothesis,

MFE le,...,w27<(/\r w, = wHi)
i=1

010 80 ,)) (44
Let ay,...,a, € |M|and assume that
T
ME /\ a, =a,.,;.
7 =1
Then from (44),
M E ¢ay, ayy...,a,) <> ¢(a,,, @9+, 0,,) (45)

equivalently

M E ¢(a, ay,...,a,) < M E ¢(a,,,, a,,,...,0,,)

sssssssssssssvssssssssssssssssssssssssssssesssssnsssssssssssssssssssssssfilcgte]-Lucent @
www.alcatel-lucent.com/careers

"'," / =3 -
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But from this

M ¥ ¢(a, ay,...,a,) < M E d(a,,, a.,,-..,a,)
)

M E =¢(a,, ay,...,a,) < M E =¢(a,,,, a,.,,...,a0,)
Since 6 = —¢ working back gives the required version of Eq7 for 6.
The cases for the other connectives are similar.

Now suppose that 0(z,,...,z,) = Jw,4(x,,...,7,, w;). By inductive hypothesis

r+1
M E Vw,..., MQ(M)(( /\ w, = me) —

(@(wyss Wg) € AW, 49005 W)

Leta,,...,a, € |M| and suppose that

and
M EH(a, a,,...,a,).

Then for some b € |M],

M E ¢(a,, a,,..., a,,b).

o Yo

By Eql M F b = b, and using this with (47) and (46) we obtain that

M E ¢(a,, a,,...,a,,b) < ¢(a,,,, a 0y, b).

T+27 "

Using this and (49) we obtain that

M ': ¢(ar+17 ar+27"‘7 a2r7 b)
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and hence
M ': 0(a7'+17 ar+27 e a’?r)'

Similarly if we assumed this instead of (48) (and (46), (47)) we would have been able to show (48).

Overall then we have shown that

r
ME ( /\ a, = am) — (0(a,, ay,...,a,) <> 0a,.,, a.,,...,a,)
7 =1

without any assumptions on the a,,...,a,, and hence the required version of Eq7 follows.
The case for (x,,...,z,) = Yw,@(x,,...,x,, w;) is similar. [ |
Lemma 28 has shown that
EqL E Eq6 + Eq7
and hence by the Completeness Theorem*" **

Corollary 29

EqL = Eq6 + EqT.

Convention* When writing out formal proofs with EgL on the left we will adopt the convention of
omitting mention of subsets of EqL on the left of sequents and introduce instances of these axioms (plus
Eq6, Eq7) on the right of sequents by quoting as justification which one of Eql, Eq2,..., Eq7 they fall under
rather than introducing the instant on both sides of the sequent and quoting REF as the justification —or

splicing in a proof of instances of Eq6, Eq7 from EgqL. [This will be clear from the following example.]
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Example* A formal proof* of

10

11

12

13

EqL, Fw,(6(w,) A —=0(c)) - Jw,~w, = c:

2, = ¢, 0(z,) A=0(c) | 6(z,) A —b(c)
2, = ¢, 0(z,) A -0(c) | O(,)
2, = ¢, 0(z,) A =(c) | ~0(c)
| Vo, wy(w, = w, = (B(w,) <> O(w,)))
| V(2 = w, — (0(z;) <> O(w,)))
|z, = ¢ — (0(x,) <> 0(c))
2, = ¢, 0(z,) A=0(c) | 3, = c
z, = ¢, 0(z,) A =8(c) | (B(z,) < 0(c))
z, = ¢, 0(z,) A=(c) | 6(z,) — B(c)
2, = ¢, 0(z,) A =0(c) | f(c)
0(z,) A =0(c) | ~a, = c
0(z,) A —6(c) | Jw,—~w, = c

Jw, (6(w,) A =6(c)) | Jw,~w, = ¢

REF,
AO, 1
AO, 1
Eq7,
vO,4
vO,5
REF,
MP, 6, 7
AO, 8
MP, 2,9
NIN, 3, 10
dL, 11

30, 12

We now have in place the syntactic, or proof theoretic, part of the Completeness Theorem for Normal

Structures that we are seeking. The appropriate semantic notion is:

Definition For L a language with equality, I' C F'L and { € FL, ¢ is a normal logical consequence of I,

denoted I' =~ ¢, if for all normal structures M for L and assignments to the free variables by elements

of | M|, if every formula in I' is true in M then ¢ is true in M.

In other wordsI" F~ { is the same as I' F { except that we restrict ourselves entirely to normal structures,

that is structures that interpret = as actual equality.

Many results in mathematics actually amount to showing thatI' F~ £ for someI', £. For example when we

show that in any group the left identity e is also a right identity we are actually showing (recall(35)) that

GPAz F~ Yuww, -e = w,
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Our next result then provides a valuable link between the Predicate Calculus and mainstream Pure

Mathematics:

The Completeness Theorem for Normal Structures, 30

Let L be a language with equality, ' C F'L and { € FL. Then
T ¢ oT+EQLFC & T+ ELEC

Proof *

«:Suppose that I + FqL F {. By the already proven version of the Completeness Theorem we have that

F+EqL|:C, (50)

and conversely. Now let A/ be a normal structure for L such that for some assignment to the free variables

MET. (51)

Thenssince M isnormal, by Lemma 27, M = EqL sowith (50)and (51), M E {. Wehave shown thatI"' = ¢.
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= : Suppose that

T+ EqL ¥ C. (52)

Analogously to the proof of the previous Completeness Theorem we will show that I" ¥~ ¢ by constructing

a normal structure M and an assignment to the free variables for which M E I" but M ¥ &.

The first step is to apply the previous Completeness Theorem to conclude from (52) that there is a

structure N and an assignment to the free variables such that

NET +EqL but N #¢. (53)

Unfortunately this NV may not be normal. We need to ‘factor’ N in a similar way to factoring a group G

by a normal subgroup K to get the group G/K.
To this end define a binary relation ~ between elements of | V| by

a~b&s NFEa=b
Since N F EqL, N is a model of

Yww, = w,,
Yw,, w,(w, = w, = w, = w,),
Yw,, wy, wy((w, = w, Aw, = wy) = w, = wy).

Consequently for any a, b, c € |N|,

a ~ a, a~b=>b~a, (a~b&b~c)=a~c
In other words ~ is an equivalence relation on |N]|.
For a € |N| let [a] be the equivalence class of a with respect to ~, i.e*.

[a] = {b € |[N||a ~ b}.

Now define a structure M for L by:

|M| = {lalla € [N},
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A Short Course in Predicate Logic

Equality

for R an r-ary relation symbol of L, including the binary relation symbol =, set

RM = {<[a1]7 [GQ]""7[ar]> | <CL1, az:---,ar> c RN}

= {al,[a],...[a, ) [ N F R(a; ay,...,a,)}

In particular

S an~bea=[0]

so M is normal. For c a constant symbol of L set

and for f an r-ary function symbol from L set

e 6], [a]) =[f (@, ay,....a,)].

(54)

M will be the normal structure in which will satisfy I and —¢.
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However first of all we need to show that M is well defined. To see the problem here suppose we had
ay, Qyy...,a,, b, by,...b €|N|with[a,] = [b] (equivalently a, ~ b,, or N F a, = b,)fori =1,2,...,rand

N E R(a, a,,...,qa,), N ¥ R(b, b,,...,b,). (55)

In that case according to (54) we’d have to set
(a],[a,),....Ja.) € R* and (b],[b,],...,[,) &£ R
But ((a,], [a,],-.-,[a,]) and ([b ], [b,],...,[b,]) are the same thing!
Fortunately (55) cannot happen. For if R is not = then since N F EqL, by Eq4

r
N|=Vw1,...,w27<< /\ w, Zwm)
7 =1

— (R(w,,..., w,) <> R(wm,...,wrﬂ,))).

Hence, since N Fa, =b,fori =1,2,...,7,
N E R(a,, a,,...,a,) <> R(b, b,,...,b,)
SO
(a)], [ay),....[a,]) € R & (b],[b],....[b) € RY.

In the case R is =, if [a,]| = [b], [a,] = [b,] and N F a, = a, then a; ~ b, a, ~ b,, and a, ~ a, so since

~ is an equivalence relation b, ~ b,, i.e. N F b, = b, as required.

A similar situation also pertains for the definition of ", again it initially seems possible that this might

not be well defined since we could have [q,] = [b,](i.e. N Fa, =b,) for i =1,2,...,r but

fM([al]a [az]w"a[a’r]) - [fN(aD aza"'aar)]
[FY (0, by b)) = FU(B, (B0 [0,])-

However again this cannot happen because, since N = Eg5,

.
N EVuw,..., ww(< A w, = wH,f)
i =1

— f(wD Wy 5.ees wr) = f(wr+l7 W, 1 ,...,w27,)>
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we get

N E f(a,, ay,...,a,) = f(b, by,...,b,),
so by Lemma 18

NE f¥a,, a,,...,a,) = fY (b, by,...,b.),

equivalently

[f ¥ (ay, ay,.o0,)] = [ (b, by,-.0,))-

Having disposed of that possible problem we can now go on to show that M is a normal structure in

which we can satisfy I" and —¢. We show this via two claims:
Claim 1: For any term #(z,, z,,...,z,) € TL and qa, a,,...,a, € |[N|,

(0], (@)oo [,]) = (£ (@, )] G0

We prove this claim by induction on the length of ¢. If ¢ = x, then both sides of (56) are [a,]. If ¢ is a

constant symbol ¢ then both sides are [¢"]. So assume that

Hzxy,..oym) = f(s, (z),.ym))yeeny S, (2),.002,))

for some terms s,,...,s, (so shorter than t) and r-ary function symbol f of L. Then

(a0, ]) = FU( ([a)se[a,])s 08 ([ [a,]))
= fM([S{V(ap...a a”)L_..,{S,{V(al,...,a”)]) by IH

= [ (ay,...,a,),..., s'(a,...,a,))] by definition

Y

as required.
Claim 2: For any formula 6(z,,z, ,..., z,) € FL and a,, a,,...,a, € |N|
ME(a],[a)],....[a,]) & N F 0a; a,...,a,).

*

We prove the claim by induction on the length of 6.
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If6(z) = R(t,(Z),...,t (Z))forsomer-aryrelation symbol R of L (possibly Ris=) and t,(Z),...,t (Z) € TL
1 r Y y p y 1 T

then

M &= R(t((a],...., [@,]),....t.([a],....]a,])
< (), la, ) 8 (@], [a,]) € RY
= (M (ay,...,a)],. [t (ay,...,a,)) € R, by Claim 1,

=t (ay,...,a,),....t" (a,...,a,)) € R", by definition,

< N E R(t, (a,...,a,),...,t.(a,...,a,)), byTl,
as required.
Now suppose 0(Z) = —¢(Z) (so ¢ is shorter than 6). Then

M E ([a,], [ay],....[a,]) & M ¥ ¢([a], [a,],....]a,])
& N ¥ ¢(ay, ay,...,a,) by IH

< N EH(ay, ay,...,a,),

-y Wy

as required.
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The cases for the other connectives are similar.
Finally in the case (%) = Jw;¢(x,...,z,, w,),

M E0(a], [a,],---,a,])
& Jbl €l M|, M E ¢([a,], [a,],....[a,], [])
< 3dbg N|, N FE ¢(a, a,,...,a,,b) byIH
< N Ef(a, ay,...,q,),

as required.
The case for V is similar and this concludes the proof of Claim 2.

Since there is some assignment to the free variables, say x, = a,, for which in NV all the formulae in I"
are satisfied but ¢ is not it follows from Claim 2 that for the assignment z; - [q,] all the formulae in I"

are satisfied in M but ¢ is not. Finally since M is normal this gives, as required,

L ¥ ¢. n
Corollary 31
Let EqL CT' C FL and { € FL. Then

T ¢eTEC

Proof Since EqL C I' by the two Completeness Theorems both sides of this equivalence are equivalent
to ' ¢. [ |

Note that in most areas of logic where the Predicate Calculus is applied, for example Model Theory and
Godel’s Incompleteness Theorems, we are only interested in normal structures. As a result most of the time
logicians will omit mention of ‘normal’ and just take it as implicit that the structures under consideration

are normal, writing F and I" - 6 for what in this course we would write as = and I' + EqL I 6.

Asasecond corollary to the Completeness Theorem for Normal Structures we are able to give an extension

of Herbrand’sTheorem 26 to languages with equality. For suppose that

EqL v+ Jw,, w,,..., w, 0z, x,,..., z,, W, w,,..., w,) (57)
with 6(z,, z,,...,z,,, ) quantifier free. Then
E 3w, wy,..., w, 0(x,, Ty,..., T, W, Wy,..., W, )
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and in this assertion it is clearly enough (see Exercise 10 on page 133) to consider only normal structures
for the finite language consisting just of those relation, function and constant symbols actually appearing
in 6. Without loss of generality then we may assume that L is this finite language. In this case the

conjunction of Eql-5 for L is logically equivalent to a sentence of the form
Yw,, Wy, ..., wh(w,, w,y,...,w,)
with 1 quantifier free and using the fact that Eq6-7 are derivable from Eql-5 we obtain from (57) that

Vw,, Wy, ..., wh(w,, Wy,...,w,)

FJw,, wy,..., w, 0(x,, T,,..., T,, W, Wy,..., W, ).

m n

In turn by IMR and the ‘Useful Logical Equivalents,

|_ Elu}17 wZ’ e wm+k(zf/}(wm+17 wm+27 AR wm+k)

—)(9(:E1,$2,...,xn,wlawga---’wm))‘ (58)

We are now in a position to apply the original Theorem 26 which gives us that for some 7 and terms

t.; € TL, wherei =1,2,...,7 and j = 1,2,...,m, there is a quantifier free proof of

r
\/e(xﬂ xQ’"" xn’ tii’ ti427"'7 tinn)
i=1

from some finite set of quantifier free formulae &(s,s,,...,s,) where the s &€ TL and

Vwy, wy, ..., w,E(wy, w,y,...,w,) is one of the axioms Eql-5 for L.

Just as previously this result can be extended to the provability of general formulae by the introduction

of Skolem Functions.
The Completeness Theorem above for Normal Structures gives us as usual a Compactness Theorem:

The Compactness Theorem for Normal Structures, 32

For L a language with equality and I" C FL, I is satisfiable in a normal structure if and only if every finite

subset of ' is satisfiable in a normal structure.
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Proof From left to right is clear. In the other direction suppose that I" cannot be satisfied in a normal
structure. Then I' == ¢ A —¢ for some/any ¢. Hence from the Completeness Theorem for Normal
Structures, I' + FqL F ¢ A —¢, so I + EqL is inconsistent. As in the proof of the ‘usual’ Compactness
Theorem there must be a finite subset A of I" for which A + EqL is inconsistent, and hence not satisfiable.
But then since EqL will automatically be satisfied in any normal structure this must mean that it is the

A which cannot be satisfied in a normal structure. [ |

An application of the Compactness Theorem

Let L be a language with equality. Then there can be no sentence 8 € SL such that for /M a normal
structure for L,

MEO < |M| is finite
Proof Suppose that there was such a sentence 6 and consider the set of formulae

[ = {0} Uiz, =z, |1<i<ji jeN}

[ ]
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Let A be a finite subset of I'. Then there is a bound, k£ € N say, on the 7, j such that =z, = T, isin T'. Let

w2y, m,) = {0} U{-m, =2, [1<i<j k}2DA.
Let M be any normal structure for L with universe having exactly k elements, say

|M| = {au a27"'7ak}

—clearly we can easily make such a structure. Then since [M] is finite M F 6 and M F —a, = a, for

1<i<j<kso Iy (x),x,,...,2,) is satisfied in M(by z, > a,,i =1,2,....k).

By the Compactness Theorem then I' is satisfiable, say in a normal structure K for L by b, b,, b, ... € |K].
Then | K| must, by our assumption on 6, be finite since K F 6. But also K F —b, = bj for 1 <¢ < j, so

b, ‘ bj , and |K| has infinitely many elements, contradiction!! [ |

It is easy to see that even if we replaced the single sentence 6 by a, possibly infinite, set of sentences A

we would still obtain the same result, that we cannot define ‘finiteness’ within Predicate Logic.

Several other examples of the use of the Compactness Theorem are given in the Exercises.

In most areas of logic where the Predicate Calculus is applied, for example Model Theory and Godel’s
Incompleteness Theorems, we are only interested in normal structures. As a result most of the time

logicians will omit mention of ‘normal’ and just take it as implicit that the structures under consideration

are normal, writing F and I' - 0 for what in this course we would write as =~ and I' + EqL F 6.
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Exercises

These questions are numbered in the form X(pY'). The Y here refers to the page in the notes that you should
be up to in order to be fully equipped to tackle the question. If the X is starred it means that the answer

to this question relies starred material from the course notes.

It is important to attempt these questions, firstly because ‘hands on’ is very much the way to master the
ideas (and notation.) in this course and secondly because the solutions to parts of these questions are quite

often assumed later on in the course notes.

1(p8) Which of the following ‘arguments’ do you think the conclusion follows from the premises? Try

to justify your answers.

(a) If it rained last night the road would be wet

The road is wet

oo It rained last night

(b) Socrates is a man

All men are mortal

.. Socrates is mortal

(c) 3811 is prime

311 1is not prime

oo 311 is an odd number

(d) Montevideo is the capital of Uruguay

~f you've gotta go you’ve gotta go

2(pl2) Let the language L have a binary relation symbol R and a unary relation symbol P. Which of

the following are formulae of L? You should justify your answers.

&
~—r

Vwy(R(w;, 2,) = Plw,))

=

(Fw, R(w,, w,) = Yw, P(w,))

o
~

P(wy)
((((Play) A P(x,)) A P(x3)) A(R(2,, 2,) A Ry, 23)))

(oW
~—

Vv, (R(zy, 2,) — P(,))

*

@
N~

Fuy (R(w,; wy) = Y, Pw,))
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3 (pl2) Show by induction on the length of formulae that if € FL, s, t € N* and 6(x,/x,) is the result
of replacing the variable z, everywhere in 0 by z, then 6(z,/z,) € FL.

4" (p12) Suppose that S is a relation symbol of L of arity s and let &(z,, x,,...,x,) € FL.
For ¢ € FL let ¢* be the result of replacing each occurrence of S(t,t,,...,t,) in ¢ by
E(t, ty,...,t,)(where the t, are variables, free or bound). Show that if ¢ and &(z,, x,,...,,) have no

free or bound variables in common then ¢* is also a formula of L.

5(pl5) Use Theorem 1 (The Unique Readability Theorem) to show that the following words from the

language L with a binary relation symbol R are not formulae of L:

i) (GwR(w, z,) = R(z,,w,)).
ii) Jw (R(w,, z,) AVw,R(x,, x,)).

1) 1

6 (pl5) Show that if Jw,¢ € FL then ¢(x,/w,) € FL.

TURN TO THE EXPERTS FOR
SUBSCRIPTION CONSULTANCY

Subscrybe is one of the leading companies in Europe when it comes to innovation
and business development within subscription businesses.

We innovate new subscription business models or improve existing ones. We do
business reviews of existing subscription businesses and we develope acquisition and

retention strategies.

Learn more at linkedin.com/company/subscrybe or contact
Managing Director Morten Suhr Hansen at mha@subscrybe.dk

SUBSCRYBE - fofle fifur

116 Click on the ad to read more

Download free eBooks at bookboon.com


http://s.bookboon.com/Subscrybe

7 (p24) Let the language L have just a binary relation symbol R. Let M be the structure for L such that
|M|= {1,2,3} and

R ={(1,1),(1,2), (1,3),(2,3), (3,3)}.
Which of the following hold?

a) MER(L2)
b) M E R(1,3) — —R(1,1)
c) MFE3w(R(w,2)A Rw,w,))

1

d) MEVYuw,R(1l,w,)

& M E V¥, (R(w, w,) A R(w,2)) - R(w,,2))
f) M EVYwIw-R(w,, w,)
g) M EVYw (G3w,R(w, w,) — R(w,, w,))

h) M E Vw3w,Yw,(R(w,, w,) = R(w,, w,))

8(p24) Let the language L have binary relation symbols R, S and a unary relation symbol P. Let M be
the structure for L such that |[M|= N = {1,2,3,...}, let P" be the set of primes and let

RY ={(n,m) e N’ |n <m}, S ={(n,m) € N°| m =n+2}.
Which of the following are true in M?

a)  VYwP(w,)

b)  Vuw,Juw,(R(w,, w,) A P(w,))

o VuYu,(P(w,) A S(w,, w,)) = P(w,))
d) v, Yw,(S(w,, w,) = R(w,, w,))

) VuYu,(Rw, w,) = ~R(w,, w,))

f)  JwR(w, w,)— YwP(w,)

g) leﬂwzflws(((R(wl, w,) A S(w,, wd)) A P(w,)) A P(wj))
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9 (p24) Let L be as in question 6 and let M be the structure for L with

|M|=N"={1,2,3,..}, RY = {(n, m) € N* xN*|n divides m}.

Which of the following hold?

i) M FEVuw,(Rw,,3) = R(w,,9)),
ii) ME Vw3(R(w3,4) — R(w,,6)),

iii) M F 3w,(R(w,,12) A R(w,,18)) A =R(3, w,)).
Is the following sentence true in M?

Vw,Vw, 3w, ((R(wg, w,) A R(w,, w,))

AVw, ((R(w,, w,) A R(w,, w,)) = R(w,, wj)))

Find formulae ,(z,, z,), ¢,(z,), ¢,(z,, z,), ,(x,) of L such that for n, m € |M|,

1) V2 1) 2

n=m<< ME¢(n,m),
n=1& ME¢,(n),
ged{n, m} =1 M F ¢ (n, m),

n is a power of a prime < M F ¢, (n).
Is it possible to find a formula y(z,, z,) of L such that
n <m < ME y(n,m)?( —ed, harder)

Let K be the structure for L with |[K|= N = {0,1,2,3,...} and R* = {(n, m) € Nx N|n < m}. Find
a sentence 1 of L such that M Enand K F —n.

10(p24) Let L, L' be languages and let M, M’ be structures for L, L' respectively such that |M| = |M’|
and for each relation symbol R of L N L', R = R". Show that for §(Z) € FL N FL'and @ € |M|,

M E6(a) & M'E 6(a).
Hence show that the notion of logical consequence is language independent in the sense that if

' CFLNFL" and (%) € FL N FL' then 6(Z) is true in every interpretation for L in which every

formula in T is true just if is true in every interpretation for L in which every formula in I is true.
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11(p30) For I' A C SL and 0, ¢ € SL show that

) T,0E¢=TE@O—)
i)y TEd&AEO=T,AE(OAQ)
i) TEFO&AE@B—=¢)=T,AF¢

[Here, as usual, I, 6 is an abbreviation for I' U {#} and I', A is an abbreviation for I' U A. Note that
exactly the same results hold for I', A C FL and 6, ¢ € FL, it’s just that we need to argue not just about
structures but also about interpretations of the free variables in those structures. In such cases we will,
purely for notational simplicity, often prove a result for sentences since the generalization to formulae

uses just the same ideas.]

12 (p30) For the language L with a single binary relation symbol R show that no two of the following
sentences logically imply the third:

1) vwlvwszg((R(wﬂ wz) /\ R(wzﬂ 'U}3)) - R(w1’ wg)) >
i) VwVw,(R(w,, w,)V R(w,, w,)),
iii)  Jw Vw,R(w,, w,).

Vouwro Touexs | Resanr Toocks | Macs Toveks | Vowo Buses | Vowo Cowsteucnion Esumsest | Wowo Pesm | Vowo Aeno | Wowo IT
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13" (p30) Let &, ¢(Z), ¢*(Z) etc. be as in question 4 with ¢, & having no variables, free or bound, in
common. Given a structure M for L let M~ be the structure for L such that |[M*| = |M| and for R an

r-ary relation symbol of L,

T if R#5,
) {ay, ay,...,a) M EE(ay, ay,...,a,)} if R=S.

Show that for @ € |M|,
M* E ¢(@) & M E ¢*(a).
Hence show that if ¢ is a tautology then so is ¢*

14 (p35) Show the following from the list of ‘useful logical equivalences’ (to simplify the notation you

may assume that all the displayed formulae are actually sentences):

Q) OVo=oVo,

b)  Vw(w,) = Vw,(w,),

9 (Vw(w,) A0) = Vw,(P(w,) A D),
4 Cuip(w,) — 0) = Y, (P(w,) — 0).

where in (b), (c) w, does not occur in 6.

15 (p35) Which of the following hold (for arbitrary 6, ¢) ? In each case justify your answer, either by

giving a (informal!) proof that it holds or by providing a counter-example:

Q) ~(0—¢)=(0—9)

b) —Jwb(w,) = Yw,—0(w,)

A Y, (0(w) A g(w,)) = (Ywb(w,) A Vu,¢(w,))

d) T, (0(w,) A d(w,)) = Cw,b(w,) A Fw,g(w,))

e)  Vuw,(f(w,) = ¢(w,)) = (Vw,b(w,) = Vw,d(w,))
)" Fw,(0(w,) = d(w,)) = (Vw,blw,) = Jw,g(w,))
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16(p35) For 6,(Z) € FL we define A" 0,(7)and \/"',6,(Z) inductively by

i=1"4

n+l

A @ =0@). \o@ —(/\ @-(f)) YWE)

i=1

—

0@ = 0@, Vi = (Vow) .

i=1
Show that for M a structure for L and a €|M]|,

M ':/\ei(a)‘:*M':‘gz(a) forall1<i<n,

i+1

ME \/Gi(d)n < M E0,(a) for some 1<i<n .
i=1
17" (p37) Write down formulae in Prenex Normal Form logically equivalent to:

a) —|E|1U1V1U2R(wl7 w2)7
b) vwfR(wl) x1) A ElwlR(xZ’ wl)’

o YwRw, z)— JwR(x, w,).

18 (p47) Fill-in justifications for the steps in the following formal proof:

1. Vu,Pw,)| Yw,P(w,)

2. VwP(w,)| P(z,)

3 P(z,)| P(z,)

4 P(z,) | (P(z,) A P(,))

5. Vw,P(w,)|(P(z,) A P(x,))

6. VwP(w,)|Vw,(P(w,) A P(uw,))

If we to append to this proof the sequents

7. JwP(w,)|(P(z,) A P(z,))

8. FJwP(w,)|Iw,(P(w,) A P(w,))

1

would it still be a correct proof? If not how might it be corrected to give the same final sequent?
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19 (p50) Give formal proofs of the following:

a) F(0—0)
F(o—(0—9))
) E(OA=¢) = (0 — @)

d) F(=0—=(0—¢))

o

)
)

¢}

) (0N F(=0V—9)

f) Vwb(w,) F Vw,b(w,)

g) Fwb(w,)F Fw,b(w,)

h) Jw—0(w,) - Vwb(w,)

i) Yw-(w,)kF-3wl(w)

§) Fw,(0(w,)V (w,)) F (Fw,0(w,) V Iw,(w,))
k) YV, (0(w,) = ¢(w,)),Fw,0(w,) - Fw,¢(w,)

D Vu,(0(w,) V ¢(w,)) - Vu,b(w,) V Fw,d(w,)

20" (p53) Show that if ¢(z,), 6(7) € FL, w, does not occur in ¢(z,) and ¢(x,) - () for all i € N*
then Jw, d(w,) - 0(Z).
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21 (p53) Prove Lemma 5(ii) in the case where the rule is (a) AND, (b) VI, (c) DIS.
22 (p55) Prove Lemma 6(ii) in the case where the rule is (a) ORR, (b) VO, (c) JO.
23 (p64) Let 2 be as in Lemma 13. Show that:

c) BNP)eQ&0ecQandg €.
d) veo)eQeheQorde

24 (p67) Let L have a single binary relation symbol R. Show that if I' C SL is satisfiable then T is
satisfiable in a structure M for L with | M| infinite. Is it necessarily true that I' must also be satisfiable

in a structure with finite universe?

25(p70) Suppose that 8, € SL, n € N, are such that for every structure M for L thereissome n € N
such that M E ¢ . Show that for some m

~0,,—0.,..., 0. E0

m—1 m*

26 (p70) Suppose that I', A C SL are such that for any structure M for L,

MET & MEA

Show that there are finite ['C I" and A" C A such that for any structure M for L,
MED'e M EA.

27 (p70) Let L be the language with unary relation symbols R, for n € N* and let
I'={R (z,)|neN"}

Using the Compactness Theorem for Relational Languages show that there can be no sentence ¢ € SL

such that, for any structure M for L,

M E ¢ < T is satisfiable in M .
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28(p70) Let L be the language with a single binary relation symbol R. Say that a structure M for L is
connected if for any g, h € |M| there are some a,, a,,...,a, € |M|such that a, = g, a, = h and

n-1

MF /\R( o i)

Show that there is no sentence 6 of L such that for a (normal) structure M for L,
M E 0 < M is connected.
[Hint: Assume that such a sentence 6 did exist and consider the set of formulae

n?

{—-3w,,...,w, ((R(z, w)ARw,, z, /\/\ R(w )| neN}YU{l, —R(z,, z,)}]

29 (p73) Let the language L have a binary function symbol f, a unary function symbol g and a constant

symbol c. Which of the following are terms of L? Justify your answers.

(@) f(g(f(z), 2,)), ¢), (i) gg(c), (i) f(f(z,, w,), g(x,)),
(iv) f(F(g(f(e, F(f(9(f(x,, flg(x,), 9(9(2,))))))), €)), 2,)-

30(p78) Let L be as in the previous question and let M be a structure for L with
\M|=Z, f"(x,y) =2 -y, ¢"(z) = 2°, "' = 4. Evaluate t"'(2, — 5) when t(z,, ) is

M) flg(z,), z,), () f(f(g(c), ), 2,), (i) g(f(f(z,, c), 9(x,)))-

31(p88) Give formal proofs of the following where R is a unary relation symbol, f is a unary function

symbol:

a) Yw R(w,)F YwR(f(w,))
b) JwR(f(w,))F Jw R(w,)

1

32(p88) Let M, K be structures for a language L and (%) € TL, ¢(Z) € FL. Suppose that |M| = |K]|
and RY = R*,c" =¥, f" = f" for every relation, constant, function symbol R, ¢, f occurring in

(%) or ¢(). Show that for a € |M|, t"(d) = t"(d) and

ME ¢(@) & K = ¢(a).
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Suppose ¢ is a constant symbol of L and let 6(x,) € FL be such that ¢ does not occur in . Use the

above result to show that
i) If F 0(c) then F Vuw f(w,).
Show directly (so without appealing to the Completeness Theorem) that:

i) If - 6(c) thent Yw,0(w,).

33" (p88) Let ¢, c, be constant symbols of L and let 6(z,, z, ) be a formula of L which does not mention
¢, or ¢,. Show that if {f(c,, c,)} is inconsistent then so is {6(c,, ¢,)} .

Is the converse true, that if {6(c,, ¢,)} is inconsistent then so is {0(c,, ¢,)}?

34(p95) Let L be the language with constant symbols ¢, for n € N, binary function symbols f,, f. and
binary relation symbol R_ and let L(¢) be L augmented with a new constant symbol €. Let R be the

structure for L with

IR|=R,c =n,RF ={(r,s) e RxR|r < s}

JEr s)=r+s, X (r, s) =rs.
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Show that there is a model*® M of
Q={0eSL|REO}U{R. (¢, &)} U{R.(f.(c,, &), )| n €N}

35(plo5) Let L be the language with equality, a binary relation symbol R, a binary function symbol
f> unary function symbol g and constant symbol c. Which of the following are formulae of L? Justify

your answers.
@) Vu,(z, = w,), (i) Yw, (2, =w, Vz, =w,), (i) Jw,f(w,, z,), @) Vu,(R(z,, w,)—w, =2,).
Let M be the (normal) structure for L with |[M|=N" =

(1,23, ..}, flz,y) =z +y, ¢"(z)=2* M =2,

RY ={(n,m)y € (N')* |n|m ie. n divides m}.
Which of the following are true in M ?

1) Vwflw,w)=c,

2) FJwce = g(w,),

3)  VwVw,(R(w, w,) = R(w,, g(w,))),

8 Ju s (R, flw, v,) - B, w,)).

Find 0,(z,), 0,(z,), 0,(z,), 0,(x,, z,, z,), 0.(z,), 0,(,, z,, z,) € FL such that for n, m, k € |M],

3 17 27 3

MEOn)en=41,

MEO(n)=n=3,

M F0,(n) < n is the sum of two squares (of elements of N"),
M &6 (n, m, k) & n=ged(m, k),

M F0.(n) < n is prime,

MEO,(n,m, k)< n=mk.
Let K be the (normal) structure for L with

|Kl=Q" ={q€Q|q >0},
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¥z, y) =2 +y(r,y € Q" of course) g" (z) = 2%, * =2,

R" ={(g,s) €(Q") | ¢ < s}
Find ¢ € SL such that M F ¢, K ¥ ¢.

36 (pl05) Write down sentences 6,, 6,, 6, of L such that for a normal structure M for L,

19 Y29

M E 6 < |M| hasat most 3 elements,
M E 6, & |[M| has at least 3 elements,

M E 6, < |M]| has exactly 3 elements.
Suppose that f is a unary function symbol of L. Show that

Vw Vw,(f(w,) = f(w,) = w, = w,) A JwVw,~f(w,) =w

1

is satisfied in some normal structure for L but is not satisfied in any finite normal structure for L.

37 (pl05) In a certain football league every team plays every other team exactly once and either wins,
loses or draws. Let M be the structure for the language L with equality and a binary relation symbol R

such that | M| is the set of teams in the league and
RM ={(b, c) € |M|| R# S, and team b beats team c}.
Write down formulae 0 (z, z,), 0,(x,), 0., 0, , of L such that for b, c € [M|, R#S,

37 74

M E 0,(b, ¢) < the match between team b and team ¢ is drawn,
M F 0,(b) < team b loses all its matches,
M = 03 & no team wins all its matches,

M F 0, < some team wins all its matches except one.
38 (pl06) Show that
Vw,(O(w,) — w, = ¢),=0(c) F Yw,—0(w,).

[Purely to simplify the notation you may assume that these are all sentences of L.]
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39*(p115) Let the language L have a binary relation symbol R, a unary function symbol f and a constant

symbol c. Give formal proofs of the following:

a) EqL,t=sk f(t)= f(s), where t, s € TL,

b) FEqL,z, =ck (R(z, ¢) = R(c, c)),

) EqL, 3w(w,),~0(c) F Jw (0w ) A ~w, = c),
d)  EqL, Yu,(0(w,) — w, = c)=0(c) F Yw—-0(w,).

40 (pl24) For L as in the previous question show that

(@) EqL, f(z,) = f(x,) ¥ z, = m,,
(b) EqL, Jw,(~w, = c A R(w,, w,)) ¥ =R(c, c)
(c) FEql, Eq3 ¥ Eq2.
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41*(p127) The language of arithmetic, LA, has equality, binary function symbols +, - and constants
0,1. Let N be the structure for LA with [N|=N,0" =0,1" =1, and £",-" the usual addition
and multiplication resp. on N. For 1< n € N what is

(1L, + (L (o2 (1 (L (L D))

when there are n copies of +?

Let

TA ={0 € SLA| N E 6} = “True arithmetic
N is called the standard model of true arithmetic. By using the Compactness Theorem show that there
are ‘non-standard models of true arithmetic) that is (normal) models which are not isomorphic to N
(i.e. not just N with the elements of | N| renamed).
42*(p127) By using the Compactness Theorem for Normal Structures prove Konig’s Lemma:

Let H be a set of finite strings a,a,a,a, ...a, of O’s and I's such that

L. If aya,a,0, ...q, € H andn <k then ayaa,...qa, €

2. For each n € N there is a string a,a,a, ...a, € H (ie.astringin H oflength n +1).

Then there is an infinite string bbb, ... of O’s and I’s such that for all n € N, bbb, ...b, € H.

[Only for those who think this course is too easy.]
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Solutions to the Exercises

1 (a) This does not follow. For suppose we put P for ‘it rained last night’ and @) for ‘the road is wet.

Then the argument becomes:

If P then Q(ie. P — Q)
Q
. P

But clearly this isn't correct in general, for example let P stand for ‘the moon is made of green cheese’

and @ stand for 5 is prime’ Then both P — @ and @) are true but P is not true.

(b) This does follow. For let M(z) stand for ‘x is a man, let E(z) stand for ‘z is mortal, let s stand for

Socrates and let the variables range over, say, objective things. Then the argument becomes

But clearly this conclusion must be true whenever the premises are both true no matter what properties
M and E stand for, no matter what the range of the variable = is and no matter what element of this

range s denotes.

(c) This does follow. For let P stand for ‘311 is prime’ and () stand for ‘311 is odd’ Then the argument

becomes

P
e
- Q

But because P and —P cannot both be true, if they are both true then ) will be true, no matter what

P, Q) stand for. So this conclusion does follow from the premises.

(d) This does follow. For let P stand for ‘Montevideo is the capital of Uruguay’ and and () stand for

‘you gotta go’' Then the argument becomes

P
Q= Q
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But no matter what ) stands for () — @) is true (such an assertion is called a tautology) so certainly

this conclusion is always true when P is true, no matter what P stands for.
2 (a) This is a formula since

P(z)), R(z,, z,) € FL byl,
(R(x,, x,) — P(z,)) € FL by L2,
Vw,(R(w,, x,) — P(w,)) € FL by L3.

(b) This is a formula since

P(z,), R(z,, z,) € FL byll,
Vw, P(w,), 3w R(w,, w,) € FL by L3,
(Fw,R(w,, w,) = Yw,P(w,)) € FL by L2.
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(c) This is not a formula. The idea is to state some property P for which we can prove by induction on
the length of formulae that all formulae have P but P(w, ) does not. (In answering an exam question
it would be enough to simply state such a property without actually proving that it works.) There
are lots of different properties we could choose here for P, for example that if some w, occurs in

the expression then so must either V or 3.

So suppose that § € FL and P holds for all formulae of length less that |f|. As in the example on page

12 there are 7 cases:

Case 1 6 = R(Z) for some relation symbol R of L. In this case no w, is mentioned in € so P holds

vacuously.

Case2 6 = (¢ A ). In this case if some w, occurs in 6 then it must occur in one of ¢ or 1. Without
loss of generality suppose it is ¢. Then since |¢| < |#| P must hold for ¢. In other words one of 3, V
must occur in ¢ and hence in . The cases for the other connectives —,V, — are exactly similar. [In such

situations just say this rather than plodding through each case separately.]

Case 3 ¢ = Jw,¢(w,/r,) where ¢ € FL does not mention w;. In this case § does mention 3 so the

required property P holds trivially for ¢ (and similarly for 6 = Vw,¢(w,/x,)).

So by induction on the length of formulae every formula of Z must satisfy 7. But P(w, ) does not satisfy

P so it cannot be a formula of L.

(d) This is not a formula. To see this let P be the property of containing the same number of left

parentheses ‘(" as right parentheses ). Then P fails for

((((P(z,) A P(x,)) A P(y)) A (B, 2,) A (25, 24)))
so it is enough to show by induction on the length of formulae that P holds for all formulae. This is
obvious of simple inspection (and in answering an exam question it would be enough to leave it at that)
but if you want to go through some details there are the usual 7 cases:

If 0 = R(Z) then 6 has P since § contains one ‘( and one ).

If 0 = (¢ A ¢) then by inductive hypothesis the number, /,, of ‘(* in ¢ is the same as the number, 7,
of )" in ¢ and similarly for ¢ (since |¢|, [¢)| < |6]). Hence

L=1+l,+l, =1 +1,+1=r,

as required. Similarly for the other connectives.
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If = VYw, p(w,/x,) then I, =1+, =1+, (byIH)=1,, as required. Similarly for 6 = 3s, ¢(w,/x,).

(e) Not a formula. In this case take P to be, say, ‘Whenever V appears in a formula it is followed

immediately by w; for some j.
(f) Not a formula, but in this case the required property P to exclude Jw, (R(w,, w,) — Yw, P(w,))
from the set FIL is harder to find and it seems simplest to take a different tack. So suppose that this was
a formula of L. Then by the way formulae are formed it must be the case that

Fw, (R(wy, wy) = Vw, P(w,)) = Jw, ¢(w,/z;)
for some ¢ € FL not mentioning w,. Hence

¢(wl/xi) = (R(wn wl) — Y, P(wl))

and since ¢ does not mention w, it must be the case that all the w, on this left hand side were z; in ¢,

in other words
¢ = (R(%, x7) - vxi P($z))

But by the proof of (e) immediately above this right hand side is not a formula, giving the required

contradiction.
3 Assume the result is true (for all s, t € N") for all formulae of length less than |9|

If 0= R(xil,.. ;) where R is an r-ary relation symbol of L then 0(z, /z,) = R(x,

oy by
b

J. =14, ifi, # sand j, = tifi, = s. Then § € FL by L1.

1,...,:lcj)where
T

If 0 = (¢ A) the 0(z, /z,) = (¢(, /x,) N(z,/z,)) and since ¢(z, /x,), Y(z,/z,) € FL by inductive
hypothesis, 0(z, /x,) € FL by L2. The cases for the other connectives are exactly similar. [In situations

like this it is enough to just do the case for one connective, similarly for just one quantifier.]
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Finally suppose that 6= 3w, ¢(w,/x,). If i#s then ow,/r,)=¢(z,/z,)(w/z,) and
O(x,/x,) = Jw, ¢(x, /x,)(w,/x;) so since ¢(z,/x,) € FL (by Inductive Hypothesis) so 6(x, /x,) € FL
by L3. If ¢ = s then @ does not mention z, so § = (z, /x,) € FL.If i = t let k be such that z, does not
occur in ¢ and write ¢ = ¢(x,, ,,Z) where T are the other free variable occurring in ¢. Then by Inductive
Hypothesis ¢(z, /z,) = ¢(z,, z,,Z) € FL. Hence in turn {¢(z, /z,)} (z,/z,) = ¢(z,, z,,Z) € FL, and

H(xt/xs) = {Ele ¢(wj/xt) }(xt/ws)

= Jw;¢ (x,, w].,f)
= Jwip(z,, z,,7)(w,/z,) )} € FLbyL3.

where the {,} are not part of the syntax but have been introduced here just to make clear the order of

the substitutions. The case for V is exactly similar.

4 Assume the result is true for all formulae of length less than |¢| and that ¢ has no variables, free or

bound, in common with &.

If ¢ = R(xil, , ,...,xir) for some relation symbol R of L then either R # S, in which case ¢" = ¢, or
R = S.in which case ¢* = é(mﬁ, Tyyeenr T ). Either way ¢* € FL.
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If = (0 A1) then ¢* = (0" A¢"). Since 6, 1) must also have no variables in common with &, by
the Inductive Hypothesis 6*, 1" € FL so ¢" € FL by L2. The cases for the other connectives are

exactly similar.

If ¢ = Jw, Y(w, /z;) then ¢* = (Fw, Y(w, /x;))" = Jw, (Y(w, /x;))". We may assume that z, does not
occur in &, otherwise by question 3 above we can replace z;, in ¢ by some x, which does not occur in ¢
or & to get Y(x, /x;) € FIL and useinstead that ¢ = Jw, (¥(z, /z;))(w, /7, ). By the Inductive Hypothesis
then ¢* € FL, since |1} < |¢]. Also (1(w, /z,))" = ¢"(w, /x,) since because ¢ and & have no variables in
common replacing S by £ in ¢ to get ¢* does not introduce any new occurrences of x,, and hence this
operation commutes with that of replacing z, by w,. Furthermore since w; occurs in ¢ by assumption it
does not occur in &, so w; does not occur in ¢p*and ¢* = Jw; (Y(w, /z,))" = Jw; Y"(w, /x,) € FLbyL3.

The case for V is exactly similar and the desired result follows by induction on the length of formulae.

5 (i) Suppose on the contrary that (3w, R(w,, ;) — R(z,, w,)) was a formula. Then the only case from
Theorem 1 that can apply is (5), which means that both Jw, R(w,, x,) and R(x,, w,) must be formulae.
But this latter does not fall under any case (not even case (1) because it contains a bound variable) so it

cannot be a formula. Hence (3w, R(w,, x,) — R(z,, w,)) cannot be a formula.
(ii) Again suppose on the contrary that
Jw, (R(w,, z,) A Vw, R(z,, x,))
was a formula. Then the only case in Theorem 1 that applies is (7) and we must have that
Jw, (R(w,, ,) A Vw, R(x,, x,)) is 3w; n(w, /z;) for some w; and n € FL with w; not occurring in 7.

Clearly j must equal 1 and n(w, /z,) must be (R(w,, x,) A Vw, R(z,, 7,)). Since w; (i.e. w,) does not

occur in 77 it must be that 7 is
(R(z;, z,) AV, R(z,, ;).

But now by case (3) of Theorem 1 Vz, R(z,, ;) must be a formula, which (since x.is a free, not
a bound a variable) is impossible since it does not correspond to any case in that theorem. The

required conclusion follows.

6 By the Unique Readability Theorem 1,if Jw; ¢ € FIL then it mustbe the case that Jw; ¢ = Jw, Y(w;, [x,)
for some k and ¢ € FL in which w; does not occur. Since as words (i.e. strings of symbols from

3, ¥, x,,w,(,),...etc.) these two are the same it must be that ¢(w, /z, ) = ¢. Hence

¢(x,/wj) = W(wj/xk )}($,/wj) = w(x, /xk,)

and this right hand side expression is a formula by problem 3 above.
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7 () M E R(1,2) < (1,2) € R" by T1 - which holds.

(b) M & (R(1,3) — —R(1,1))

& M ¥ R(1,3)or M E=R(1,1) by T2
& M ¥ R(1,3)or M ¥ R(1,1) by T2
& (1,3) g RMor(1,1) g R" by T2
— which does not hold since both (1,3) and (1,1) are in R"

(c) M E EIw1 (R(w1a2) A R(wn w1))

& for someb € |M| ={1,2,3}

M E R(b,2) A R(b, b), by T3,
& for someb € |M| =1{1,2,3},

M E R(b,2)and M F R(b, b), by T2,
& for someb € |M| ={1,2,3}

(b,2) € R™ and (b, by € R", by T1,

— which holds (when b = 1) since (1,2),(1,1) € R".

(d) M E Yw,R(1, w,)

& for allb € [M|, M E R(1,b), by T3
< MER(1,1)and M E R(1,2) and M F R(1,3)
& (L1 e RMand(1,2)e R and (1,3) € R

— which holds.

(e) M E Yw Vw,((R(w,, w,) A R(w,,2)) — R(w,,2))

& for allb, ¢ € [M|,if M E R(b, c)and M F R(c, 2)
then M E R(b, 2)

& for allb, ¢ € |[M],if (b, ¢) € R and (¢, 2) € R
then (b, 2) € R".

On the face of it we now have to check this for all b, ¢ € |M| = {1,2,3}. However since (1,2) € R" we
have right hand side of the implication for the cases for b = 1 (for any ¢). For b = 2, and again for b = 3,
one of (b, ¢), {c, 2) is not in R" for any choice of ¢ € {1,2,3}, as can be easily checked. Hence the original

assertion holds.

(f) M E Yw,3w,~R(w,, w,)
& foreachd € |M| thereisac € |M| such that (¢, b) ¢ R".
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This does not hold since for b = 3 we have (1,3), (2,3), (3,3),€ R" so there is no ¢ € |M| for which
{c,3) g R™.

(g) M E Vw, (Jw,~R(w,, w,) — R(w,, w,))

, if there is ¢ € | M| such that (b, ¢} g R" then (b, by € R".

This fails (and so the assertion does not hold) since when b = 2 there is a ¢ such that (b, ¢) € R", namely
c = 3, but (b, b) (i.e. (2,2)) is not in R".
(h) M E Vw,3w,Yw,(R(w,, w,) = R(w,, w,))

< for alla € |M| there is ab € |M| such that for all
cE |M|if (a, b) € R" then (b, ¢) € R".

We need to check cases. When a =1 we can take b = 1. Then (a, b) € R" and for each choice of
c=1,2,3,{(a, c) € R”. When a = 2 we can take b = 1. Then

(a,b) € R™ = (b,c) € R"
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holds for any c since the left hand side is false. Similarly for a = 3 we can take b = 2. Hence the original

assertion holds.
8 (a) M E Vw, P(w,) < every n € N" is prime

- so this clearly is not true in M.

(b) M E VwJw,(R(w,, w,) N P(w,)) < for every n € N* there is an m € N* such that n < m and

m is prime
- true since there are infinitely many (hence arbitrarily large) primes.

() M E YVwNVw,((P(w,) A S(w, w,)) = P(w,)) < forall n,m € N, if n is prime and m = n + 2
then m is prime

- not true since 2 is a prime and 4 = 2 + 2 but 4 is not prime.
(d M EVwVw,(S(w,, w,) = R(w,, w,)) < foralln, m € N', if m =n + 2 then n <m - true.
(e) M E VwNVw,(R(w,, w,) = —R(w,, w,)) < foralln, m € N', if n < m then (notm < n) - true.

() M E(Jw, R(w, w,) — Yw, P(w,)) < if there is a number n € N such that n < n then every

m € N' is primetrue, since ‘there is a number n € N such that n < n’ is false.

(g M E VYwIw,Jw, ((R(w,, w,) A S(w,, wy)) AN P(w,)) N P(w,)) < for all n € N" there are
m, k € N such that n < m and k = m + 2 and m, k are both primes.

Is this true?!!! [This example illustrates the point that even when you understand perfectly well what it
means for a sentence to be true in a particular structure you may still not have any idea whether or not
it actually is true in that structure.]

9 (i) M E Vw, (R(w,,3) = R(w,,9)) < forall n € N" if n|3 (i.e. n divides 3) then n|9. True.

(i) M E Vw, (R(w,,4) — R(w,,6)) < for all n € N7, if n |4 then n|6. False since 4|4 but 416 (i.e. 4
does not divide 6)
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(iii) M F Jw, ((R(w,,12) A R(w,,18)) A ~R(3, w,)) < there is a number n € N such that n|12 and

1|18 but 3tn. True, 2 is such a number.

M E Vw Yw,3w,((R(w,, w,) A R(w,, w,)) A
Y, (R(w,, w) A R(w,, w,)) = R(w,, w,)))

& forall n,m € N* thereisa k € N” such that k:\n and k|m
and whenever 7 € N* is such that r|n and r|m then r|k,
— true, when we take for £ the greatest common divisor of n and m.
Let ¢,(z,, x,) = (R(z,, z,) A R(z,, z,)), Then for n, m € [M|,
n=m< nlm and mln < M E ¢(n, m).
Let ¢,(z,) = Yw, R(z,, w,). Then for n € |[M|,
n =1 < n divides every m € N* < M E ¢(n).

Let ¢,(x, z,) = Yw, (R(w,, x,) A R(w,, z,)) — Yw, R(w,, w,)). Then for n, m € |M|,

M E ¢,(n,m) < wheneverkln and k|mthenk =1
& ged{n, m} = 1.

Let ¢,(x,) = Yw,Yw, ((R(w,, z,) A\ R(w,, x,)) = (R(w,, w,) V R(w,, w,))) . Then for n € |M|,

M E ¢,(n) whenever k|n and r|n then k|r or r|k

any two prime divisors of n are the same

wheneverk|n andr|n thenk|r or r|k.

=
=
= nis a power of a prime
=
& ME ¢,(n).

It is not possible to find a formula y(z,, x,) of L such that

n<m<< ME y(n,m).
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A Short Course in Predicate Logic Solutions to the Exercises

In short, to see this let o be the permutation of N* which maps a number with prime decomposition
213537 .. p", where p_is the rth prime, to the number 2"235%7" ... p'", so in particular 2 gets
mapped to 3. Then we can show by induction on the length of a formula 6(z, x,,...,z,, ) that for
k., ky,....k, € N",

M E 0k, k,,....k,) < ME0(c(k), o(k,),...,0(k,)).
Hence there can be no such y(z,, z,) for if there was we would have to have
2<3e MEY23) e ME x3,2)3<2,

— Contradiction!.
A suitable sentence 1 is Jw,Jw,(—R(w,, w,) A " R(w,, w,)) since 213 and 312, so M F n but for any

n,m € N eithern < morm < nso K £ =R(n, m) A—=R(m,n) and hence K ¥ n.

10 The first part is proved by induction on |§(Z)|. Assume the result for formulae of length less than

|0(Z)|-As usual there are various cases.
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If (Z) = R(Z) for some relation symbol R of L and L' then from the given condition
ME§d) < acR" dcR” & M FOa).
If0(Z) = (¢p(Z) A Y(Z)) € FL N FL' then both ¢(Z), 1)(Z) € FL N FL' and by the Inductive Hypothesis

ME6a@) < ME¢(a)andM E(a)
& M'E¢(@)and M' E ()
& M'Ed(a).

The cases for the other connective follow similarly.

If 6(Z) = 3w, 1(w,, T) let z, not be in Z. Then |¢(z;, Z)| < |0(Z)| and by the Inductive Hypothesis

ME6a@) < 3be|M|, MEyb,a)
& e M|, M E (b,a), since|M|=|M,
& Fbe M|, M Eyb,a)
& M'Ea).

The case for V follows similarly.

For the second part we shall show the contrapositive. So suppose that there is a structure M for L and
assignment z;, > a, € | M| for which each formula in I is true but (%) is not true. Define a structure M’
for L' by setting | M| = M|, R"" = R" for R a relation symbol common to L and L’ and, say, R = ()
for R a relation symbol of L' which is not a relation symbol of L. Then for the interpretation of L’ given
by M’ and the assignment x, > a, € |[M|=|M'|, by the first part, every formula in I' is true but 6(%)

is not true. Since this argument is obviously symmetric in L, L' the required conclusion now follows.

11 (i) Assume that I, § E ¢. Let M be a structure for L such that M  I. Then either M }£ 6, in which
case M E 6 — ¢, or M F 0, in which case from the assumption I', 6 E ¢, M E ¢, so again M F 0 — ¢.
Hence since M was an arbitrary model of I', ' E (6 — ¢).

In the other direction assume that I F (6 — ¢) and let M F T, 6. Then since M E ', M F § — ¢ and
since also M E 6 it must be the case that M F ¢ (since by T2, M F § — ¢ if and only if M 0 or
M F ¢). Again since M was an arbitrary model of I, this shows that I', 6 = ¢.

(ii) Assume thatI' F ¢ and A F fandlet M ET', A. Then M ET'so M F ¢ (from I F ¢) and similarly

M= A so M E 6. Hence, from T2, M F 0 A ¢. Since M was an arbitrary model of I', A this gives
I'AEO N @, as required.
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(iii) Assume thatT' F fand A F (§ > ¢).Let M =T, A. Thensince M F I, fromT" E 0, M & 6. Similarly
since M F A, M F (0 — ¢), in other words either M £ 6 or M E ¢. Since we already have that M F §
it must be the case that M F ¢. Hence since M was an arbitrary model of I, A we can conclude that
', A E ¢,as required.

12 For each of (i), (ii), (iii) we need to find a structure for L in which that sentence does not hold but

the other two do.
(i), (ii) = (iii):

Let M be the structure for L with [M |= N and R" = {(n, m) € Nx N|n > m}. Then (i) holds (in M)
since > is transitive, (ii) holds since for n, m € N either n > m or m > n. However (iii) does not hold

since if it did there would have to be a largest natural number - which there ain’t!
(1), (iii) = (ii):

Let M be the structure for L with |M |= {0,1}, R = {(1,0), (1,1)}. Then by checking cases (i) holds in
M and (iii) holds in M since M E Vw, R(1, w,). However (ii) does not hold in M since neither R(0, 0)
nor R(0, 0) hold (!).

(i), (i) = (i):
Let M be the structure for L with [M|={0,1,2},
R = {(0,0), (0,1), (1,1, (1,2), (2,2),(2,0), (0,2)} .

Then (ii) holds since for any i, j € {0,1,2} either (i, j) € RY or (j,4) € R", and (iii) holds since
M = Yw, R(O, w,). However (i) fails because (2,0), (0,1) € R" but (2,1) € R".

13 The proof is by induction on |¢| where ¢ has no variables in common with & . Assume that the result

holds for formulae of length less than |¢|.
Ifp = R(xil, Tyyenns T ), where R is an r-ary relation symbol of L, then either R# S, ¢* = ¢ and

M*E gb(ail, @y seees @

ZI‘
RM*
& (ai,alé,...,a‘)e
M _: M* M
(aﬁ,aiQ,...,ai)eR ,since R = R",
X

MF R(a, ,q,,....a, )
ME ¢ (a,a,,....a )

r

a

Tt 3
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or R=2S5 and

M l=¢(ai1,ai2,...,air)(:>M I=R(ai1,al.2,...,air)
& (ail,aiQ,...,air)GRM*

&S ME é‘(aﬁ, a,...,q ), by definition of SM"
pas Ml=¢*(ai1,ai2,...,aiT).

If  =(0 A) then ¢* = (6" A*). Since f, 1) must also have no variables in common with &, by
the Inductive Hypothesis

M*E¢@) < M*E0G) and M* E (@)
& MEO (@) and M = (d)
& ME¢*(a).

The cases for the other connectives are exactly similar.
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If (%) = Jw,; Y(w,/r;,Z) then, as in question 3, we may assume that z; does not occur in &. So
¢" = Jw; Y*(w, /z;) with ¢ and & having no variables in common. Hence by the Inductive Hypothesis
and the fact that [M*| = |M]|,

M* E ¢(a) < forsomebe [M*|, M*F (b,a)
& for someb € [M|, M & ¢*(b,a),
& ME¢'a).

The case for V is exactly similar and the desired result follows by induction on the length of formulae.

If ¢(Z) is a tautology then for every structure N for L and @ € |N|, N F ¢(a@). Hence for every structure
M for Land a € |M|, M* E ¢(a), so by the first part M F ¢*(a). It follows then that ¢*(Z) is a tautology.

14 Throughout let M be an arbitrary structure for the language. So to show that 6, = 0, for 6,, 6, € SL
we simply need to show that M F 6, < M F 6,

(a) MEOVY < MEGorME ¢, byT2
& MEgorME6,
& ME®VE.

(b)

M EVw Y(w,) < forallbe M|, M =) by T3

& M E Yw, P(w,).
(c)
M E Vwyp(w,)ANO) < M EYwip(w,)and M E 60 by T2
& forallbe [M], M E (b) and
MEG by T3

o forallbe [M], M E 9(b) A0
& M EYw, (Y(w,) A 0).

(d)

M E (Jw, Y(w,) — 0) M ¥ Jw, Y(w,) or M E 6
for allb € |M|, M ¥ 1(b) or M 6
for allb € |M|, M E (1(b) — 0)

M E Yw,(Y(w,) — 6).

t oo
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15 (a) This fails for some 6, ¢ since let, say, L have the single unary relation symbol P and let M/ be the
structure for L with [M|= {0}, P" = {0}. Let § = Jw, ~P(w,) and ¢ = Jw, P(w,). Then M F =0, ¢
so M E6 — = but M ¥ ~(0 — ¢) (since M 60— ¢).

(b) This holds. For given a structure M and an interpretation of the free variables in A/,

M E —3w, 6(w,) < it is not the case that

3b € [M], M E 6(b)

for all b € |M|, M ¥ 6(b)
for all b€ [M], M k= —6(b)
M E Yw,=0(w,).

t ¢ ¢

(c¢) This holds since for M etc. as in (b),

M EYw, (0(w) A p(w,)) < Vb € |M|, M E 0(b) A ¢(b)
o Ve |M,ME6®b) and M E ¢(b)
o Vbe|M|,ME(b) and Vb € |M|, M E ¢(b)
& M EYw, O(w) and M E Vw,p(w,))

(d) This fails in general. Since let L have a single unary relation symbol P and let M be the
structure for L with [M|= {0,1} and P" = {0}. Then M & P(0) and M F —P(1) so M & Jw, P(w,)
and M E Jw, = P(w,) so M F (Jw, P(w,) A Jw,—~P(w,)). However, clearly, M cannot be a model of
Fw, (P(w,) A ~P(w,)).

(e) This does not hold in general. To see this let M be as in

(d). Then M ¥ Vw, P(w,) so M E (Yw, P(w,) — Yw, = P(w,)).

However M ¥ P(0) — —P(0) so M ¥ Yw, (P(w,) — —~P(w,)).

(f) This holds. Since given a structure M and an interpretation of the free variables suppose that
M E 3w, (0(w,) = ¢(w,)). Then for some b €|M|, M E0(b) — ¢(b). .. M F6(b) or M E ¢(b).
Hence M ¥ Vwf(w,) or M E Jw, ¢(w,), so M E Vw, 0 (w,) — Jw, d(w,).

Conversely suppose that M F Vw, (w,) — Jw, ¢(w,), so either M ¥ Yw,H(w,) or M F Jw, p(w,).
In the former case there must be some b € |M| such that M ¥ 6(b), in which case M E (6(b) — ¢(b))
and hence M F 3w, (6(w,) — #(w,)). In the latter case M E ¢(b) for some b€ [M]| so again

M E (0(b) — ¢(b)) and hence M F Jw, (A(w,) — ¢(w,)). Either way then we draw this same

conclusion, as required.
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16 The proof is by induction on n € N*. For n =1,

n 1

MEN6@ < ME N 0(@)

) by defn.

= MEG,
o ) forall 1 <4< 1.

@
M E6,(a

Now assume the result for n . Then

ME /\9,(@) & ME /n\Hi(d')andM E0,.,(d),

i=1 i=1

n+1

by T2 and denition of /\,
i=1

< MEG6(a) forl <i<nand
ME@6  (a), bylH
& MEG§(a) forl<i<n+1
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Similarly for disjunction, for n =1,

ME \”/92,(@) s ME \7@(@)

i=1
< M E6(a) by defn.
& MEG6(a) for somel <i<1

and assuming the result for n,

M E\/6,(d)
n+1

& ME\/6(@or M F,,(@) by T2 and din of \/,

i=1 =1

< MEG6(a) forsomel<i<norME@f _ (a), by IH,
& ME§(a) forsomel<i<n+1.

17 For these we use the list of ‘useful logical equivalences’ (ule) in the notes and Lemma 2
(a) —3Jw, Vw, R(w,, w,) = Yw,~Vw, R(w,, w,)
= Vw, 3w, ~R(w,, w,) by Lemma 2 and a ule.
(b) Vw, R(w,, z,) = Yw, R(w,, x,)
Hence
(VYw, R(w,, z,) A Jw, R(z,, w,)) = (Yw, R(w,, z,) A Jw, R(x,, w,))

by Lemma 2 (and the fact that Jw, R(z,, w,)) = Jw, R(z,, w,))).

By Lemma 2,

(Yw, R(w,, z,) A Jw, R(z,, w,)) = Yw, (R(w,, z,) A Jw, R(z,, w,)).
Again by Lemma 2,

(R(zy, ) A Jw, R(z,, w))) = Jw, (R(z,, z,) A R(x,, w,))
so by this Lemma again,

Vw, (R(ww xl) A Jw, R(%, w1)) = Vw,Jw, (R(UI?, $1) A R(mm wl))'
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Since = is an equivalence relation, putting together (59), (60), (61) gives
(Vw, R(wy, z,) A Fw, R(z,, w,)) = Yw,Fw, (R(w,y, 7,) A R(x,, w,)),

— a suitable logically equivalent formula in Prenex Normal Form. [Clearly this equivalent is not unique,

this is but one of many correct possible answers here.]
() By the ule’s (Vw, R(w,, z,) — Jw, R(x,, w,))
= Jw, (R(w,, z,) = Jw, R(z,, w,)), (62)

(R(y, 2,) — Fw, R(x,, w,))

= sz (R($J’ xl) — R(x27 w?))’
so by Lemma 2,

Jw, (R(w,, 7,) — 3w, R(x,, w,))
= Jw,Jw, (R(w,, z,) = R(x,, w,)). (63)
Putting together (62), (63) gives

(vwl R(wn z,) — Jw, R(Izv wz))

= Jw,Jw, (R(w,, z,) — R(z,, w,)),

an equivalent in the required Prenex Normal Form.
18 Fill-in of justifications:

1. Vuw, P(w,)| Y, P(w,) REF

2. Vw, P(w,)| P(z,) YOI,

3. P(x,)| P(z,) REF

4, P(x,)| (P(x,) A P(z,)) AND 3,3,
5. Y, P(w,)|(P(z,) A P(z,)) AND 2,2,

6. Yw, P(w,))|Yw, (P(w)A P(w,)) VI, 5.
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If we were to append to this proof the sequents

7. Fw Plw) | (P(a) A P(z,))

8. Jw, P(w,) | Jw, (P(w) A P(w,))
it would not be a correct proof because the only way we could get the left hand side of 7 is by using
30O with line 4 and that would be incorrect since z, also occurs in the formula on the right hand side.
Nevertheless we could reach the same final conclusion by appending the following lines to the initial proof:

7. P(z)) | Jw, (P(w,) A P(w,)), 31, 4

8. Jw, P(w,) | Jw, (P(w,) A P(w,)), 30, 7.

19 (@ 1. #|6, REE

2. | (0 —0), IMR, 1
(b) 1. 0,06, REF,
2. 01(¢ —0), IMR, 1
3. (0 = (¢ —6)), IMR, 2
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(©)

(d)

(e)

()

5.

6.

0 — ¢, 0AN-6|0A-¢, REF
0 — ¢, 0N-6|0— ¢, REE
0— ¢, 0A¢|0, AO,1

0= ¢, 0N¢|¢, MP,2,3

0— ¢, 0 N¢| ¢, AO,1

O A= | ~(0 — ¢), NIN,4,5.

1. 6,-0,-¢ |6, REF,

2. 0,-0,-¢ | -6, REE

3.

=~

o

10.
11.
12.
13.

14.

0, -0 -—¢, NIN, 1,2

0,-0|¢, NNO,3

-0 (0 — ¢), IMR,4

| =0 — (0 — ¢), IMR,5

—(OA@), ~(—0V-p), —0|-6, REF

(BN @), =(=0V —~¢), =0 | (=0 V —=¢), ORR,1

~ONG), ~(~0V =¢), =0 | -0V ~¢), REE
(O A @), ~(=6V =¢)|——0, NIN,2,3
—(ON@), 2(=0V —¢p)| 0, NNO,4

~(ON¢), A(=0V ), 7¢ [ —d, REE

~(ONG), A(=0V ), 2¢[(—0Vg), ORR6

~0 N ), ~(~0V =), ~¢ | (=0 v =), REE
=0 N @), 2(=0V —¢)| -—¢, NIN,7,8

J

—

J

(
(
(

0 A @), (—0V—¢)|p, NNO,I
ONG), ~(—0V )| (0 Ad), AND,5,10
ON@), ~(=0V—¢p)| (0 ANp), REE
—~(0 A 9)
)

|
| =—(=0 V =¢), NIN, 11,12
~(ONP)|

(—10 V —|q§) , NNO, 13

L Vw0(w,) | Vw,0(w,), REF,

2. Yw, O(w,) | 6(z;), YO, 1
3. Yw, (w,) | Yw, O(w,), V1,2
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[Here x, is chosen so that it does not already occur in 6. This is always possible since there are infinitely

many free variables but only finitely many occur in 6.]

(8 L. 0(x,)|0(x,), REE
2. 0(z,) | Jw, O(w,), 3L, 1
3 Iw, 6(w,) | Iw, B(w,), 30,2

[On line 2 notice that x, does not appear in Jw, 6(w,) since in forming this formula we replaced all

occurrences of x, in 6(z,) by w,.]

) 1. —0(x),YwO(w)|-0(x,), REE
2. —0(z),Vw, 0(w) | Vw, 6(w,), REE,
3. —0(x),Yw, 0(w)|0(x,),VO, 2
4. —0(z,) |~Vw,0(w,), NIN, 1, 3

5. Iw, =0(w) | =Vw, 8(w), 31, 4,

[On line 4 notice that =, does not appear in 3w, 6(w,) since in forming this formula we replaced all

occurrences of z, in @(z,) by w, |

(1) 1. vw, 0(w,),Yw,—0(w,),0(x,)|0(x,), REE
2. Vw, 0(w,),Yw, =0(w,),0(x,) Vw, =60(w,), REE
3. Yw, O(w,),Yw,—0(w,),0(x,) | =0(z,), VO, 2
4. YVw, =0(w, ),0(x,)|—-Vw, O(w,), NIN, 1, 3
5. =Vw O(w,), Vw, =0(w,),0(x,) | 6(x,), REE
6. —Vuw, O(w,),Yw —0(w,), 0(z,)|Yw,~0(w,), REE
L Y, 0w, )Y, —0(w,), 0(z,) | ~0(,), YO, 6
8. YVw, =0(w,), 0(z,)| =——Vw, 6(w,),, NIN, 5,7
9. Vw, =0(w,), Fw, O(w,) | ~Vw, O(w,), 30, 4
0 a0, 3, 0 ) |, B, 30, 8
1. Y, =60(w,) |—3w, 6(w,), NIN, 9, 10.

[On line 9 notice that z, does not appear in Vuw, 6(w,), Vw,0(w,)
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since in forming these formulae we replaced all occurrences of z, in 6(x,) by w,.]

() L. 0(z,) | 0(z,), REE
2. 0(x,) |Fw,0(w,), 3L, 1
3. 0(z,)| Jw, O(w,) vV Jw, ¢(w,), ORR, 2
4. ¢(x,)|¢(z,), REF,
5 ¢(x,) [ Fw, ¢(w;), 3L, 4
6 é(z,)| Jw, O(w,) vV Iw, ¢(w,), ORR, 5
7 (0(z,) V é(,)) | Jw, O(w,) V Fw, ¢(w,), DIS, 3,6
8. Juw,(6(w,) V¢ (w)) | Fw, O(w,) V Iw, ¢(w,), 30,7.
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10.
11.

12.

13.

14.

15.

16.

17.

18.

19.

Y, (0(w;) = ¢(w,)), 6(,) | 6(x,), REE

Y, (0(w,) = ¢(w,)), 0(x,) | Y, (0(w,) — ¢(w,)), REE,

Y, (0(w,) = ¢(wy)), 0(x,) | (0(z,) = ¢(x,)), VO, 2

Yy (0(w,) = ¢(w,)), 0(z,) | ¢(z,), Mp» 1,3

Y, (0(w,) = ¢(w,)), O(x,) | Fwy $(w;), 31, 4

Yy (0(w,) = ¢(w,)), Fw; O(w,) | Fw, $(w;), 30, 5-
—(Vwy, O(w;) V 3w, ¢(wy)), Ve, (0(w,) Vo (w,)) |V, (0(w)) V¢ (w,)) REF

¢(z,), A(Vwy, O(w,)V Iw, ¢(w))), Y, (0(w,) V d(w,)) | ¢(x,) REF

¢(CC1), _‘(ku e(wl) v le ¢(w1)) > vw1(9(w1) v ¢(w1)) |E|w1 ¢(w1) 317 2

¢(z,), —(Vw,, O(w,) V Jw, (w,)), Yw,(0(w,)V ¢(w,)) |Vw, O(w,)V Iw, ¢(w,) ORR3

¢(:C1) > _‘(ku 9(11}1) v EIw1 ¢(w1)) > vw1(9(w1) \ ¢(w1)) | _‘(ku O(wl) v Elwl ¢(w1)) REF

_'(va? 9(w1) Vv Juw, ¢(w1)) > vwl(e(wl) v ¢(w1)) |—|¢)(ZL‘1) NIN, 4, 5
—(Vay, 8(w,) V Fwy d(w,)), Y, (8(w) V ¢(w,)) [ 6(z,) v é(a) YO, 1

0(x,), ~0(x)), ~(Vw,, O(w,) V3w, é(w))), Yu,(0(w,)V ¢(w,)) |¢(x,) REF
¢(z,), ~0(x,), A(Vuwy, 6(w,) vV Iw, ¢(w,)), YV, (0(w,) V $(w,)) |§(z,) REF

=0(z,), =(Vw,, O(w,) V 3w, d(w,)), Vw, (0(w,) V d(w,)) | —¢(z,) MON, 6
¢(,), ~(Vwy, O(w,) vV 3w, p(w,)), Y, (0(w,) V d(w,)) [--6(z;) NIN,9, 10

B, ~(Vaw,, B(ur) V 3, Buw,)), Y () V $uw,)) | 6(z;) NNO, 11
O,) v 9(x,), ~(Yuy, 0(w,) v Fu, dw,), Voo, (B(uw) V H(w,)) | a,) DIS, 8, 12
(S, 0(w,) VT, (), Voo, (0w, $ar)) | (Ba) V H(a)) > O(a,) IMR, 13
(Y, 0w,) V Fu, §(w,), Voo, (0w,) v §(uw,)) | Vao, (0w,) V §(uw,)) REF

(S, 0(w,) VT, (), Voo, (0w, v $ur)) | 0(z,) V 9(z,) VO, 15

(Y, () V 3w, 6w, ), Y (6(w,) V 9(w,)) | 6(z,) MP, 14,16

(S, 0(w,) V T, $(w,)), Y (Ow,) V 9(uw,) | Yurduw,) VI, 17

=(Vw,, 0(w,) V Iw, d(w,)), Yw,(0(w,) V ¢p(w,)) | Vw, O(w,) V Fw, p(w,) ORR, 18
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20.  —(Vw, O(w,) V 3w, $(w,)), Yw (O(w,) V ¢(w,)) | ~(Vw, O(w,) vV Jw, ¢(w,)) REF
21, Vw,(0(w) V é(w))) | ~=(Vw, O(w,) V Fw, ¢(w,)) NIN, 19, 20

22, Yw,(0(w,) V é(w)) | Vw, O(w,) V Fw, ¢p(w,) NNO, 21.

[We can assume that the free variable x; chosen does not appear anywhere in the other formulae on

line 1.]
20 We have that for every ¢ € N7,
¢(a;) - 0(Z)  *

Since 6(Z) only mentions finitely many free variables we can pick 4 such that x; does not occur in .

But then by Lemma 5 we can apply 30 to * to get Jw, ¢p(w,) F 6(Z).
21 AND:

In this case the ‘instance of the rule’ is

['10,Al¢
TUA|OAS

and we have that I' - 6 and A |- ¢, say that
I1,16,1,16,,...,I', |6,

A1 | ¢1’ AQ |¢27"~7Ah |¢h,

are proofs of these respectively, so [LCI,0,=0A, CA and ¢, = ¢. In this case
Fl | 01, Fz | 927"'7Fk | Hkv Al | ¢17 Az | ¢27"~7Ah | ¢h7 Fk UAh | (ek /\(bh)

is the required proof of ' UA F (0 A ¢) since I', U A, is a finite subset of TUA, (6, A¢,) = (0 A )
and the last step in this proof is justified by AND from the earlier T,|§, and A, | ¢,.

VI

In this case the ‘instance of the rule’ is

|6
['| Vw, H(w]. /:1:,)
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where z; does not occur in any formula in I' and we are given that I" |- §, say
re.,r,|6,...,TI,|6,

is a proof of this, so I', CI" and 6, = 6. In this case
L 160,T,10,,....,T 10, T, | Yw, 0,(w, /)

is a proof of I' = Vw, O(w, /z,) since T', C T, Yw, 0, (w, /z,) = Yw, O(w, /z;), the last sequent in this

proof being justified by VI from the earlier I, | §, since x; cannot occur in any formulain I, as ', C T
DIS

In this case the ‘instance of the rule’ is

Loy, Adly
TUAOV S|
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and we are given that ', - ¢, and A, ¢ F 9, say

re,r,|0,,...I, |0,
A1 |¢1? AQ |¢27"'7Ah ‘d)h

are proofs of these, so I', CT'U{6}, A, C AU{¢}and ¢ =6, = ¢,. Notice then that
F,—{0}CT, A, —{6}CA (64)
In this case a suitable proof of T UA U{0V ¢} 9 is

Pl |017“'7Pk |9k7 A1 |¢1)"'7Ah |¢h> (Fk _{9})’9 | wv

(A, =1{0}) 6|4, T ={0HU(A, —{}), OV o) ¥

these last three sequents following from earlier ones by MON (notice that (I', — {6}) U {6} D I, etc.),
MON again and DIS, since from (64),

FTUAD (T, {0 u(A, —{o}).
22 Throughout let M be an arbitary structure for the overlying language and a € |M|.

(a) ORR: In this case the instance of the rule looks like

Assume that ['(Z) F 6(Z) and suppose that M E I'(@). Then M F 6(a) so M F 6(@) V ¢(a). Hence since
M ,a are arbitrary, I'(Z) F 0(Z) V ¢(Z).
(b) VO In this case the instance of the rule looks like

[(7) | Yw, O(w;, )
I(Z) [ 0(x;, %)

and we are assuming that ['(Z) F Vw, 6(w,, 7). Suppose that M F I'(a@). Then M F Vw, 6(w;,a) so for
all b € [M|, M E 6(b,a). In particular then for any interpretation®® of z, (z,,d will be true in M. Hence
(7) E 0(z,, 7).
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(¢) 9O In this case the instance of the rule looks like

[(Z), ¢(z;,7)]| 6(%)
[(7), 3w, p(w,,7) | 0

where z, does not occur in Z (so not on #(Z) nor any formula in I'(#)) and (as in the usual implicit

convention) w; does not occur in ¢(z;,Z). We are assuming that
[(Z), ¢lz;, %) = 0(Z). (65)

Suppose that M F [(@), 3w, ¢(w;,@), say b € |M| is such that M E ¢(b,a). Then since also M F I(a)
from (65), I'(Z), ¢(x,,Z) is true in M when Z is interpreted as @ and =z, is interpreted as b. [It is
important to notice here that because z; does not appear in Z this is a valid interpretation. If x; had
appeared in I then the ‘interpretation’ could be invalid since we might be interpreting x, as b in one place

and as the a; for the interpretation @ of T in another place.] Hence from (65), M E 6(a), confirming
that [(@), Jw; ¢(w;,T) F 0(7).

23 (c) If (O A @) € Q then QF O A ¢ by REF (and Lemma 5(i)). Hence Q - 0, ¢ by AO (and Lemma
5(ii)). Hence from (a) of Lemma 13, 6, ¢ € €. Conversely suppose 0, ¢ € Q. Then Q - 6, ¢ by REF so

QF 6 A¢ by AND. By Lemma 13(a) then (6 A ¢) € Q.

(d) Suppose that (AV ¢) € Q. If 6 & Q and ¢ £ Q then by Lemma 13(b), —0, =¢ € ) so by (a) of

this Lemma,

QF0,-¢. (66)
Then by MON, €, 6 - —6. Also by REF, €2, 6 |- 6 so by AND,

Q,0F0N-0. (67)

Also from (66) €2, =0, ¢ - —¢ by MON and by REF €2, =0, ¢ - ¢ so by NIN €2, ¢ - -—6 and by NNO,
2, ¢ F 0. Using (66) and MON we also have 2, ¢ = =60 so by AND

Using DIS with (67) and (68) now gives €2, (6 VV ¢) = 0 A —0,1ie. QF 0 A =0 since (0 V ¢) € Q. But this
means that ) is inconsistent, contradiction! So it must be that if (9 VV ¢) € Q2 then either 0 € Qor ¢ € Q.

In the other direction suppose without loss of generality that 6 € Q. Then by (a), Q+ 60, s0 QF (0 V ¢)
by ORR and (0 V ¢) € 2 by (a), as required.
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24 Suppose that I' is satisfied in the structure K (equivalently K isa model of I since I'is a set of sentences).

Let M be the structure for L with |M| =|K|xN and for R an r -ary relation symbol of L let
RY = (b, b,,...,b.) | (a(b,), (b,),...,5(b, )y € R*},
whereo: | M |- | K| by o (b, n)) =b.

Claim that for 6(Z) € FL and ¢ € |M

M E () < K E 0(c(©)). (69)

Clearly this will be enough because | M| is infinite and (69) ensures that M &= I too. The proof of (69) is by
induction on the length of 0. If §(Z) = R(Z) for R arelation symbol of L the result is true by definition
of R™. Assume the result for formulae shorter than §. If (%) = —¢(7) then the result holds for ¢ so

MEOC) < MK ¢@)
o K ¥ ¢(o(@))
< K F0(o(?)),
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as required. The cases for the other connectives are similar. Now suppose that 6(7) = Jw; ¢(w,,Z). Then

again the result holds for ¢(z;,Z) and

MEO(C) < for some(d, n) € |M|, M E ¢({d, n),¢)
< for somed € |K|, K F ¢(d, o (¢)),
by IH sinceo ({d, n)) = d,
< K F 3w, ¢(w;, 0(c))
< KEo(0)),

as required. The case for V is completely similar.

In contrast it is not necessarily true that I' is satisfied some finite model. For let L as above have a single

binary relation symbol R and let I'consist of

(i) Vw, 3w, R(w,w,), (ii) Yw,Vw, (R(w,, w,) =-R(w,, w,)),

(iil) Vw,Vw,Vw,((R(w,, w,) A R(w,, wy)) = R(w,, w,)).

Then if M F I, [M| must be infinite. For let a, €|M . Then by (i) there is some q, € |M| such that
M & R(a,, a,) and we cannot have a, = a, otherwise by (ii) we would also have that M E  R(a,, a,).
In turn there must by (i) be an a, € |M| such that M F R(a,, a,). By (iii) then also M F R(a, a,)
and by the same reasoning as before we cannot have that a, = a, or q, = a,. Continuing in this way
then we see that we can construct and infinite sequence a,, a,, a,, a,,. . . of distinct elements of [M| so
| M must be infinite and so I' cannot be satisfied in any finite structure.
25 Suppose on the contrary that for all m,

_‘007 _'91 IARES) _'H'm—l % Hm’ (70)
Consider the set of sentences

I'={-6, |neN}L
Let A be a finite subset of T, say,

A= {—|9].1, ﬂajz,...,ﬂajs}
with 7, < 7, ... << j,. Then by our assumption A must be satisfiable. For if not then any model of

{~0,,0,.....~0, }

2 Js—1
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would also have to be a model of 6, (otherwise it would be a model of =6, and hence of A). In other words

—|<9j1, _'9.72""’_'9.7571 E Qis
contradicting (70).
Having shown that any finite subset of I must be satisfiable (under assumption (70) of course) we conclude
by the Compactness Theorem that I' must be satisfiable, say M is a model of I'. But then M E —6, for
all n € N, contradicting the fact that every structure for L satisfies some 6,. We conclude then that
the assumption (70) must be false and hence that for some m

—6,, ~0,....,m0 , E0 .
26 Let I', A C SL be such that for any structure M for L,

MET e MFEA *.

Assume on the contrary that there do not exist finite I'" C I" and finite A" C A such that for any structure
M for L,

MET & M ¥ A"

Let Q CTUADbefiniteand I = QNT, A" =QNA, so T is a finite subset of I', A is a finite subset
of Aand I" N A" = 2. By the assumption there is a structure M such that

MET and M E A’ T
or
M FT'and M £ A i
If  then clearly M ¥ T and M ¥ A which contradicts the given fact % that
MET & M F A
Hence it must be that { holds. Since Q was an arbitrary finite subset of I' U A the Compactness Theorem

now gives that I' U A is satisfiable.So there is a structure N for L such that NV =T and N F A. But

that too contradicts « . It follows then that such I'', A" must exist.
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27 Suppose on the contrary that a sentence v such that

M E ¢ < T'is satisfiable in M. (71)
did exist.
We shall show that I" U {—1} is satisfiable. Let A C " U {—)} be finite, say m € N" is such that

Ac{R (z,)|1<n<m}U{—}

Let M, be the structure for L with |Mm| = {0}, R,]Lum = {0} for £m} and R,]y"’ = ¢ for n >m. Then
MFE R, (0) forn<mso{R (r,) |1 <n<m}is satisfied in M,, by 2, = 0.

Also M, E—-y from (71) since, for example, R

m+1

(x,) isnot satisfied in M ,. Hence A is satisfied in M.
By Compactness then I" U {—} is satisfiable, say in the structure M. But then trivially I' is satisfiable in

M so M F 1 by (71), contradicting the fact that —¢ is satisfiable i.e. true, since —1) isa sentence, in M.

We conclude that no such sentence ¢ can exist.
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28 Suppose on the contrary there was such a sentence 0. Then we claim that T, the set of formulae

=3y, w, (R, w) A R(w,, 2,)) A A B(w;, wy,,)) [n€ NTFUA{O, = R(x,, 2,)},

i=1

is satisfiable. By the Compactness Theorem it is enough to show that every finite subset of I is. So let
A be a finite subset of I and let £k € N be an upper bound on the subscripts of bound variables w),
appearing in A. Then A is a subset of the set T', of formulae

{—3Jw,..., wn((R(xU wl) A R(wm $2)) N /\7H R(wm wi+1)) |0 <n<k}uU{o, —|R(I1, xZ)}a

i=1

and it is enough to show that I, is satisfiable. But it clearly is, by z, > a,, z, > a,,,, in the structure
M, for L with |M,|={a, a,,..., a, a,,;, .}

RM ={a,a)||i-jI<1,1<i,j<k+2}

K3

- notice that M, F 6 by assumption on 0 since M, is connected.

Having established that T' is satisfiable suppose it is satisfied by ¢, ¢, in the structure M for L. Then
since 1k g, by assumption on M is connected. So either M F R(c, c,) or for some n > 1 and
b,b,,...,b, €|M|,

M E R(c,, b),R(b, b,),R(b,, b;),...,R(b, ,b,),R(,, c,)

n=17 “n

SO

But either way this contradicts the assumption that ¢, ¢, satisfies I', contradiction. We conclude that

such a sentence 6 cannot exist.

29 (i) f(9(f(x,, z,)), ¢) isatermof L since x, € TL by Tel, ¢ € TL by Te2. .. f(z,, x,) € TL by Te3,
and g(f(x,, z,)) € TL by Te3 again. Finally f(g(f(z,, ,)), ¢c) € TL by Te3.
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(ii) gg(c) is not a term of L. To prove this we show by induction on the length of a term ¢ that the
number f, of function symbols occurring in ¢ equals the number 7, of occurrences of the right round
bracket )’ in ¢. For clearly this is true if ¢ = z; or ¢ = ¢ (there are none of either) and if we assume
t = f(t,, t,,...,t,) where f isan m -aryfunctionsymbolin L and ¢, ¢,,...,t, areterms of (necessarily
of length less than ¢), then

o= 1+f +f,+f

= Llan +7n +..1 by IH

m

= T;f)

as required.
However since this property is not satisfied by gg(c) it cannot be a term of L.

(iii) f(f(z,, w,), g(z,)) is not a term of L. We prove by induction on the length of a term ¢ that no

) Ym

w, occurs in t. Again this is true if ¢ =z, or t = w,, and if t = f(#, t,,...,t,) and we assume the
Inductive Hypothesis for the shorter terms ¢, ¢,,...,¢, then it holds for ¢. Hence this property holds
for all terms. But it does not hold for f(f(z,, w,), g(z,)) so this cannot be a term of L.

(iv) f(f(g(f(e, F(F(g(f(z, f(g(2y), 9(9(23))))))), €)), ;) is notaterm of L by the same proofas in (ii).

06) 1(2,-5) = (f(9(2), )" = (5" (2, =5) = () 5) = (& ~-5)=9 .

(i) ¢"(2,-5) = (f(flg(c), 2),=5)" = fF*(f"(9"(c"),2),-5) = (9" (c") -2) - (-5) =
(47 —2)+5 =109.

(iii) £"(2, - 5) = (g(f(f(2, ), g(-B))))" =
9, ), 6" (5) = (2 )~ (BF) =729 .
31(a) 1. Vuw, R(w)|Vw, R(w,), REF
2. Yw, R(w,)| R(f(z,)), VO, 1
3. Vw, R(w,) | Vw, R(f(w,)), V1,2
® 1 R(f@))|R(f(z,)) REF

2. R(f(z,))| Jw, R(w,), 3L, 1
3. FJw, R(f(w,))| Fw, R(w,), 30, 2
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32 We first prove by induction on the length of the term ¢(Z) that if M/ and K have the same
universe and interpret all the constant and function symbols in #(Z) the same then t"(d) = " (@) for
a € [M| = |K]|. [Clearly this is vacuously true if constant or function symbols occur in #(Z) on which
M and K do not agree so we can limit attention to those terms which do satisfy this (and similarly

for the case of formulae which comes next).| If #(Z) = z;, then

t"(@) = a, = t"(d@), as required.

Then since the [t,| < |¢| and M, K must also agree on all the constant and function symbols occurring

in these ¢, , by Inductive Hypothesis ¢ (@) = t" (@) for i =1,2,...,m and hence
t¥(@) = f1(4"(@),....t, (@) = (4" (@),....t,, (@) = t" (@),

as required.
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For the formula ¢(Z) we analogously prove it by induction on the length of ¢(Z). In case
&(Z) = R(t,(Z),...,t,, (%)) we have
ME(a) < ("(a),...,t" @) e R"
& (tf(a)t,(a) € R*
& K E¢a)

since R = R" and t"(d@) =t (a@) for i =1,2,...,m by the early result for terms. [Notice that M
and K must agree on the function and constant symbols in the ¢, since obviously these must occur

too in ¢.]
The remaining cases for ¢ a negation, conjunction etc. follow immediately from T2-3.

(i) Let M be a structure for L and let b € |M | Let K Dbe the structure for L which is the same as
M except ¥ that ¢ = b. Then since F 6(c), K & 6(c") so by Lemma 18, K F §(b). Since ¢ no longer
appears in 6(z,), by the first part of this question then M F 6(b). Hence since b € [M| was arbitrary

M = Vw; O(w,) and hence = Vw; O(w, ) since M was an arbitrary structure for L .

(ii) Let I,(c) | ¢,(c), I,(c) | ¢,(c),...,T',(c) | ¢,(c) be a proof of - O(c) where we have explicitly exhibited
the occurrences of the constant symbol ¢ . So I',(c) = ¢ and ¢, (c) = 6(c). Assume that the free variable
x, does not occur in any formula in this proof —there must be such an s since there are only finitely

many formulae (hence free variables) mentioned in the proof. We claim that is also a proof.

Ly(x) | oy(2,),Ty(2,) | y(z, ), Tp(2,) | S () (72)

To see this we consider the justification for I',(c) | ¢,(c) being in the original proof and show that the

same justification applies here in (72).

If the justification is REF then ¢(c) € T';(c), so ¢,(z,) € T',(z,).

If the justification is that I',(c)|¢,(c) follows by VO from T, (c)|¢,(c) (with r <i) then
¢,(c) = Yw, ¢,(c, w; /z,) for some x, not mentionedinT, (c).Ifh #sthen ¢,(z,) = Yw, ¢,.(x,)(w, /z,)
and z, still cannot occur in any any formula in I, (x) so again this step in (72) can be justified by VO.

If h = s then in fact z, never did occur in ¢,(c). In this case pick g so that g # s and z, appears in

no formula in the original proof. Then
o,(c) = Vw, o, (c, w]./xh) = Vw, o,(c, wj/xg)

and we are essentially back in the case where h = s(!!)
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If the justification is that T, (c) | ¢,(c) follows by 31 from T, (c) | ¢,(c) (with r <) then ¢,(c) = Tw; ¢, (c)
where ¢(c) is the result of replacing some occurrences of a term #(c) in ¢,(c) by w;. In that case
¢,(z,) = Fw; ¢ (z,) where ¢'(z,) is the result of replacing these corresponding occurrences of, now,
t(x,) in ¢,(x,) by w; so this step again has the same justification in (72) as it had in the original proof.

The remaining cases go through similarly.

Since (72) is a proof we now have that I ¢,(z,), equivalently I 6(x, ) and hence by VI, Vw, 0(w,),

as required.

33 Suppose that {0(c,, ¢,)} is inconsistent, so 0(c,, c,)t ¢, 7¢ for some ¢ and hence by NIN,
F =6(c,, ¢,). By the previous question then + 6(c,, ¢,). Hence by MON 6(c,, ¢,) F —=0(c;, ¢;) and by
REF 0(c,, ¢,) F 0(c,, ¢,) so {0(c,, ¢,)} is inconsistent.

The converse is not true. For consider the language with just a unary relation symbol P and constants
¢, ¢, and let O(c, c,) = P(¢,) A—=P(c,). Then 6(c, c,) is certainly satisfiable, for example in the
structure M for L with |M | =1{0,1},¢" =0,c)' =1 and P" = {1}, so {6} must be consistent by
the precursor to the Completeness Theorem. However {0(c,, ¢,)} = {P(c;) A —=P(c,)} is certainly not

consistent since by REF
{P(c,) N\—P(c,)} F P(¢,) A=P(c,)}

34 Let A C Q2 be finite, say m is such that if the constant symbol ¢, appears in a sentence in A then

n < m. Then
ACT={0eSL|REGU{R (¢, &)} U{R_(f(c,, €),¢)|n<m}.

Let K be the structure for L(g) with |K|= R which agrees with R on f,, f, R_, ¢, ¢, ¢,,... and

interprets € = (m +1)".
p

Then for € SL,KFE6 whenever R EO (by problem 28 above). Also 0<e&® and for

n<m, ) =nx(m+1)" <1=c so

KER.(c,e) and K FR.(f(c,,¢),¢) forn<m.

n’

Hence T', and so A, is satisfiable and by the Compactness Theorem (2 is satisfiable, equivalently has a
model since 2 C SL .

Download free eBooks at bookboon.com



A Short Course in Predicate Logic Solutions to the Exercises

35 (i) Vw,(x, = w,) is not a formula of L . To confirm this we can, for example, prove by induction on
its length that for a formula 6 of L the number of left round brackets ‘’ occurring in 6 equals the
number of occurrences of the binary connectives A v, — in @ plus the number of relation symbols
different from = occurring in 6 plus the number of occurrences of function symbols in §. For the base
cases t, = t, and R(t,, t,,...,t, ) with ¢, t,,...,t, € TL we use the result proved in (ii) of the previous
question. The cases when 6 is one of —¢, (¢ V¢), (¢ AY), (¢ = ), Yw, d(w,/x;), Fwp(w,/x,)
are now easy to check. So all formulae of L have this property, and hence Vuw,(z, = w,) cannot be a

formula of L since it does not possess this property.

(i) Yw,(x, =w, Vx, =w,) is a formula of L, since =, =z, is a formula of L by L1 and so

(¢, =z, Vx, =ux,) isby L2 and Vw,(x, = w, Vx, = w,) is by L3.

(iii) Jw,f(w,, ) is not a formula of L. An easy way to see this is to show by induction on
|0| for 6 € FL that the equality symbol ‘=" or one of the other relation symbols must occur in
6 (which obviously fails for Jw, f(w,, z,)). Clearly this is true for § of the form R(¢,,...,t,) or of the
form t, = t,. Assuming the result for all formulae shorter than g, if 6 = (¢ V ¢) with ¢, ¢ € FL thenit
is true for ¢, since |<b| |6| and hence true for §. The cases for the other connectives are similar. Finally
if 0 =vYw, d(w,/z;)(or 3w, p(w, /x;)) then by the Inductive Hypothesis ¢ mentions some relation
symbol (possibly =) of L and this is stlll there when we go to Vw, ¢(w, /z,), i.e. 6.
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(iv) Yw(R(z, w) > w =1,) is a formula of L since =z, =x,, R(z,,z,) € FL by L],
(R(x,, &) > x, = x,) € FL by L2 and Vw,(R(z,, w,) > w, = x,)) € FL by L3.
(1) MEVuw, flw,w,)=c<VneNn+n=2,

which is obviously false.

(2) ME3w c=g(w)< IneN2=n’,

which again is clearly false.

(3) M|= Yw Yw, (R(w,,w,) —R(w,,g9(w,)))
< Vn, m € N* if n|m then n|m?,

—which is true.

(4) M|= Fw, Yw,Yw, (R(w,,f(w,,w,)) —R(w,w,))

< dn € N" such that Vm, k € N" if m | (n + k) then m |k,

- which is false since for any n € N*, 2n | n +n but 2n|n.
Choices for 6,(z,), 0,(z,), 0,(x,), 0,(z,, x,, ;), O;(x,),

0s(x,, x,, x,) € FL with the required properties are:
O,(z,) : @ = g(c),
O (z,) : Fw, (f(w,, ¢) = 2, A f(w,, z,) = g(c)),
Oy(z,) : JwFw,z, = f(g(w,), g(w,)),
0,(z), T,y ) + ((R(zy, 2,) A R(z), 24))

AV, ((R(w,, 7,) A R(w,, 2,)) > R(w,, 2,))),
0,(z,) : (=7, = g(z,) A YV, (R(w), ml)

= (w, =z, Vw, = g(w)))),

05(z,, 5, T3) : g(f(zmxs)):f(f(g(%) 9(x,)), f(zy, 2,)).

For the last part there are many possible ¢. One such is
Jw, Fw,(—w, = w,) A (=R(w,, w,) A =R(w,, w,)))

which holds in M (such w,, w, here are 2, 3 for example, but fails in K since for any two rational

numbers p, ¢ either p =¢q or p <gqgor g < p.
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36 0, : Fw,Fw,Iw,Vw,(w, = w, V(w, =w, Vw, = w,))
0, : Jw,FJw,Fw,(~w, = w, A (-w, = w, A ~w, = w,))

0, : (6, AO,)

For the second partlet M be the (normal) structure for L with [M|= N andfor n € N, f*(n) =n +1.
Then

fi(n) = fim) =n+ 1 =m+ 1 =>n=m

so M|= Vw Yw, (f(w,) = f(w,) »w, = w,). Also forall n € N, f¥(n)=n+1#0 so

M E JwVw, flw,)=1w, (and hence is a model of the conjunction of these two sentences).
However suppose that K was a normal model of
YV, Vu,(f(w,) = flw,) > w, = w,) A JwVw,—f(w,) = w, (73)

and |K| was finite, say |K| = {a,, a,,...,q,,}. Then from the first conjunct of (73) the function f*

* m

maps {a,, a,,...,a, } one-to-oneinto {a, a,,...,a,} whilst from the second conjunct f* does not map
{a,, ay,...,a,} onto {a, a,,...,a, }.But this contradicts the pigeon-hole principle!
37 Oy(z, 3,) « (~R(z,, 7,) A ~R(2,, 2,))

(
0,(z,) : Vw,(-w, =z, = R(w,, z,))
0, : Yw 3w, (~w, = w, A R(w,, w,))

6, : Fw,Fw,((~w, = w, A—R(w,, w,)) A

Vuy((w, =, w, —w,) R, w,)))
38 Let M be a normal structure for the (default) language L with equality and suppose that
M E Vw,(0(w,) — w, = c¢) (74)
M E —6(c). (75)
Let a € [M| and suppose that M F 6(a). From (74),
Vb e |M|, M E (6(b) > b =c)
so M Fa=c and

MEa=c" (76)
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A Short Course in Predicate Logic Solutions to the Exercises

by Lemma 17. From Eq7 we know that

MEa=c"—(0(a) <+ 6(c"M))
Hence with (76) and our assumption we have M F #(c") and hence M F f(c) my Lemma
17, contradiction! We conclude that M F —f(a) and hence since a was an arbitrary element of
|M|, M F Yw,—~6(w,). Since M was an arbitrary model of vV, (§(w,) — w, = ¢), =0(c) we conclude

that Vw,((w,) = w, = ¢), =0(c) E Yw,—0(w,).

39 (a)

—

| Vw, Vw,(w, = w, = f(w,) = f(w,)), Eq5,
2. | Vo, (s = w, = f(s) = f(w,))), VO, 1

[(s =1t f(s) = f(t)), VO, 2
s=t|s=t, REE

=~

wu

s=t| f(s) = f(t), MP, 3,4.
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(b)

(c)

10.

11.

N

10.

11.

12.

13.

| Yw,, w,, wy, w,((w, = wy Aw, =w,)
— (R(w,, w,) <> R(w,, w,)), Eq4
| Yw,, w,, w,((x, = w, ANw, =w,)
— (R(z,, w,) <> R(w,, w,)), VO, 1
| Vw,, w,((z, = w, Ac=w,)
— (R(z,, ¢) <> R(w,, w,)), VO, 2
| Vw,((x, = cANec=w,) — (R(z,, ¢) < R(c,w,)), VO, 3
|((x, =cANc=rc)—(R(z, c) <+ R(c c)), YO, 5
| Vw,, w, = w,, Eql
|c=¢ VO, 6
x, =c|z, =c, REF
r, =cl(z, =cANc=c), AND, 7,8
z, =c|R(z,, ¢) > R(c,c), MP, 5,9

x, =c| R(z,, ¢) = R(c, ¢), AO, 10.

| Vo, wyuw, = w, — (B(w,) > 6(w,))), Eq4
|V, (2, = w, — (0(z,) < 0(w,))), VO, 1
(2, = ¢ — (0(z,) < 0(c))), YO, 2
z, = c |z, =c, REF
z, = c|8(z,) © 0(c), MP, 34
2, =c|0(z,) = 0(c), AO,5
~0(c), 0(z,) | 0(x,), REF
z, = ¢, ~0(c), 8(z,)| 6(c), MP, 67
2, = ¢, ~0(c), 8(z,) | ~6(c), REF
—6(c), 6(z,) | ~z, = ¢, NIN, 8,9

)

=0(c), 0(z,) | (6(z,) AN -z, = c), AND, 7, 10

=6(c), 0(z,) | Jw,(6(w,) A —~w, = ¢), 31, 11
(

- ( ) Elwl x1)|3wl( (wl)/\ﬂwl = c)) 30, 12
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d L Vulw) = w =c), ~0(c)| Yu,(0(w,) - w, = c), REF
2. Y (B(w,) — w, = c), ~8(c) | (B(z,) = 7, = c), YO, 1
3. 0(z,)| 0(x,), REF
4. 0, Yw,(0(w,) = w, =c), ~0(c)| z, = ¢, MP, 2,3
5. [V, wy(w, = w, = (B(w,) <> 6(w,))), Eq7

6. | Vw,(z, =w, = (6(z,) + 0(w,))), VO, 5
7. |(z, =c— (0(x,) + 0(c))), YO, 6

—w, =c), =0(c) | O(x,) <> 0(c), MP, 4,7

10. 6 | 6(c), MP, 3,9

11. 4

)
(c) [ 8(z,) — 6(c), AO,8

— w, = c), ~0(c)

), —6(c)

O(w,) = w, = ¢), =b(c) | —6(c), REF

12.  Vw,(6(w,) = w, = c¢), =0(c) | —6(x,), NIN, 10, 11

) )
13, Vw,(0(w,) = w, = ¢), =6(c) | "Vw,~0(w,), VI, 12
40 (a) Let M be the normal structure for L with |M|= {0,1}, f*(0) = f*(1) =0,¢" =0 and
RM= {(0,0),(1,1)}.
Then M F £(0) = f(1) since f*(0)= f"(1) but M F 0 =1
since M is normal (and of course M E EqL) so
EqL, f(x,) = f(z,) ¥ =, = =,
and by the Completeness Theorem
EqL, f(x,) = f(z,) ¥ 2, = x,.
(b) Let M be as in (a). Then M F(-1=cAR(1,1)) since 1 # ™ and (1,1) € RY, so

M F Jw,(—w, = ¢ A R(w,, w,)). However M F R(c, c) since ¢ =0 and (0,0) € R" so M¥ —R(c,
¢). Thus

EqL, 3w, (—w, = ¢ A R(w,, w,)) ¥ R(c, c)

and the result follows by the Completeness Theorem.
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A Short Course in Predicate Logic Solutions to the Exercises

(c) Let M be a structure for L with |[M|= {0,1,2} and =" the set of pairs

{(0,0), (1,1), (2,2), (0,1), (1,2), (2,0) }-

Then it is easy to check that M & Eql, Eq3. However M ¥ Eq2 since M F0 = 1 (i.e. (0,1) €=")
but M # 1=0 (ie. (1, 0 €="). The result follows by the Completeness Theorem.

41 When there is just one copy of #,
L E(L (4L (L (L D)) =0, =141 =2,
Now suppose by induction that for #n copies of %,

L@ (L 2L (L D))" =n+l.

y

By 2020, wind could provide one-tenth of our planet's
electricity needs. Already today, SKF's innovative know-
how is crucial to running a large proportion of the
world’s wind turbines.
Up to 25 % of the generating costs relate to mainte-
nance. These can be reduced dramatically thanks to our
stems for on-line condition monitoring and automatic
jcation. We help make it more economical to create

Therefore we'need the best employees who can
eet this challenge!

Tr)_af Power of Knowledge Engineering

'-r:-.%.i

o

Plug into The Power of Knowle‘ngineering.
Visit us at www.skf.com/know1ed"gg}

8

173 Click on the ad to read more

Download free eBooks at bookboon.com


http://www.skf.com/knowledge

where the expression in square brackets has n +’s, and by inductive hypothesis this is
tN1¥n+ 1) = 1 + (n+ 1) = n+ 2.

Hence by induction for n copies of +,
+(1,4+(L,2 (..., 2(1,2(1,2(1,1))) ..))¥= n+ 1.

Denote the left hand side term here as 7 + 1 so now we have that for all n € N, n" = n. Now let
[(z,) = TAU{—n = x|n € N},

Appealing to the Compactness Theorem we show that I'(z,) is satisfiable (in a normal structure) by

showing that every finite subset A(x,) of I'(z,) is so satisfiable.
For let A(x,) be such a subset. Then there must be some k£ € N such that
Alx) CT(x,)) =T AU{—n =z|n <k}
and it is enough to show that I',(z,) is satisfiable. But clearly it is, in N by z, > k+1.

Given that I'(z,) is satisfiable let K be a structure for LA and b € |K | such that K ET(b). Since
K E TA K is a model of true arithmetic. Indeed if ¢(x,, =,,...,z, ) € FLA and k, k,,...,k, € N then

NE ok, k,,...,k

m) = N':Cb(klN? 2N7'-~7@N)

& Nh(lﬁ,l&,...,_m) by Lemma 17,
< ok, ky,.. k,)ETA

& KlZQb(lﬁ,_z, ,ﬂ)

& KEok™k" ... k")

In particular then for n, m, k € N,

n+m=%k +—
<
<
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and we now see that the 0%, 1%, 2% 3" 4", ... look and act (with respect to the plus +¥ and product
Kof K) justlike 0,1,2,3,4,... act with respect to the standard plus and product of N. However for
n € N, K F —n = b sotheelement b of | K| is not equal to any of these 0%, 1%, 2% 3% 4", ... Clearly

any element n of N is equal to one of 0,1,2,3,... (!!) so it follows that K and N cannot be ‘isomorphic’

With a little more work we can show that in the sense of K this b must be larger than all the n", i.e.
all the standard n. We refer to b as a non-standard natural number and K as a non-standard model
of true arithmetic. Finally notice that the construction in the proof of the Completeness Theorem would

actually produce a K here that was countable.

42 Sketch proof: Let the language L have a unary relation symbol P, for each n € N and constants

¢, foreach a = aya,a,...a, € H . Set |a,a,a, ...aq,| to be the length of a,aa,...q,,ie k+ 1.
Let I' C FL consist of:

DV oaen N'_y(Pu(z1) & Pulca), keN,

lal=k-+1

ii) P (c,), whenever @ = aya,... a, € H andn<ka =1,

iii) =P (c,), whenever @ = aya,... a, € H andn<k;a =0.
Then every finite subset A of T is satisfiable - indeed if m is maximal such that some c. occurs
in a formula in A then A is satisfied in the structure K given by |K|= H, P* = {b;bb,...b, €

H|n rb =1}, c% =a when z; > € for any (it doesn’t matter which) e = ey epe,...e, € H.

Now by the Compactness Theorem let M be a structure for L in which I is satisfied by some d € [M|

and set

n

B {1 it M E P,(d),
L0 otherwise.

Then because d satisfies the formulae in (i) in M , for each k € N thereisan @ = q,q,...a, € H such
that for all n = 0,1,...,k

M E F,(d) < P,(cz)
and with the fact that (ii), (iii) hold in M this forces
d,dd,...d, = aaa,...q € H.

Hence d,d,d, ... is the infinite sequence we are looking for.
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A Short Course in Predicate Logic Appendix

Appendix

For the sake of simplicity we will start by considering a finite language L with just the relation symbols
R, R,,...,R,. The idea is to code each formula 6 € FL with a unique number 0 € N* We begin by

giving a code to each of the symbols which can appear in a formula as follows:

Symbol X R, =z, w, - A V — 3 V ()

Code# X 2/ 3" 5" 7 11 13 17 19 23 2931

So for example R, gets code 2° =8 and w, gets code 5° = 25. Clearly given the code for a symbol
we can recover that symbol. Some numbers, such as 6 for example, are not the codes for any symbol
but that’s of no concern.

We now code a finite sequence of symbols X, X, X, ... X, by the number

B(X,X,X,...X,) =235 i

where p, is the k’th prime, starting at p, = 2.
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Noticethatbecause the decomposition ofanumberintoaproductofpowersof primesisunique we canrecover
81X, 81X, 8X,,..., 1 X, from #(X,X,X, ... X,) and in turn then recover the original X X,X,... X, .

In other words the map
XXX, ... X, » (XX, X,...X,)
is injective.

Since the formulae of L are themselves such words (though of course not all such words are formulae)
we can now producealist 6,, 6,, 0,,... in which every formula of L appears at least once by, say, picking

one particular formula ¢ of L and setting

{w if f1p = n and ¢ € FL
0, =

¢ otherwise.

In this case our list will in fact contain infinitely many copies of ¢. For the proof of the Completeness
Theorem this is not problem but in any case we can refine our list to avoid repeats by simply deleting

every occurrence of ¢ after the first and then telescoping down to fill the gaps.

From this proof it should be clear that the same trick will work if we start off with any countably infinite
language, that is one where we can list, possibly with repeats, the symbols of the language as S, for
n € N* (Indeed with enough Set Theory at our disposal we can produce lists, albeit uncountable, even

for uncountable languages, and with some minor adjustments still prove the Completeness Theorem.)
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Endnotes

ok D=

© ® N o

10.

11.

12.

13.

14.

15.

16.
17.
18.
19.
20.

21.

In this course 0 is taken to be a natural number, so 0 € N.

Commas are treated as invisible, they’re there simply for our convenience.

In practice we often omit the word ‘symbol’ in this context.

In this subject some practitioners use the word ‘language’ in a different sense.

To simplify this account we will not include 0-ary relation symbols in our language, though if we did they
would just act like the propositional variables of Propositional Logic. 0-ary functions are just the same thing as
constants so there is no need to allow their inclusion.

The whole point here is showing that it could not so arise in more than one way.

They need not all actually appear in ¢

We leave it open here exactly what the ¢, are because we will use this notation in a number of different contexts.
I've introduced this convention (not all presentations have it) in order avoid the messy issue of interpreting
formulae such as Vw, 3w, Q(w,, w,). Similar the use of w, for bound variables and z, for free variables (again
most accounts don’t do this) avoids the even more messy problem of determining whether a variable is or
is not bounded by a quantifier.

Commonly outside of this course M is also often used instead of |M|. This could cause confusion because M
is being used for two different things, the structure and the universe of the structure. In practice however one
quickly sees which of the two is meant.

Had we allowed 0-ary relation symbols in our language then | M| would have to specify for each of them a truth
value, true or false. In this way M would look like an extension of the valuations of Propositional Logic and in
turn the resulting development would show Predicate Logic to be an extension of the Propositional version.
Notice that we adopted the shorthand convention of omitting the outermost parentheses from P (7) A =Q (4,7).
However we need to make sure we include it when we subsequently introduce the existential quantier.

So the ‘two barred turnstile’ F gets used in two different ways, for ‘logical consequence’ and for ‘truth in an
interpretation.

A possibly worrying feature of ‘logical consequence’ as a candidate for capturing our intuitive notion of follows’
is that it appears to depend on the overlying language L, since it talks about ‘structures for .’, whilst this
seems irrelevant as far as our intuitive notion is concerned. Fortunately there is no such dependency, logical
consequence is independent of the overlying language, the proof of which is left as Exercise 10 on page 133.
Since the left hand side here is supposed to be a set we should enclose it in braces {; .

However we drop these if it cannot cause any confusion. Similarly if the left hand side is empty we may omit it
altogether rather than writing () = ...

Again we should really write this second left hand side as T U {6(Z)}.

This is why interpretations are split up into structures and assignments to free variables.

As usual this last left hand side is an abbreviation for I' U A U {0 V ¢}, etc..

Take it as read in such cases that x; does not also appear in T

Although we give this here for relational languages is holds mutatis mutandis when we add functions,
constants and equality.

Unary relation symbols are sometimes referred to as predicate symbols.
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22. Because you cannot find a formula in the empty set which is false in that interpretation, can you?!

23. You may at this point feel that they are not obviously exhaustive.

24. They could be infinite but it would make the notation trickier and we don’t need that strengthening in any case.

25. Notice that z; does not occur on the right hand side either because we chose 6 € SL.

26. To have such an enumeration it is enough that L is countable (exercise!). Essentially the same proof of the
Completeness Theorem that we shall give here goes through for general languages L provided L can be well-
ordered (as it can be assuming AC), the only real difference then is that we define the A by transfinite
induction rather than standard induction on w,.

27. If you ever think you've proved such a result suspect you've made a mistake!

28. Notice that this formula is actually a sentence, i.e. mentions no free variables, so we do not need to specify any
assignment to the free variables.

29. As with relational languages the notion of logical consequence is independent of the overlying language. This
can be proved just as for Exercise 10 on page 133 except that we must first proved that if M/, M" are structures
for L, L' respectively, M| = |M’'| and the interpretations of constant and function symbols common to both
languages is the same then for #(Z) € TL N TL' and G |M| = |M'|, t" (@) = t"" (a).

30. Commonly shortened to M F T

31. The formulae involved are all sentences so we don’t need to bother about assignment to the free variables.

32. To avoid lots of subscripts here we have chosen the free variables to be x,, x,,..., x, though it should be clear

that replacing them by distinct Tis Tysenes Ty would make no difference.

33. Recall the footnote on page 83.
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34.

35.

36.

37.

38.

39.

40.
41.

42.

43.

44,

45.

46.
47.

Again for the proof we give we need to assume that we can make alist 6, 6., 03 , ... containing all the formulae
of L though with a little set theory we can dispense with this without introducing any new difficulties.

As before it is important to appreciate here that on the left hand side we are evaluating f M applied to the
elements S, S,,..., s, of | M| whilst on the right hand side we are thinking of the s, s,,..., s, as simply
terms of L. A similar splitting of roles happens frequently in what follows.

For example we may know that there are only Lebesgue measure zero real numbers of a certain sort, and
hence uncountably many which are not of that sort, still that does not necessarily help us exhibit even one
such number.

Functions with this role is usually referred to as a Skolem Functions after their originator the Norwegian
Logician Thoralf Skolem.

In forming formulae we usually write ¢, = , rather than = (¢,, t, ) which we would use if we were thinking of
= as just another relation symbol R.

Here w, - w, etc. should be taken as shorthand for the formally correct but less immediately comprehensible
’ (wl? W, ) r

Where le, Wy, - is short for Yw,Vw, ... etc. and /\ has been explained in the Exercises.

Here we are using the Completeness Theorem already pr()iveﬁ.1We are assuming nothing about =, it is just an
arbitrary binary relation symbol at this point.

For I' AC FL,I' = A stands for I' - ¢ for each ¢ € A, as you would have expected by analogy with
I' = A. Also when referring to sets of axioms we tend to use + instead of U, so e.g. Eq6 +EQ7 is another
notation for Eq6 + Eq7, alternatively Eq6, Eq7.

Level 3 students will not be asked to produce proofs involving equality.

Recall that for ~ an equivalence relation,

a~bs ac(b < la=[b] s [a]n[b] 'O

So as far as statements we can formulate in I, are concerned M looks just like the R, the reals with the usual
natural numbers, +,% and <. However in M the element &" looks like a positive infinitesimal. Structures
like M have been studied quite extensively in the past 50 years because they offer an alternative approach to
Analysis (called Non-standard Analysis) which uses infinitesimals in place of limits.

Of course if z; is in Z then the interpretation of x, is already given — but that doesn’t change anything.

Of course K = M if by chance ¢" =b'!
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