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## CHAPTER 4

## Stochastic differential equations

Some pertinent topics in the present chapter consist of a discussion on martingale theory, and a few relevant results on stochastic differential equations in spaces of finite dimension. In particular unique weak solutions to stochastic differential equations give rise to strong Markov processes whose one-dimensional distributions are governed by the corresponding second order parabolic type differential equation. Essentially speaking this chapter is part of Chapter 1 in [146]. (The author is thankful to WSPC for the permission to include this text also in the present book.) In this chapter we discuss weak and strong solutions to stochastic differential equations. We also discuss a version of the Girsanov transformation.

## 1. Solutions to stochastic differential equations

Basically, the material in this section is taken from Ikeda and Watanabe [61]. In Subsection 1.1 we begin with a discussion on strong solutions to stochastic differential equations, after that, in Subsection 1.2 we present a martingale characterization of Brownian motion. We also pay some attention to (local) exponential martingales: see Subsection 1.3. In Subsection 1.4 the notion of weak solutions is explained. However, first we give a definition of Brownian motion which starts at a random position.
4.1. Definition. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space with filtration $\left(\mathcal{F}_{t}\right)_{t \geqslant 0}$. A $d$-dimensional Brownian motion is a almost everywhere continuous adapted process $\left\{B(t)=\left(B_{1}(t), \ldots, B_{d}(t)\right): t \geqslant 0\right\}$ such that for $0<t_{1}<t_{2}<\cdots<$ $t_{n}<\infty$ and for $C$ any Borel subset of $\left(\mathbb{R}^{d}\right)^{n}$ the following equality holds:

$$
\begin{align*}
& \mathbb{P}\left[\left(B\left(t_{1}\right)-B(0), \ldots, B\left(t_{n}\right)-B(0)\right) \in C\right] \\
& =\int_{C} \cdots \int_{0, d}\left(t_{n}-t_{n-1}, x_{n-1}, x_{n}\right) \cdots p_{0, d}\left(t_{2}-t_{1}, x_{1}, x_{2}\right) p_{0, d}\left(t_{1}, 0, x_{1}\right) \\
& \quad d x_{1} \ldots d x_{n} . \tag{4.1}
\end{align*}
$$

This process is called a $d$-dimensional Brownian motion with initial distribution $\mu$ if for $0<t_{1}<t_{2}<\cdots<t_{n}<\infty$ and every Borel subset of $\left(\mathbb{R}^{d}\right)^{n+1}$ the following equality holds:

$$
\begin{aligned}
& \mathbb{P}\left[\left(B(0), B\left(t_{1}\right), \ldots, B\left(t_{n}\right)\right) \in C\right] \\
& =\int_{C} \cdots \int_{0, d}\left(t_{n}-t_{n-1}, x_{n-1}, x_{n}\right) \cdots p_{0, d}\left(t_{2}-t_{1}, x_{1}, x_{2}\right) p_{0, d}\left(t_{1}, x_{0}, x_{1}\right)
\end{aligned}
$$

$$
\begin{equation*}
d \mu\left(x_{0}\right) d x_{1} \ldots d x_{n} \tag{4.2}
\end{equation*}
$$

For the definition of $p_{0, d}(t, x, y)$ see formula (4.26). By definition a filtration $\left(\mathcal{F}_{t}\right)_{t \geqslant 0}$ is an increasing family of $\sigma$-fields, i.e. $0 \leqslant t_{1} \leqslant t_{2}<\infty$ implies $\mathcal{F}_{t_{1}} \subset \mathcal{F}_{t_{2}}$. The process of Brownian motion $\{B(t): t \geqslant 0\}$ is said to be adapted to the filtration $\left(\mathcal{F}_{t}\right)_{t \geqslant 0}$ if for every $t \geqslant 0$ the variable $B(t)$ is $\mathcal{F}_{t}$-measurable. It is assumed that the $\mathbb{P}$-negligible sets belong to $\mathcal{F}_{0}$.
1.1. Strong solutions to stochastic differential equations. In this section we discuss strong or pathwise solutions to stochastic differential equations. We also show that if the stochastic differential equation in (4.108) possesses unique pathwise solutions, then it has unique weak solutions. We begin with a formal definition.
4.2. Definition. The equation in (4.108) is said to have unique pathwise solutions, if for any Brownian motion $\{(B(t): t \geqslant 0),(\Omega, \mathcal{F}, \mathbb{P})\}$ and any pair of $\mathbb{R}^{d}$-valued adapted processes $\{X(t): t \geqslant 0\}$ and $\left\{X^{\prime}(t): t \geqslant 0\right\}$ for which

$$
\begin{align*}
X(t) & =x+\int_{0}^{t} \sigma(s, X(s)) d B(s)+\int_{0}^{t} b(s, X(s)) d s \text { and }  \tag{4.3}\\
X^{\prime}(t) & =x+\int_{0}^{t} \sigma\left(s, X^{\prime}(s)\right) d B(s)+\int_{0}^{t} b\left(s, X^{\prime}(s)\right) d s \tag{4.4}
\end{align*}
$$

it follows that $X(t)=X^{\prime}(t) \mathbb{P}$-almost surely for all $t \geqslant 0$. If for any given Brownian motion $(B(t))_{t \geqslant 0}$ the process $(X(t))_{t \geqslant 0}$ is such that for $\mathbb{P}$-almost all $\omega \in \Omega$ the equality

$$
X(t, \omega)=x+\int_{0}^{t} \sigma(s, X(s, \omega)) d B(s, \omega)+\int_{0}^{t} b(s, X(s, \omega)) d s
$$

is true, then $t \mapsto X(t)$ is called a strong solution.
Strong solutions are also called pathwise solutions. In order to facilitate the proof of Theorem 4.4 we insert the following lemma.
4.3. Lemma. Let $\gamma$ be a positive real number. Then the following inequality holds:

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{\gamma^{n / 2}}{\sqrt{n!}} \leqslant \frac{1}{2}(\sqrt{\gamma}+\sqrt{\gamma+4}) \exp \left(\frac{1}{8}(\sqrt{\gamma}+\sqrt{\gamma+4})^{2}-\frac{1}{2}\right) \tag{4.5}
\end{equation*}
$$

Since $\sqrt{\gamma}+\sqrt{\gamma+4} \leqslant 2 \sqrt{\gamma+2}$, the inequality in (4.5) implies:

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{\gamma^{n / 2}}{\sqrt{n!}} \leqslant \sqrt{\gamma+2} \exp \left(\frac{1}{2}(\gamma+1)\right)<\infty . \tag{4.6}
\end{equation*}
$$

We will use the finiteness of the sum rather than the precise estimate.

Proof of Lemma 4.3. Let $\delta>0$ be a positive number. Then we have by the Cauchy-Schwarz inequality

$$
\begin{align*}
\left(\sum_{n=0}^{\infty} \frac{\gamma^{n / 2}}{\sqrt{n!}}\right)^{2} & =\left(\sum_{n=0}^{\infty} \frac{\gamma^{n / 2}}{(\delta+\gamma)^{n / 2}} \frac{(\delta+\gamma)^{n / 2}}{\sqrt{n!}}\right)^{2} \\
& \leqslant \sum_{n=0}^{\infty} \frac{\gamma^{n}}{(\delta+\gamma)^{n}} \sum_{n=0}^{\infty} \frac{(\delta+\gamma)^{n}}{n!}=\frac{\delta+\gamma}{\delta} e^{\delta+\gamma} \tag{4.7}
\end{align*}
$$

The choice $\delta=\frac{1}{2}(-\gamma+\sqrt{\gamma(\gamma+4)})$ yields the equalities

$$
\delta+\gamma=\frac{1}{4}(\sqrt{\gamma}+\sqrt{\gamma+4})^{2}-1, \quad \text { and } \quad \frac{\delta+\gamma}{\delta}=\frac{1}{4}(\sqrt{\gamma}+\sqrt{\gamma+4})^{2}
$$

and so the result in (4.5) follows and completes the proof of Lemma 4.3.
A version of the following result can be found in many books on stochastic differential equations: see e.g. $[61,107,113]$.
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4.4. Theorem. Let $\sigma_{j, k}(s, x)$ and $b_{j}(s, x), 1 \leqslant j, k \leqslant d$ be continuous functions defined on $[0, \infty) \times \mathbb{R}^{d}$ such that for all $t>0$ there exists a constant $K(t)$ with the property that

$$
\begin{equation*}
\sum_{j, k=1}^{d}\left|\sigma_{j, k}(s, x)-\sigma_{j, k}(s, y)\right|^{2}+\sum_{j=1}^{d}\left|b_{j}(s, x)-b_{j}(s, y)\right|^{2} \leqslant K(t)|x-y|^{2} \tag{4.8}
\end{equation*}
$$

for all $0 \leqslant s \leqslant t$, and all $x, y \in \mathbb{R}^{d}$. Fix $x \in \mathbb{R}^{d}$, and let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space with a filtration $\left(\mathcal{F}_{t}\right)_{t \geqslant 0}$. Moreover, let $\{B(t): t \geqslant 0\}$ be a Brownian motion on the filtered probability space $\left(\Omega, \mathcal{F}_{t}, \mathbb{P}\right)$. Then there exists an $\mathbb{R}^{d}$-valued process $\{X(t): t \geqslant 0\}$ such that, for all $0<T<\infty$, $\sup _{0<t \leqslant T} \mathbb{E}\left[|X(t)|^{2}\right]<\infty$, and such that

$$
\begin{equation*}
X(t)=x+\int_{0}^{t} \sigma(s, X(s)) d B(s)+\int_{0}^{t} b(s, X(s)) d s, \quad t \geqslant 0 . \tag{4.9}
\end{equation*}
$$

This process is pathwise unique in the sense of Definition 4.2.
The techniques in the proof below are very similar to a method to prove the following version of Gronwall's inequality: see e.g. [54]. Let $f, g, h:[0, T] \rightarrow \mathbb{R}$ be continuous functions such that $f(t) \leqslant g(t)+\int_{0}^{t} h(s) f(s) d s, 0 \leqslant t \leqslant T$. If $h \geqslant 0$, then by induction with respect to $k$ it follows that

$$
f(t) \leqslant g(t)+\sum_{j=1}^{k} \int_{0}^{t} \frac{\left(\int_{s}^{t} h(\rho) d \rho\right)^{j-1}}{(j-1)!} g(s) d s+\int_{0}^{t} \frac{\left(\int_{s}^{t} h(\rho) d \rho\right)^{k}}{k!} h(s) f(s) d s
$$

and hence

$$
f(t) \leqslant g(t)+\int_{0}^{t} g(s) \exp \left(\int_{s}^{t} h(\rho) d \rho\right) d s
$$

Let $C\left([0, T], L^{2}\left(\Omega, \mathcal{F}, \mathbb{P} ; \mathbb{R}^{d}\right)\right)$ be the space of all continuous $L^{2}\left(\Omega, \mathcal{F}, \mathbb{P} ; \mathbb{R}^{d}\right)$ valued functions supplied with the norm:

$$
\|X\|=\sup _{0 \leqslant t \leqslant T}\left(\mathbb{E}\left[|X(t)|^{2}\right]\right)^{1 / 2}, \quad X \in L^{2}\left(\Omega, \mathcal{F}, \mathbb{P} ; \mathbb{R}^{d}\right)
$$

Define the operator $T: C\left([0, T], L^{2}\left(\Omega, \mathcal{F}, \mathbb{P} ; \mathbb{R}^{d}\right)\right) \rightarrow C\left([0, T], L^{2}\left(\Omega, \mathcal{F}, \mathbb{P} ; \mathbb{R}^{d}\right)\right)$ by the formula

$$
T X(t)=x+\int_{0}^{t} \sigma(s, X(s)) d B(s)+\int_{0}^{t} b(s, X(s)) d s
$$

Then the argumentation in the proof below shows that $T$ is a mapping from $C\left([0, T], L^{2}\left(\Omega, \mathcal{F}, \mathbb{P} ; \mathbb{R}^{d}\right)\right)$ to $C\left([0, T], L^{2}\left(\Omega, \mathcal{F}, \mathbb{P} ; \mathbb{R}^{d}\right)\right)$ indeed, and that $T$ has a unique fixed point $X$ which is a pathwise solution to the equation in (4.9).

Proof. Existence. Fix $0<T<\infty$. Put $X_{0}(s)=x, 0 \leqslant s \leqslant t$, and, for $n \geqslant 1,0<t \leqslant T$,

$$
\begin{equation*}
X_{n+1}(t)=x+\int_{0}^{t} b\left(s, X_{n}(s)\right) d s+\int_{0}^{t} \sigma\left(s, X_{n}(s)\right) d B(s) \tag{4.10}
\end{equation*}
$$

By (4.10) we see, for $n \geqslant 1$ and $0<t \leqslant T$,

$$
\begin{align*}
X_{n+1}(t)-X_{n}(t)= & \int_{0}^{t}\left(b\left(s, X_{n}(s)\right)-b\left(s, X_{n-1}(s)\right)\right) d s \\
& +\int_{0}^{t}\left(\sigma\left(s, X_{n}(s)\right)-\sigma\left(s, X_{n-1}(s)\right)\right) d B(s) \tag{4.11}
\end{align*}
$$

By assumption there exists functions $s \mapsto K_{j}(s)$ and $s \mapsto K_{i j}(s), 0 \leqslant s \leqslant T$, such that for

$$
\begin{align*}
\left|b_{j}(s, y)-b_{j}(s, x)\right| & \leqslant K_{j}(s)|y-x|, 0 \leqslant s \leqslant T, x, y \in \mathbb{R}^{d}, \text { and }  \tag{4.12}\\
\left|\sigma_{i j}(s, y)-\sigma_{i j}(s, x)\right| & \leqslant K_{i, j}(s)|y-x|, 0 \leqslant s \leqslant T, x, y \in \mathbb{R}^{d}, \tag{4.13}
\end{align*}
$$

and such that $\int_{0}^{T}\left(K_{j}(s)^{2}+K_{i, j}(s)^{2}\right) d s<\infty$ for $0 \leqslant 1 \leqslant i, j \leqslant d$. Let the function $K(s) \geqslant 0$ be such that $K(s)^{2}=\sum_{j=1}^{d} K_{j}(s)^{2}+\sum_{i=1}^{d} \max _{1 \leqslant j \leqslant d} K_{i j}(s)^{2}$. Then $\int_{0}^{T} K(s)^{2} d s<\infty$. Moreover, for $n \geqslant 1$ and $0 \leqslant t \leqslant T$ we infer, by using (4.11). (4.12) and (4.13), by the definition of $K(s)$, and by standard properties of stochastic integrals relative to Brownian motion, the following inequality:

$$
\begin{equation*}
\mathbb{E}\left[\left|X_{n+1}(t)-X_{n}(t)\right|^{2}\right] \leqslant 2 \int_{0}^{t} K(s)^{2} \mathbb{E}\left[\left|X_{n}(s)-X_{n-1}(s)\right|^{2}\right] d s \tag{4.14}
\end{equation*}
$$

In order to obtain (4.14) we also used an inequality of the form $(|a|+|b|)^{2} \leqslant$ $2\left(|a|^{2}+|b|^{2}\right), a, b \in \mathbb{R}^{d}$. The proofs of (4.15) and (4.18) require equalities of the form

$$
\int_{s<s_{1}<\cdots<s_{j}<t} \int \prod_{i=1}^{j} K\left(s_{i}\right)^{2} d s_{1} \ldots d s_{j}=\frac{\left(\int_{s}^{t} K(\rho)^{2} d \rho\right)^{j}}{j!}, j \in \mathbb{N}, j \geqslant 1
$$

By employing induction the inequality in (4.14) yields, for $1 \leqslant j \leqslant n$ and for $0 \leqslant t \leqslant T$, the inequality:

$$
\begin{align*}
& \mathbb{E}\left[\left|X_{n+1}(t)-X_{n}(t)\right|^{2}\right] \\
& \leqslant 2^{j} \int_{0}^{t} \frac{\left(\int_{s}^{t} K(\rho)^{2} d \rho\right)^{j-1}}{(j-1)!} K(s)^{2} \mathbb{E}\left[\left|X_{n-j+1}(s)-X_{n-j}(s)\right|^{2}\right] d s . \tag{4.15}
\end{align*}
$$

Since $X_{0}(s)=x$ the equality in (4.10) for $n=1$ yields

$$
X_{1}(s)-X_{0}(s)=\int_{0}^{s} b(\rho, x) d \rho+\int_{0}^{s} \sigma(\rho, x) d B(\rho)
$$

and hence, for $0 \leqslant s \leqslant T$,

$$
\begin{equation*}
\mathbb{E}\left[\left|X_{1}(s)-X_{0}(s)\right|^{2}\right] \leqslant 2\left(\left|\int_{0}^{s} b(\rho, x) d \rho\right|^{2}+\sum_{i, j=1}^{d} \int_{0}^{s}\left|\sigma_{i j}(\rho, x)\right|^{2} d \rho\right) . \tag{4.16}
\end{equation*}
$$

Let $A(s, x) \geqslant 0$ be such that

$$
\begin{equation*}
A(s, x)^{2}=\sup _{0<\tau \leqslant s}\left|\int_{0}^{\tau} b(\rho, x) d \rho\right|^{2}+\sum_{i, j=1}^{d} \int_{0}^{s}\left|\sigma_{i j}(\rho, x)\right|^{2} d \rho \tag{4.17}
\end{equation*}
$$

Then (4.17) together with (4.15) with $j=n$ yields

$$
\begin{align*}
\mathbb{E}\left[\left|X_{n+1}(t)-X_{n}(t)\right|^{2}\right] & \leqslant 2^{n} \int_{0}^{t} \frac{\left(\int_{s}^{t} K(\rho)^{2} d \rho\right)^{n-1}}{(n-1)!} K(s)^{2} \mathbb{E}\left[\left|X_{1}(s)-X_{0}(s)\right|^{2}\right] d s \\
& \leqslant 2^{n+1} \int_{0}^{t} \frac{\left(\int_{s}^{t} K(\rho)^{2} d \rho\right)^{n-1}}{(n-1)!} K(s)^{2} A(s, x)^{2} d s \\
& \leqslant 2^{n+1} A(t, x)^{2} \int_{0}^{t} \frac{\left(\int_{s}^{t} K(\rho)^{2} d \rho\right)^{n-1}}{(n-1)!} K(s)^{2} d s \\
& =2^{n+1} A(t, x)^{2} \int_{0<s_{1}<\cdots<s_{n}<t} \prod_{j=1}^{n} K\left(s_{j}\right)^{2} d s_{1} \ldots d s_{n} \\
& =2^{n+1} A(t, x)^{2} \frac{\left(\int_{0}^{t} K(s)^{2} d s\right)^{n}}{n!} . \tag{4.18}
\end{align*}
$$

From Lemma (4.3) and inequality (4.6) with $\gamma=2 \int_{0}^{t} K(s)^{2} d s$ we infer:

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left(\mathbb{E}\left[\left|X_{n+1}(t)-X_{n}(t)\right|^{2}\right]\right)^{1 / 2} \leqslant 2 A(t, x) \sqrt{\int_{0}^{t} K(s)^{2} d s+1} e^{\int_{0}^{t} K(s)^{2} d s+\frac{1}{2}} \tag{4.19}
\end{equation*}
$$

From (4.19) it easily follows that there exists an adapted $\mathbb{R}^{d}$-valued process $(X(t))_{0 \leqslant t \leqslant T}$ in $L^{2}\left(\Omega, \mathcal{F}_{T}, \mathbb{P} ; \mathbb{R}^{d}\right)$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{E}\left[\left|X_{n}(t)-X(t)\right|^{2}\right]=0 . \tag{4.20}
\end{equation*}
$$

From (4.19) it also follows that this convergence also holds $\mathbb{P}$-almost surely. The latter can be seen as follows. Fix $\eta>0$. Then the probability of the event $\left\{\lim \sup _{n \rightarrow \infty}\left|X_{n}(t)-X(t)\right|>\eta\right\}$ can be estimated as follows:

$$
\begin{align*}
\mathbb{P}\left[\limsup _{n \rightarrow \infty}\left|X_{n}(t)-X(t)\right|>\eta\right] & \leqslant \inf _{m \in \mathbb{N}} \mathbb{P}\left[\bigcup_{n=m}^{\infty}\left\{\left|X_{n}(t)-X(t)\right|>\eta\right\}\right] \\
& \leqslant \inf _{m \in \mathbb{N}} \mathbb{P}\left[\bigcup_{n_{1}>n_{2} \geqslant m}^{\infty}\left\{\left|X_{n_{1}}(t)-X_{n_{2}}(t)\right|>\eta\right\}\right] \\
& \leqslant \inf _{m \in \mathbb{N}} \mathbb{P}\left[\left\{\sum_{n=m}^{\infty}\left|X_{n+1}(t)-X_{n}(t)\right|>\eta\right\}\right] \\
& \leqslant \inf _{m \in \mathbb{N}} \frac{1}{\eta} \mathbb{E}\left[\sum_{n=m}^{\infty}\left|X_{n+1}(t)-X_{n}(t)\right|\right] \\
& \leqslant \inf _{m \in \mathbb{N}} \frac{1}{\eta} \sum_{n=m}^{\infty} \mathbb{E}\left[\left|X_{n+1}(t)-X_{n}(t)\right|\right]=0 . \tag{4.21}
\end{align*}
$$

The final equality is a consequence of Lemma 4.3 together with (4.19) and the inequality $\mathbb{E}\left[\left|X_{n+1}(t)-X_{n}(t)\right|\right] \leqslant\left(\mathbb{E}\left[\left|X_{n+1}(t)-X_{n}(t)\right|^{2}\right]\right)^{1 / 2}$. Since $\eta>0$ is arbitrary in (4.21) we infer that $\lim _{n \rightarrow \infty} X_{n}(t)=X(t)(\mathbb{P}$-almost surely). This
$\mathbb{P}$-almost sure convergence ( as $n \rightarrow \infty$ ) also implies that we may take pointwise limits in (4.10) to obtain:

$$
\begin{equation*}
X(t)=x+\int_{0}^{t} b(s, X(s)) d s+\int_{0}^{t} \sigma(s, X(s)) d B(s) . \tag{4.22}
\end{equation*}
$$

The equality in (4.22) shows the existence of pathwise or strong solutions to the equation in (4.9).

Uniqueness. Let $\left(X_{1}(t)\right)_{0 \leqslant t \leqslant T}$ and $\left(X_{2}(t)\right)_{0 \leqslant t \leqslant T}$ be two solutions to the stochastic differential equation in (4.9). By using a stopping time argument we may assume that $\sup _{0 \leqslant s \leqslant T}\left|X_{2}(s)-X_{1}(s)\right|$ is $\mathbb{P}$-almost surely bounded. Then

$$
\begin{align*}
X_{2}(t)-X_{1}(t)= & \int_{0}^{t}\left(b\left(s, X_{2}(s)\right)-b\left(s, X_{1}(s)\right)\right) d s \\
& +\int_{0}^{t}\left(\sigma\left(s, X_{2}(s)\right)-\sigma\left(s, X_{1}(s)\right)\right) d B(s) . \tag{4.23}
\end{align*}
$$

As in the proof of (4.15) with $j=n$ and (4.18) it then follows that

$$
\begin{align*}
& \mathbb{E}\left[\left|X_{2}(t)-X_{1}(t)\right|^{2}\right] \leqslant 2^{n} \int_{0}^{t} \frac{\left(\int_{s}^{t} K(\rho)^{2} d \rho\right)^{n-1}}{(n-1)!} K(s)^{2} \mathbb{E}\left[\left|X_{2}(s)-X_{1}(s)\right|^{2}\right] d s \\
& \leqslant 2^{n} \sup _{0<s<t} \mathbb{E}\left[\left|X_{2}(s)-X_{1}(s)\right|^{2}\right] \frac{\left(\int_{0}^{t} K(\rho)^{2} d \rho\right)^{n}}{n!} . \tag{4.24}
\end{align*}
$$

Since the right-hand side of (4.24) tends to 0 as $n \rightarrow \infty$ we see that $X_{2}(t)=X_{1}(t)$ $\mathbb{P}$-almost surely. So uniqueness follows.

The proof of Theorem 4.4 is complete now.
1.2. A martingale characterization of Brownian motion. The following result we owe to Lévy.
4.5. Theorem. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space with filtration (or reference system) $\left(\mathcal{F}_{t}\right)_{t \geqslant 0}$. Suppose $\mathcal{F}$ is the $\sigma$-algebra generated by $\cup_{t \geqslant 0} \mathcal{F}_{t}$ augmented with the $\mathbb{P}$-zero sets, and suppose $\mathcal{F}_{t}$ is continuous from the right: $\mathcal{F}_{t}=\cap_{s>t} \mathcal{F}_{s}$ for all $t \geqslant 0$. Let $\left\{M(t)=\left(M_{1}(t), \ldots, M_{d}(t)\right): t \geqslant 0\right\}$ be an $\mathbb{R}^{d}$-valued local $\mathbb{P}$-almost surely continuous martingale with the property that the quadratic covariation processes $t \mapsto\left\langle M_{i}, M_{j}\right\rangle(t)$ satisfy

$$
\begin{equation*}
\left\langle M_{i}, M_{j}\right\rangle(t)=\delta_{i, j} t, \quad 1 \leqslant i, j \leqslant d . \tag{4.25}
\end{equation*}
$$

Then $\{M(t): t \geqslant 0\}$ is d-dimensional Brownian motion with initial distribution given by $\mu(B)=\mathbb{P}[M(0) \in B], B \in \mathcal{B}_{\mathbb{R}^{d}}$, the Borel field of $\mathbb{R}^{d}$.

It follows that the finite-dimensional distributions of the process $t \mapsto M(t)$ are given by:

$$
\begin{aligned}
& \mathbb{P}\left[M\left(t_{1}\right) \in B_{1}, \ldots, M\left(t_{n}\right) \in B_{n}\right] \\
& =\int\left(\int_{B_{1}} \cdots \int_{B_{n}} p_{0, d}\left(t_{n}-t_{n-1}, x_{n-1}, x_{n}\right) \cdots p_{0, d}\left(t_{2}-t_{1}, x_{1}, x_{2}\right) p_{0, d}\left(t_{1}, x, x_{1}\right)\right.
\end{aligned}
$$

$$
\left.d x_{n} \cdots d x_{1}\right) d \mu(x)
$$

Here $p_{0, d}(t, x, y)$ is the classical Gaussian kernel:

$$
\begin{equation*}
p_{0, d}(t, x, y)=\frac{1}{(\sqrt{2 \pi t})^{d}} \exp \left(-\frac{|x-y|^{2}}{2 t}\right) . \tag{4.26}
\end{equation*}
$$

4.6. Remark. There is even a nicer result which says the following. Let $X$ be a continuous $\mathbb{R}^{d}$-valued process with stationary independent increments. Then, there exist unique $b \in \mathbb{R}^{d}$ and $\Sigma \in \mathbb{R}^{d^{2}}$ such that $X(t)-X(0)$ is a $(b, \Sigma)$-Brownian motion. This means that $X(t)$ is a Gaussian (or multivariate normal) vector such that $\mathbb{E}[X(t)]=b t$ and

$$
\mathbb{E}\left[\left(X_{j_{1}}(t)-b_{j_{1}} t\right)\left(X_{j_{2}}(t)-b_{j_{2}} t\right)\right]=t \Sigma_{j_{1}, j_{2}} .
$$

For the one-dimensional case the reader is referred to Breiman [29]. For the higher dimensional case, see, e.g., Lowther [89].


Proof of Theorem 4.5. Let $\xi \in \mathbb{R}^{d}$ be arbitrary. First we show that it suffices to establish the equality:

$$
\begin{equation*}
\mathbb{E}\left[e^{-i\langle\xi, M(t)-M(s)\rangle} \mid \mathcal{F}_{s}\right]=e^{-\frac{1}{2}|\xi|^{2}(t-s)}, \quad t>s \geqslant 0 \tag{4.27}
\end{equation*}
$$

For suppose that (4.27) is true for all $\xi \in \mathbb{R}^{d}$. Observe that (4.27) implies $\mathbb{E}\left[e^{-i\langle\xi, M(t)-M(s)\rangle}\right]=e^{-\frac{1}{2}|\xi|^{2}(t-s)}$. Then, by standard approximation arguments, it follows that the variable $M(t)-M(s)$ is $\mathbb{P}$-independent of $\mathcal{F}_{s}$. In other words the process $t \mapsto M(t)$ possesses independent increments. Since the Fourier transform of the function $y \mapsto p_{0, d}(t-s, 0, y)$ is given by

$$
\int_{\mathbb{R}^{d}} e^{-i\langle\xi, y\rangle} p_{0, d}(t-s, 0, y) d y=e^{-\frac{1}{2}|\xi|^{2}(t-s)}
$$

it also follows that the distribution of $M(t)-M(s)$ is given by

$$
\begin{equation*}
\mathbb{P}[M(t)-M(s) \in B]=\int_{B} p_{0, d}(t-s, 0, y) d y \tag{4.28}
\end{equation*}
$$

Moreover, for $0<t_{1}<\cdots<t_{n}$ we also have

$$
\begin{aligned}
& \mathbb{P}\left[M(0) \in B_{0}, M\left(t_{1}\right)-M(0) \in B_{1}, \ldots, M\left(t_{n}\right)-M\left(t_{n-1}\right) \in B_{n}\right] \\
& =\mathbb{P}\left[M(0) \in B_{0}\right] \mathbb{P}\left[M\left(t_{1}\right)-M(0) \in B_{1}\right] \cdots \mathbb{P}\left[M\left(t_{n}\right)-M\left(t_{n-1}\right) \in B_{n}\right] \\
& =\int_{B_{0}} \int_{B_{1}} \cdots \int_{B_{n}} p_{0, d}\left(t_{1}, 0, y_{1}\right) \cdots p_{0, d}\left(t_{n}-t_{n-1}, 0, y_{n}\right) d \mu\left(y_{0}\right) d y_{1} \cdots d y_{n} .
\end{aligned}
$$

Here $B_{0}, \ldots, B_{n}$ are Borel subsets of $\mathbb{R}^{d}$. Hence, if $B$ is a Borel subset of $\underbrace{\mathbb{R}^{d} \times \cdots \times \mathbb{R}^{d}}_{n+1 \text { times }}$, then it follows that

$$
\begin{align*}
& \mathbb{P}\left[\left(M(0), M\left(t_{1}\right)-M(0), \ldots, M\left(t_{n}\right)-M\left(t_{n-1}\right)\right) \in B\right] \\
& =\int_{B} \ldots \int_{0, d}\left(t_{1}, 0, y_{1}\right) \cdots p_{0, d}\left(t_{n}-t_{n-1}, 0, y_{n}\right) d \mu\left(y_{0}\right) d y_{1} \cdots d y_{n} . \tag{4.29}
\end{align*}
$$

Next we compute the joint distribution of $\left(M(0), M\left(t_{1}\right), \ldots, M\left(t_{n}\right)\right)$ by employing (4.29). Define the linear map $\ell: \mathbb{R}^{d} \times \cdots \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d} \times \cdots \times \mathbb{R}^{d}$ by

$$
\ell\left(x_{0}, x_{1}, \ldots, x_{n}\right)=\left(x_{0}, x_{1}-x_{0}, x_{2}-x_{1}, \ldots, x_{n}-x_{n-1}\right) .
$$

Let $B$ be a Borel subset of $\mathbb{R}^{d} \times \cdots \times \mathbb{R}^{d}$. By (4.29) we get

$$
\begin{aligned}
& \mathbb{P}\left[\left(M(0), \ldots, M\left(t_{n}\right)\right) \in B\right] \\
& =\mathbb{P}\left[\ell\left(M(0), \ldots, M\left(t_{n}\right)\right) \in \ell(B)\right] \\
& =\mathbb{P}\left[\left(M(0), M\left(t_{1}\right)-M(0), \ldots, M\left(t_{n}\right)-M\left(t_{n-1}\right)\right) \in \ell(B)\right] \\
& =\int_{\ell(B)} \ldots \int_{0, d}\left(t_{1}, 0, y_{1}\right) \cdots p_{0, d}\left(t_{n}-t_{n-1}, 0, y_{n}\right) d \mu\left(y_{0}\right) d y_{1} \cdots d y_{n}
\end{aligned}
$$

(change of variables: $\left.\left(y_{0}, y_{1}, \ldots, y_{n}\right)=\ell\left(x_{0}, x_{1}, \ldots, x_{n}\right)\right)$

$$
\begin{equation*}
=\int_{B} \cdots \int_{0, d}\left(t_{1}, x_{0}, x_{1}\right) \cdots p_{0, d}\left(t_{n}-t_{n-1}, x_{n-1}, x_{n}\right) d \mu\left(x_{0}\right) d x_{1} \cdots d x_{n} . \tag{4.30}
\end{equation*}
$$

In order to complete the proof of Theorem 4.5 from equality (4.30) it follows that it is sufficient to establish the equality in (4.27). Therefore, fix $\xi \in \mathbb{R}^{d}$ and $t>s \geqslant 0$. An application of Itô's lemma to the function $x \mapsto e^{-i\langle\xi, x\rangle}$ yields

$$
\begin{aligned}
& e^{-i\langle\xi, M(t)\rangle}-e^{-i\langle\xi, M(s)\rangle} \\
& =-i \sum_{j=1}^{d} \xi_{j} \int_{s}^{t} e^{-i\langle\xi, M(\tau)\rangle} d M_{j}(\tau)-\frac{1}{2} \sum_{j, k=1}^{d} \xi_{j} \xi_{k} \int_{s}^{t} e^{-i\langle\xi, M(\tau)\rangle} d\left\langle M_{j}, M_{k}\right\rangle(\tau)
\end{aligned}
$$

(formula (4.25))

$$
\begin{equation*}
=-i \sum_{j=1}^{d} \xi_{j} \int_{s}^{t} e^{-i\langle\xi, M(\tau)\rangle} d M_{j}(\tau)-\frac{1}{2}|\xi|^{2} \int_{s}^{t} e^{-i\langle\xi, M(\tau)\rangle} d \tau \tag{4.31}
\end{equation*}
$$

Hence, from (4.31) it follows that

$$
\begin{align*}
& e^{-i\langle\xi, M(t)-M(s)\rangle}-1  \tag{4.32}\\
& =-i \sum_{j=1}^{d} \xi_{j} \int_{s}^{t} e^{-i\langle\xi, M(\tau)-M(s)\rangle} d M_{j}(\tau)-\frac{1}{2}|\xi|^{2} \int_{s}^{t} e^{-i\langle\xi, M(\tau)-M(s)\rangle} d \tau .
\end{align*}
$$

Since the processes

$$
t \mapsto \int_{s}^{t} e^{-i\langle\xi, M(\tau)-M(s)\rangle} d M_{j}(\tau), t \geqslant s, 1 \leqslant j \leqslant d
$$

are local martingales, we infer by (possibly) using a stopping time argument that

$$
\begin{equation*}
\mathbb{E}\left[e^{-\langle\xi, M(t)-M(s)\rangle} \mid \mathcal{F}_{s}\right]=1-\frac{1}{2}|\xi|^{2} \int_{s}^{t} \mathbb{E}\left[e^{-i\langle\xi, M(\tau)-M(s)\rangle} \mid \mathcal{F}_{s}\right] \tag{4.33}
\end{equation*}
$$

Next, let $v(t), t \geqslant s$, be given by

$$
v(t)=\int_{s}^{t} \mathbb{E}\left[e^{-i\langle\xi, M(\tau)-M(s)\rangle} \mid \mathcal{F}_{s}\right] d \tau
$$

Then $v(s)=0$, and (4.33) implies

$$
\begin{equation*}
v^{\prime}(t)+\frac{1}{2}|\xi|^{2} v(t)=1 . \tag{4.34}
\end{equation*}
$$

From (4.34) we infer

$$
\begin{equation*}
\frac{d}{d t}\left(e^{\frac{1}{2}(t-s)|\xi|^{2}} v(t)\right)=\left(\frac{1}{2}|\xi|^{2} v(t)+v^{\prime}(t)\right) e^{\frac{1}{2}(t-s)|\xi|^{2}}=e^{\frac{1}{2}(t-s)|\xi|^{2}} . \tag{4.35}
\end{equation*}
$$

The equality in (4.35) implies:

$$
e^{\frac{1}{2}(t-s)|\xi|^{2}} v(t)-v(s)=\frac{2}{|\xi|^{2}}\left(e^{\frac{1}{2}(t-s)|\xi|^{2}}-1\right),
$$

and thus we see

$$
\begin{equation*}
v^{\prime}(t)+\frac{1}{2} v(s) e^{-\frac{1}{2}(t-s)|\xi|^{2}}=e^{-\frac{1}{2}(t-s)|\xi|^{2}} \tag{4.36}
\end{equation*}
$$

Since $v(s)=0$ (4.36) results in

$$
\begin{equation*}
\mathbb{E}\left[e^{-i\langle\xi, M(\tau)-M(s)\rangle} \mid \mathcal{F}_{s}\right]=v^{\prime}(t)=e^{-\frac{1}{2}(t-s)|\xi|^{2}} \tag{4.37}
\end{equation*}
$$

The equality in (4.37) is the same as the one in (4.27). By the above arguments this completes the proof of Theorem 4.5.

As a corollary to Theorem 4.5 we get the following result due to Lévy.
4.7. Corollary. Let $\{M(t): t \geqslant 0\}$ be a continuous local martingale in $\mathbb{R}$ such that the process $t \mapsto M(t)^{2}-t$ is a local martingale as well. Then the process $\{M(t): t \geqslant 0\}$ is a Brownian motion with initial distribution given by $\mu(B)=$ $\mathbb{P}[M(0) \in B], B \in \mathcal{B}_{\mathbb{R}}$.

Proof. Since $M(t)^{2}-t$ is a local martingale, it follows that the quadratic variation process $t \mapsto\langle M, M\rangle(t)$ satisfies $\langle M, M\rangle(t)=t, t \geqslant 0$. So the result in Corollary 4.7 follows from Theorem 4.5.

The following result contains a $d$-dimensional version of Corollary 4.7.
4.8. Theorem. Let $\left\{M(t)=\left(M_{1}(t), \ldots, M_{d^{\prime}}(t)\right): t \geqslant 0\right\}$ be a continuous local martingale with covariation process given by

$$
\begin{equation*}
\left\langle M_{j}, M_{k}\right\rangle(t)=\int_{0}^{t} \Phi_{j, k}(s) d s, 1 \leqslant j, k \leqslant d^{\prime} . \tag{4.38}
\end{equation*}
$$

Let the $d^{\prime} \times d$-matrix process $\{\chi(t): t \geqslant 0\}$ be such that $\chi(t) \Phi(t) \chi(t)^{*}=I$, where $I$ is the $d \times d$ identity matrix. Put $B(t)=\int_{0}^{t} \chi(s) d M(s)$. This integral should be interpreted in Itô sense. Then the process $t \mapsto B(t)$ is d-dimensional Brownian motion. Put $\Psi(t)=\Phi(t) \chi(t)^{*}$, and suppose that $\Psi(t) \chi(t)=I$, the $d^{\prime} \times d^{\prime}$ identity matrix. Then $M(t)-M(0)=\int_{0}^{t} \Psi(s) d B(s)$.
4.9. Remark. Since

$$
\chi(t)\left(\Phi(t) \chi(t)^{*} \chi(t)-I\right)=\left(\chi(t) \Phi(t) \chi(t)^{*}-I\right) \chi(t)=0
$$

we see that the second equality in $\Psi(t) \chi(t)=\Phi(t) \chi(t)^{*} \chi(t)=I$ is only possible if we assume $d=d^{\prime}$. Of course here we take the dimensions of the null and range space of the matrix $\chi(t)$ into account.

Proof of Theorem 4.8. Fix $1 \leqslant i, j \leqslant d$. We shall calculate the quadratic covariation process

$$
\begin{align*}
& \left\langle B_{i}, B_{j}\right\rangle(t)=\left\langle\sum_{k=1}^{d^{\prime}} \int_{0}^{(\cdot)}(\chi(s))_{i, k} d M_{k}(s), \sum_{l=1}^{d^{\prime}} \int_{0}^{(\cdot)}(\chi(s))_{j, l} d M_{l}(s)\right\rangle(t) \\
& =\sum_{k=1}^{d^{\prime}} \sum_{l=1}^{d^{\prime}} \int_{0}^{t}(\chi(s))_{i, k}(\chi(s))_{j, l} \Phi(s)_{k, l} d s \\
& =\int_{0}^{t}\left(\chi(s) \Phi(s) \chi(s)^{*}\right)_{i, j} d s=t \delta_{i, j} . \tag{4.39}
\end{align*}
$$

From Theorem 4.5 and (4.39) we see that the process $t \mapsto B(t)$ is a Brownian motion. This proves the first part of Theorem 4.8. Next we calculate

$$
\begin{equation*}
\int_{0}^{t} \Psi(s) d B(s)=\int_{0}^{t} \Psi(s) \chi(s) d M(s)=\int_{0}^{t} d M(s)=M(t)-M(0) \tag{4.40}
\end{equation*}
$$

which completes the proof of Theorem 4.8.
1.3. Exponential local martingales. Let $t \mapsto N(t), 0 \leqslant t \leqslant T$, be a continuous (local) martingale with variation process $t \mapsto\langle N, N\rangle(t), 0 \leqslant t \leqslant$ $T$. In this subsection we discuss local martingales of the form $t \mapsto e^{-Z(t)}=$ $1+\int_{0}^{t} e^{-Z(s)} d N(s), t \geqslant 0$, where $Z(t)=N(t)+\frac{1}{2}\langle N, N\rangle(t)$. Such processes are called exponential local martingales. The following proposition serves as a preparation for Proposition 4.12. It also has some interest of its own.
4.10. Proposition. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space with a filtration $\mathcal{F}_{0 \leqslant t \leqslant T}$, and let $M=(M(t))_{0 \leqslant t \leqslant T}$ and $N=(N(t))_{0 \leqslant t \leqslant T}$ be two local martingales with $M(0)=N(0)=0$. Put $Z(t)=N(t)+\frac{1}{2}\langle N, N\rangle(t)$, and assume that $\mathbb{E}\left[e^{-Z(t)}\right]=$ 1 for all $0 \leqslant t \leqslant T$. Then the following assertions are true.
(a) The process $t \mapsto e^{-Z(t)}, 0 \leqslant t \leqslant T$, is a martingale;
(b) The process $t \mapsto e^{-Z(t)}(M(t)+\langle N, M\rangle(t))$ is a local martingale;
(c) The process $t \mapsto M(t)+\langle N, M\rangle(t)$ is a local martingale relative to the filtration $\left(\mathcal{F}_{t}\right)_{0 \leqslant t \leqslant T}$ supplied with the measure $\mathbb{Q}_{N}: \mathcal{F}_{T} \rightarrow[0,1]$ defined by $\mathbb{Q}_{N}(A)=\mathbb{E}\left[e^{-Z(T)} \mathbf{1}_{A}\right], A \in \mathcal{F}_{T}$.
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The measure $\mathbb{Q}_{N}$ can be called a risk neutral measure. Observe that, by assertion $(\mathrm{a}), \mathbb{Q}_{N}(A)=\mathbb{E}\left[e^{-Z(t)} \mathbf{1}_{A}\right]$ whenever $A$ belongs to $\mathcal{F}_{t}$ with $0 \leqslant t \leqslant T$. Let $\tau_{n}$ be the stopping time defined by

$$
\tau_{n}=\inf \left\{s>0:|N(s \wedge T)|+\frac{1}{2}\langle N, N\rangle(s \wedge T)>n\right\},
$$

and set $Z_{n}(t)=Z\left(t \wedge \tau_{n}\right)$. Then the processes $t \mapsto e^{-Z_{n}(t)}, 0 \leqslant t \leqslant T, n \in \mathbb{N}$, are martingales. It follows that $\mathbb{E}\left[e^{-Z_{n}(t)}\right]=1$, for all $0 \leqslant t \leqslant T$, and for all $n \in \mathbb{N}$. By Fatou's lemma we infer that

$$
\begin{equation*}
\mathbb{E}\left[e^{-Z(t)}\right]=\mathbb{E}\left[\lim _{n \rightarrow \infty} e^{-Z_{n}(t)}\right] \leqslant \liminf _{n \rightarrow \infty} \mathbb{E}\left[e^{-Z_{n}(t)}\right] \leqslant 1 \tag{4.41}
\end{equation*}
$$

In fact we have a stronger result. It says that an exponential local martingale is a submartingale.
4.11. Theorem. Let the process $t \mapsto e^{-Z(t)}, 0 \leqslant t \leqslant T$, be a continuous local martingale. In general, this process is a submartingale. Consequently, if $\mathbb{E}\left[e^{-Z(t)}\right]=1$ for all $0 \leqslant t \leqslant T$, then the process $t \mapsto e^{-Z(t)}, 0 \leqslant t \leqslant T$, is a martingale.

Proof. This result can be seen as follows. Let $0 \leqslant t_{1}<t_{2}$, and choose the sequence of stopping times $\left(\tau_{n}\right)_{n \in \mathbb{N}}$ as above. Then, for $A \in \mathcal{F}_{t_{1} \wedge \tau_{m}}$, we have

$$
\begin{align*}
\mathbb{E}\left[e^{-Z\left(t_{2}\right)} \mathbf{1}_{A}\right] & =\mathbb{E}\left[\lim _{n \rightarrow \infty} e^{-Z\left(t_{2} \wedge \tau_{n}\right)} \mathbf{1}_{A}\right] \\
& \leqslant \liminf _{n \rightarrow \infty} \mathbb{E}\left[e^{-Z\left(t_{2} \wedge \tau_{n}\right)} \mathbf{1}_{A}\right]=\mathbb{E}\left[e^{-Z\left(t_{1} \wedge \tau_{m}\right)} \mathbf{1}_{A}\right] \tag{4.42}
\end{align*}
$$

From (4.42) it follows that:

$$
\begin{equation*}
\mathbb{E}\left[e^{-Z\left(t_{2}\right)} \mid \mathcal{F}_{t_{1} \wedge \tau_{m}}\right] \leqslant e^{-Z\left(t_{1} \wedge \tau_{m}\right)} \tag{4.43}
\end{equation*}
$$

Since the event $\left\{\tau_{m}>t_{1}\right\}$ belongs to $\mathcal{F}_{t_{1} \wedge \tau_{m}}$, from (4.43) we infer

$$
\begin{align*}
\mathbb{E}\left[e^{-Z\left(t_{2}\right)} \mathbf{1}_{\left\{\tau_{m}>t_{1}\right\}} \mid \mathcal{F}_{t_{1}}\right] & =\mathbb{E}\left[e^{-Z\left(t_{2}\right)} \mathbf{1}_{\left\{\tau_{m}>t_{1}\right\}} \mid \mathcal{F}_{t_{1} \wedge \tau_{m}}\right] \\
& \leqslant e^{-Z\left(t_{1} \wedge \tau_{m}\right)} \mathbf{1}_{\left\{\tau_{m}>t_{1}\right\}}=e^{-Z\left(t_{1}\right)} \mathbf{1}_{\left\{\tau_{m}>t_{1}\right\}} \tag{4.44}
\end{align*}
$$

The first equality in (4.44) is a consequence of the fact that, if an event $A$ belongs to $\mathcal{F}_{t_{1}}$, then $A \cap\left\{\tau_{m}>t_{1}\right\}$ belongs to $\mathcal{F}_{t_{1} \wedge \tau_{m}}$. In the left-hand side and the far right-hand side of (4.44) we let $m \rightarrow \infty$ to obtain

$$
\begin{equation*}
\mathbb{E}\left[e^{-Z\left(t_{2}\right)} \mid \mathcal{F}_{t_{1}}\right] \leqslant e^{-Z\left(t_{1}\right)}, \quad \mathbb{P} \text {-almost surely. } \tag{4.45}
\end{equation*}
$$

The inequality in (4.45) shows that the process $t \mapsto e^{-Z(t)}$ is a submartingale. If $0 \leqslant t_{1}<t_{2} \leqslant T$, and if $\mathbb{E}\left[e^{-Z\left(t_{2}\right)}\right]=\mathbb{E}\left[e^{-Z\left(t_{1}\right)}\right]$, then (4.45) implies that

$$
\begin{equation*}
\mathbb{E}\left[e^{-Z\left(t_{2}\right)} \mid \mathcal{F}_{t_{1}}\right]=e^{-Z\left(t_{1}\right)}, \quad \mathbb{P} \text {-almost surely } \tag{4.46}
\end{equation*}
$$

This completes the proof of Theorem 4.11.
Proof of 4.10. (a) An application of Itô's formula and employing the equality $\langle Z, Z\rangle(t)=\langle N, N\rangle(t)$ yields:
$e^{-Z(t)}$

$$
\begin{align*}
& =e^{-Z(0)}-\int_{0}^{t} e^{-Z(\rho)} d Z(\rho)+\frac{1}{2} \int_{0}^{t} e^{-Z(\rho)} d\langle Z, Z\rangle(\rho) \\
& =e^{-Z(0)}-\int_{0}^{t} e^{-Z(\rho)} d N(\rho)-\frac{1}{2} \int_{0}^{t} e^{-Z(\rho)} d\langle N, N\rangle(\rho)+\frac{1}{2} \int_{0}^{t} e^{-Z(\rho)} d\langle N, N\rangle(\rho) \\
& =e^{-Z(0)}-\int_{0}^{t} e^{-Z(\rho)} d N(\rho) \tag{4.47}
\end{align*}
$$

From the equalities in (4.47) it follows that the process $t \mapsto e^{-Z(t)}, 0 \leqslant t \leqslant T$, is a local martingale. In view of the assumption that $\mathbb{E}\left[e^{-Z(t)}\right]=1$ for all $0 \leqslant t \leqslant T$ it follows that the process in (a) is a genuine martingale: see Theorem 4.11.
(b) Again we apply Itô's lemma, now to the function $(x, y) \mapsto e^{-x} y$. Then we obtain:

$$
\begin{align*}
& e^{-Z(t)}(M(t)+\langle N, M\rangle(t)) \\
&=-\int_{0}^{t} e^{-Z(\rho)}(M(\rho)+\langle N, M\rangle(\rho)) d Z(\rho)+\int_{0}^{t} e^{-Z(\rho)}(d M(\rho)+d\langle N, M\rangle(\rho)) \\
&+\frac{1}{2} \int_{0}^{t} e^{-Z(\rho)}(M(\rho)+\langle N, M\rangle(\rho)) d\langle Z, Z\rangle(\rho) \\
&-\int_{0}^{t} e^{-Z(\rho)} d\langle Z, M+\langle N, M\rangle\rangle(\rho) . \tag{4.48}
\end{align*}
$$

By applying the equalities $\langle Z, Z\rangle=\langle N, N\rangle$ and $\langle Z, M+\langle N, M\rangle\rangle=\langle N, M\rangle$ to the equality in (4.48) we obtain

$$
\begin{align*}
& e^{-Z(t)}(M(t)+\langle N, M\rangle(t)) \\
&=-\int_{0}^{t} e^{-Z(\rho)}(M(\rho)+\langle N, M\rangle(\rho)) d N(\rho) \\
&-\frac{1}{2} \int_{0}^{t} e^{-Z(\rho)}(M(\rho)+\langle N, M\rangle(\rho)) d\langle N, N\rangle(\rho) \\
&+\int_{0}^{t} e^{-Z(\rho)}(d M(\rho)+d\langle N, M\rangle(\rho)) \\
&+\frac{1}{2} \int_{0}^{t} e^{-Z(\rho)}(M(\rho)+\langle N, M\rangle(\rho)) d\langle N, N\rangle(\rho)-\int_{0}^{t} e^{-Z(\rho)} d\langle N, M\rangle(\rho) \\
&=-\int_{0}^{t} e^{-Z(\rho)}(M(\rho)+\langle N, M\rangle(\rho)) d N(\rho)+\int_{0}^{t} e^{-Z(\rho)} d M(\rho) . \tag{4.49}
\end{align*}
$$

Being the sum of two stochastic integrals with respect to (local) martingales the equality in (4.49) implies that the process in (b) is a local martingale.
(c) By using a stopping time argument we may and do assume that the process $t \mapsto M(t)+\langle N, M\rangle(t)$ is bounded and so it belongs to $L^{1}\left(\Omega, \mathscr{F}_{T}, \mathbb{Q}_{N}\right)$. Let $0 \leqslant t_{1}<t_{2} \leqslant T$, and put

$$
Y\left(t_{1}\right)=\mathbb{E}_{\mathbb{Q}_{N}}\left[M\left(t_{2}\right)+\langle N, M\rangle\left(t_{2}\right) \mid \mathcal{F}_{t_{1}}\right]
$$

Then the stochastic variable $Y\left(t_{1}\right)$ is $\mathcal{F}_{t_{1}}$-measurable and, for all bounded $\mathcal{F}_{t_{1}}{ }^{-}$ measurable variables $G$ we have

$$
\begin{equation*}
\mathbb{E}\left[e^{-Z(T)}\left(M\left(t_{2}\right)+\langle N, M\rangle\left(t_{2}\right)\right) G\right]=\mathbb{E}\left[e^{-Z(T)} Y\left(t_{1}\right) G\right] . \tag{4.50}
\end{equation*}
$$

Since the process $t \mapsto e^{-Z(t)}, 0 \leqslant t \leqslant T$, is a $\mathbb{P}$ martingale, the equality in (4.50) implies:

$$
\begin{equation*}
\mathbb{E}\left[e^{-Z\left(t_{2}\right)}\left(M\left(t_{2}\right)+\langle N, M\rangle\left(t_{2}\right)\right) G\right]=\mathbb{E}\left[e^{-Z\left(t_{1}\right)} Y\left(t_{1}\right) G\right] . \tag{4.51}
\end{equation*}
$$

From assertion (b) together with our stopping time argument we see that the process $t \mapsto e^{-Z(t)}(M(t)+\langle N, M\rangle(t))$ is a $\mathbb{P}$-martingale. From (4.51) we then infer:

$$
\begin{equation*}
\mathbb{E}\left[e^{-Z\left(t_{1}\right)}\left(M\left(t_{1}\right)+\langle N, M\rangle\left(t_{1}\right)\right) G\right]=\mathbb{E}\left[e^{-Z\left(t_{1}\right)} Y\left(t_{1}\right) G\right] \tag{4.52}
\end{equation*}
$$

for all bounded $\mathcal{F}_{t_{1}}$-measurable variables $G$. So finally we get, $\mathbb{P}$-almost surely,

$$
e^{-Z\left(t_{1}\right)} Y\left(t_{1}\right)=e^{-Z\left(t_{1}\right)}\left(M\left(t_{1}\right)+\langle N, M\rangle\left(t_{1}\right)\right),
$$

and hence,

$$
Y\left(t_{1}\right)=M\left(t_{1}\right)+\langle N, M\rangle\left(t_{1}\right), \quad \mathbb{P} \text {-almost surely. }
$$

This shows assertion (c) and completes the proof of Proposition 4.10.


A combination of Proposition 4.10 and Lévy's characterization of Brownian motion in $\mathbb{R}^{d}$ yields the following result.
4.12. Proposition. Let the $\mathbb{R}^{d}$-valued process $s \mapsto c(s)$ be an adapted process which predictable relative to Brownian motion $(B(t))_{t \geqslant 0}$. Put $N(t)=$ $\int_{0}^{t} c(s) d B(s)$, and

$$
Z(t)=N(t)+\frac{1}{2}\langle N, N\rangle(t)=\int_{0}^{t} c(s) d B(s)+\frac{1}{2} \int_{0}^{t}|c(s)|^{2} d s, \quad t \geqslant 0 .
$$

Suppose that for all $t>0$ the equality $\mathbb{E}\left[e^{-Z(t)}\right]=1$ holds. Then the process $(W(t))_{t \geqslant 0}$, defined by $W(t)=B(t)+\int_{0}^{t} c(s) d s$ is Brownian motion relative to the measure $A \mapsto \mathbb{Q}_{N}(A), A \in \mathcal{F}_{T}$, as defined in Proposition 4.10.

Proof. An application of Proposition 4.10 with $M(t)=B_{j}(t)$ shows that the process

$$
\begin{aligned}
W_{j}(t) & =B_{j}(t)+\int_{0}^{t} c_{j}(s) d s=B_{j}(t)+\left\langle\int_{0}^{(\cdot)} c(s) d B(s), B_{j}\right\rangle(t) \\
& =B_{j}(t)+\left\langle N, B_{j}\right\rangle(t)
\end{aligned}
$$

is a local $\mathbb{Q}_{N}$-martingale. Moreover, $\left\langle W_{j_{1}}, W_{j_{2}}\right\rangle(t)=\delta_{j_{1}, j_{2}} t$. From Theorem 4.5 we see that the process $t \mapsto W(t)$ is a $\mathbb{Q}_{N}$-Brownian motion. This completes the proof of Proposition 4.12.

It will be very convenient to introduce Hermite polynomials $\left(h_{k}(x)\right)_{k \in \mathbb{N}}$, and to establish some of their properties. In the context of stochastic calculus they also play a central role. The Hermite polynomial $h_{k}(x)$ is defined by

$$
\begin{equation*}
h_{k}(x)=(-1)^{k} e^{\frac{1}{2} x^{2}}\left(\frac{d}{d x}\right)^{k}\left(e^{-\frac{1}{2} x^{2}}\right) . \tag{4.53}
\end{equation*}
$$

For $k \in \mathbb{N}, x \in \mathbb{R}, a>0$, we write

$$
H_{k}(x, a)=a^{k / 2} h_{k}\left(\frac{x}{\sqrt{a}}\right) .
$$

Then we have $H_{0}(x, a)=1, H_{1}(x, a)=x, H_{2}(x, a)=x^{2}-a, H_{3}(x, a)=x^{3}-a x$. The Hermite polynomials satisfy the following recurrence relation:

$$
\begin{equation*}
h_{k+2}(x)-x h_{k+1}(x)+(k+1) h_{k}(x)=0, k \geqslant 0, \tag{4.54}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
H_{k+2}(x, a)-x H_{k+1}(x, a)+(k+1) a H_{k}(x, a)=0, k \geqslant 0 . \tag{4.55}
\end{equation*}
$$

The equality in (4.54) can be proved by induction and the definition of $h_{k}$ in (4.53). From the definition of $h_{k+1}(x)$ it follows that $h_{k+1}^{\prime}(x)=x h_{k+1}(x)-$ $h_{k+2}(x)$, and so, by (4.54) we see

$$
\begin{equation*}
h_{k+1}^{\prime}(x)=(k+1) h_{k}(x), k \geqslant 0 . \tag{4.56}
\end{equation*}
$$

From (4.54) and (4.56) we infer

$$
h_{k+2}(x)-x h_{k+1}(x)+h_{k+1}^{\prime}(x)=0, k \geqslant 0,
$$

and hence

$$
\begin{equation*}
h_{k+1}(x)-x h_{k}(x)+h_{k}^{\prime}(x)=0, k \geqslant 0 . \tag{4.57}
\end{equation*}
$$

By differentiating the equality in (4.57) and again using (4.56) we obtain the following differential equation:

$$
\begin{equation*}
h_{k}^{\prime \prime}(x)-x h_{k}^{\prime}(x)+k h_{k}(x)=0, k \geqslant 0 . \tag{4.58}
\end{equation*}
$$

In the following proposition we collect some of their properties.
4.13. Proposition. For $\tau, x \in \mathbb{R}$ and $a>0$ the following identities are true:

$$
\begin{align*}
e^{\tau x-\frac{1}{2} \tau^{2} a} & =\sum_{k=0}^{\infty} \frac{\tau^{k}}{k!} H_{k}(x, a),  \tag{4.59}\\
e^{\tau x-\frac{1}{2} \tau^{2}} & =\sum_{k=0}^{\infty} \frac{\tau^{k}}{k!} H_{k}(x, 1)=\sum_{k=0}^{\infty} \frac{\tau^{k}}{k!} h_{k}(x),  \tag{4.60}\\
\frac{\partial}{\partial x} H_{k+1}(x, a) & =(k+1) H_{k}(x, a), \quad \text { and } \frac{1}{2} \frac{\partial^{2}}{\partial x^{2}} H_{k}(x, a)+\frac{\partial}{\partial a} H_{k}(x, a)=0 . \tag{4.61}
\end{align*}
$$

Proof. Let the sequence $\left(\widetilde{h}_{k}(x)\right)_{k \in \mathbb{N}}$ be such that, for all $x$ and $\tau \in \mathbb{C}$, the equality

$$
\begin{equation*}
e^{\tau x-\frac{1}{2} \tau^{2}}=\sum_{k=0}^{\infty} \frac{\tau^{k}}{k!} \widetilde{h}_{k}(x) \tag{4.62}
\end{equation*}
$$

holds. Then

$$
\begin{align*}
\widetilde{h}_{k}(x) & =\left.\left(\frac{\partial}{\partial \tau}\right)^{k}\left(e^{\tau x-\frac{1}{2} \tau^{2}}\right)\right|_{\tau=0}=\left.e^{\frac{1}{2} x^{2}}\left(\frac{\partial}{\partial \tau}\right)^{k}\left(e^{-\frac{1}{2}(\tau-x)^{2}}\right)\right|_{\tau=0} \\
& =\left.(-1)^{k}\left(\frac{\partial}{\partial x}\right)^{k}\left(e^{-\frac{1}{2}(\tau-x)^{2}}\right)\right|_{\tau=0}=(-1)^{k}\left(\frac{d}{d x}\right)^{k}\left(e^{-\frac{1}{2} x^{2}}\right) \\
& =h_{k}(x) \tag{4.63}
\end{align*}
$$

The equality in (4.63) implies the identity in (4.60). By a correct scaling ( $\tau \sqrt{a}$ replaces $\tau$, and $\frac{x}{\sqrt{a}}$ replaces $x$ ) the equality in (4.59) follows from (4.60) and the definition of $H_{k}(x, a)$. The equalities in (4.61) follow from (4.56) and from (4.58) respectively. Altogether this completes the proof of Proposition 4.13.

In the following proposition the process $t \mapsto M(t), t \in[0, T]$, is a martingale on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Its quadratic variation process is denoted by $t \mapsto\langle M, M\rangle(t), t \in[0, T]$.

### 4.14. Proposition. The following identities hold:

$$
\begin{align*}
\frac{H_{k+1}(M(t),\langle M, M\rangle(t))}{(k+1)!} & =\int_{0}^{t} \frac{H_{k}(M(s),\langle M, M\rangle(s))}{k!} d M(s) \\
& =\int_{0<s_{1}<\ldots<s_{k+1}<t} \mathbf{1} d M\left(s_{1}\right) \ldots d M\left(s_{k+1}\right) \tag{4.64}
\end{align*}
$$

In addition, the following equalities hold as well:

$$
\begin{align*}
& e^{\tau M(t)-\frac{1}{2} \tau^{2}\langle M, M\rangle(t)} \\
&= 1+\tau \int_{0}^{t} e^{\tau M(s)-\frac{1}{2} \tau^{2}\langle M, M\rangle(s)} d M(s) \\
&= 1+\sum_{k=1}^{\ell-1} \tau^{k} \int_{0<s_{1}<\cdots<s_{k}<t} \int 1 d M\left(s_{1}\right) \ldots d M\left(s_{k}\right) \\
&+\tau^{\ell} \int_{0<s_{1}<\cdots<s_{\ell}<t} \int e^{\tau M\left(s_{1}\right)-\frac{1}{2} \tau^{2}\langle M, M\rangle\left(s_{1}\right)} d M\left(s_{1}\right) \ldots d M\left(s_{\ell}\right)  \tag{4.65}\\
&= \sum_{k=0}^{\ell-1} \frac{\tau^{k}}{k!} H_{k}(M(t),\langle M, M\rangle(t)) \\
&+\tau^{\ell} \int_{0<s_{1}<\cdots<s_{\ell}<t} \int e^{\tau M\left(s_{1}\right)-\frac{1}{2} \tau^{2}\langle M, M\rangle\left(s_{1}\right)} d M\left(s_{1}\right) \ldots d M\left(s_{\ell}\right) \\
&= \sum_{k=0}^{\ell} \frac{\tau^{k}}{k!} H_{k}(M(t),\langle M, M\rangle(t)) \\
& \quad+\tau^{\ell} \int_{0<s_{1}<\cdots<s_{\ell}<t} \int\left(e^{\tau M\left(s_{1}\right)-\frac{1}{2} \tau^{2}\langle M, M\rangle\left(s_{1}\right)}-\mathbf{1}\right) d M\left(s_{1}\right) \ldots d M\left(s_{\ell}\right) . \tag{4.66}
\end{align*}
$$

Please notice that in the equalities in (4.64) through (4.66) the order of integration has to be respected: first we integrate with respect $d M\left(s_{1}\right)$, then with respect to $d M\left(s_{2}\right)$ and so on.

## "I studied English for 16 years but... <br> ...I finally learned to speak it in just six lessons" <br> Jane, Chinese architect



ENGLISH OUT THERE

Click to hear me talking before and after my unique course download

Proof. These equalities follow from Itô's formula and the equalities in Proposition 4.13. Itô's lemma is applied to the functions $(x, a) \mapsto H_{k+1}(x, a)$, and $(x, a) \mapsto e^{\tau x-\frac{1}{2} \tau^{2} a}$ with $x=M(s)$, and $a=\langle M, M\rangle(s)$. In particular the equalities in (4.61) are relevant. This completes the proof of Proposition 4.14.

In the following proposition we collect some equalities in case we consider an exponential martingale $t \mapsto e^{M(t)-\frac{1}{2}\langle M, M\rangle(t)}$ in case the process $t \mapsto\langle M, M\rangle(t)$ is deterministic.
4.15. Proposition. Let $t \mapsto M(t), 0 \leqslant t \leqslant T$, be a martingale on $(\Omega, \mathcal{F}, \mathbb{P})$ with the property that the variation process $t \mapsto\langle M, M\rangle(t), 0 \leqslant t \leqslant T$, is deterministic. The the following identities are true:
$\mathbb{E}\left[\int_{0<s_{1}<\cdots<s_{k_{1}}<t} \int d M\left(s_{1}\right) \ldots d M\left(s_{k_{1}}\right) \cdot \int_{0<\rho_{1}<\cdots<\rho_{k_{2}}<t} \int d M\left(\rho_{1}\right) \ldots d M\left(\rho_{k_{2}}\right)\right]$
$=\mathbb{E}\left[H_{k_{1}}(M(t),\langle M, M\rangle(t)) H_{k_{2}}(M(t),\langle M, M\rangle(t))\right]$
$=\frac{(\langle M, M\rangle(t))^{k_{1}}}{k_{1}!} \delta_{k_{1}, k_{2}}$, and
$\mathbb{E}\left[\left|\int_{0<s_{1}<\cdots<s_{\ell}<t} \int e^{M\left(s_{1}\right)-\frac{1}{2}\langle M, M\rangle\left(s_{1}\right)} d M\left(s_{1}\right) \ldots d M\left(s_{\ell}\right)\right|^{2}\right]$
$=\int_{0}^{t} e^{\langle M, M\rangle(s)} \frac{(\langle M, M\rangle(t)-\langle M, M\rangle(s))^{\ell-1}}{(\ell-1)!} d\langle M, M\rangle(s)$
$=e^{\langle M, M\rangle(t)}-\sum_{j=0}^{\ell-1} \frac{(\langle M, M\rangle(t))^{j}}{j!}$.

Proof. Let the predictable processes $s \mapsto F_{1}(s)$ and $s \mapsto F_{2}(s)$ be such that the quantities $\mathbb{E}\left[\int_{0}^{T}\left|F_{1}(s)\right|^{2} d\langle M, M\rangle(s)\right]$ and $\mathbb{E}\left[\int_{0}^{T}\left|F_{2}(s)\right|^{2} d\langle M, M\rangle(s)\right]$ are finite. Then we have

$$
\begin{equation*}
\mathbb{E}\left[\int_{t_{1}}^{t_{2}} F_{1}(s) d M(s) \cdot \int_{t_{1}}^{t_{2}} F_{2}(s) d M(s)\right]=\mathbb{E}\left[\int_{t_{1}}^{t_{2}} F_{1}(s) F_{2}(s) d\langle M, M\rangle(s)\right], \tag{4.69}
\end{equation*}
$$

for $0 \leqslant t_{1}<t_{2} \leqslant T$. By repeatedly employing the equality in (4.69) and using the fact that the process $s \mapsto\langle M, M\rangle(s)$ is deterministic we infer, for $1 \leqslant k_{1}<k_{2}$, and $0<t \leqslant T$, with $\ell=k_{2}-k_{1}$,
$\mathbb{E}\left[\int_{0<s_{1}<\cdots<s_{k_{1}}<t} \int d M\left(s_{1}\right) \ldots d M\left(s_{k_{1}}\right) \cdot \int_{0<\rho_{1}<\cdots<\rho_{k_{2}}<t} \int d M\left(\rho_{1}\right) \ldots d M\left(\rho_{k_{2}}\right)\right]$
$=\mathbb{E}\left[\int_{0<s_{1}<\cdots<s_{k_{2}}<t} \int d M\left(s_{1}\right) \ldots d M\left(s_{\ell}\right) d\langle M, M\rangle\left(s_{\ell+1}\right) \ldots d\langle M, M\rangle\left(s_{k_{2}}\right)\right]$

$$
\begin{equation*}
=\mathbb{E}\left[\int_{0<s_{1}<\cdots<s_{\ell}<t} \int \frac{\left(\langle M, M\rangle(t)-\langle M, M\rangle\left(s_{\ell}\right)\right)^{k_{1}}}{k_{1}!} d M\left(s_{1}\right) \ldots d M\left(s_{\ell}\right)\right]=0 . \tag{4.70}
\end{equation*}
$$

If in (4.70) $k_{1}=k_{2}$, and so $\ell=0$, then we obtain

$$
\begin{equation*}
\mathbb{E}\left[\left|\int_{0<s_{1}<\cdots<s_{k_{1}}<t} \int d M\left(s_{1}\right) \ldots d M\left(s_{k_{1}}\right)\right|^{2}\right]=\frac{(\langle M, M\rangle(t))^{k_{1}}}{k_{1}!} . \tag{4.71}
\end{equation*}
$$

The equalities in (4.70) and (4.71) show the equalities in (4.67). The proof of the equalities requires an induction argument. For $\ell=1$ we have

$$
\begin{align*}
& \mathbb{E}\left[\left|\int_{0}^{t} e^{M\left(s_{1}\right)-\frac{1}{2}\langle M, M\rangle\left(s_{1}\right)} d M\left(s_{1}\right)\right|^{2}\right] \\
& =\int_{0}^{t} \mathbb{E}\left[e^{2 M(s)-\langle M, M\rangle(s)}\right] d\langle M, M\rangle(s) \\
& =\int_{0}^{t} \mathbb{E}\left[e^{2 M(s)-\frac{1}{2}\langle 2 M, 2 M\rangle(s)}\right] e^{\langle M, M\rangle(s)} d\langle M, M\rangle(s) \\
& =\int_{0}^{t} e^{\langle M, M\rangle(s)} d\langle M, M\rangle(s)=e^{\langle M, M\rangle(t)}-1 . \tag{4.72}
\end{align*}
$$

The equalities in (4.72) imply those in (4.68) for $\ell=1$. The second equality follows by partial integration and induction with respect to $\ell$. The first equality in (4.68) can be obtained by an argument which is very similar to the proof of the equality in (4.67) with $k_{1}=k_{2}=\ell$. The details are left to the reader.
This completes the proof of Proposition 4.15.
4.16. Corollary. Let the hypotheses and notation be as in Proposition 4.14. Then

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty} \tau^{\ell} \int_{0<s_{1}<\cdots<s_{\ell}<t} \int e^{\tau M\left(s_{1}\right)-\frac{1}{2} \tau^{2}\langle M, M\rangle\left(s_{1}\right)} d M\left(s_{1}\right) \ldots d M\left(s_{\ell}\right)=0, \tag{4.73}
\end{equation*}
$$

$\mathbb{P}$-almost surely. If the limit in (4.73) is in fact an $L^{1}$-limit, then the process $t \mapsto e^{\tau M(t)-\frac{1}{2} \tau^{2}\langle M, M\rangle(t)}$ is a martingale. In particular, it then follows that $\mathbb{E}\left[e^{\tau M(t)-\frac{1}{2} \tau^{2}\langle M, M\rangle(t)}\right]=1$; compare with the inequality in (4.41) and with Theorem 4.11.

If the process $t \mapsto\langle M, M\rangle(t)$ is real-valued and deterministic, then the limit in (4.73) is an $L^{2}$-limit, and so also an $L^{1}$-limit.

Proof. Equality (4.73) in Corollary 4.16 follows from the equality in (4.59) in Proposition 4.13 with $x=M(t)$ and $a=\langle M, M\rangle(t)$ together with the equalities in (4.65) and (4.61). The assertion about the $L^{1}$-convergence also follows from these arguments. The only topic that requires some is the one about the situation where the process $t \mapsto\langle M, M\rangle(t)$ is deterministic. In this case the terms in the sum in (4.65) are orthogonal in $L^{2}\left(\Omega, \mathcal{F}_{T}, \mathbb{P}\right)$, and this sum converges in $L^{2}$-sense to $e^{\tau M(t)-\frac{1}{2} \tau^{2}\langle M, M\rangle(t)}$. These assertions follow from the
identities (4.67) and (4.68) in Proposition 4.15. This completes the proof of Corollary 4.16.

The previous results, i.e. Proposition 4.14 and Corollary 4.16 are applicable if the martingale $M(t)$ is of the form $M(t)=\int_{0}^{t} h(s) \cdot d W(s)$, where $t \mapsto W(t)$ is standard Brownian motion. Then $\langle M, M\rangle(t)=\int_{0}^{t}|h(s)|^{2} d s$. If $s \mapsto h(s)$ is deterministic, then in (4.73) we have $L^{2}$-convergence. These martingales play a role in the martingale representation theorem: see Theorem 4.21.
1.4. Weak solutions to stochastic differential equations. In the following theorem the symbols $\sigma_{i, j}$ and $b_{j}, 1 \leqslant i, j \leqslant d$, stand for real-valued locally bounded Borel measurable functions defined on $[0, \infty) \times \mathbb{R}^{d}$. The matrix $\left(a_{i, j}(s, x)\right)_{i, j=1}^{d}$ is defined by

$$
a_{j, k}(s, x)=\sum_{k=1}^{d} \sigma_{i, k}(s, x) \sigma_{j, k}(s, x)=\left(\sigma(s, x) \sigma^{*}(s, x)\right)_{i, j} .
$$

For $s \geqslant 0$, the operator $L(s)$ is defined on $C^{2}\left(\mathbb{R}^{d}\right)$ with values in the space of locally bounded Borel measurable functions:

$$
\begin{equation*}
L(s) f(x)=\frac{1}{2} \sum_{i, j=1}^{d} a_{i, j}(s, x) D_{i} D_{j} f(x)+\sum_{j=1}^{d} b_{j}(s, x) D_{j} f(x), \quad f \in C^{2}\left(\mathbb{R}^{d}\right) . \tag{4.74}
\end{equation*}
$$

The following theorem shows the close relationship between weak solutions and solutions to the martingale problem.
4.17. Theorem. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space with a right-continuous filtration $\left(\mathcal{F}_{t}\right)_{t \geqslant 0}$. Let $\left\{X(t)=\left(X_{1}(t), \ldots, X_{d}(t)\right): t \geqslant 0\right\}$ be a d-dimensional continuous adapted process. Then the following assertions are equivalent:
(i) For every $f \in C^{2}\left(\mathbb{R}^{d}\right)$ the process

$$
\begin{equation*}
t \mapsto f(X(t))-f(X(0))-\int_{0}^{t} L(s) f(X(s)) d s \tag{4.75}
\end{equation*}
$$

is a local martingale.
(ii) The processes

$$
\begin{equation*}
t \mapsto M_{j}(t):=X_{j}(t)-\int_{0}^{t} b_{j}(s, X(s)) d s, t \geqslant 0, \quad 1 \leqslant j \leqslant d \tag{4.76}
\end{equation*}
$$

are local martingales with covariation processes

$$
\begin{equation*}
t \mapsto\left\langle M_{i}, M_{j}\right\rangle(t)=\int_{0}^{t} a_{i, j}(s, X(s)) d s, t \geqslant 0, \quad 1 \leqslant i, j \leqslant d \tag{4.77}
\end{equation*}
$$

(iii) On an extended probability space $\left(\Omega \times \Omega^{\prime}, \mathcal{F}_{t} \otimes \mathcal{F}_{t}^{\prime}, \mathbb{P} \times \mathbb{P}^{\prime}\right)$ there exists a Brownian motion $\{B(t): t \geqslant 0\}$ starting at 0 such that

$$
\begin{equation*}
X(t)=X(0)+\int_{0}^{t} b(s, X(s)) d s+\int_{0}^{t} \sigma(s, X(s)) d B(s), \quad t \geqslant 0 . \tag{4.78}
\end{equation*}
$$

Here $\left(\Omega^{\prime}, \mathcal{F}_{t}^{\prime}, \mathbb{P}^{\prime}\right)$ is an independent copy of $\left(\Omega, \mathcal{F}_{t}, \mathbb{P}\right)$. Moreover, the equality in (4.78) implies that the stochastic integral $\left(\omega, \omega^{\prime}\right) \mapsto \int_{0}^{t} \sigma(s, X(s)) d B(s)\left(\omega, \omega^{\prime}\right)$ is $\mathbb{P} \times \mathbb{P}^{\prime}$-independent of $\omega^{\prime}$. If the matrix $\sigma(s, y)$ is invertible, then there is no need for this extension.

Examples of (Feller) semigroups can be manufactured by taking a continuous function $\varphi:[0, \infty) \times E \rightarrow E$ with the property that $\varphi(s+t, x)=\varphi(t, \varphi(s, x))$, for all $s, t \geqslant 0$ and $x \in E$. Then the mappings $f \mapsto P(t) f$, with $P(t) f(x)=$ $f(\varphi(t, x))$ defines a semigroup. It is a Feller semigroup if $\lim _{x \rightarrow \Delta \varphi} \varphi(t, x)=\triangle$. An explicit example of such a function, which does not provide a Feller-Dynkin semigroup on $C_{0}(\mathbb{R})$ is given by $\varphi(t, x)=\frac{x}{\sqrt{1+\frac{1}{2} t x^{2}}}$ (example due to V . Kolokoltsov [72], and [71]). Put $u(t, x)=P(t) f(x)=f(\varphi(t, x))$. Then $\frac{\partial u}{\partial t}(t, x)=-x^{3} \frac{\partial u}{\partial x}(t, x)$. In fact this (counter-)example shows that solutions to the martingale problem do not necessarily give rise to Feller-Dynkin semigroups. These are semigroups which preserve not only the continuity, but also the fact that functions which tend to zero at $\triangle$ are mapped to functions with the same property. However, for Feller semigroups we only require that continuous functions with values in $[0,1]$ are mapped to continuous functions with the same properties. Therefore, it is not needed to include a hypothesis like
(4.79) which reads as follows: for every $(\tau, s, t, x) \in[0, T]^{3} \times E, \tau<s<t$, the following equality holds:

$$
\begin{equation*}
\mathbb{P}_{\tau, x}[X(t) \in E]=\mathbb{P}_{\tau, x}[X(t) \in E, X(s) \in E] . \tag{4.79}
\end{equation*}
$$

Nadirashvili [99] constructs an elliptic operator in a bounded open domain $U \subset \mathbb{R}^{d}$ with a regular boundary such that the martingale problem is not uniquely solvable. More precisely the result reads as follows. Consider an elliptic operator $L=\sum_{j, k=1}^{d} a_{j, k}^{2} \frac{\partial^{2}}{\partial x_{j} \partial x_{k}}$, where $a_{j, k}=a_{j, k}$ are measurable functions on $\mathbb{R}^{d}$ such that

$$
c^{-1}|\xi|^{2} \leqslant \sum_{j, k=1}^{d} a_{j, k} \xi_{j} \xi_{k} \leqslant c|\xi|^{2}, \quad \xi \in \mathbb{R}^{d},
$$

for some ellipticity constant $c \geqslant 1$. There exists a diffusion $\left(X(t), \mathbb{P}_{x}\right)$ corresponding to the operator $L$ which can be defined as a solution to the martingale problem $\mathbb{P}[X(0)=x]=1, f(X(t))-f(X(0))-\int_{0}^{t} f(X(s)) d s$ is a $\mathbb{P}_{x^{-}}$ martingale for all $f \in C^{2}\left(\mathbb{R}^{d}\right)$. Nadirashvili is interested in non-uniqueness in the above martingale problem and in non-uniqueness of solutions to the Dirichlet problem $L u=0$ in $\Omega$, the unit ball in $\mathbb{R}^{d}, u=g$ on $\partial \Omega$, where $\Omega \subset \mathbb{R}^{d}$ is a bounded domain with smooth boundary and $g \in C^{2}(\partial \Omega)$. In particular, so-called good solutions $u$ to the Dirichlet problem are investigated. A good solution is a function $u$ which is the limit of a subsequence of solutions $u_{n}$, $n \in \mathbb{N}$, to the equation $L^{n} u_{n}=\sum_{j, k=1}^{d} a_{j, k}^{n} \frac{\partial^{2} u_{n}}{\partial x_{j} \partial x_{k}}=0$ in $\Omega, u_{n}=g$ on $\partial \Omega$, where the operators $L^{n}$ are elliptic with smooth coefficients $a_{j, k}^{n}$ and a common ellipticity constant $c$ such that $a_{j, k}^{n} \rightarrow a_{j, k}$ almost everywhere in $\Omega$ as $n \rightarrow \infty$. The main result is the following theorem: There exists an elliptic operator $L$ of the above form defined in the unit ball $B_{1} \subset \mathbb{R}^{d}, d \geqslant 3$, and there is a function $g \in C^{2}\left(\partial B_{1}\right)$ such that the formulated Dirichlet problem has at least two good solutions. An immediate consequence is non-uniqueness of solutions to the corresponding martingale problem.

The following corollary easily follows from Theorem 4.17. It establishes a close relationship between unique weak solutions to stochastic differential equations and unique solutions to the martingale problem. For the precise notion of "unique weak solutions" see Definition 4.19 below. This result should also be compared with Proposition 3.43, where the connection with (strong) Markov processes is explained.
4.18. Corollary. Let the notation and hypotheses be as in Theorem 4.17. Put $\Omega=C\left([0, \infty), \mathbb{R}^{d}\right)$, and $X(t)(\omega)=\omega(t), t \geqslant 0, \omega \in \Omega$. Fix $x \in E$. Then the following assertions are equivalent:
(i) There exists a unique probability measure $\mathbb{P}$ on $\mathcal{F}$ such that the process

$$
f(X(t))-f(X(0))-\int_{0}^{t} L(s) f(X(s)) d s
$$

is a $\mathbb{P}$-martingale for all $C^{2}$-functions $f$ with compact support, and such that $\mathbb{P}[X(0)=x]=1$.
(ii) The stochastic integral equation

$$
\begin{equation*}
X(t)=x+\int_{0}^{t} \sigma(s, X(s)) d B(s)+\int_{0}^{t} b(s, X(s)) d s \tag{4.80}
\end{equation*}
$$

has unique weak solutions.
4.19. Definition. The equation in (4.80) is said to have unique weak solutions on the interval $[0, T]$, also called unique distributional solutions, provided that the finite-dimensional distributions of the process $X(t), \leqslant t \leqslant T$, which satisfy (4.80) do not depend on the particular Brownian motion $B(t)$ which occurs in (4.80). This is the case if and only if for any pair of Brownian motions

$$
\{(B(t): T \geqslant t \geqslant 0),(\Omega, \mathcal{F}, \mathbb{P})\} \quad \text { and } \quad\left\{\left(B^{\prime}(t): T \geqslant t \geqslant 0\right),\left(\Omega^{\prime}, \mathcal{F}, \mathbb{P}^{\prime}\right)\right\}
$$

and any pair of adapted processes $\{X(t): T \geqslant t \geqslant 0\}$ and $\left\{X^{\prime}(t): T \geqslant t \geqslant 0\right\}$ for which

$$
\begin{aligned}
X(t) & =x+\int_{0}^{t} \sigma(s, X(s)) d B(s)+\int_{0}^{t} b(s, X(s)) d s \text { and } \\
X^{\prime}(t) & =x+\int_{0}^{t} \sigma\left(s, X^{\prime}(s)\right) d B^{\prime}(s)+\int_{0}^{t} b\left(s, X^{\prime}(s)\right) d s
\end{aligned}
$$

the finite-dimensional distributions of the process $\{X(t): T \geqslant t \geqslant 0\}$ relative to $\mathbb{P}$ coincide with the finite-dimensional distributions of $\left\{X^{\prime}(t): T \geqslant t \geqslant 0\right\}$ relative to $\mathbb{P}^{\prime}$.
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Proof of Theorem 4.17. (i) $\Longrightarrow$ (ii) With $f_{j}\left(x_{1}, \ldots, x_{d}\right)=x_{j}, 1 \leqslant j \leqslant$ $d$, assertion (i) implies that the process

$$
\begin{equation*}
M_{j}(t)=X_{j}(t)-\int_{0}^{t} b_{j}(s, X(s)) d s=f_{j}(X(t))-\int_{0}^{t} L(s) f_{j}(X(s)) d s \tag{4.81}
\end{equation*}
$$

is a local martingale. We will show that the processes

$$
\left\{M_{i}(t) M_{j}(t)-\int_{0}^{t} a_{i, j}(s, X(s)) d s: t \geqslant 0\right\}, \quad 1 \leqslant i, j \leqslant d
$$

are local martingales as well. To this end fix $1 \leqslant i, j \leqslant d$, and define the function $f_{i, j}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ by $f_{i, j}\left(x_{1}, \ldots, x_{d}\right)=x_{i} x_{j}$. From (i) it follows that the process

$$
\left\{X_{i}(t) X_{j}(t)-\int_{0}^{t}\left(a_{i, j}(s, X(s))+b_{i}(s, X(s)) X_{j}(s)+b_{j}(s, X(s)) X_{i}(s)\right) d s\right\}
$$

is a local martingale. For brevity we write

$$
\begin{align*}
\alpha_{i, j}(s) & =a_{i, j}(s, X(s)), \quad \beta_{j}(s)=b_{j}(s, X(s)), \quad \beta_{i}(s)=b_{i}(s, X(s)), \\
M_{i}(s) & =X_{i}(s)-\int_{0}^{s} \beta_{i}(\tau) d \tau, \quad M_{j}(s)=X_{i}(s)-\int_{0}^{s} \beta_{j}(\tau) d \tau \\
M_{i, j}(s) & =X_{i}(s) X_{j}(s)-\int_{0}^{s}\left(\beta_{i}(\tau) X_{j}(\tau)+\beta_{j}(\tau) X_{i}(\tau)+\alpha_{i, j}(\tau)\right) d \tau \tag{4.82}
\end{align*}
$$

Then the processes $M_{i}$ and $M_{i, j}$ are local martingales. Moreover, we have

$$
\begin{aligned}
& \left(M_{i}(t)+\int_{0}^{t} \beta_{i}(s) d s\right)\left(M_{j}(t)+\int_{0}^{t} \beta_{j}(s) d s\right)=X_{i}(t) X_{j}(t) \\
& =\int_{0}^{t}\left(\beta_{i}(\tau) X_{j}(\tau)+\beta_{j}(\tau) X_{i}(\tau)+\alpha_{i, j}(\tau)\right) d \tau+M_{i, j}(t) \\
& =\int_{0}^{t}\left(\beta_{i}(\tau)\left(X_{j}(\tau)-M_{j}(\tau)\right)+\beta_{j}(\tau)\left(X_{i}(\tau)-M_{i}(\tau)\right)+\alpha_{i, j}(\tau)\right) d \tau \\
& \quad \quad+\int_{0}^{t}\left(\beta_{i}(\tau) M_{j}(\tau)+\beta_{j}(\tau) M_{i}(\tau)\right) d \tau+M_{i, j}(t) \\
& =\int_{0}^{t} \beta_{i}(\tau)\left(X_{j}(\tau)-M_{j}(\tau)\right) d \tau+\int_{0}^{t} \beta_{j}(\tau)\left(X_{i}(\tau)-M_{i}(\tau)\right) d \tau \\
& \quad \quad+\int_{0}^{t} \alpha_{i, j}(\tau) d \tau+\int_{0}^{t}\left(\beta_{i}(\tau) M_{j}(\tau)+\beta_{j}(\tau) M_{i}(\tau)\right) d \tau+M_{i, j}(t) \\
& =\int_{0}^{t} \beta_{i}(\tau) \int_{0}^{\tau} \beta_{j}(s) d s d \tau+\int_{0}^{t} \beta_{j}(\tau) \int_{0}^{\tau} \beta_{i}(s) d s d \tau \\
& \quad+\int_{0}^{t} \alpha_{i, j}(\tau) d \tau+\int_{0}^{t}\left(\beta_{i}(\tau) M_{j}(\tau)+\beta_{j}(\tau) M_{i}(\tau)\right) d \tau+M_{i, j}(t) \\
& =\quad \int_{0<s<\tau<t} \int_{i}(\tau) \beta_{j}(s) d \tau d s+\int_{0<\tau<s<t} \int_{i}(\tau) \beta_{j}(s) d \tau d s \\
& \quad+\int_{0}^{t} \alpha_{i, j}(\tau) d \tau+\int_{0}^{t}\left(\beta_{i}(\tau) M_{j}(\tau)+\beta_{j}(\tau) M_{i}(\tau)\right) d \tau+M_{i, j}(t)
\end{aligned}
$$

$$
\begin{align*}
& =\int_{0}^{t} \beta_{i}(\tau) d \tau \int_{0}^{t} \beta_{j}(s) d s+\int_{0}^{t} \alpha_{i, j}(s) d s+M_{i, j}(t) \\
& \quad+\int_{0}^{t}\left(\beta_{i}(s) M_{j}(s)+\beta_{j}(s) M_{i}(s)\right) d s \tag{4.83}
\end{align*}
$$

Consequently, from (4.83) we see

$$
\begin{align*}
& M_{i}(t) M_{j}(t)-\int_{0}^{t} \alpha_{i, j}(s) d s \\
& =M_{i, j}(t)-\int_{0}^{t}\left(\beta_{i}(s)\left(M_{j}(t)-M_{j}(s)\right)+\beta_{j}(s)\left(M_{i}(t)-M_{i}(s)\right)\right) d s \tag{4.84}
\end{align*}
$$

It is readily verified that the processes

$$
\int_{0}^{t} \beta_{i}(s)\left(M_{j}(t)-M_{j}(s)\right) d s \text { and } \int_{0}^{t} \beta_{j}(s)\left(M_{i}(t)-M_{i}(s)\right) d s
$$

are local martingales. It follows that the process

$$
\left\{M_{i}(t) M_{j}(t)-\int_{0}^{t} \alpha_{i, j}(s) d s: t \geqslant 0\right\}
$$

is a local martingale. So that the covariation process $\left\langle M_{i}, M_{j}\right\rangle$ is given by $\left\langle M_{i}, M_{j}\right\rangle(t)=\int_{0}^{t} \alpha_{i, j}(s) d s$.
(ii) $\Longrightarrow$ (iii) This implication follows from an application of Theorem 4.8 with $\Phi_{i, j}(t)=a_{i, j}(t, X(t))$, and $\chi(t)=\sigma(t, X(t))^{-1}$. If the matrix process $\sigma(t, X(t))$ is not invertible we proceed as follows. First we choose a Brownian motion $\left(B^{\prime}(t)\right)_{t \geqslant 0}$ which is independent of $\left(\Omega, \mathcal{F}_{t}, \mathbb{P}\right)$ and which lives on the probability space $\left(\Omega^{\prime}, \mathcal{F}_{t}^{\prime}, \mathbb{P}^{\prime}\right)$. The probability spaces $\left(\Omega, \mathcal{F}_{t}, \mathbb{P}\right)$ and $\left(\Omega^{\prime}, \mathscr{F}_{t}^{\prime}, \mathbb{P}^{\prime}\right)$ are coupled by employing a standard extension of the original probability space $\left(\Omega, \mathcal{F}_{t}, \mathbb{P}\right)$. This extension is denoted by $\left(\widetilde{\Omega}, \widetilde{F}_{t}, \widetilde{\mathbb{P}}\right)$, where $\widetilde{\Omega}=\Omega \times \Omega^{\prime}, \widetilde{\mathcal{F}}_{t}=\mathcal{F}_{t} \otimes \mathcal{F}_{t}^{\prime}$, and $\widetilde{\mathbb{P}}=\mathbb{P} \times \mathbb{P}^{\prime}$. Finally, $\widetilde{B}^{\prime}\left(t, \omega, \omega^{\prime}\right)=B^{\prime}\left(t, \omega^{\prime}\right), t \geqslant 0,\left(\omega, \omega^{\prime}\right) \in \Omega \times \Omega^{\prime}$. We have a martingale $M(s), 0 \leqslant s \leqslant t$, on $\left(\Omega, \mathcal{F}_{t}, \mathbb{P}\right)$ with the properties of assertion (ii). We introduce the matrix processes $\widetilde{\psi}_{\varepsilon}(s), \varepsilon>0, E_{R}(s)$, and $E_{N}(s)$ as follows

$$
\begin{aligned}
\widetilde{\psi}_{\varepsilon}(s) & =\sigma^{*}(s, X(s))\left(\sigma(s, X(s)) \sigma^{*}(s, X(s))+\varepsilon I\right)^{-1} \\
E_{R}(s) & =\lim _{\varepsilon \downarrow 0} \sigma^{*}(s, X(s))\left(\sigma(s, X(s)) \sigma^{*}(s, X(s))+\varepsilon I\right)^{-1} \sigma(s, X(s)), \quad \text { and } \\
E_{N}(s) & =I-E_{R}(s)
\end{aligned}
$$

The matrix $E_{R}(s)$ can be considered as an orthogonal projection on the range of the matrix $\sigma^{*}(s, X(s)) \sigma(s, X(s))$, and $E_{N}(s$ as an orthogonal projection on its null space. More precisely,

$$
E_{R}(s) \sigma^{*}(s, X(s))=\sigma^{*}(s, X(s)), \text { and } \sigma(s, X(s)) E_{N}(s)=0
$$

In terms of these processes we define the following process:

$$
\begin{equation*}
B(s)=\lim _{\varepsilon \downarrow 0} \int_{0}^{s} \widetilde{\psi}_{\varepsilon}(\tau) d M(\tau)+\int_{0}^{s} E_{N}(\tau) d B^{\prime}(\tau) . \tag{4.85}
\end{equation*}
$$

Next we will prove that the process $s \mapsto B(s)$ is a Brownian motion, and that $M(s)=\int_{0}^{s} \sigma(\tau, X(\tau)) d B(\tau)$. Put

$$
\begin{equation*}
B_{\varepsilon}(s)=\int_{0}^{s} \tilde{\psi}_{\varepsilon}(\tau) d M(\tau)+\int_{0}^{s} E_{N}(\tau) d B^{\prime}(\tau) \tag{4.86}
\end{equation*}
$$

Then we have:

$$
\begin{aligned}
\left\langle B_{\varepsilon, j_{1}}, B_{\varepsilon, j_{2}}\right\rangle(s)= & \sum_{k_{1}, k_{2}, \ell=1}^{d} \int_{0}^{s} \widetilde{\psi}_{\varepsilon, j_{1}, k_{1}}(\tau) \tilde{\psi}_{\varepsilon, j_{1}, k_{1}}(\tau) \sigma_{k_{1}, \ell}(\tau, X(\tau)) \sigma_{k_{2}, \ell}(\tau, X(\tau)) d \tau \\
& +\sum_{k=1}^{d} \int_{0}^{s} \widetilde{\psi}_{\varepsilon, j_{1}, k_{1}}(\tau) E_{N, j_{2}, K_{1}}(\tau) d\left\langle M_{k_{1}}, B_{k}^{\prime}\right\rangle(\tau) \\
& +\sum_{k=1}^{d} \int_{0}^{s} \widetilde{\psi}_{\varepsilon, j_{2}, k_{1}}(\tau) E_{N, j_{1}, K_{1}}(\tau) d\left\langle M_{k_{1}}, B_{k}^{\prime}\right\rangle(\tau) \\
& +\sum_{k=1}^{d} \int_{0}^{s} E_{N, j_{1}, k}(\tau) E_{N, j_{2}, k}(\tau) d \tau
\end{aligned}
$$

(the processes $M$ and $B^{\prime}$ are $\widetilde{P}$-independent)

$$
\begin{align*}
= & \int_{0}^{s}\left(\widetilde{\psi}_{\varepsilon}(\tau) \sigma(\tau, X(\tau)) \sigma^{*}(\tau, X(\tau)) \widetilde{\psi}_{\varepsilon}^{*}(\tau)\right)_{j_{1}, j_{2}} d \tau \\
& +\int_{0}^{s}\left(E_{N}(\tau) E_{N}^{*}(\tau)\right)_{j_{1}, j_{2}} d \tau \tag{4.87}
\end{align*}
$$
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From (4.87) we infer by continuity and the definition of $E_{R}(\tau)$ that

$$
\begin{aligned}
\left\langle B_{j_{1}}, B_{j_{2}}\right\rangle(s) & =\lim _{\varepsilon \downarrow 0}\left\langle B_{\varepsilon, j_{1}}, B_{\varepsilon, j_{2}}\right\rangle(s) \\
& =\int_{0}^{s}\left(E_{R}(\tau) E_{R}^{*}(\tau)\right)_{j_{1}, j_{2}} d \tau+\int_{0}^{s}\left(E_{N}(\tau) E_{N}^{*}(\tau)\right)_{j_{1}, j_{2}} d \tau \\
& =\int_{0}^{s}\left(E_{R}(\tau) E_{R}^{*}(\tau)+E_{N}(\tau) E_{N}^{*}(\tau)\right)_{j_{1}, j_{2}} d \tau
\end{aligned}
$$

(the processes $E_{R}(\tau)$ and $E_{N}(\tau)$ are orthogonal projections such that $E_{R}(\tau)+$ $\left.E_{N}(\tau)=I\right)$

$$
\begin{equation*}
=\delta_{j_{1}, j_{2}} s \tag{4.88}
\end{equation*}
$$

From Lévy's theorem 4.5 it follows that the process $s \mapsto B(s), 0 \leqslant s \leqslant t$, is a Brownian motion. In order to finish the proof of the implication (ii) $\Longrightarrow$ (iii) we still have to prove the equality $M(s)=\int_{0}^{s} \sigma(\tau, X(\tau)) d B(\tau)$. For brevity we write $\sigma(\tau)=\sigma(\tau, X(\tau))$. Then by definition and standard calculations with martingales we obtain:

$$
\begin{align*}
M(s)-\int_{0}^{s} \sigma(\tau) d B_{\varepsilon}(\tau) & =M(s)-\int_{0}^{s} \sigma(\tau) \tilde{\psi}_{\varepsilon}(\tau) d M(\tau)-\int_{0}^{s} \sigma(\tau) E_{N}(\tau) d B^{\prime}(\tau) \\
& =\int_{0}^{s}\left(I-\sigma(\tau) \sigma^{*}(\tau)\left(\sigma(\tau) \sigma^{*}(\tau)+\varepsilon I\right)^{-1}\right) d M(\tau) \\
& =\varepsilon \int_{0}^{s}\left(\sigma(\tau) \sigma^{*}(\tau)+\varepsilon I\right)^{-1} d M(\tau) \tag{4.89}
\end{align*}
$$

From (4.89) together with the fact that covariation process of the local martingale $M(s)$ is given by $\int_{0}^{s} \sigma(\tau) \sigma^{*}(\tau) d \tau$, it follows that the covariation matrix of the local martingale

$$
M(s)-\int_{0}^{s} \sigma(\tau) d B_{\varepsilon}(\tau)
$$

is given by

$$
\begin{equation*}
\varepsilon^{2} \int_{0}^{s}\left(\sigma(\tau) \sigma^{*}(\tau)+\varepsilon I\right)^{-1} \sigma(\tau) \sigma^{*}(\tau)\left(\sigma(\tau) \sigma^{*}(\tau)+\varepsilon I\right)^{-1} d \tau \tag{4.90}
\end{equation*}
$$

In addition, we have in spectral sense:

$$
\begin{equation*}
0 \leqslant \varepsilon^{2}\left(\sigma(\tau) \sigma^{*}(\tau)+\varepsilon I\right)^{-1} \sigma(\tau) \sigma^{*}(\tau)\left(\sigma(\tau) \sigma^{*}(\tau)+\varepsilon I\right)^{-1} \leqslant \frac{\varepsilon}{4} I \tag{4.91}
\end{equation*}
$$

and thus in $L^{2}$-sense we have

$$
\begin{equation*}
M(s)-\int_{0}^{s} \sigma(\tau) d B(\tau)=L^{2}-\lim _{\varepsilon \downarrow 0}\left(M(s)-\int_{0}^{s} \sigma(\tau) B_{\varepsilon}(\tau)\right)=0 \tag{4.92}
\end{equation*}
$$

The equality in (4.92) completes the proof of the implication (ii) $\longrightarrow$ (iii).
(iii) $\Longrightarrow$ (i) Let $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a twice continuously differentiable function. By Itô's lemma we get

$$
f(X(t))-f(X(0))-\int_{0}^{t} L(s) f(X(s)) d s
$$

$$
\begin{align*}
= & \int_{0}^{t} \nabla f(X(s)) \cdot d X(s)+\frac{1}{2} \sum_{i, j=1}^{d} \int_{0}^{t} D_{i} D_{j} f(X(s)) d\left\langle X_{i}, X_{j}\right\rangle(s) \\
& \quad-\int_{0}^{t} L(s) f(X(s)) d s \\
= & \sum_{j=1}^{d} \int_{0}^{t} b_{j}(s, X(s)) D_{j} f(X(s)) d s \\
& +\frac{1}{2} \sum_{i, j=1}^{d} \sum_{k=1}^{d} \int_{0}^{t} \sigma_{i, k}(s, X(s)) \sigma_{j, k}(s, X(s)) D_{i} D_{j} f(X(s)) d s \\
& \quad+\int_{0}^{t} \nabla f(X(s)) \sigma(s, X(s)) d B(s)-\int_{0}^{t} L(s) F(X(s)) d s \\
= & \int_{0}^{t} \nabla f(X(s)) \sigma(s, X(s)) d B(s) . \tag{4.93}
\end{align*}
$$

The final expression in (4.93) is a local martingale. Hence (iii) implies (i).
This completes the proof of Theorem 4.8.
4.20. Remark. The implication (ii) $\Longrightarrow$ (i) in Theorem 4.17 can also be proved directly by using Itô calculus. Suppose that the local martingales $t \mapsto M_{j}(t)$, $1 \leqslant j \leqslant d$, are defined as in assertion (ii) with covariation processes as in (4.77). Let $f$ be a $C^{2}$-function defined on $\mathbb{R}^{d}$. Then we have:

$$
\begin{align*}
& f(X(t))-f(X(0))-\int_{0}^{t} L(s) f(X(s)) d s \\
& =\int_{0}^{t} \nabla f(X(s)) d X(s)+\frac{1}{2} \sum_{i, j=1}^{d} \int_{0}^{t} D_{i} D_{j} f(X(s)) d\left\langle X_{i}, X_{j}\right\rangle(s) \\
& -\int_{0}^{t} L(s) f(X(s)) d s \\
& =\int_{0}^{t} \nabla f(X(s)) d M(s)+\int_{0}^{t} \nabla f(X(s)) b(s, X(s)) d s \\
& +\frac{1}{2} \sum_{i, j=1}^{d} \int_{0}^{t} D_{i} D_{j} f(X(s)) d\left\langle M_{i}, M_{j}\right\rangle(s)-\int_{0}^{t} L(s) f(X(s)) d s \\
& =\int_{0}^{t} \nabla f(X(s)) d M(s)+\int_{0}^{t} \nabla f(X(s)) b(s, X(s)) d s \\
& +\frac{1}{2} \sum_{i, j=1}^{d} \int_{0}^{t} D_{i} D_{j} f(X(s)) a_{i, j}(s, X(s)) d s-\int_{0}^{t} L(s) f(X(s)) d s \\
& =\int_{0}^{t} \nabla f(X(s)) d M(s) \text {. } \tag{4.94}
\end{align*}
$$

Assertion (i) is a consequence of equality (4.94).

## 2. A martingale representation theorem

In this section we formulate and prove the martingale theorem based on an $n$-dimensional Brownian motion. Proofs are, essentially speaking, taken from [106]. Let $(W(s))_{0 \leq s<\infty}$ be standard Brownian motion in $\mathbb{R}^{n}$, and let $\mathcal{F}_{t}$ be the $\sigma$-field generated by $(W(s))_{0 \leqslant s \leqslant t}$ augmented with the $\mathbb{P}$-null sets. For $h \in$ $L^{\infty}\left([0, T] ; \mathbb{R}^{n}\right)$ we write $X_{h}(t):=e^{t_{0}^{t} h(s) \cdot d W(s)-\frac{1}{2} \int_{0}^{t}|h(s)|^{2} d s}$.
4.21. Theorem. Let $\Psi_{T}$ be the subspace of $\left(\Omega, \mathcal{F}_{T}, \mathbb{P}\right)$ spanned by the exponentials $X_{h}(T):=e^{\int_{0}^{T} h(s) \cdot d W(s)-\frac{1}{2} \int_{0}^{T}|h(s)|^{2} d s}, h \in L_{\text {simple }}^{\infty}\left([0, T] ; \mathbb{R}^{n}\right)$. Then $\Psi_{T}$ is dense in the space $L^{2}\left(\Omega, \mathcal{F}_{T}, \mathbb{P}\right)$.

In Theorem 4.21 the space $L_{\text {simple }}^{\infty}\left([0, T] ; \mathbb{R}^{n}\right)$ consists of those $\mathbb{R}^{n}$-valued functions $h \in L^{\infty}\left([0, T] ; \mathbb{R}^{n}\right)$ which can be written in the form

$$
\begin{equation*}
h(s)=\sum_{k=1}^{N} \mathbf{1}_{\left(t_{k-1}, t_{k}\right]}(s)\left(\sum_{j=k}^{N} \lambda_{j}\right)=\sum_{j=1}^{N} \mathbf{1}_{\left(0, t_{j}\right]}(s) \lambda_{j}, 0 \leqslant s \leqslant T, N \in \mathbb{N}, \tag{4.95}
\end{equation*}
$$

where, for any $N \in \mathbb{N}, 0=t_{0}<t_{1}<\cdots<t_{N}=T$ is an arbitrary partition of the interval $[0, T]$, and where $\left(\lambda_{j}\right)_{1 \leqslant j \leqslant N}$ are arbitrary vectors in $\mathbb{R}^{n}$. Observe that, for such functions $h, \int_{0}^{T} h(s) \cdot d W(s)=\sum_{j=1}^{N} \lambda_{j} \cdot W\left(t_{j}\right)$. Also notice that, by Itô's lemma, $X_{h}(T)=1+\int_{0}^{T} X_{h}(s) h(s) \cdot d W(s), h \in L^{\infty}\left([0, T] ; \mathbb{R}^{n}\right)$.


In the proof of Theorem 4.21 the following notation is employed. The symbol $C_{0}^{\infty}\left(\mathbb{R}^{n \times N}\right)$ stands for the vector space of those $C^{\infty}$-functions $\varphi$ defined on all real $n \times N$ matrices $\lambda$ with the property that all functions of the form

$$
\lambda \mapsto\left(1+\|\lambda\|_{\mathrm{HS}}^{2}\right)^{m} D_{j, k}^{\alpha_{j, k}} \varphi(\lambda), \quad m \in \mathbb{N}, 1 \leqslant j \leqslant N, 1 \leqslant k \leqslant n, \alpha_{j, k} \in \mathbb{N},
$$

are bounded. Here $D_{j, k}^{\alpha_{j, k}}$ stands for the derivative of order $\alpha_{j, k}$ relative to the variable $\lambda_{j, k}$. The symbol $\|\lambda\|_{\text {HS }}$ stands for the Hilbert-Schmidt norm of the matrix $\lambda$; that is

$$
\|\lambda\|_{\mathrm{HS}}^{2}=\sum_{j=1}^{N} \sum_{k=1}^{n}\left|\lambda_{j, k}\right|^{2}, \lambda=\left(\lambda_{j, k}\right)_{1 \leqslant j \leqslant N, 1 \leqslant k \leqslant n} .
$$

Functions of the form $\lambda \mapsto \exp \left(-\frac{1}{2}\|\lambda\|_{\mathrm{HS}}^{2}\right)$ belong to the space $C_{0}^{\infty}\left(\mathbb{R}^{n \times N}\right)$. Observe that $C_{0}^{\infty}\left(\mathbb{R}^{n \times N}\right)$ constitutes a dense subspace of $C_{0}\left(\mathbb{R}^{n \times N}\right)$, i.e. the space of complex-valued continuous functions which tend to 0 at $\infty$ equipped with the supremum norm.

Proof of Theorem 4.21. This statement is true if there exists no $g \in$ $L^{2}\left(\Omega, \mathcal{F}_{T}, \mathbb{P}\right)$, which is perpendicular to all $X(T) \in \Psi_{T}$. We start by assuming that there is a $g \in L^{2}\left(\Omega, \mathcal{F}_{T}, \mathbb{P}\right)$ such that $g$ is orthogonal to all variables $X(T) \in \Psi_{T}$. This orthogonality means that $\mathbb{E}\left[X_{h}(T) g\right]=0$, for all $h \in L_{\text {simple }}^{\infty}\left([0, T] ; \mathbb{R}^{n}\right)$. Or, what is the same,

$$
\begin{equation*}
\int_{\Omega} e^{\int_{0}^{T} h(s) \cdot d W(s)-\frac{1}{2} \int_{0}^{T} h(s)^{2} d s} d \mathbb{P}=0, \quad \text { for all } h \in L_{\text {simple }}^{\infty}\left([0, T] ; \mathbb{R}^{n}\right) \tag{4.96}
\end{equation*}
$$

The equalities in (4.96) are equivalent to

$$
e^{-\frac{1}{2} \int_{0}^{T} h(s)^{2} d s} \int_{\Omega} e^{\int_{0}^{T} h(s) \cdot d W(s)(w)} g d \mathbb{P}=0, \quad \text { for all } h \in L_{\text {simple }}^{\infty}\left([0, T] ; \mathbb{R}^{n}\right),
$$

which amounts to the same as

$$
\begin{equation*}
\int_{\Omega} e^{e_{0}^{T} h(s) \cdot d W(s)} g d \mathbb{P}=0, \text { for all } h \in L_{\text {simple }}^{\infty}\left([0, T] ; \mathbb{R}^{n}\right) \tag{4.97}
\end{equation*}
$$

By taking $h$ as in (4.95), we see that for all $\lambda=\left(\lambda_{1}, \ldots, \lambda_{N}\right) \in\left(\mathbb{R}^{n}\right)^{N}=\mathbb{R}^{n \times N}$ and for all $\left(t_{1}, \ldots, t_{N}\right) \in[0, T]^{N}$ with $0=t_{0}<t_{1}<\cdots<t_{N}=T$, the following equality holds: $\int_{\Omega} e^{\sum_{j=1}^{N} \lambda_{j} \cdot W\left(t_{j}\right)} g d \mathbb{P}=0$. Next, put $G(\lambda)=\int_{\Omega} e^{\sum_{j=1}^{N} \lambda_{j} \cdot W\left(t_{j}\right)} g d \mathbb{P}$. The function $\lambda \mapsto G(\lambda)$ is real analytic on $\mathbb{R}^{n \times N}$, and thus has an analytic extension to the complex space $\mathbb{C}^{n \times N}: G(z):=\int_{\Omega} e^{\sum_{j=1}^{N} z_{j} \cdot W\left(t_{j}\right)} g d \mathbb{P}$ for all $z \in$ $\mathbb{C}^{n \times N}$. Here $z_{j} \cdot W_{j}(t)=\sum_{k=1}^{n} z_{j, k} W_{k}(t), z_{j}=\left(z_{1, k}, \ldots, z_{n, k}\right) \in \mathbb{C}^{n}$. Since $G(\lambda)=0$ for $\lambda \in \mathbb{R}^{n \times N}$, it follows that $G(z)=0$ for $z \in \mathbb{C}^{n \times N}$. However, for $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{n \times N}\right)$, and with
where $\left(y_{1}, \ldots, y_{N}\right) \in \mathbb{R}^{n \times N}$, we see that

$$
\mathbb{E}\left[\varphi\left(W\left(t_{1}\right), \ldots, W\left(t_{N}\right)\right) g\right]=\int_{\Omega} \varphi\left(W\left(t_{1}\right), \ldots, W\left(t_{N}\right)\right) g d \mathbb{P}
$$

(inverse Fourier transform)

$$
=\int_{\Omega}\left(\frac{1}{(2 \pi)^{n}} \int_{\mathbb{R}^{n}} e^{i \sum_{j=1}^{n} W\left(t_{j}\right) \cdot y_{j}} \hat{\varphi}(y) d y\right) g d \mathbb{P}
$$

(Fubini's theorem)

$$
\begin{align*}
& =\frac{1}{(2 \pi)^{n}} \int_{\mathbb{R}^{n}} \int_{\Omega} e^{i \sum_{j=1}^{n} W\left(t_{j}\right) \cdot y_{j}} g d \mathbb{P} \hat{\varphi}(y) d y \\
& =\frac{1}{(2 \pi)^{n}} \int_{\mathbb{R}^{n}} G(i y) \hat{\varphi}(y) d y=0 . \tag{4.98}
\end{align*}
$$

From the monotone class theorem, and the fact the space $C_{0}^{\infty}\left(\mathbb{R}^{n \times N}\right)$ is dense in $C_{0}\left(\mathbb{R}^{n \times N}\right)$ for the uniform topology, it follows that the equality in (4.98), i.e. the equality

$$
\begin{equation*}
\mathbb{E}\left[\varphi\left(W\left(t_{1}\right), \ldots, W\left(t_{N}\right)\right) g\right]=0 \tag{4.99}
\end{equation*}
$$

can only be true for all $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{n \times N}\right)$, and for all $\left(t_{1}, \ldots, t_{N}\right) \in(0, \infty)^{N}$, $0<t_{1}<\cdots<t_{N}=T$, for all $N \in \mathbb{N}$, provided that $\mathbb{E}[F g]=0$ for all bounded $\mathcal{F}_{T}$-measurable random variables $F$. Consequently, $\mathbb{E}\left[X_{h}(T) g\right]=0$ for all $h \in L_{\text {simple }}^{\infty}\left([0, T] ; \mathbb{R}^{n}\right)$ if and only if the random variable $g \in L^{2}\left(\Omega, \mathcal{F}_{T}, \mathbb{P}\right)$ is identically 0 . This completes the proof of Theorem 4.21.

The following theorem is known as the Itô representation theorem.
4.22. Theorem. If the random variable $X(T)$ belongs to $L^{2}\left(\Omega, \mathcal{F}_{T}, \mathbb{P}\right)$, then there exists a unique predictable $\mathbb{R}^{n}$-valued process $t \mapsto F(t), 0 \leqslant t \leqslant T$, for which $\int_{0}^{T} \mathbb{E}\left[|F(s)|^{2}\right] d s<\infty$ and which is such that

$$
\begin{equation*}
X(T)=\mathbb{E}[X(T)]+\int_{0}^{T} F(s) \cdot d W(s) \tag{4.100}
\end{equation*}
$$

In other words the space

$$
\mathbb{C}+\left\{\int_{0}^{T} F(s) \cdot d W(s): s \mapsto F(s) \text { predictable and } \int_{0}^{T} \mathbb{E}\left[|F(s)|^{2}\right] d s<\infty\right\}
$$

coincides with $L^{2}\left(\Omega, \mathcal{F}_{T}, \mathbb{P}\right)$.
Proof of Theorem 4.22. Let $X(T)$ be as in Theorem 4.22. Then there exists double sequences $\left(\left(\alpha_{j, k}\right)_{j=1}^{N_{k}}\right)_{k \in \mathbb{N}}$ in $\mathbb{C}$ and $\left(\left(h_{j, k}\right)_{j=1}^{N_{k}}\right)_{k \in \mathbb{N}}$ of elements in $L_{\text {simple }}^{\infty}\left([0, T] ; \mathbb{R}^{n}\right)$ such that, with $F_{k}(t)=\sum_{j=1}^{N_{k}} \alpha_{j, k} X_{h_{j, k}}(t) h_{j, k}(t)$ and with

$$
X_{k}(T):=\sum_{j=1}^{N_{k}} \alpha_{j, k} X_{h_{j, k}}(T)=\sum_{j=1}^{N_{k}} \alpha_{j, k} e^{\int_{0}^{T} h_{j, k}(s) \cdot d W(s)-\frac{1}{2} \int_{0}^{T}\left|h_{j, k}(s)\right|^{2} d s}
$$

$$
\begin{align*}
& =\sum_{j=1}^{N_{k}} \alpha_{j, k}+\int_{0}^{T} \sum_{j=1}^{N_{k}} \alpha_{j, k} X_{h_{j, k}}(t) h_{j, k}(t) \cdot d W(t) \\
& =\mathbb{E}\left[X_{k}(T)\right]+\int_{0}^{T} F_{k}(t) \cdot d W(t), \tag{4.101}
\end{align*}
$$

we have

$$
\begin{align*}
0 & =\lim _{k \rightarrow \infty} \mathbb{E}\left[\left|X(T)-X_{k}(T)\right|^{2}\right]=\lim _{k, \ell \rightarrow \infty} \mathbb{E}\left[\left|X_{\ell}(T)-X_{k}(T)\right|^{2}\right] \\
& =\lim _{k, \ell \rightarrow \infty}\left\{\left|\mathbb{E}\left[X_{\ell}(T)-X_{k}(T)\right]\right|^{2}+\int_{0}^{T} \mathbb{E}\left[\left|F_{\ell}(t)-F_{k}(t)\right|^{2}\right] d t\right\} . \tag{4.102}
\end{align*}
$$

From (4.102) we infer that $\mathbb{E}[X(T)]=\lim _{k \rightarrow \infty} \mathbb{E}\left[X_{k}(T)\right]$ and that there exists a predictable process $t \mapsto F(t)$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{0}^{T} \mathbb{E}\left[\left|F(t)-F_{k}(t)\right|^{2}\right]=0 \tag{4.103}
\end{equation*}
$$

From (4.103) we obtain

$$
\begin{equation*}
L^{2}-\lim _{k \rightarrow \infty} \int_{0}^{T} F_{k}(t) \cdot d W(t)=\int_{0}^{T} F(t) \cdot d W(t) \tag{4.104}
\end{equation*}
$$

A combination of (4.101), (4.102) and (4.104) yields the equality in (4.100). In addition, we have $\int_{0}^{T} \mathbb{E}\left[|F(s)|^{2}\right] d s<\infty$, and so the existence part in Theorem 4.22 has been established now. The uniqueness part follows from the Itô isometry

$$
\mathbb{E}\left[\int_{0}^{T}\left|F_{2}(s)-F_{1}(s)\right|^{2} d s\right]=\mathbb{E}\left[\left|\int_{0}^{T}\left(F_{2}(s)-F_{1}(s)\right) \cdot d W(s)\right|^{2}\right]=0
$$

if $X(T)-\mathbb{E}[X(T)]=\int_{0}^{T} F_{1}(s) \cdot d W(s)=\int_{0}^{T} F_{2}(s) \cdot d W(s)$. Altogether this completes the proof of Theorem 4.22.

Next we formulate and prove the martingale representation theorem.
4.23. Theorem. Let $(M(t))_{0 \leqslant t \leqslant T}$ belong to $\mathcal{M}^{2}\left(\Omega, \mathcal{F}_{T}, \mathbb{P}\right)$. Then there exists a unique predictable $\mathbb{R}^{n}$-valued process $t \mapsto \zeta(t)=\left(\zeta_{1}(t), \ldots, \zeta_{n}(t)\right), \zeta(t) \in$ $L^{2}\left(\Omega, \mathcal{F}_{t}, \mathbb{P} ; \mathbb{R}^{n}\right)$, such that

$$
\begin{equation*}
M(t)=M(0)+\int_{0}^{t} \zeta(s) \cdot d W(s)=M(0)+\sum_{j=1}^{n} \int_{0}^{t} \zeta_{j}(s) d W_{j}(s) . \tag{4.105}
\end{equation*}
$$

Of course, if in Theorem 4.23 the process $t \mapsto M(t), 0 \leqslant t \leqslant T$, is a martingale vector in $\mathbb{R}^{d}$, then we obtain a predictable matrix $Z(t) \in \mathbb{R}^{n \times d}$ such that $M(t)=$ $M(0)+\int Z(s)^{*} d W(s)$. (This is what one needs in the context of Backward Stochastic Differential Equations or BSDEs for short.)

Proof of Theorem 4.23. Let $(M(t))_{0 \leqslant t \leqslant T}$ be as in Theorem 4.23. Theorem 4.22 yields the existence of a unique predictable $\mathbb{R}^{n}$-valued process $t \mapsto$
$\zeta(t)=\left(\zeta_{1}(t), \ldots, \zeta_{n}(t)\right), \zeta(t) \in L^{2}\left(\Omega, \mathcal{F}_{t}, \mathbb{P} ; \mathbb{R}^{n}\right)$, such that

$$
\begin{equation*}
M(T)=\mathbb{E}[M(T)]+\int_{0}^{T} \zeta(s) \cdot d W(s)=\mathbb{E}[M(T)]+\sum_{j=1}^{n} \int_{0}^{T} \zeta_{j}(s) d W_{j}(s) . \tag{4.106}
\end{equation*}
$$

Since the processes $t \mapsto M(t)$ and $t \mapsto \int_{0}^{t} \zeta_{j}(s) d W_{j}(s), 1 \leqslant j \leqslant n, 0 \leqslant t \leqslant T$, are martingales, from (4.106) we infer

$$
\begin{align*}
M(t) & =\mathbb{E}\left[M(T) \mid \mathcal{F}_{t}\right]=\mathbb{E}\left[\mathbb{E}[M(T)]+\int_{0}^{T} \zeta(s) \cdot d W(s) \mid \mathcal{F}_{t}\right] \\
& =\mathbb{E}[M(T)]+\int_{0}^{t} \zeta(s) \cdot d W(s)=\mathbb{E}[M(0)]+\int_{0}^{t} \zeta(s) \cdot d W(s) \tag{4.107}
\end{align*}
$$

From (4.107) we get $M(0)=\mathbb{E}[M(0)]$, and so the representation in (4.105) follows from (4.107). The proof of Theorem 4.23 is complete now.
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## 3. Girsanov transformation

In this section we want to discuss the Cameron-Martin-Girsanov transformation or just Girsanov transformation. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space with a filtration $\left(\mathcal{F}_{t}\right)_{t \geqslant 0}$. In addition, let the process $\{B(t): t \geqslant 0\}$ be a $d$-dimensional Brownian motion. Let $b_{j}, c_{j}, \sigma_{i, j}$ be Borel measurable locally bounded functions on $\mathbb{R}^{d}$. Suppose that the stochastic differential equation

$$
\begin{equation*}
X(t)=x+\int_{0}^{t} \sigma(s, X(s)) d B(s)+\int_{0}^{t} b(s, X(s)) d s \tag{4.108}
\end{equation*}
$$

has unique weak solutions. For a precise definition of the notion of "unique weak solutions" see Definition 4.19. For more information on transformations of measures on Wiener space see e.g. Üstünel and Zakai [139]. In particular these observations mean that if in equation (4.109) below (for the process $Y(t)$ ) the process $B^{\prime}(t)$ is a Brownian motion relative to a probability measure $\mathbb{P}^{\prime}$, then the $\mathbb{P}^{\prime}$-distribution of the process $Y(t)$ coincides with the $\mathbb{P}$-distribution of the process $X(t)$ which satisfies (4.108). Next we will elaborate on this item. Suppose that the process $t \mapsto Y(t)$ satisfies the equation:

$$
\begin{align*}
Y(t) & =x+\int_{0}^{t} \sigma(s, Y(s)) d B(s)+\int_{0}^{t}(b(s, Y(s))+\sigma(s, Y(s)) c(s, Y(s))) d s \\
& =x+\int_{0}^{t} \sigma(s, Y(s)) d B^{\prime}(s)+\int_{0}^{t} b(s, Y(s)) d s \tag{4.109}
\end{align*}
$$

where $B^{\prime}(t)=B(t)+\int_{0}^{t} c(s, Y(s)) d s$. The following proposition says that relative to a martingale transformation $\mathbb{P}^{\prime}$ of the measure $\mathbb{P}$ (Girsanov or CameronMartin transformation) the process $t \mapsto B^{\prime}(t)$ is a $\mathbb{P}^{\prime}$-Brownian motion. More precisely, we introduce the local martingale $M^{\prime}(t)$ and the corresponding martingale measure $\mathbb{P}^{\prime}$ by

$$
\begin{align*}
& M^{\prime}(t)=\exp \left(-\int_{0}^{t} c(s, Y(s)) d B(s)-\frac{1}{2} \int_{0}^{t}|c(s, Y(s))|^{2} d s\right) \quad \text { and }  \tag{4.110}\\
& \mathbb{P}^{\prime}[A]=\mathbb{E}\left[M^{\prime}(t) \mathbf{1}_{A}\right], \quad A \in \mathcal{F}_{t} . \tag{4.111}
\end{align*}
$$

We also need the process $Z^{\prime}(t)$ defined by

$$
\begin{equation*}
Z^{\prime}(t)=-\int_{0}^{t} c(s, Y(s)) d B(s)-\frac{1}{2} \int_{0}^{t}|c(s, Y(s))|^{2} d s \tag{4.112}
\end{equation*}
$$

In addition, we have a need for a vector function $c_{1}(t, y)$ satisfying $c(t, y)=$ $c_{1}(t, y) \sigma(t, y)$. We assume that such a vector function $c_{1}(t, y)$ exists.
4.24. Proposition. Suppose that the process $Y(t)$ satisfies the equation in (4.109). Let the processes $M^{\prime}(t)$ and $Z^{\prime}(t)$ be defined by (4.110) and (4.112) respectively. Then the following assertions are true:
(1) The process $t \mapsto M^{\prime}(t)$ is a local $\mathbb{P}$-martingale. It is a martingale provided $\mathbb{E}\left[M^{\prime}(t)\right]=1$ for all $t \geqslant 0$.
(2) Fix $t>0$. The variable $M^{\prime}(t)$ only depends on the process $s \mapsto Y(s)$, $0 \leqslant s \leqslant t$.
(3) Suppose that the process $t \mapsto M^{\prime}(t)$ is a $\mathbb{P}$-martingale, and not just a local $\mathbb{P}$-martingale. Then $\mathbb{P}^{\prime}$ can be considered as a probability measure on the $\sigma$-field generated by $\cup_{t>0} \mathcal{F}_{t}$.
(4) Suppose that the process $t \mapsto M^{\prime}(t)$ is a $\mathbb{P}$-martingale. Then the process $t \mapsto B^{\prime}(t)$ is a Brownian motion relative to $\mathbb{P}^{\prime}$.

Proof. 1 From Itô calculus we get

$$
M^{\prime}(t)-M^{\prime}(0)=-\int_{0}^{t} M^{\prime}(s) c(s, Y(s)) d B(s)
$$

and hence assertion 1 follows, because stochastic integrals with respect to Brownian motion are local martingales. Next we choose a sequence of stopping times $\tau_{n}$ which increase to $\infty \mathbb{P}$-almost surely, and which are such that the processes $t \mapsto M^{\prime}\left(t \wedge \tau_{n}\right)$ are genuine martingales. Then we see $\mathbb{E}\left[M^{\prime}\left(t \wedge \tau_{n}\right)\right]=1$ for all $n \in \mathbb{N}$ and $t \geqslant 0$. Fix $t_{2}>t_{1}$. Since the processes $t \mapsto M^{\prime}\left(t \wedge \tau_{n}\right), n \in \mathbb{N}$, are $\mathbb{P}$-martingales, we see that

$$
\begin{equation*}
\mathbb{E}\left[M^{\prime}\left(t_{2} \wedge \tau_{n}\right) \mid \mathcal{F}_{t_{1}}\right]=M^{\prime}\left(t_{1} \wedge \tau_{n}\right) \quad \mathbb{P} \text {-almost surely. } \tag{4.113}
\end{equation*}
$$

In (4.113) we let $n \rightarrow \infty$, and apply Scheffé's theorem to conclude that

$$
\begin{equation*}
\mathbb{E}\left[M^{\prime}\left(t_{2}\right) \mid \mathcal{F}_{t_{1}}\right]=M^{\prime}\left(t_{1}\right) \quad \mathbb{P} \text {-almost surely. } \tag{4.114}
\end{equation*}
$$

The equality in (4.114) shows that the process $t \mapsto M^{\prime}(t)$ is a $\mathbb{P}$-martingale provided that $\mathbb{E}\left[M^{\prime}(t)\right]=1$ for all $t \geqslant 0$. This completes the proof of assertion 1. 2 This assertion follows from the following calculation:

$$
\begin{align*}
Z^{\prime}(t) & =-\int_{0}^{t} c(s, Y(s)) d B(s)-\frac{1}{2} \int_{0}^{t}|c(s, Y(s))|^{2} d s \\
& =-\int_{0}^{t} c(s, Y(s)) d B^{\prime}(s)+\frac{1}{2} \int_{0}^{t}|c(s, Y(s))|^{2} d s \\
(c(s, y) & \left.=c_{1}(s, y) \sigma(s, y)\right) \\
& =-\int_{0}^{t} c_{1}(s, Y(s)) \sigma(s, Y(s)) d B^{\prime}(s)+\frac{1}{2} \int_{0}^{t}|c(s, Y(s))|^{2} d s \\
& =-\int_{0}^{t} c_{1}(s, Y(s)) d\left(\int_{0}^{s} \sigma(\tau, Y(\tau)) d B^{\prime}(\tau)\right)+\frac{1}{2} \int_{0}^{t}|c(s, Y(s))|^{2} d s \\
& =-\int_{0}^{t} c_{1}(s, Y(s)) d\left(Y(s)-\int_{0}^{s} b(\tau, Y(\tau)) d \tau\right)+\frac{1}{2} \int_{0}^{t}|c(s, Y(s))|^{2} d s \tag{4.115}
\end{align*}
$$

From (4.115), (4.110), and (4.112) it is plain that $M^{\prime}(t)$ only depends on the path $\{Y(s): 0 \leqslant s \leqslant t\}$.

3 This assertion is a consequence of Kolmogorov's extension theorem. The measure is $\mathbb{P}^{\prime}$ is well defined on $\cup_{t>0} \mathcal{F}_{t}$. Here we use the martingale property. By Kolmogorov's extension theorem, it extends to the $\sigma$-field generated by this union.

4 The equality $B^{\prime}(t)=B(t)+\int_{0}^{t} c(s, Y(s)) d s$ entails the following equality for the quadratic covariation of the processes $B_{i}^{\prime}$ and $B_{j}^{\prime}$ :

$$
\begin{equation*}
\left\langle B_{i}^{\prime}, B_{j}^{\prime}\right\rangle(t)=\left\langle B_{i}, B_{j}\right\rangle(t)=t \delta_{i, j} \tag{4.116}
\end{equation*}
$$

From Itô calculus we also infer

$$
\begin{align*}
M^{\prime}(t) & B_{i}^{\prime}(t) \\
= & \int_{0}^{t} M^{\prime}(s) B_{i}^{\prime}(s) d Z^{\prime}(s)+\int_{0}^{t} M^{\prime}(s) d B_{i}^{\prime}(s) \\
& +\frac{1}{2} \int_{0}^{t} M^{\prime}(s) B^{\prime}(s) d\left\langle Z^{\prime}, Z^{\prime}\right\rangle(s)+\int_{0}^{t} M^{\prime}(s) d\left\langle Z^{\prime}, B_{i}^{\prime}\right\rangle(s) \\
= & -\int_{0}^{t} M^{\prime}(s) B_{i}^{\prime}(s) c(s, Y(s)) d B(s)-\frac{1}{2} \int_{0}^{t} M^{\prime}(s) B_{i}^{\prime}(s)|c(s, Y(s))|^{2} d s \\
& +\frac{1}{2} \int_{0}^{t} M^{\prime}(s) B_{i}^{\prime}(s)|c(s, Y(s))|^{2} d s+\int_{0}^{t} M^{\prime}(s) d B_{i}(s) \\
& \quad+\int_{0}^{t} M^{\prime}(s) c_{i}(s, Y(s)) d s-\int_{0}^{t} M^{\prime}(s) c_{i}(s, Y(s)) d s \\
=- & \int_{0}^{t} M^{\prime}(s) B_{i}^{\prime}(s) c(s, Y(s)) d B(s)+\int_{0}^{t} M^{\prime}(s) d B_{i}(s) \tag{4.117}
\end{align*}
$$

Upon invoking Theorem 4.5 and employing (4.116) and (4.117) assertion 4 follows.

This concludes the proof of Proposition 4.24.


Let the process $X(t)$ solve the equation in (4.108), and put

$$
\begin{equation*}
M(t)=\exp \left(\int_{0}^{t} c(s, X(s)) d B(s)-\frac{1}{2} \int_{0}^{t}|c(s, X(s))|^{2} d s\right) \tag{4.118}
\end{equation*}
$$

and assume that the process $M(t)$ is not merely a local martingale, but a genuine $\mathbb{P}$-martingale.
4.25. Theorem. Fix $T>0$, and let the functions

$$
b(s, y), \quad \sigma(s, y), \quad c(s, y), \quad \text { and } c_{1}(s, y), \quad 0 \leqslant s \leqslant T
$$

be locally bounded Borel measurable vector or matrix functions such that $c(s, y)=$ $c_{1}(s, y) \sigma(s, y), 0 \leqslant s \leqslant T, y \in \mathbb{R}^{d}$. Suppose that the equation in (4.108) possesses unique weak solutions on the interval $[0, T]$.

Uniqueness. If weak solutions to the stochastic differential equation in (4.109) exist, then they are unique in the sense as explained next. In fact, let the couple $(Y(s), B(s)), 0 \leqslant s \leqslant t$, be a solution to the equation in (4.109) with the property that the local martingale $M^{\prime}(t)$ given by

$$
\begin{equation*}
M^{\prime}(t)=\exp \left(-\int_{0}^{t} c(s, Y(s)) d B(s)-\frac{1}{2} \int_{0}^{t}|c(s, Y(s))|^{2} d s\right) \tag{4.119}
\end{equation*}
$$

satisfies $\mathbb{E}\left[M^{\prime}(t)\right]=1$. Then the finite-dimensional distributions of the process $Y(s), 0 \leqslant s \leqslant t$, are given by the Girsanov or Cameron-Martin transform:

$$
\begin{equation*}
\mathbb{E}\left[f\left(Y\left(t_{1}\right), \ldots, Y\left(t_{n}\right)\right)\right]=\mathbb{E}\left[M(t) f\left(X\left(t_{1}\right), \ldots, X\left(t_{n}\right)\right)\right] \tag{4.120}
\end{equation*}
$$

$t \geqslant t_{n}>\cdots>t_{1} \geqslant 0$, where $f: \mathbb{R}^{d} \times \cdots \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ is an arbitrary bounded Borel measurable function.

Existence. Conversely, let the process $s \mapsto(X(s), B(s))$ be a solution to the equation in (4.108). Suppose that the local martingale $s \mapsto M(s)$, defined by

$$
\begin{equation*}
M(s)=\exp \left(\int_{0}^{s} c(\tau, X(\tau)) d B(\tau)-\frac{1}{2} \int_{0}^{s}|c(\tau, X(\tau))|^{2} d \tau\right), \quad 0 \leqslant s \leqslant t \tag{4.121}
\end{equation*}
$$

is a martingale, i.e. $\mathbb{E}[M(t)]=1$. Then there exists a couple $(\widetilde{Y}(s), \widetilde{B}(s))$, $0 \leqslant s \leqslant t$, where $s \mapsto \widetilde{B}(s), 0 \leqslant s \leqslant t$, is a Brownian motion on a probability space $(\widetilde{\Omega}, \widetilde{F}, \widetilde{\mathbb{P}})$ such that

$$
\begin{align*}
\widetilde{Y}(s)=x & +\int_{0}^{s} \sigma(\tau, \widetilde{Y}(\tau)) d \widetilde{B}(\tau)+\int_{0}^{s} \sigma(\tau, \tilde{Y}(\tau)) c(\tau, \tilde{Y}(\tau)) d \tau \\
& +\int_{0}^{s} b(\tau, \widetilde{Y}(\tau)) d \tau \tag{4.122}
\end{align*}
$$

and such that

$$
\begin{equation*}
\widetilde{\mathbb{E}}\left[\exp \left(-\int_{0}^{t} c(s, \tilde{Y}(s)) d \widetilde{B}(s)-\frac{1}{2} \int_{0}^{t}|c(s, \widetilde{Y}(s))|^{2} d s\right)\right]=1 . \tag{4.123}
\end{equation*}
$$

4.26. Remark. The formula in (4.120) is known as the Girsanov transform or Cameron-Martin transform of the measure $\mathbb{P}$. It is a martingale measure. Suppose that the process $t \mapsto M^{\prime}(t)$, as defined in (4.110) is a $\mathbb{P}$-martingale. Then the proof of Theorem 4.25 shows that the process $t \mapsto M(t)$, as defined in (4.118) is a $\mathbb{P}$-martingale. By assertion 1 in Proposition 4.24 the process $t \mapsto M^{\prime}(t)$ is a $\mathbb{P}$-martingale if and only $\mathbb{E}\left[M^{\prime}(t)\right]=1$ for all $T \geqslant t \geqslant 0$, and a similar statement holds for the process $t \mapsto M(t)$. If the process $t \mapsto M^{\prime}(t)$ is a martingale, then taking $G \equiv \mathbf{1}$ in (4.135) shows that $\mathbb{E}[M(t)]=1$, and hence by 1 in Proposition 4.24 the process $t \mapsto M(t)$ is a $\mathbb{P}$-martingale. Conversely, if the process $t \mapsto M(t)$ is a $\mathbb{P}$-martingale, then we reverse the implications in the proof of Theorem 4.25 and take $F \equiv \mathbf{1}$ in (4.139) to conclude that $\mathbb{E}\left[M^{\prime}(t)\right]=1$ for all $\geqslant 0$. But then the process $t \mapsto M^{\prime}(t)$ is a $\mathbb{P}$-martingale.

Notice that the process $t \mapsto M(t)$ is a $\mathbb{P}$-martingale provided Novikov's condition is satisfied, i.e. if $\mathbb{E}\left[\exp \left(\frac{1}{2} \int_{0}^{t}|c(s, X(s))|^{2} d s\right)\right]<\infty$. For a precise formulation see Corollary 4.27 below. Define

$$
\begin{equation*}
\mathcal{E}(M)(t)=e^{M(t)-\frac{1}{2}\langle M, M\rangle(t)} . \tag{4.124}
\end{equation*}
$$

4.27. COROLLARY. If $\sup _{t \geqslant 0} \mathbb{E}\left[\exp \left(\frac{1}{2}\langle M, M\rangle(t)\right)\right]<\infty$, then

$$
\mathbb{E}\left[\exp \left(M(\infty)-\frac{1}{2}\langle M, M\rangle(\infty)\right)\right]=1
$$

and consequently the process $t \mapsto \mathcal{E}(M)(t)$ is a $\mathbb{P}$-martingale relative to the filtration $\left(\mathcal{F}_{t}\right)_{t \geqslant 0}$, where $\mathcal{F}_{t}=\sigma(M(s): 0 \leqslant s \leqslant t)$, the $\sigma$-field generated by the variables $M(s), 0 \leqslant s \leqslant t$.

Novikov's result is a consequence of results in [76]; see Chapter 1 of [146]. Observe that $M(\infty)=\lim _{t \rightarrow \infty} M(t)$ exists $\mathbb{P}$-almost surely.
4.28. Remark. Let $s \mapsto c(s)$ be a process which is adapted to Brownian motion in $\mathbb{R}^{d}$, and let $\rho>0$ be such that Novikov's condition is satisfied: $\mathbb{E}\left[\exp \left(\frac{1}{2} \rho^{2} \int_{0}^{t}|c(s)|^{2} d s\right)\right]<\infty$. From assertion 4 in Proposition 4.24 and Theorem 4.25 we see that the following identity holds for all bounded Borel measurable functions $F$ defined on $\left(\mathbb{R}^{d}\right)^{n}$ :

$$
\begin{align*}
& \mathbb{E}\left[F\left(Y_{\rho}\left(t_{1}\right), \ldots, Y_{\rho}\left(t_{n}\right)\right)\right] \\
& =\mathbb{E}\left[\exp \left(\rho \int_{0}^{t} c(s) d B(s)-\frac{1}{2} \rho^{2} \int_{0}^{t}|c(s)|^{2} d s\right) F\left(B\left(t_{1}\right), \ldots, B\left(t_{n}\right)\right)\right] \tag{4.125}
\end{align*}
$$

where $0 \leqslant t_{1}<\cdots<t_{n} \leqslant t$, and $Y_{\rho}(\tau)=B(\tau)+\rho \int_{0}^{\tau} c(s) d s, 0 \leqslant \tau \leqslant t$. In particular, if $n=1$ we get

$$
\mathbb{E}\left[F\left(B(t)+\rho \int_{0}^{t} c(s) d s\right)\right]
$$

$$
\begin{equation*}
=\mathbb{E}\left[\exp \left(\rho \int_{0}^{t} c(s) d B(s)-\frac{1}{2} \rho^{2} \int_{0}^{t}|c(s)|^{2} d s\right) F(B(t))\right] \tag{4.126}
\end{equation*}
$$

Assume that the gradient $D F$ of the function $F$ exists and is bounded. The equality in (4.126) can be differentiated with respect to $\rho$ to obtain:

$$
\begin{align*}
& \mathbb{E}\left[\left\langle D F\left(B(t)+\rho \int_{0}^{t} c(s) d s\right), \int_{0}^{t} c(s) d s\right\rangle\right] \\
&=\mathbb{E} {\left[\exp \left(\rho \int_{0}^{t} c(s) d B(s)-\frac{1}{2} \rho^{2} \int_{0}^{t}|c(s)|^{2} d s\right)\right.} \\
&\left.\times\left(\int_{0}^{t} c(s) d B(s)-\rho \int_{0}^{t}|c(s)|^{2} d s\right) F(B(t))\right] \tag{4.127}
\end{align*}
$$

The bracket in the left-hand side of (4.127) indicates the inner-product in $\mathbb{R}^{d}$. In (4.127) we put $\rho=0$ and we obtain the first order version of the famous integration by parts formula:

$$
\begin{equation*}
\mathbb{E}\left[\left\langle D F(B(t)), \int_{0}^{t} c(s) d s\right\rangle\right]=\mathbb{E}\left[\int_{0}^{t} c(s) d B(s) F(B(t))\right] . \tag{4.128}
\end{equation*}
$$

We mention that the Cameron-Martin-Girsanov transformation is a cornerstone for the integration by parts formula, which is a central issue in Malliavin calculus. For details on this subject see e.g. Nualart [103, 102], Malliavin [92], Sanz-Solé [118], Kusuoka and Stroock [78, 79, 80], Stroock [127], and Norris [100].
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For a proof of Theorem 4.25 we will need the Skorohod-Dudley-Wichura representation theorem: see Theorem 11.7.2 of Dudley [41]. It will be applied with $S=C\left([0, t], \mathbb{R}^{d}\right)$ and can be formulated as follows.
4.29. Theorem. Let $(S, d)$ be a complete separable metric space (i.e. a Polish space), and let $\mathbb{P}_{k}, k \in \mathbb{N}$, and $\mathbb{P}$ be probability measures on the Borel field $\mathcal{B}_{S}$ of $S$ such that the weak limit $\mathrm{w}-\lim _{k \rightarrow \infty} \mathbb{P}_{k}=\mathbb{P}$, i.e. $\lim _{k \rightarrow \infty} \int F d \mathbb{P}_{k}=\int F d \mathbb{P}$ for all bounded continuous functions of $F \in C_{b}(S)$. Then there exist a probability space $(\widetilde{\Omega}, \widetilde{\mathcal{F}}, \widetilde{\mathbb{P}})$ and $S$-valued stochastic variables $\widetilde{Y}_{k}, k \in \mathbb{N}$, and $\tilde{Y}$, defined on $\widetilde{\Omega}$ with the following properties:
(1) $\mathbb{P}_{k}[B]=\widetilde{\mathbb{P}}\left[\widetilde{Y}_{k} \in B\right], k \in \mathbb{N}$, and $\mathbb{P}[B]=\widetilde{\mathbb{P}}[\tilde{Y} \in B], B \in \mathcal{B}_{S}$.
(2) The sequence $\widetilde{Y}_{k}, k \in \mathbb{N}$, converges to $\widetilde{Y} \widetilde{\mathbb{P}}$-almost surely.
4.30. Remark. An analysis of the existence part of the proof of Theorem 4.25 shows that the invertibility of the matrix $\sigma(s, y)$ is not needed. Let $\widetilde{N}(s)$, $0 \leqslant s \leqslant t$, be a local martingale on a filtered probability space $\left(\widetilde{\Omega}, \widetilde{\mathcal{F}_{s}}, \widetilde{\mathbb{P}}\right)$, where the $\sigma$-field $\widetilde{\mathcal{F}}_{s}$ is generated by $(\tilde{Y}(\tau): 0 \leqslant \tau \leqslant s)$. Suppose that the covariation process of $\widetilde{N}(s)$ is given by

$$
\left\langle\tilde{N}_{j_{1}}, \tilde{N}_{j_{2}}\right\rangle(s)=\int_{0}^{s}\left(\sigma(\tau, \tilde{Y}(\tau)) \sigma^{*}(\tau, \tilde{Y}(\tau))\right)_{j_{1}, j_{2}} d \tau, \quad 1 \leqslant j_{1}, j_{2} \leqslant d
$$

Here $\widetilde{Y}$ is a local martingale on $(\widetilde{\Omega}, \widetilde{F}, \widetilde{\mathbb{P}})$. Then by assertion (iii) in Theorem 4.17 there exists a Brownian motion $\widetilde{B}(s), 0 \leqslant s \leqslant t$, on this space such that

$$
\begin{align*}
\int_{0}^{s} c_{1}(\tau, \tilde{Y}(\tau)) d \tilde{N}(\tau) & =\int_{0}^{s} c_{1}(\tau, \tilde{Y}(\tau)) \sigma(\tau, \widetilde{Y}(\tau)) d \widetilde{B}(\tau) \\
& =\int_{0}^{s} c(\tau, \widetilde{Y}(\tau)) d \widetilde{B}(\tau) \tag{4.129}
\end{align*}
$$

Proof of Theorem 4.25. Uniqueness. Let the process $Y(s), 0 \leqslant s \leqslant t$, be a solution to equation (4.109). So that

$$
\begin{align*}
Y(s) & =x+\int_{0}^{s} \sigma(\tau, Y(\tau)) d B(\tau)+\int_{0}^{s}(b(\tau, Y(\tau))+\sigma(\tau, Y(\tau)) c(\tau, Y(\tau))) d \tau \\
& =x+\int_{0}^{s} \sigma(\tau, Y(\tau)) d B^{\prime}(\tau)+\int_{0}^{s} b(\tau, Y(\tau)) d \tau \tag{4.130}
\end{align*}
$$

Let $F\left((Y(s))_{0 \leqslant s \leqslant t}\right)$ be a bounded stochastic variable which depends on the path $Y(s), 0 \leqslant s \leqslant t$. As observed in 4 of Proposition 4.24 the process $B^{\prime}(t)$ is a $\mathbb{P}^{\prime}$-Brownian motion, provided $\mathbb{E}\left[M^{\prime}(t)\right]=1$. Uniqueness of weak solutions to equation (4.108) implies that the $P^{\prime}$-distribution of the process $s \mapsto Y(s)$, $0 \leqslant s \leqslant t$, coincides with the $\mathbb{P}$-distribution of the process $s \mapsto X(s), 0 \leqslant s \leqslant t$. In other words we have

$$
\mathbb{E}^{\prime}\left[F\left((Y(s))_{0 \leqslant s \leqslant t}\right)\right]
$$

$$
\begin{align*}
& =\mathbb{E}\left[\exp \left(-\int_{0}^{t} c_{1}(s, Y(s)) d N^{Y}(s)-\frac{1}{2} \int_{0}^{t}|c(s, Y(s))|^{2} d s\right) F\left((Y(s))_{0 \leqslant s \leqslant t}\right)\right] \\
& =\mathbb{E}\left[F\left((X(s))_{0 \leqslant s \leqslant t}\right)\right] \tag{4.131}
\end{align*}
$$

where

$$
\begin{align*}
N^{Y}(s) & =Y(s)-\int_{0}^{s} \sigma(\tau, Y(\tau)) c(\tau, Y(\tau)) d \tau-\int_{0}^{s} b(\tau, Y(\tau)) d \tau \\
& =\int_{0}^{s} \sigma(\tau, Y(\tau)) d B(\tau) \tag{4.132}
\end{align*}
$$

With

$$
\begin{aligned}
& G\left((Y(s))_{0 \leqslant s \leqslant t}\right) \\
& =\exp \left(-\int_{0}^{t} c_{1}(s, Y(s)) d N^{Y}(s)-\frac{1}{2} \int_{0}^{t}|c(s, Y(s))|^{2} d s\right) F\left((Y(s))_{0 \leqslant s \leqslant t}\right)
\end{aligned}
$$

we have

$$
\begin{aligned}
& F\left((Y(s))_{0 \leqslant s \leqslant t}\right) \\
& =\exp \left(\int_{0}^{t} c_{1}(s, Y(s)) d N^{Y}(s)+\int_{0}^{t} \frac{1}{2}|c(s, Y(s))|^{2} d s\right) G\left((Y(s))_{0 \leqslant s \leqslant t}\right)
\end{aligned}
$$

So, since

$$
\begin{align*}
d N^{X}(s) & =d X(s)-\sigma(s, X(s)) c(s, X(s)) d s-b(s, X(s)) d s \\
& =\sigma(s, X(s))(d B(s)-c(s, X(s)) d s) \tag{4.133}
\end{align*}
$$

it follows that

$$
\begin{align*}
& F\left((X(s))_{0 \leqslant s \leqslant t}\right) \\
& =\exp \left(\int_{0}^{t} c_{1}(s, X(s)) d N^{X}(s)+\frac{1}{2} \int_{0}^{t}|c(s, X(s))|^{2} d s\right) G\left((X(s))_{0 \leqslant s \leqslant t}\right) \\
& =\exp \left(\int_{0}^{t} c(s, X(s)) d B(s)-\frac{1}{2} \int_{0}^{t}|c(s, X(s))|^{2} d s\right) G\left((X(s))_{0 \leqslant s \leqslant t}\right) . \tag{4.134}
\end{align*}
$$

From (4.131) and (4.134) we infer:

$$
\begin{align*}
& \mathbb{E}\left[G\left((Y(s))_{0 \leqslant s \leqslant t}\right)\right]  \tag{4.135}\\
& =\mathbb{E}\left[\exp \left(\int_{0}^{t} c(s, X(s)) d s-\frac{1}{2} \int_{0}^{t}|c(s, X(s))|^{2} d s\right) G\left((X(s))_{0 \leqslant s \leqslant t}\right)\right] .
\end{align*}
$$

By inserting $G \equiv \mathbf{1}$ in (4.135) we see that

$$
\mathbb{E}\left[\exp \left(\int_{0}^{t} c(s, X(s)) d s-\frac{1}{2} \int_{0}^{t}|c(s, X(s))|^{2} d s\right)\right]=1
$$

in case there is a unique solution to the equation in (4.122). This proves the uniqueness part of Theorem 4.25.

Existence. Therefore we will approximate the solution $Y$ by a sequence $Y_{k}$, $k \in \mathbb{N}$, which are solutions to equations of the form:

$$
\begin{align*}
Y_{k}(s)=x & +\int_{0}^{s} \sigma\left(\tau, Y_{k}(\tau)\right) d B(\tau) \\
& +\int_{0}^{s}\left(b\left(\tau, Y_{k}(\tau)\right)+\sigma\left(\tau, Y_{k}(\tau)\right) c_{k}\left(\tau, Y_{k}(\tau)\right)\right) d \tau \\
=x & +\int_{0}^{s} \sigma\left(\tau, Y_{k}(\tau)\right) d B_{k}^{\prime}(\tau)+\int_{0}^{s} b\left(\tau, Y_{k}(\tau)\right) d \tau \tag{4.136}
\end{align*}
$$

Here

$$
B_{k}^{\prime}(s)=B_{k}(s)+\int_{0}^{s} c_{k}\left(\tau, Y_{k}(\tau)\right) d \tau
$$

and the coefficients $c_{k}(s, y)=c_{1, k}(s, y) \sigma(s, y)$ are chosen in such a way that they are bounded and that $c(s, y)=\lim _{k \rightarrow \infty} c_{k}(s, y)$ for all $s \in[0, t]$ and $y \in \mathbb{R}^{d}$. By Novikov's theorem the corresponding local martingales $M_{k}^{\prime}$, given by

$$
M_{k}^{\prime}(s)=\exp \left(-\int_{0}^{s} c_{k}\left(\tau, Y_{k}(\tau)\right) d B(\tau)-\frac{1}{2} \int_{0}^{s}\left|c_{k}\left(\tau, Y_{k}(\tau)\right)\right|^{2} d \tau\right), \quad k \in \mathbb{N}
$$

are then automatically genuine martingales: see Corollary 4.27. From the uniqueness of weak solutions to equations in $X(t)$ of the form (4.108) (and thus to equations in $Y_{k}(s)$ of the form (4.136) we infer

$$
\begin{equation*}
\mathbb{E}_{k}^{\prime}\left[F\left(\left(Y_{k}(s)\right)_{0 \leqslant s \leqslant t}\right)\right]=\mathbb{E}\left[F\left((X(s))_{0 \leqslant s \leqslant t}\right)\right] . \tag{4.137}
\end{equation*}
$$

In equality (4.137) the process $Y_{k}(s), 0 \leqslant s \leqslant t$, solves the equation in (4.136). The equality in (4.137) can be rewritten as

$$
\begin{equation*}
\mathbb{E}\left[M_{k}^{\prime}(t) F\left(\left(Y_{k}(s)\right)_{0 \leqslant s \leqslant t}\right)\right]=\mathbb{E}\left[F\left((X(s))_{0 \leqslant s \leqslant t}\right)\right] . \tag{4.138}
\end{equation*}
$$

By (4.115) the equality in (4.138) can be rewritten as

$$
\begin{align*}
& \mathbb{E}\left[\exp \left(-\int_{0}^{t} c_{k}\left(s, Y_{k}(s)\right) d B(s)-\frac{1}{2} \int_{0}^{t}\left|c_{k}\left(s, Y_{k}(s)\right)\right|^{2} d s\right) F\left(\left(Y_{k}(s)\right)_{0 \leqslant s \leqslant t}\right)\right] \\
& =\mathbb{E}\left[\operatorname { e x p } \left(-\int_{0}^{t} c_{1, k}\left(s, Y_{k}(s)\right) d\left(Y_{k}(s)-\int_{0}^{s} b\left(\tau, Y_{k}(\tau)\right) d \tau\right)\right.\right. \\
& \\
& =  \tag{4.139}\\
& \left.\left.\quad+\frac{1}{2} \int_{0}^{t}\left|c_{k}\left(s, Y_{k}(s)\right)\right|^{2} d s\right) F\left(\left(Y_{k}(s)\right)_{0 \leqslant s \leqslant t}\right)\right] \\
&
\end{align*}
$$

Let $G\left(\left(Y_{k}(s)\right)_{0 \leqslant s \leqslant t}\right)$ be a (bounded) stochastic variable which depends on the path $Y_{k}(s), 0 \leqslant s \leqslant t$. From the equality in (4.139) we infer

$$
\begin{aligned}
\mathbb{E}[G & \left.\left(\left(Y_{k}(s)\right)_{0 \leqslant s \leqslant t}\right)\right] \\
=\mathbb{E} & {\left[\operatorname { e x p } \left(\int_{0}^{t} c_{1, k}(s, X(s)) d\left(X(s)-\int_{0}^{s} b(\tau, X(\tau)) d \tau\right)\right.\right.} \\
& \left.\left.-\frac{1}{2} \int_{0}^{t}\left|c_{k}(s, X(s))\right|^{2} d s\right) G\left((X(s))_{0 \leqslant s \leqslant t}\right)\right]
\end{aligned}
$$

$$
\begin{align*}
& =\mathbb{E}\left[\exp \left(\int_{0}^{t} c_{1, k}(s, X(s)) \sigma(s, X(s)) d B(s)-\frac{1}{2} \int_{0}^{t}\left|c_{k}(s, X(s))\right|^{2} d s\right)\right. \\
& \left.\quad \times G\left((X(s))_{0 \leqslant s \leqslant t}\right)\right] \\
& =\mathbb{E}\left[M_{k}(t) G\left((X(s))_{0 \leqslant s \leqslant t}\right)\right] . \tag{4.140}
\end{align*}
$$

Here the martingales $M_{k}(s)$ are given by

$$
M_{k}(s)=\exp \left(\int_{0}^{s} c_{k}(\tau, X(\tau)) d B(\tau)-\frac{1}{2} \int_{0}^{s}\left|c_{k}(\tau, X(\tau))\right|^{2} d \tau\right), \quad k \in \mathbb{N}
$$

This fact together with the pointwise convergence of $M_{k}(s)$ to $M(s)$, as $k \rightarrow \infty$, and invoking the hypothesis that $\mathbb{E}[M(t)]=1$, shows that the right-hand side of (4.140) converges to $\mathbb{E}\left[M(t) G\left((X(s))_{0 \leqslant s \leqslant t}\right)\right]$. In other words the distribution $\mathbb{P}^{Y_{k}}$ of $Y_{k}$ converges weakly to the measure $\mathbb{P}^{M, X}$ defined by $\mathbb{P}^{M, X}(A)=$ $\mathbb{E}[M(t), X \in A]$, where $A$ is a Borel subset of the space $C\left([0, t], \mathbb{R}^{d}\right)$. By the Skorohod-Dudley-Wichura representation theorem (Theorem 4.29) there exist a probability space $(\widetilde{\Omega}, \widetilde{\mathcal{F}}, \widetilde{\mathbb{P}})$ and $C\left([0, t], \mathbb{R}^{d}\right)$-valued stochastic variables $\widetilde{Y}_{k}$, $k \in \mathbb{N}$, and $\widetilde{Y}$, defined on $\widetilde{\Omega}$ with the following properties:
(1) $\begin{aligned} & \mathbb{P}^{Y_{k}}[B]=\widetilde{\mathbb{P}}\left[\widetilde{Y}_{k} \in B\right], k \in \mathbb{N}, \text { and } \mathbb{P}^{M, X}[B]=\widetilde{\mathbb{P}}[\widetilde{Y} \in B], \text { for all } \\ & B \in \mathcal{B}_{C\left([0, t] \mathbb{R}^{d}\right)} .\end{aligned}$ $B \in \mathcal{B}_{C\left([0, t], \mathbb{R}^{d}\right)}$.
(2) The sequence $\left(\widetilde{Y}_{k}\right)_{k \in \mathbb{N}}$ converges to $\widetilde{Y} \widetilde{\mathbb{P}}$-almost surely.


By taking the limit in (4.140) for $k \rightarrow \infty$ and using the theorem of Skorohod-Dudley-Wichura we obtain

$$
\begin{equation*}
\mathbb{E}\left[G\left((\tilde{Y}(s))_{0 \leqslant s \leqslant t}\right)\right]=\mathbb{E}\left[M(t) G\left((X(s))_{0 \leqslant s \leqslant t}\right)\right] \tag{4.141}
\end{equation*}
$$

where $G$ is a bounded continuous function on $C\left([0, t], \mathbb{R}^{d}\right)$. Then we consider the process $\tilde{N}(s), 0 \leqslant s \leqslant t$, defined by

$$
\begin{equation*}
\tilde{N}(s)=\tilde{Y}(s)-\int_{0}^{s} \sigma(\tau, \tilde{Y}(\tau)) c(\tau, \tilde{Y}(\tau)) d \tau-\int_{0}^{s} b(\tau, \tilde{Y}(\tau)) d \tau \tag{4.142}
\end{equation*}
$$

If $\tilde{Y}(s)$ were $Y(s)$, then by (4.130) $\tilde{N}(s)$ would be $N^{Y}(s)$, given by the formula in (4.132). Hence the process $s \mapsto N^{Y}(s), s \in[0, t]$, is a stochastic integral relative to Brownian motion on the space $\left(\Omega, \mathcal{F}_{t}, \mathbb{P}\right)$. We want to do same for the process $s \mapsto \tilde{N}(s), 0 \leqslant s \leqslant t$, on the probability space $(\widetilde{\Omega}, \widetilde{\mathcal{F}}, \widetilde{\mathbb{P}})$. Let $\mathbb{P}^{M(t)}$ be the probability measure on $\left(\Omega, \mathcal{F}_{t}\right)$ defined by $\mathbb{P}^{M(t)}[A]=\mathbb{E}[M(t), A]$, $A \in \mathcal{F}_{t}$. Then like in item (4) of Proposition 4.24 we see that the process $s \mapsto$ $B(s)-\int_{0}^{s} \sigma(\tau, X(\tau)) d \tau$ is a $\mathbb{P}^{M(t)}$-Brownian motion. In addition, from (4.141) and (4.142) we infer that the $\widetilde{\mathbb{P}}$-distribution of the process $\tilde{N}(s), 0 \leqslant s \leqslant t$, is given by the $\mathbb{P}^{M(t)}$-distribution of the process

$$
\begin{align*}
s \mapsto & X(s)-\int_{0}^{s} \sigma(\tau, X(\tau)) c(\tau, X(\tau)) d \tau-\int_{0}^{s} b(\tau, X(\tau)) d \tau \\
& =\int_{0}^{s} \sigma(\tau, X(\tau))(d B(\tau)-c(\tau, Y(\tau)) d \tau) \\
& =\int_{0}^{s} \sigma(\tau, X(\tau)) d B^{M(t)}(\tau), \tag{4.143}
\end{align*}
$$

where $B^{M(t)}(s)$ is a $\mathbb{P}^{M(t)}$-Brownian motion: see Proposition 4.24 item (4). It also follows that the process in (4.143) has covariation process given by the square matrix process

$$
s \mapsto \int_{0}^{s} \sigma(\tau, X(\tau)) \sigma^{*}(\tau, X(\tau)) d \tau, \quad 0 \leqslant s \leqslant t
$$

Consequently, the process $s \mapsto \tilde{N}(s), 0 \leqslant s \leqslant t$, is a local $\widetilde{P}$-martingale with covariation process given by

$$
\begin{equation*}
s \mapsto \int_{0}^{s} \sigma(\tau, \tilde{Y}(\tau)) \sigma^{*}(\tau, \tilde{Y}(\tau)) d \tau, \quad 0 \leqslant s \leqslant t \tag{4.144}
\end{equation*}
$$

In order to prove (4.144) we must show that the process

$$
s \mapsto \tilde{N}_{j_{1}}(s) \tilde{N}_{j_{2}}(s)-\sum_{k=1}^{d} \int_{0}^{s} \sigma_{j_{1}, k}(\tau, \tilde{Y}(\tau)) \sigma_{j_{2}, k}(\tau, \tilde{Y}(\tau)) d \tau
$$

is a local $\widetilde{\mathbb{P}}$-martingale. The latter can be achieved by appealing to the fact the $\widetilde{\mathbb{P}}$-distribution of the process $s \mapsto \tilde{Y}(s), 0 \leqslant s \leqslant t$, coincides with the $\mathbb{P}^{M(t)}$ distribution of the process $s \mapsto X(s), 0 \leqslant s \leqslant t$. Then we choose a Brownian motion $\widetilde{B}(s)$, possibly on an extension of the probability space $(\widetilde{\Omega}, \widetilde{\mathcal{F}}, \widetilde{\mathbb{P}})$, which
we call again $(\widetilde{\Omega}, \widetilde{\mathscr{F}}, \widetilde{\mathbb{P}})$ such that $\tilde{N}(s)=\int_{0}^{s} \sigma(\tau, \tilde{Y}(\tau)) d \widetilde{B}(\tau)$. For details see the proof of the implication $(\mathrm{ii}) \Longrightarrow$ (iii) of Theorem 4.17. With such a Brownian motion we obtain:

$$
\begin{align*}
\tilde{Y}(s)=x & +\int_{0}^{s} \sigma(\tau, \widetilde{Y}(\tau)) d \widetilde{B}(\tau) \\
& +\int_{0}^{s} \sigma(\tau, \widetilde{Y}(\tau)) c(\tau, \widetilde{Y}(\tau)) d \tau+\int_{0}^{s} b(\tau, \widetilde{Y}(\tau)) d \tau \tag{4.145}
\end{align*}
$$

Since

$$
\begin{equation*}
\widetilde{\mathbb{E}}\left[\exp \left(-\int_{0}^{t} c(s, \tilde{Y}(s)) d \widetilde{B}(s)-\frac{1}{2} \int_{0}^{t}|c(s, \widetilde{Y}(s))|^{2} d s\right)\right]=1 \tag{4.146}
\end{equation*}
$$

it follows that the process $s \mapsto \widetilde{B}(s)+\int_{0}^{s} c(\tau, \widetilde{Y}(\tau)) d \tau$ is a Brownian motion relative to the measure

$$
A \mapsto \widetilde{\mathbb{E}}\left[\exp \left(-\int_{0}^{t} c(s, \widetilde{Y}(s)) d \widetilde{B}(s)-\frac{1}{2} \int_{0}^{t}|c(s, \widetilde{Y}(s))|^{2} d s\right), A\right], \quad A \in \widetilde{\mathcal{F}}
$$

The equalities in (4.145) and (4.146) complete the proof of Theorem 4.25.

### 3.1. Equations with unique strong solutions possess unique weak

 solutions. The following theorem shows that stochastic differential equations with unique pathwise solutions also have unique weak solutions. Its proofs puts the Lévy's characterization of Brownian motion at work: see Theorem 4.5.4.31. Theorem. Let the vector and matrix functions $b(s, x)$ and $\sigma(s, x)$ be as in Theorem 4.25. Fix $x \in \mathbb{R}^{d}$. Suppose that the stochastic (integral) equation

$$
\begin{equation*}
X(t)=x+\int_{0}^{t} \sigma(s, X(s)) d B(s)+\int_{0}^{t} b(s, X(s)) d s \tag{4.147}
\end{equation*}
$$

possesses unique pathwise solutions. Then this equation has unique weak solutions.

In the proof we employ a certain coupling argument. In fact weak solutions to the equations in (4.3) and (4.4) are recast as two pathwise solutions of the same form as (4.147) on the same probability space.

Proof. Let $\{(B(t): t \geqslant 0),(\Omega, \mathcal{F}, \mathbb{P})\}$ and $\left\{\left(B^{\prime}(t): t \geqslant 0\right),\left(\Omega^{\prime}, \mathcal{F}^{\prime}, \mathbb{P}^{\prime}\right)\right\}$ be two independent Brownian motions. Without loss of generality it is assumed that, for $0 \leqslant t<\infty$,

$$
\begin{aligned}
& \mathcal{F}_{t}=\sigma\left(\{B(s): 0 \leqslant s \leqslant t\} \bigcup\left\{A \in \mathcal{F}^{0}: \mathbb{P}[A]=0\right\}\right), \text { and } \\
& \mathcal{F}_{t}^{\prime}=\sigma\left(\left\{B^{\prime}(s): 0 \leqslant s \leqslant t\right\} \bigcup\left\{A^{\prime} \in \mathcal{F}^{\prime}: \mathbb{P}^{\prime}\left[A^{\prime}\right]=0\right\}\right) .
\end{aligned}
$$

Moreover, $\mathcal{F}=\sigma\left(\bigcup_{t \geqslant 0} \mathcal{F}_{t}\right)$, and a a similar assumption is made for $\mathcal{F}^{\prime}$. Let $\{X(t): t \geqslant 0\}$ be an adapted process which satisfies (4.3), and let $\left\{X^{\prime}(t): t \geqslant 0\right\}$
be an adapted process which satisfies (4.4). Suppose $0 \leqslant t_{1}<t_{2}<\cdots<t_{n}<\infty$, and let $C_{1}, \ldots, C_{n}$ be Borel subsets of $\mathbb{R}^{d}$. We have to prove the equality:

$$
\begin{equation*}
\mathbb{P}^{\prime}\left[X^{\prime}\left(t_{1}\right) \in C_{1}, \ldots, X^{\prime}\left(t_{n}\right) \in C_{n}\right]=\mathbb{P}\left[X\left(t_{1}\right) \in C_{1}, \ldots, X\left(t_{n}\right) \in C_{n}\right] . \tag{4.148}
\end{equation*}
$$

Let $\left(\Omega_{0}, \mathcal{F}^{0}, \mathbb{P}_{0}\right)$ be a probability space with a Brownian motion $\left\{B_{0}(t): t \geqslant 0\right\}$ such that $\mathcal{F}^{0}=\sigma\left(\left\{B_{0}(t): t \geqslant 0\right\} \bigcup\left\{A_{0} \in \mathcal{F}^{0}: \mathbb{P}_{0}\left[A_{0}\right]=0\right\}\right)$. Define the $\mathbb{R}^{d_{-}}$ valued processes $Y(t), Y^{\prime}(t)$, and $\widetilde{B}_{0}(t)$ on $\Omega \times \Omega^{\prime} \times \Omega_{0}$ as follows:

$$
\begin{cases}Y(t)\left(\omega, \omega^{\prime}, \omega_{0}\right)=X(t)(\omega), & \left(\omega, \omega^{\prime}, \omega_{0}\right) \in \Omega \times \Omega^{\prime} \times \Omega_{0} ;  \tag{4.149}\\ Y^{\prime}(t)\left(\omega, \omega^{\prime}, \omega_{0}\right)=X^{\prime}(t)\left(\omega^{\prime}\right), & \left(\omega, \omega^{\prime}, \omega_{0}\right) \in \Omega \times \Omega^{\prime} \times \Omega_{0} ; \\ \widetilde{B}_{0}(t)\left(\omega, \omega^{\prime}, \omega_{0}\right)=B_{0}(t)\left(\omega_{0}\right), & \left(\omega, \omega^{\prime}, \omega_{0}\right) \in \Omega \times \Omega^{\prime} \times \Omega_{0}\end{cases}
$$

In fact we use the notation $\Omega_{0}$ instead of $\Omega$ to distinguish the third component of the space $\Omega \times \Omega^{\prime} \times \Omega_{0}$ from the first. The role of the first two components are very similar; the third component is related to the driving Brownian motion $\left\{B_{0}(t): t \geqslant 0\right\}$. The processes $Y(t)$ and $Y^{\prime}(t)$ are going to be the pathwise solutions on the same probability space $\left(\Omega \times \Omega^{\prime} \times \Omega_{0}, \mathcal{F} \otimes \mathcal{F}^{\prime} \otimes \mathcal{F}^{0}, \widetilde{\mathbb{Q}}_{x}\right)$ : see (4.159) and (4.160) below. On $\Omega_{0}$ the probability measure $\mathbb{P}_{0}$ is determined by prescribing its finite-dimensional distributions via the equality:

$$
\begin{align*}
& \mathbb{P}_{0}\left[\left(B_{0}\left(t_{1}\right), \ldots, B_{0}\left(t_{n}\right)\right) \in D\right]=\mathbb{P}\left[\left(B\left(t_{1}\right), \ldots, B\left(t_{n}\right)\right) \in D\right] \\
& =\mathbb{P}^{\prime}\left[\left(B^{\prime}\left(t_{1}\right), \ldots, B^{\prime}\left(t_{n}\right)\right) \in D\right] . \tag{4.150}
\end{align*}
$$
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In (4.150) we have $0 \leqslant t_{1}<\cdots<t_{n}<\infty$, and $D$ is a Borel subset of $\left(\mathbb{R}^{d}\right)^{n}$. Let $C$ be another Borel subset of $\left(\mathbb{R}^{d}\right)^{n}$. On $\Omega \times \Omega_{0}$ and $\Omega^{\prime} \times \Omega_{0}$ the probability measures $\mathbb{Q}_{x}$ and $\mathbb{Q}_{x}^{\prime}$ are determined by, respectively, the equalities:

$$
\begin{align*}
& \mathbb{Q}_{x}\left[\left(X\left(t_{1}\right), \ldots, X\left(t_{n}\right)\right) \in C,\left(B_{0}\left(t_{1}\right), \ldots, B_{0}\left(t_{n}\right)\right) \in D\right] \\
& =\mathbb{P}\left[\left(X\left(t_{1}\right), \ldots, X\left(t_{n}\right)\right) \in C,\left(B\left(t_{1}\right), \ldots, B\left(t_{n}\right)\right) \in D\right], \quad \text { and } \\
& \mathbb{Q}_{x}^{\prime}\left[\left(X^{\prime}\left(t_{1}\right), \ldots, X^{\prime}\left(t_{n}\right)\right) \in C,\left(B_{0}\left(t_{1}\right), \ldots, B_{0}\left(t_{n}\right)\right) \in D\right] \\
& =\mathbb{P}^{\prime}\left[\left(X^{\prime}\left(t_{1}\right), \ldots, X^{\prime}\left(t_{n}\right)\right) \in C,\left(B^{\prime}\left(t_{1}\right), \ldots, B^{\prime}\left(t_{n}\right)\right) \in D\right] . \tag{4.151}
\end{align*}
$$

Notice that $\mathbb{P}_{0}\left[A_{0}\right]=0$ implies $\mathbb{Q}_{x}\left[\Omega \times A_{0}\right]=\mathbb{Q}_{x}^{\prime}\left[\Omega^{\prime} \times A_{0}\right]=0$. Consequently, by the Radon-Nikodym's theorem there are (measurable) functions

$$
Q_{x}: \mathcal{F} \times \Omega_{0} \rightarrow[0,1], \text { and } Q_{x}^{\prime}: \mathcal{F}^{\prime} \times \Omega_{0} \rightarrow[0,1]
$$

such that, respectively,

$$
\begin{align*}
& \mathbb{Q}_{x}\left[A \times A_{0}\right]=\int_{A_{0}} Q_{x}\left(A, \omega_{0}\right) d \mathbb{P}_{0}\left(\omega_{0}\right), \quad A \in \mathcal{F}, A_{0} \in \mathcal{F}^{0}, \quad \text { and } \\
& \mathbb{Q}_{x}^{\prime}\left[A^{\prime} \times A_{0}\right]=\int_{A_{0}} Q_{x}^{\prime}\left(A, \omega_{0}\right) d \mathbb{P}_{0}\left(\omega_{0}\right), \quad A^{\prime} \in \mathcal{F}^{\prime}, A_{0} \in \mathcal{F}^{0} . \tag{4.152}
\end{align*}
$$

Here $Q_{x}\left(\Omega, \omega_{0}\right)=Q_{x}^{\prime}\left(\Omega^{\prime}, \omega_{0}\right)=1$ for $\mathbb{P}_{0}$-almost all $\omega_{0} \in \Omega_{0}$. Moreover, the functions

$$
\begin{equation*}
\omega_{0} \mapsto Q_{x}\left(A, \omega_{0}\right), \quad \text { and } \quad \omega_{0} \mapsto Q_{x}^{\prime}\left(A, \omega_{0}\right) \tag{4.153}
\end{equation*}
$$

are measurable relative to the $\mathbb{P}_{0}$-completion of $\mathcal{F}^{0}$. In addition, the set functions $A \mapsto Q_{x}\left(A, \omega_{0}\right), A \in \mathcal{F}$, and $A^{\prime} \mapsto Q_{x}^{\prime}\left(A^{\prime}, \omega_{0}\right), A^{\prime} \in \mathcal{F}^{\prime}$ are $\mathbb{P}_{0}$-almost surely probability measures. Here we use the fact that, except for negligible sets, the $\sigma$-fields $\mathcal{F}$ and $\mathcal{F}^{\prime}$ are countably determined. Finally, we define the measure

$$
\widetilde{\mathbb{Q}}_{x}: \mathcal{F} \otimes \mathcal{F}^{\prime} \otimes \mathcal{F}^{0} \rightarrow[0,1] \quad \text { via the equality }
$$

$$
\begin{align*}
\widetilde{\mathbb{Q}}_{x}\left[A \times A^{\prime} \times A_{0}\right] & =\int Q_{x}\left(A, \omega_{0}\right) Q_{x}^{\prime}\left(A^{\prime}, \omega_{0}\right) \mathbf{1}_{A_{0}}\left(\omega_{0}\right) d \mathbb{P}_{0}\left(\omega_{0}\right) \\
& =\mathbb{E}_{0}\left[\omega_{0} \mapsto Q_{x}\left(A, \omega_{0}\right) Q_{x}^{\prime}\left(A^{\prime}, \omega_{0}\right) \mathbf{1}_{A_{0}}\left(\omega_{0}\right)\right] . \tag{4.154}
\end{align*}
$$

Here $A, A^{\prime}$, and $A_{0}$ belong to $\mathcal{F}, \mathcal{F}^{\prime}$, and $\mathcal{F}^{0}$ respectively. First we prove that the process $\left\{\widetilde{B}_{0}(t): t \geqslant 0\right\}$ is Brownian motion with respect to the measure $\widetilde{\mathbb{Q}}_{x}$. The corresponding expectation is written as $\widetilde{\mathbb{E}}_{x}$. From the proof of Theorem 4.5 (i.e., Lévy's characterization of Brownian motion) it follows that it suffices to show that the following equality holds:

$$
\begin{align*}
& \widetilde{\mathbb{E}}_{x}\left[\exp \left(-i\left\langle\xi, \widetilde{B}_{0}(t)-\widetilde{B}_{0}(s)\right\rangle\right) \mid \mathcal{F}_{s} \otimes \mathcal{F}_{s}^{\prime} \otimes \mathcal{F}_{s}^{0}\right] \\
& =\exp \left(-\frac{1}{2}|\xi|^{2}(t-s)\right), \quad t>s \geqslant 0, \xi \in \mathbb{R}^{d} \tag{4.155}
\end{align*}
$$

By definition $\mathcal{F}_{s}=\sigma(B(\rho): 0 \leqslant \rho \leqslant s)$. Similar definitions are employed for $\mathcal{F}_{s}^{\prime}$ and for the $\sigma$-field $\mathcal{F}_{s}^{0}$. In order to prove (4.155) we pick $A \in \mathcal{F}_{s}, A^{\prime} \in \mathcal{F}_{s}^{\prime}$, and $A_{0} \in \mathcal{F}_{s}^{0}$. Then by (4.154) we get

$$
\widetilde{\mathbb{E}}_{x}\left[\exp \left(-i\left\langle\xi, \widetilde{B}_{0}(t)-\widetilde{B}_{0}(s)\right\rangle\right) \mathbf{1}_{A \times A^{\prime} \times A_{0}}\right]
$$

$$
\begin{align*}
& =\int_{A \times A^{\prime} \times A_{0}} \exp \left(-i\left\langle\xi, \widetilde{B}_{0}(t)-\widetilde{B}_{0}(s)\right\rangle\right) d \widetilde{\mathbb{Q}}_{x} \\
& =\mathbb{E}_{0}\left[\omega_{0} \mapsto \exp \left(-i\left\langle\xi, B_{0}(t)\left(\omega_{0}\right)-B_{0}(s)\left(\omega_{0}\right)\right\rangle\right)\right. \\
& \left.\quad \times Q_{x}\left(A, \omega_{0}\right) Q_{x}^{\prime}\left(A^{\prime}, \omega_{0}\right) \mathbf{1}_{A_{0}}\left(\omega_{0}\right)\right] . \tag{4.156}
\end{align*}
$$

The process $\left(\omega_{0}, t\right) \mapsto B_{0}(t)\left(\omega_{0}\right)$ is a Brownian motion relative to $\mathbb{P}_{0}$, and the events $A, A^{\prime}$, and $A_{0}$ belong to $\mathcal{F}_{s}, \mathcal{F}_{s}^{\prime}$, and $\mathcal{F}_{s}^{0}$ respectively, and hence the variable $B_{0}(t)-B_{0}(s)$ is $\mathbb{P}_{0}$-independent of the variable

$$
\omega_{0} \mapsto Q_{x}\left(A, \omega_{0}\right) Q_{x}^{\prime}\left(A^{\prime}, \omega_{0}\right) \mathbf{1}_{A_{0}}\left(\omega_{0}\right)
$$

Therefore (4.156) implies

$$
\begin{align*}
& \widetilde{\mathbb{E}}_{x}\left[\exp \left(-i\left\langle\xi, \widetilde{B}_{0}(t)-\widetilde{B}_{0}(s)\right\rangle\right) \mathbf{1}_{A \times A^{\prime} \times A_{0}}\right] \\
& =\int_{A_{0}} Q_{x}\left(A, \omega_{0}\right) Q_{x}^{\prime}\left(A^{\prime}, \omega_{0}\right) d \mathbb{P}_{0}\left(\omega_{0}\right) \times \int \exp \left(-i\left\langle\xi, B_{0}(t)-B_{0}(s)\right\rangle\right) d \mathbb{P}_{0} \\
& =\widetilde{\mathbb{Q}}_{x}\left[A \times A^{\prime} \times A_{0}\right] \exp \left(-\frac{1}{2}|\xi|^{2}(t-s)\right) \tag{4.157}
\end{align*}
$$

The equality in (4.155) is a consequence of (4.157). Since, by definition (see (4.150))

$$
\begin{equation*}
\mathbb{P}_{0}\left[\left(B_{0}\left(t_{1}\right), \ldots, B_{0}\left(t_{n}\right)\right) \in C\right]=\mathbb{P}\left[\left(B\left(t_{1}\right), \ldots, B\left(t_{n}\right)\right) \in C\right] \tag{4.158}
\end{equation*}
$$

for $0 \leqslant t_{1}<\cdots<t_{n}<\infty, C$ Borel subset of $\left(\mathbb{R}^{d}\right)^{n}$, and since the process $\{B(t): t \geqslant 0\}$ is a Brownian motion relative to $\mathbb{P}$, the same is true for the process $\left\{B_{0}(t): t \geqslant 0\right\}$ relative to $\mathbb{P}_{0}$. Next we compute the quantity:

$$
\begin{align*}
& \widetilde{\mathbb{E}}_{x}\left[\left|Y(t)-x-\int_{0}^{t} \sigma(s, Y(s)) d \widetilde{B}_{0}(s)-\int_{0}^{t} b(s, Y(s)) d s\right|\right] \\
& =\int\left|X(t)-x-\int_{0}^{t} \sigma(s, X(s)) d B(s)-\int_{0}^{t} b(s, X(s)) d s\right| d \mathbb{P}=0 . \tag{4.159}
\end{align*}
$$

Similarly we have

$$
\begin{align*}
& \widetilde{\mathbb{E}}_{x}\left[\left|Y^{\prime}(t)-x-\int_{0}^{t} \sigma\left(s, Y^{\prime}(s)\right) d \widetilde{B}_{0}(s)-\int_{0}^{t} b\left(s, Y^{\prime}(s)\right) d s\right|\right] \\
& =\int\left|X^{\prime}(t)-x-\int_{0}^{t} \sigma\left(s, X^{\prime}(s)\right) d B^{\prime}(s)-\int_{0}^{t} b(s, X(s)) d s\right| d \mathbb{P}^{\prime}=0 \tag{4.160}
\end{align*}
$$

From (4.159) and (4.160) we infer that the following equalities hold $\widetilde{\mathbb{Q}}_{x}$-almost surely:

$$
\begin{align*}
Y(t) & =x+\int_{0}^{t} \sigma(s, Y(s)) d \widetilde{B}_{0}(s)+\int_{0}^{t} b(s, Y(s)) d s \text { and }  \tag{4.161}\\
Y^{\prime}(t) & =x+\int_{0}^{t} \sigma\left(s, Y^{\prime}(s)\right) d \widetilde{B}_{0}(s)+\int_{0}^{t} b\left(s, Y^{\prime}(s)\right) d s \tag{4.162}
\end{align*}
$$

Moreover, the process $\left\{\widetilde{B}_{0}(t): t \geqslant 0\right\}$ is a Brownian motion relative to $\widetilde{\mathbb{Q}}_{x}$. From the pathwise uniqueness and the equalities (4.161) and (4.162) we see
that, $\widetilde{\mathbb{Q}}_{x}$-almost surely,

$$
\begin{equation*}
Y(t)=Y^{\prime}(t), \quad t \geqslant 0 . \tag{4.163}
\end{equation*}
$$

Let $0 \leqslant 0<t_{1}<\cdots<t_{n}<\infty$, and let $C$ be a Borel subset of $\left(\mathbb{R}^{d}\right)^{n}$. From (4.163) it follows that

$$
\begin{equation*}
\widetilde{\mathbb{Q}}_{x}\left[\left(Y\left(t_{1}\right), \ldots, Y\left(t_{n}\right)\right) \in C\right]=\widetilde{\mathbb{Q}}_{x}\left[\left(Y^{\prime}\left(t_{1}\right), \ldots, Y^{\prime}\left(t_{n}\right)\right) \in C\right] . \tag{4.164}
\end{equation*}
$$

Using (4.164) and the definition of the measure $\widetilde{\mathbb{Q}}_{x}$ shows that the following identities are self-explanatory:

$$
\begin{align*}
& \widetilde{\mathbb{Q}}_{x}\left[\left(Y\left(t_{1}\right), \ldots, Y\left(t_{n}\right)\right) \in C\right]=\mathbb{Q}_{x}\left[\left(X\left(t_{1}\right), \ldots, X\left(t_{n}\right)\right) \in C, \Omega_{0}\right] \\
& =\mathbb{P}\left[\left(X\left(t_{1}\right), \ldots, X\left(t_{n}\right)\right) \in C, \Omega\right]=\mathbb{P}\left[\left(X\left(t_{1}\right), \ldots, X\left(t_{n}\right)\right) \in C\right] . \tag{4.165}
\end{align*}
$$

The definition of the measure $\widetilde{\mathbb{Q}}_{x}$ is given in (4.154). Similarly we conclude

$$
\begin{equation*}
\widetilde{\mathbb{Q}}_{x}\left[\left(Y^{\prime}\left(t_{1}\right), \ldots, Y^{\prime}\left(t_{n}\right)\right) \in C\right]=\mathbb{P}^{\prime}\left[\left(X^{\prime}\left(t_{1}\right), \ldots, X^{\prime}\left(t_{n}\right)\right) \in C\right] . \tag{4.166}
\end{equation*}
$$

From (4.165), (4.166), and (4.164) we obtain

$$
\begin{equation*}
\mathbb{P}\left[\left(X\left(t_{1}\right), \ldots, X\left(t_{n}\right)\right) \in C\right]=\mathbb{P}\left[\left(X^{\prime}\left(t_{1}\right), \ldots, X^{\prime}\left(t_{n}\right)\right) \in C\right] \tag{4.167}
\end{equation*}
$$

The equality in (4.167) implies that the finite-dimensional distributions of the solution in equation in (4.3) are the same as those of the solution of equation (4.4). So that stochastic differential equations with unique pathwise solutions also possess unique weak (or distributional) solutions.
This concludes the proof of Theorem 4.31.
4.32. Example (Tanaka's example). Let the process $t \mapsto B(t), t \geqslant 0$, be onedimensional Browmian motion on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$, and let the continuous process $t \mapsto X(t)$ be such that $X(t)=\int_{0}^{t} \operatorname{sgn}(X(s)) d B(s)$. Here $\operatorname{sgn}(y)=\frac{y}{|y|}$ for $y \neq 0$, and $\operatorname{sgn}(y)=0$, when $y=0$. It can be proved that such a process exists. If $t \mapsto X(t)$ solves this equation, then the process $t \mapsto-X(t)$ is a solution as well. So we see that the equation $d X(t)=\operatorname{sgn}(X(t)) d B(t)$, $X(0)=0$, does not have pathwise unique solutions. On the other hand the process $t \mapsto X(t)$ is (local) martingale, and, since $B(t)=\int_{0}^{t} \operatorname{sgn}(X(s)) d X(s)$, we get

$$
t=\langle B, B\rangle(t)=\int_{0}^{t}|\operatorname{sgn}(X(s))|^{2} d\langle X, X\rangle(s)=\langle X, X\rangle(t)
$$

Hence, $\langle X, X\rangle(t)=t$. Lévy's martingale characterization of Brownian motion (see Corollary 4.7 and Theorem 4.5) then implies that the process $t \mapsto X(t)$ is a Brownian motion on $(\Omega, \mathcal{F}, \mathbb{P})$. So that the distribution of $X(t)$ is that of Brownian motion. Consequently, the equation $d X(t)=\operatorname{sgn}(X(t)) d B(t)$ has unique weak solutions. For more details on Tanaka's example and its connection with local time see, e.g., Øksendal [106].

Conclusion. In this chapter we treated several aspects of the theory of stochastic differential equations: strong and weak solutions, Lévy's characterization
of Brownian motion, exponential martingales, Hermite polynomials with applications to exponential martingales, a version of the martingale representation theorem, and the Girsanov or the Cameron-Martin-Girsanov transformation.


## CHAPTER 5

## Some related results

In this section we will discuss, among other things, Fourier transforms of distributions of random variables, positive-definite functions, Bochner's theorem, Lévy's continuity theorem, weak convergence of measures, ergodic theorems, projective limits of distributions, Markov processes with one initial probability measure, Doob-Meyer decomposition theorem based on Komlos' theorem.

## 1. Fourier transforms

Since we will also need signed measures, we will discuss them first.
1.1. Signed measures. Let $\mathcal{M}=\mathcal{M}\left(\mathbb{R}^{\nu}, \mathbb{C}\right)$ be the vector space of all complex Borel measures on $\mathbb{R}^{\nu}$, and let $\mathcal{M}^{+}$be the convex cone of all positive finite Borel measures op $\mathbb{R}^{\nu}$. Then we have $\mathcal{M}=\mathcal{M}_{+}-\mathcal{M}_{+}+i\left(\mathcal{M}_{+}-\mathcal{M}_{+}\right)$. Thus, every complex Borel measure $\mu$ on $\mathbb{R}^{\nu}$ can be written as $\mu=\mu_{1}-\mu_{2}+i\left(\mu_{3}-\mu_{4}\right)$, where $\mu_{1}, \mu_{2}, \mu_{3}$ and $\mu_{4}$ are finite positive Borel measures. In fact the measures $\mu_{j}, 1 \leqslant j \leqslant 4$, can be chosen in the following manner:

$$
\begin{aligned}
& \mu_{1}(B)=\sup \{\operatorname{Re} \mu(C): C \subseteq B, C \text { Borel }\} ; \\
& \mu_{2}(B)=\sup \{-\operatorname{Re} \mu(C): C \subseteq B, C \text { Borel }\} ; \\
& \mu_{3}(B)=\sup \{\operatorname{Im} \mu(C): C \subseteq B, C \text { Borel }\} ; \\
& \mu_{4}(B)=\sup \{-\operatorname{Im} \mu(C): C \subseteq B, C \text { Borel }\}
\end{aligned}
$$

For this choice of the measures $\mu_{1}, \mu_{2}, \mu_{3}$ and $\mu_{4}$, the measures $\mu_{1}$ and $\mu_{2}$ and also the measures $\mu_{3}$ and $\mu_{4}$ are mutually singular in the sense that for certain Borel subsets $B_{1}$ and $B_{3}$ the following equalities hold:

$$
\begin{array}{ll}
\mu_{1}(B)=\operatorname{Re} \mu\left(B \cap B_{1}\right), & \mu_{2}(B)=\operatorname{Re} \mu\left(B \cap B_{1}^{c}\right) ; \\
\mu_{3}(B)=\operatorname{Re} \mu\left(B \cap B_{3}\right), & \mu_{4}(B)=\operatorname{Re} \mu\left(B \cap B_{3}^{c}\right) .
\end{array}
$$

This decomposition is known under the name Hahn decomposition. In addition, we introduce the variation of a complex measure $\mu$. This measure is denoted as $|\mu|$. It is the bounded positive measure defined by

$$
\begin{equation*}
|\mu|(A)=\sup \left\{\sum_{j}\left|\mu\left(A_{j}\right)\right|: A \supseteq A_{j} \text { and } A_{j} \cap A_{k}=\varnothing \text { for } k \neq j\right\} . \tag{5.1}
\end{equation*}
$$

Here $A$ is a Borel subset of $\mathbb{R}^{\nu}$ and the same is true for the elements of the partition $A_{j}, j \in \mathbb{N}$. The norm $\|\mu\|$ of the complex Borel measure $\mu$ is then defined by the equality: $\|\mu\|=|\mu|\left(\mathbb{R}^{\nu}\right)$. Supplied with this norm $\mathcal{M}$ is turned into a Banach space. By the Riesz representation theorem the space $\mathcal{M}$ can
be taken as the topological dual of the space $C_{0}\left(\mathbb{R}^{\nu}\right)$, being the Banach space consisting of those complex continuous functions $f: \mathbb{R}^{\nu} \rightarrow \mathbb{C}$ with the property that $\lim _{x \rightarrow \infty} f(x)=0$. Then $C_{0}\left(\mathbb{R}^{\nu}\right)$ is a closed subspace of the space $C_{b}\left(\mathbb{R}^{\nu}\right)$, the space of all bounded continuous functions on $\mathbb{R}^{\nu}$, which is a Banach space relative to the supremum-norm $\|\cdot\|_{\infty}$, given by $\|f\|_{\infty}=\sup _{x \in \mathbb{R}^{\nu}}|f(x)|$, $f \in C_{b}\left(\mathbb{R}^{\nu}\right)$.
5.1. Definition. A complex Radon measure on a locally compact space $E$ is a complex Borel measure with the property that for every $\epsilon>0$ and every Borel subset $B$ there exists a compact subset $K \subset B$ with the property that $|\mu(B \backslash K)|<\epsilon$.
5.2. Theorem (Riesz). Let E be a locally compact Hausdorff space, which is $\sigma$ compact, and let $\Lambda: C_{0}(E) \rightarrow \mathbb{C}$ be a continuous linear functional. Then there exists a unique complex Radon measure $\mu$ on the Borel field of $E$ such that $\Lambda(f)=\int f d \mu, f \in C_{0}(E)$. In addition, $\|\Lambda\|=\|\mu\|=|\mu|(E)$. If $\Lambda$ is positive in the sense that $f \geqslant 0$ implies $\Lambda(f) \geqslant 0$, then the corresponding measure $\mu$ is positive as well and $\|\Lambda\|=\mu(E)$.

Proof. For a proof the reader is referred to the literature. In fact the following construction can be used. Let the measures $\mu_{j}, 1 \leqslant j \leqslant 4$ be determined by

$$
\begin{aligned}
& \mu_{1}(O)=\sup \left\{\operatorname{Re} \Lambda(f): 0 \leqslant f \leqslant 1_{O}, f \in C_{0}(E)\right\} ; \\
& \mu_{2}(O)=\sup \left\{-\operatorname{Re} \Lambda(f): 0 \leqslant f \leqslant 1_{O}, f \in C_{0}(B)\right\} ; \\
& \mu_{3}(O)=\sup \left\{\operatorname{Im} \Lambda(f): 0 \leqslant f \leqslant 1_{O}, f \in C_{0}(E)\right\} ; \\
& \mu_{4}(O)=\sup \left\{-\operatorname{Im} \Lambda(f): 0 \leqslant f \leqslant 1_{O}, f \in C_{0}(E)\right\},
\end{aligned}
$$

where $O$ is any open subset of $E$. Then it can be shown that, for each $1 \leqslant j \leqslant 4$, the set function $\mu_{j}$ extends to a genuine positive Borel measure on $E$. This extension is again called $\mu_{j}$. Moreover,

$$
\Lambda(f)=\int f d \mu_{1}-\int f d \mu_{2}+i\left(\int f d \mu_{3}-\int f d \mu_{4}\right), \quad f \in C_{0}(E)
$$

For details the reader is referred to, e.g., [136]. This completes the proof of Theorem 5.2.
5.3. Definition. Let $\mu$ be a complex Borel measure on $\mathbb{R}^{\nu}$. Then the equality

$$
\widehat{\mu}(x)=\int \exp (-i\langle x, y\rangle) d \mu(y), \quad x \in \mathbb{R}^{\nu}
$$

defines the Fourier transform of the measure $\mu$.
5.4. Proposition. Let $\mu$ be a complex measure on $\mathbb{R}^{\nu}$ with the property that its Fourier transform is identically zero. Then the measure $\mu=0$.

Proof. Let $\nu$ be an arbitrary other complex Borel measure on $\mathbb{R}^{\nu}$ with the property that $|\widehat{\nu}(x)| \leqslant 1, x \in \mathbb{R}^{\nu}$. Then the following equality holds:

$$
\int \widehat{\mu}(x) d \nu(x)=\int \widehat{\nu}(y) d \mu(y) .
$$

Hence,

$$
\begin{aligned}
\|\mu\| & =\sup \left\{\left|\int f(y) d \mu(y)\right|: f \in C_{b}\left(\mathbb{R}^{\nu}\right),\|f\|_{\infty} \leqslant 1\right\} \\
& =\sup \left\{\left|\int \widehat{\nu}(y) d \mu(y)\right|:|\widehat{\nu}(y)| \leqslant 1, y \in \mathbb{R}^{\nu}\right\} \\
& =\sup \left\{\left|\int \widehat{\mu}(x) d \nu(x)\right|:|\widehat{\nu}(y)| \leqslant 1, y \in \mathbb{R}^{\nu}\right\}=0 .
\end{aligned}
$$

This completes the proof of Proposition 5.4.
5.5. Definition. Let $\varphi: \mathbb{R}^{\nu} \rightarrow \mathbb{C}$ be a complex valued function. This function is called positive-definite if for every $n$-tuple of complex numbers $\lambda_{1}, \ldots, \lambda_{n}$ together with every choice of $n$ vectors $\xi^{(1)}, \ldots, \xi^{(n)}$ in $\mathbb{R}^{\nu}$, the following inequality holds:

$$
\sum_{j, k=1}^{n} \lambda_{j} \bar{\lambda}_{k} \varphi\left(\xi^{(j)}-\xi^{(k)}\right) \geqslant 0
$$

and this for all $n \in \mathbb{N}$.

5.6. Proposition. Let $\mu$ be a complex Borel measure on $\mathbb{R}^{\nu}$ with Fourier transform $\hat{\mu}$. Then the following assertions are true:
(a) the following inequality holds: $|\widehat{\mu}(x)| \leqslant\|\mu\|$.
(b) If $\mu$ is positive, then the equalities $\mu\left(\mathbb{R}^{\nu}\right)=\widehat{\mu}(0)=\|\mu\|$ are valid.
(c) If $\mu$ is positive, then the function $\widehat{\mu}$ is positive-definite.
(d) The function $\hat{\mu}$ is uniformly continuous.

Proof. The proof is left as an exercise to the reader.
5.7. Definition. Define for $\mu$ and $\nu$ measures in $\mathcal{M}$, the convolution-product $\mu * \nu$ via the equalities:

$$
\begin{aligned}
\mu * \nu(B) & =\iint 1_{B}(x+y) d \mu(x) d \nu(y) \\
& =\mu \otimes \nu\left(S^{-1} B\right)=\mu \otimes \nu\left\{(x, y) \in \mathbb{R}^{\nu}: x+y \in B\right\} .
\end{aligned}
$$

Here $B$ is a Borel subset of $\mathbb{R}^{\nu}$ and $S$ is the (sum) mapping $S:(x, y) \mapsto x+y$. Let $x \in \mathbb{R}^{\nu}$. Define thee Dirac-measure $\delta_{x}$ by $\delta_{x}(B)=1_{B}(x), B$ Borel subset of $\mathbb{R}^{\nu}$. Instead of $\delta_{0}$ it is more customarily to write $\delta$. Let $\mu \in \mathcal{M}$. Then $\check{\mu}$ is defined by $\check{\mu}(B)=\mu(-B)$, where $B$ is a Borel subset of $\mathbb{R}^{\nu}$. Let $f: \mathbb{R}^{\nu} \rightarrow \mathbb{C}$ be a complex function, which is defined on all of $\mathbb{R}^{\nu}$. The function $\check{f}$ is given by $\check{f}(x)=f(-x), x \in \mathbb{R}^{\nu}$.
5.8. Definition. A complex Banach algebra $(A,\|\cdot\|)$ is a complex Banach space, endowed with a product which is compatible with the norm. The latter means that the product $(a, b) \mapsto a b, a, b$ in $A$, which is a bilinear operation, is continuous in both variables simultaneously. In fact it is assumed that $\|a b\| \leqslant\|a\|\|b\|$ for all $a$ and $b$ in $A$.

Examples of Banach algebras are the vector spaces $C_{0}\left(\mathbb{R}^{\nu}\right)$ and $C_{b}\left(\mathbb{R}^{\nu}\right)$, equipped with the supremum-norm and the pointwise multiplication. Let $\mathcal{L}(X)$ be the vector space of all continuous linear operators on the Banach space $X$, supplied with the operator norm and the composition as product. Then $\mathcal{L}(X)$ is a noncommutative Banach algebra. The following theorem says that $\mathcal{M}$, supplied with the convolution product, constitutes a (complex) commutative Banach algebra with identity $\delta$. Recall that $\mathcal{M}$ stands for the space of all complex Borel measures on $\mathbb{R}^{\nu}$.
5.9. Theorem. The normed vector space $(\mathcal{M},\|\cdot\|)$ supplied with the convolution product * is a commutative complex Banach algebra with identity $\delta$. If $\mu$ and $\nu$ belong to $\mathcal{M}$, then the following equalities hold:

$$
\widehat{\mu+\nu}=\widehat{\mu}+\widehat{\nu}, \quad \widehat{a \mu}=a \widehat{\mu}, \quad \widehat{\mu * \nu}=\widehat{\mu} \widehat{\nu}, \quad \widehat{\tilde{\mu}}=\check{\widehat{\mu}}
$$

Here $a$ is a complex number.
Proof. The proof is left as an exercise for the reader.
The Banach space $L^{1}\left(\mathbb{R}^{\nu}\right)$ can be considered as a closed subspace of $\mathcal{M}\left(\mathbb{R}^{\nu}\right)$. This can be done via the following inclusion-mapping: $f \mapsto \mu_{f}, f \in L^{1}\left(\mathbb{R}^{\nu}\right)$.

Here $\mu_{f}$ is the complex measure $B \mapsto \int_{B} f(x) d x, B \in \mathcal{B}=\mathcal{B}\left(\mathbb{R}^{\nu}\right)$, where $\mathcal{B}$ is the Borel field of $\mathbb{R}^{\nu}$. Let $\mu_{f}=\mu_{f, 1}-\mu_{f, 2}+i\left(\mu_{f, 3}-\mu_{f, 4}\right)$ be the Hahn-Jordan decomposition of the measure $\mu_{f}$. Then the following equalities hold:

$$
\begin{aligned}
& \left|\mu_{f}\right|(B)=\int_{B}|f(x)| d x ; \quad \mu_{f, 1}(B)=\int_{B} \max (\operatorname{Re} f(x), 0) d x \\
& \mu_{f, 2}(B)=\int_{B} \max (-\operatorname{Re} f(x), 0) d x ; \quad \mu_{f, 3}(B)=\int_{B} \max (\operatorname{Im} f(x), 0) d x \\
& \mu_{f, 4}(B)=\int_{B} \max (-\operatorname{Im} f(x), 0) d x
\end{aligned}
$$

5.10. Theorem. Let $C_{00}\left(\mathbb{R}^{\nu}\right)$ be the space of all complex continuous functions with compact support. Then $C_{00}\left(\mathbb{R}^{\nu}\right)$ is a dense subspace of $L^{1}\left(\mathbb{R}^{\nu}\right)$ for the topology of convergence in mean. This means that $C_{00}\left(\mathbb{R}^{\nu}\right)$ is dense in $L^{1}\left(\mathbb{R}^{\nu}\right)$ relative to the topology generated by the $L^{1}$-norm: $\|f\|_{1}=\int|f(x)| d x, f \in L^{1}\left(\mathbb{R}^{\nu}\right)$.

Proof. Let $\epsilon>0$ and let $f \geqslant 0$ belong to $L^{1}\left(\mathbb{R}^{\nu}\right)$. It suffices that there exists a function $g \in C_{00}\left(\mathbb{R}^{\nu}\right)$ such that $\int|f(x)-g(x)| d x \leqslant \epsilon$. Since

$$
f=\sup _{n \in \mathbb{N}} 2^{-n}\left\lfloor 2^{n} f\right\rfloor=\sup _{n \in \mathbb{N}} 2^{-n} \sum_{j=1}^{n 2^{n}} 1_{\left\{f \geqslant j 2^{-n}\right\}}
$$

we only need to show that, for every pair of positive integers $j$ and $n$, with $1 \leqslant j \leqslant n 2^{n}$, there exists a function $u_{j, n} \in C_{00}\left(\mathbb{R}^{\nu}\right)$ such that

$$
\begin{equation*}
\int\left|1_{\left\{f \geqslant j 2^{-n}\right\}}(x)-u_{j, n}(x)\right| d x \leqslant \frac{\epsilon}{2 n} . \tag{5.2}
\end{equation*}
$$

Because assume that the functions $u_{j, n}, 1 \leqslant j \leqslant n 2^{n}$, satisfy (5.2). Then we write $f_{n}=2^{-n}\left\lfloor\min (n, f) 2^{n}\right\rfloor$ and choose $n \in \mathbb{N}$ so large that

$$
0 \leqslant \int\left(f(x)-f_{n}(x)\right) d x \leqslant \frac{1}{2} \epsilon
$$

Then we have

$$
\begin{align*}
& \int\left|f(x)-2^{-n} \sum_{j=1}^{n 2^{n}} u_{j, n}(x)\right| \\
& \leqslant \int\left|f(x)-f_{n}(x)\right| d x+2^{-n} \sum_{j=1}^{n 2^{n}} \int\left|1_{\left\{f \geqslant j 2^{-n}\right\}}(x)-u_{j, n}(x)\right| d x \\
& \leqslant \frac{1}{2} \epsilon+2^{-n} \sum_{j=1}^{n 2^{n}} \frac{1}{2} \frac{\epsilon}{n}=\epsilon \tag{5.3}
\end{align*}
$$

Let $\lambda$ be the $\nu$-dimensional Lebesgue measure. The inequality in (5.2) can be proved by employing the following identities:

$$
\begin{equation*}
\lambda(B)=\inf \{\lambda(U): U \supseteq B, U \text { open }\}=\sup \{\lambda(K): K \subseteq B, K \text { compact }\} \tag{5.4}
\end{equation*}
$$

together with Tietsche's theorem, which, among other things, says that with a given open subset $U$ and given compact subset $K$, with $K \subset U$, there exists a
function $u \in C_{00}\left(\mathbb{R}^{\nu}\right)$ with the property that $1_{K} \leqslant u \leqslant 1_{U}$. The equalities in (5.4) follow via an argument about Dynkin systems.

This completes the proof of Theorem 5.10.
5.11. Proposition. Let $f$ belong to $L^{1}\left(\mathbb{R}^{\nu}\right)$. Then

$$
\begin{equation*}
\lim _{y \rightarrow 0} \int|f(x+y)-f(x)| d x=0 \tag{5.5}
\end{equation*}
$$

Proof. By theorem 5.10 it suffices to prove (5.5) for $f \in C_{00}\left(\mathbb{R}^{\nu}\right)$. Such a function $f$ is uniformly continuous. Let $K$ be the support of the function $f \in C_{00}\left(\mathbb{R}^{\nu}\right)$. Fix $\epsilon>0$ and choose $\delta>0$ in such a way that

$$
\lambda(K+B(\delta)) \sup _{x \in K, y \in B(\delta)}|f(x+y)-f(x)|<\epsilon .
$$

Here the symbol $B(\delta)$ stands for $B(\delta)=\delta B(1)=\left\{x \in \mathbb{R}^{\nu}:|x| \leqslant \delta\right\}$. Then we have

$$
\int|f(x+y)-f(x)| d x \leqslant \epsilon
$$

for $|y| \leqslant \delta$. So the proof of Proposition 5.11 is complete now.
5.12. Theorem (Riemann-Lebesgue). Let $f \in L^{1}\left(\mathbb{R}^{\nu}\right)$. Then $\lim _{x \rightarrow \infty} \widehat{f}(x)=0$.

Of course here we write $\widehat{f}(x)=\int \exp (-i\langle x, y\rangle) f(y) d y$.


Proof. By translation invariance of the Lebesgue-measure we get the equality:

$$
\begin{equation*}
\widehat{f}(x)=\frac{1}{2} \int \exp (-i\langle x, y\rangle)\left(f(y)-f\left(y+\pi \frac{x}{|x|^{2}}\right)\right) d y \tag{5.6}
\end{equation*}
$$

From (5.6) the inequality:

$$
\begin{equation*}
|\widehat{f}(x)| \leqslant \frac{1}{2} \int\left|f(y)-f\left(y+\pi \frac{x}{|x|^{2}}\right)\right| d y \tag{5.7}
\end{equation*}
$$

A combination of (5.7) and Proposition 5.11 yields the desired result, and completes the proof of Theorem 5.12.
5.13. Theorem (Stone-Weierstrass). Let E be a locally compact Hausdorff space and let $A$ be a subalgebra of $C_{0}(E)$, which separates points of $E$ and which is closed under complex conjugation. That is, if $f$ belongs to $A$, then $\bar{f}$ also belongs to $A$. Then $A$ is dense in $C_{0}(E)$.

Proof. Let $E^{\triangle}$ be the one-point compactification (Alexandroff compactification) and $A_{1}=A \oplus \mathbb{C} 1=\{f+\lambda 1: f \in A, \lambda \in \mathbb{C}\}$. Here 1 is the constant function with value 1 and functions $f \in A$ vanish in $\triangle$. The theorem of StoneWeierstrass, applied to the compact Hausdorff space $E^{\triangle}$ results in the desired result, and completes the proof of Theorem 5.13.
5.14. Theorem. The set $\left\{\hat{f}: f \in C_{00}\left(\mathbb{R}^{\nu}\right)\right\}$ is a subalgebra of $C_{0}\left(\mathbb{R}^{\nu}\right)$ that is closed under taking complex conjugates. This algebra is dense in $C_{0}\left(\mathbb{R}^{\nu}\right)$ with the supremum-norm.

Proof. The fact that the set $A:=\left\{\hat{f}: f \in L^{1}\left(\mathbb{R}^{\nu}\right)\right\}$ is a subalgebra of $C_{0}\left(\mathbb{R}^{\nu}\right)$ follows from the standard properties of the Fourier transform in combination with Theorem 5.12. Since $\overline{\hat{f}}=\hat{\tilde{f}}$ it also follows that this algebra is closed under complex conjugation. In order to apply the Theorem of Stone-Weierstrass we still have to show that $A$ separates the points of $\mathbb{R}^{\nu}$. To this end take $x_{0}$ and $y_{0} \neq x_{0} \in \mathbb{R}^{\nu}$. Then there exists a bounded open neighborhood $V$ in $\mathbb{R}^{\nu}$ such that $\exp \left(-i\left\langle x_{0}, y\right\rangle\right)-\exp \left(-i\left\langle y_{0}, y\right\rangle\right) \neq 0$ for $y \in V$. Next consider the function $f: y \mapsto\left(\exp \left(i\left\langle x_{0}, y\right\rangle\right)-\exp \left(i\left\langle y_{0}, y\right\rangle\right)\right) v(y)$, where $v$ is a function in $C_{00}\left(\mathbb{R}^{\nu}\right)$ with $v \geqslant 1_{V}$. Then we see

$$
\begin{equation*}
\widehat{f}\left(x_{0}\right)-\widehat{f}\left(y_{0}\right)=\int\left|\exp \left(-i\left\langle x_{0}, y\right\rangle\right)-\exp \left(-i\left\langle y_{0}, y\right\rangle\right)\right|^{2} v(y) d y>0 \tag{5.8}
\end{equation*}
$$

From (5.8) it immediately follows that $A$ separates the points of $\mathbb{R}^{\nu}$. The assertion in Theorem 5.14 now follows from Theorem 5.13.

In the following theorem we collect some properties of positive-definite functions.
5.15. Theorem. Let $\varphi: \mathbb{R}^{\nu} \rightarrow \mathbb{C}$ be a positive-definite function. Then $\varphi$ possesses the following properties:
(a) $\varphi(-x)=\overline{\varphi(x)}, x \in \mathbb{R}^{\nu}$;
(b) $|\varphi(x)| \leqslant \varphi(0), \in \mathbb{R}^{\nu}$;
(c) $|\varphi(x)-\varphi(y)|^{2} \leqslant 2 \varphi(0)(\varphi(0)-\operatorname{Re} \varphi(x-y)), x, y \in \mathbb{R}^{\nu}$;
(d) $\varphi(0)^{2}|\varphi(x+y) \varphi(0)-\varphi(x) \varphi(y)|^{2} \leqslant\left(\varphi(0)^{2}-|\varphi(x)|^{2}\right)\left(\varphi(0)^{2}-|\varphi(y)|^{2}\right)$.

Proof. Fix $x$ and $y$ in $\mathbb{R}^{\nu}$ and consider the matrices

$$
\left(\begin{array}{cc}
\varphi(0) & \varphi(-x) \\
\varphi(x) & \varphi(0)
\end{array}\right) \quad \text { en } \quad\left(\begin{array}{ccc}
\varphi(0) & \overline{\varphi(x)} & \overline{\varphi(y)} \\
\varphi(x) & \frac{\varphi(0)}{} & \varphi(x-y) \\
\varphi(y) & \overline{\varphi(x-y)} & \varphi(0)
\end{array}\right)
$$

(a) and (b) Since the first one of these two matrices is positive-hermitian it follows that:

$$
\varphi(-x)=\overline{\varphi(x)} \quad \text { en } \quad|\varphi(x)| \leqslant \varphi(0)
$$

(c) Since the second matrix is positive-hermitian, we obtain by the choice of the constants $a_{1}, a_{2}$ and $a_{3}$ :

$$
a_{1}=1, \quad a_{2}=\frac{\lambda|\varphi(x)-\varphi(y)|}{\varphi(x)-\varphi(y)}, \quad a_{3}=-a_{2}
$$

the following inequality for all $\lambda \in \mathbb{R}$ :

$$
\begin{equation*}
\varphi(0)\left(1+2 \lambda^{2}\right)+2 \lambda|\varphi(x)-\varphi(y)|-2 \lambda^{2} \operatorname{Re} \varphi(x-y) \geqslant 0 \tag{5.9}
\end{equation*}
$$

The inequality in (c) is a consequence of (5.9).
(d) The determinant of a positive hermitian matrix is non-negative. So that, if the $3 \times 3$ matrix

$$
\left(\begin{array}{ccc}
1 & \lambda & \mu  \tag{5.10}\\
\bar{\lambda} & 1 & \xi \\
\bar{\mu} & \bar{\xi} & 1
\end{array}\right)
$$

is positive-hermitian, then we get the inequality

$$
1+\lambda \bar{\mu} \xi+\bar{\lambda} \mu \bar{\xi} \geqslant|\lambda|^{2}+|\mu|^{2}+|\xi|^{2}
$$

which is equivalent with

$$
\begin{equation*}
|\xi-\bar{\lambda} \mu|^{2} \leqslant\left(1-|\lambda|^{2}\right)\left(1-|\mu|^{2}\right) \tag{5.11}
\end{equation*}
$$

The inequality in (d) then follows from (5.11) by associating the second matrix with the matrix in (5.10) and by employing (5.11).
The proof of Theorem 5.15 is complete now.
5.16. Proposition. Let $g$ be a function in $L^{1}\left(\mathbb{R}^{\nu}\right)$. Then the following equalities hold:

$$
\text { spectral radius of }(g)=\lim _{n \rightarrow \infty}\left\|g^{* n}\right\|_{1}^{1 / n}=\|\widehat{g}\|_{\infty} \text {. }
$$

In the theory of Banach algebras the Beurling-Gelfand formula gives a relationship between the spectral radius and the norm of an element. More precisely, let $(A,\|\cdot\|)$ be a Banach algebra with unit $e$. A Banach algebra is a Banach space with a multiplication $(x, y) \mapsto x y$ which satisfies the usual axioms of distributivity and scalar multiplication. The norm satisfies $\|x y\| \leqslant\|x\| \cdot\|y\|$, $x, y \in A,\|e\|=1$. By definition, the spectrum $\sigma(x)$ of an element $x \in A$ is given by $\sigma(x)=\{\lambda \in \mathbb{C}: \lambda e-x \notin G(A)\}$. Here $G(A)$ is the group of invertible
elements of $A: x \in G(A)$ if and only if there exists a (unique) element $y \in A$ such that $x y=y x=e$. Then $\sigma(x)$ is a non-empty compact subset of $\mathbb{C}$ contained in the disc of radius $\|x\|: \sigma(x) \subset\{\lambda \in \mathbb{C}:|\lambda| \leqslant\|x\|\}$. In fact we have the Beurling-Gelfand formula for the spectral radius:

$$
\begin{equation*}
\sup _{\lambda \in \sigma(x)}|\lambda|=\limsup _{n \rightarrow \infty}\left\|x^{n}\right\|^{1 / n}=\inf _{n \in \mathbb{N}}\left\|x^{n}\right\|^{1 / n}, \quad x \in A . \tag{5.12}
\end{equation*}
$$

Let $A=L^{1}\left(\mathbb{R}^{\nu}\right) \oplus \mathbb{C} \delta$, where $\delta$ is the Dirac measure at zero, with a multiplication given by the convolution product:

$$
(f+\alpha \delta) *(g+\beta \delta)=f * g+\alpha g+\alpha \beta, \quad f, g \in L^{1}\left(\mathbb{R}^{\nu}\right), \alpha, \beta \in \mathbb{C}
$$

and with the norm given by $\|f+\alpha \delta\|=\|f\|_{L^{1}}+|\alpha|, f \in L^{1}\left(\mathbb{R}^{\nu}\right), \alpha \in \mathbb{C}$. Here $f * g(x)=\int f(y) g(x-y) d y$. Then $A$ is a commutative Banach algebra with unit $\delta$. The spectral radius $\rho(f)$ of $f \in L^{1}\left(\mathbb{R}^{\nu}\right)$ is given by the supremum norm of its Fourier transform:

$$
\rho(f)=\underset{n \rightarrow \infty}{\limsup }\left\|f^{* n}\right\|_{L^{1}}^{1 / n}=\inf _{n \in \mathbb{N}}\left\|f^{* n}\right\|_{L^{1}}^{1 / n}=\sup _{x \in \mathbb{R}^{\boldsymbol{N}}}|\widehat{f}(x)|,
$$

where $\hat{f}(x)=\int e^{-i x \cdot y} f(y) d y$. The interested reader can find more information in Bonsall and Duncan [22], in Yosida [154], and in several other places like Lax [81].

Proof of Proposition 5.16. For a proof we refer the reader to a book on functional analysis with Banach algebras as a topic. Good references are Rudin [117], Theorem 11.9 together with Example (e), and Folland [55], Theorem 1.30 combined with Theorem 4.2.
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The following theorem is a very important representation theorem. It will be used in Theorem 5.25 and in the continuity theorem of Lévy: Theorem 5.42.
5.17. Theorem (Bochner). Let $\varphi: \mathbb{R}^{\nu} \rightarrow \mathbb{C}$ be a function. The following assertions are equivalent:
(i) The function $\varphi$ is continuous and positive-definite;
(ii) There exists a positive Borel measure $\mu$ op $\mathbb{R}^{\nu}$ such that $\varphi=\widehat{\mu}$.

The Borel measure $\mu$ in (ii) is unique.

Proof. (i) $\Rightarrow$ (ii). Define the linear functional $\Lambda: \mathcal{M} \rightarrow \mathbb{C}$ by means of the equality: $\Lambda(\nu)=\int \varphi(x) d \nu(x), \nu \in \mathcal{M}$. Define the involution $\nu \mapsto \widetilde{\nu}$ via the equality: $\widetilde{\nu}(A)=\overline{\nu(-A)}$. Because, by hypothesis, the function $\varphi$ is positivedefinite we see that the functional $\Lambda$ is positive in the sense that $\Lambda(\nu * \widetilde{\nu}) \geqslant 0$ for all $\nu \in \mathcal{M}$ : see inequality (5.26) in Proposition 5.23 further on. By CauchySchwartz inequality we then obtain

$$
\begin{aligned}
& |\Lambda(\nu)|=|\Lambda(\nu * \delta)| \leqslant(\Lambda(\nu * \widetilde{\nu}))^{1 / 2}(\Lambda(\delta * \widetilde{\delta}))^{1 / 2} \\
& \leqslant(\Lambda(\nu * \widetilde{\nu}))^{1 / 2} \varphi(0)^{1 / 2}
\end{aligned}
$$

(by inductionwith respect to $n$ )

$$
\begin{align*}
& \leqslant\left(\Lambda\left((\nu * \widetilde{\nu})^{* 2^{n}}\right)\right)^{1 / 2^{n+1}} \varphi(0)^{\sum_{j=1}^{n+1} 2^{-j}} \\
& \leqslant\|\varphi\|_{\infty}^{1 / 2^{n+1}}\left\|(\nu * \widetilde{\nu})^{* 2^{n}}\right\|^{1 / 2^{n+1}} \varphi(0)^{\sum_{j=1}^{n+1} 2^{-j}} \tag{5.13}
\end{align*}
$$

By letting $n$ tend to $\infty$ in (5.13) we deduce

$$
\begin{align*}
|\Lambda(\nu)| & \leqslant \liminf _{n \rightarrow \infty}\left\|(\nu * \widetilde{\nu})^{* 2^{n}}\right\|^{1 / 2^{n+1}} \varphi(0) \\
& =\sqrt{\text { spectral radius of } \nu * \widetilde{\nu}} \varphi(0) \tag{5.14}
\end{align*}
$$

By applying (5.13) and (5.14) to a measure $\nu$ of the form $\nu(B)=\int_{B} f(x) d x$, where $f$ belongs to $L^{1}\left(\mathbb{R}^{\nu}\right)$ we obtain

$$
\begin{equation*}
\left|\int \varphi(x) f(x) d x\right| \leqslant \sqrt{\text { spectral radius of } f * \tilde{f}} \varphi(0) \tag{5.15}
\end{equation*}
$$

In (5.15) we wrote $\tilde{f}(x)=\overline{f(-x)}$ and $f * g(x)=\int f(y) g(x-y) d y$, for $f$ and $g$ belonging to $L^{1}\left(\mathbb{R}^{\nu}\right)$. Next we realize that $L^{1}\left(\mathbb{R}^{\nu}\right)$, equipped with the $L^{1}$-norm and the convolution product *, is a Banach-algebra and that the spectral radius of an $L^{1}$-function $f$ is given by the supremum-norm the Fourier transform of $f$ : see Proposition 5.16. From (5.15) we infer

$$
\begin{equation*}
\left|\int \varphi(x) f(x) d x\right| \leqslant \sqrt{\|\mid \widehat{f * \widetilde{f}}\|_{\infty}} \varphi(0) \leqslant\|\hat{f}\|_{\infty} \varphi(0) \tag{5.16}
\end{equation*}
$$

Next define $\Lambda_{0}:\left\{\hat{f}: f \in L^{1}\left(\mathbb{R}^{\nu}\right)\right\} \rightarrow \mathbb{C}$ via the equality $\Lambda_{0}(\widehat{f})=\int \varphi(x) f(x) d x$, $f \in L^{1}\left(\mathbb{R}^{\nu}\right)$. From (5.16) it follows that the functional $\Lambda_{0}$ has a unique extension as a continuous linear functional, which we call again $\Lambda_{0}$, on the uniform closure of the subalgebra $\left\{\hat{f}: f \in L^{1}\left(\mathbb{R}^{\nu}\right)\right\}$. By the Stone Weierstrass theorem (Theorem 5.14) this closure coincides with $C_{0}\left(\mathbb{R}^{\nu}\right)$. The Riesz representation theorem applies to the effect that there exists a bounded Borel measure $\mu$ such that $\Lambda_{0}(\widehat{f})=\int \widehat{f}(x) d \mu(x), f \in L^{1}\left(\mathbb{R}^{\nu}\right)$. From this it follows that

$$
\int \varphi(x) f(x) d x=\Lambda_{0}(\widehat{f})=\int \widehat{f}(y) d \mu(y)=\int \widehat{\mu}(x) f(x) d x
$$

Consequently, $\varphi=\widehat{\mu}$. The function $\varphi$ being positive-definite it follows that the measure $\mu$ is positive. This proves the implication (i) $\Longrightarrow$ (ii).
(ii) $\Rightarrow$ (i). Let $\mu$ be a finite positive Borel measure. Then its Fourier transform $\hat{\mu}$ is a uniformly continuous positive-definite function. The proof of these assertions is left to the reader.

The proof of Theorem 5.17 is complete now.

An alternative proof runs as follows: the idea is taken from Theorem 5.10 in Lőrinczi et al [88]. We need the following lemmas.
5.18. Lemma. Let $\varphi: \mathbb{R}^{\nu} \rightarrow \mathbb{C}$ be a (uniformly) continuous positive-definite function, and fix $t>0$. Then the function $\xi \mapsto e^{-\frac{1}{2} t|\xi|^{2}} \varphi(\xi)$ is also (uniformly) continuous and positive-definite.

Proof. Let $\xi_{j}, 1 \leqslant j \leqslant n$, belong to $\mathbb{R}^{\nu}$, and let $\lambda_{j}, 1 \leqslant j \leqslant n$, be complex numbers. Then

$$
\begin{align*}
& \sum_{j, k=1}^{n} \lambda_{j} \overline{\lambda_{k}} e^{-\frac{1}{2} t\left|\xi_{j}-\xi_{k}\right|^{2}} \varphi\left(\xi_{j}-\xi_{k}\right) \\
& =\frac{1}{(\sqrt{2 \pi t})^{\nu}} \int_{\mathbb{R}^{\nu}} \sum_{j, k=1}^{n} \lambda_{j} e^{i \xi_{j} \cdot y} \overline{\lambda_{k} e^{i \xi_{k} \cdot y}} \varphi\left(\xi_{j}-\xi_{k}\right) e^{-|y|^{2} /(2 t)} d y \geqslant 0 \tag{5.17}
\end{align*}
$$

The claim in Lemma 5.18 follows from (5.17).
5.19. Lemma. Let $\psi: \mathbb{R}^{\nu} \rightarrow \mathbb{C}$ be a function which belongs to $L^{1}\left(\mathbb{R}^{\nu}\right)$, and let $V_{1}$ be a bounded open neighborhood of the origin in $\mathbb{R}^{\nu}$. Put $V_{n}=n V_{1}, n \in \mathbb{N}$. Let $m\left(V_{n}\right)=\int \mathbf{1}_{V_{n}}(\xi) d \xi=n^{\nu} m\left(V_{1}\right)$ be the Lebesgue measure of $V_{n}$. Then, uniformly in $x \in \mathbb{R}^{\nu}$,

$$
\begin{equation*}
\int_{\mathbb{R}^{\nu}} e^{i \xi \cdot x} \psi(\xi) d \xi=\lim _{n \rightarrow \infty} \frac{\int_{V_{n}} \int_{V_{n}} e^{i(\xi-\eta) \cdot x} \psi(\xi-\eta) d \xi d \eta}{m\left(V_{n}\right)} \tag{5.18}
\end{equation*}
$$

Proof. By employing standard properties, like translation invariance and the homothety property of the Lebesgue measure, we deduce the following equalities:

$$
\begin{align*}
& \int_{\mathbb{R}^{\nu}} e^{i \xi \cdot x} \psi(\xi) d \xi-\frac{\int_{V_{n}} \int_{V_{n}} e^{i(\xi-\eta) \cdot x} \psi(\xi-\eta) d \xi d \eta}{m\left(V_{n}\right)} \\
& =\int_{\mathbb{R}^{\nu}} e^{i \xi \cdot x} \psi(\xi) d \xi-\frac{\int_{V_{n}} \int_{V_{n}-\eta} e^{i \xi \cdot x} \psi(\xi) d \xi d \eta}{m\left(V_{n}\right)} \\
& =\frac{\int_{V_{n}} \int_{\mathbb{R}^{\nu} \backslash\left(V_{n}-\eta\right)} e^{i \xi \cdot x} \psi(\xi) d \xi d \eta}{m\left(V_{n}\right)}=\frac{\int_{V_{1}} \int_{\mathbb{R}^{\nu} \backslash\left(n V_{1}-n \eta\right)} e^{i \xi \cdot x} \psi(\xi) d \xi d \eta}{m\left(V_{1}\right)} . \tag{5.19}
\end{align*}
$$

From (5.19) we infer
$\left|\int_{\mathbb{R}^{\nu}} e^{i \xi \cdot x} \psi(\xi) d \xi-\frac{\int_{V_{n}} \int_{V_{n}} e^{i(\xi-\eta) \cdot x} \psi(\xi-\eta) d \xi d \eta}{m\left(V_{n}\right)}\right| \leqslant \frac{\int_{V_{1}} \int_{\mathbb{R}^{\nu} \backslash\left(n V_{1}-n \eta\right)}|\psi(\xi)| d \xi d \eta}{m\left(V_{1}\right)}$.
Hence, by using the Lebesgue's dominated convergence theorem the equality in (5.18) is readily established. Moreover, this limit is uniform in $x \in \mathbb{R}^{\nu}$. This completes the proof of Lemma 5.19.
5.20. Lemma. Let $\psi: \mathbb{R}^{\nu} \rightarrow \mathbb{C}$ be a continuous positive-definite function which belongs to $L^{1}\left(\mathbb{R}^{\nu}\right)$. Then, for all $x \in \mathbb{R}^{\nu}$ the inequality $\int_{\mathbb{R}^{\nu}} e^{i \xi \cdot x} \psi(\xi) d \xi \geqslant 0$ holds.


Proof. Since the function $\psi$ is positive-definite and continuous the righthand side of (5.18) is non-negative. So the assertion in Lemma 5.20 follows from Lemma 5.19.
5.21. Lemma. Let $\psi: \mathbb{R}^{\nu} \rightarrow \mathbb{C}$ be a continuous positive-definite function which belongs to $L^{1}\left(\mathbb{R}^{\nu}\right)$, and let $\mu$ be a bounded complex-valued Borel measure on $\mathbb{R}^{\nu}$ with Fourier transform $\widehat{\mu}(x)=\int_{\mathbb{R}^{\nu}} e^{-i x \cdot y} d \mu(y)$. The the following equality holds:

$$
\begin{equation*}
\int_{\mathbb{R}^{\nu}} \psi(\xi) d \mu(\xi)=\frac{1}{(2 \pi)^{\nu}} \int_{\mathbb{R}^{\nu}} \int_{\mathbb{R}^{\nu}} e^{i \xi \cdot x} \psi(\xi) d \xi \widehat{\mu}(x) d x \tag{5.21}
\end{equation*}
$$

If $\varphi: \mathbb{R}^{\nu} \rightarrow \mathbb{C}$ is an arbitrary continuous positive-definite function, and if $\mu$ is a bounded complex-valued Borel measure on $\mathbb{R}^{\nu}$, then

$$
\begin{equation*}
\int_{\mathbb{R}^{\nu}} \varphi(\xi) d \mu(\xi)=\lim _{t \downarrow 0} \frac{1}{(2 \pi)^{\nu}} \int_{\mathbb{R}^{\nu}} \int_{\mathbb{R}^{\nu}} e^{i \xi \cdot x} e^{-\frac{1}{2} t|\xi|^{2}} \varphi(\xi) d \xi \widehat{\mu}(x) d x \tag{5.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\int_{\mathbb{R}^{\nu}} \varphi(\xi) d \mu(\xi)\right| \leqslant \varphi(0) \sup _{x \in \mathbb{R}^{\nu}}|\widehat{\mu}(x)| \tag{5.23}
\end{equation*}
$$

Proof. From Fubini's theorem we get

$$
\begin{align*}
& \frac{1}{(2 \pi)^{\nu}} \int_{\mathbb{R}^{\nu}} \int_{\mathbb{R}^{\nu}} e^{i \xi \cdot x} \psi(\xi) d \xi \widehat{\mu}(x) d x \\
& =\frac{1}{(2 \pi)^{\nu}} \int_{\mathbb{R}^{\nu}} \int_{\mathbb{R}^{\nu}} e^{i \xi \cdot x} \psi(\xi) d \xi \int_{\mathbb{R}^{\nu}} e^{-i x \cdot y} d \mu(y) d x \\
& =\int_{\mathbb{R}^{\nu}} \int_{\mathbb{R}^{\nu}}\left(\frac{1}{(2 \pi)^{\nu}} \int_{\mathbb{R}^{\nu}} e^{i \xi \cdot x} \psi(\xi) d \xi\right) e^{-i x \cdot y} d x d \mu(y) \\
& =\int_{\mathbb{R}^{\nu}} \mathcal{F F}^{-1}(\psi)(y) d \mu(y)=\int_{\mathbb{R}^{\nu}} \psi(y) d \mu(y), \tag{5.24}
\end{align*}
$$

where $\mathcal{F}$ denotes the Fourier transform with inverse $\mathcal{F}^{-1}$. The equalities in (5.24) imply the equality in (5.21). In order to prove he equality in (5.22) we first observe that by Lemma 5.18 the functions of the form $\xi \mapsto \varphi_{t}(\xi):=e^{-\left.\frac{1}{2} t \xi\right|^{2}} \varphi(\xi)$, $t>0$, are positive-definite and continuous, because $\varphi$ is so. Applying the equality in (5.21) to the function $\varphi_{t}$ shows

$$
\begin{align*}
\int_{\mathbb{R}^{\nu}} \varphi(\xi) d \mu(\xi) & =\lim _{t \downarrow 0} \int_{\mathbb{R}^{\nu}} e^{-\frac{1}{2} t|\xi|^{2}} \varphi(\xi) d \mu(\xi) \\
& =\lim _{t \downarrow 0} \frac{1}{(2 \pi)^{\nu}} \int_{\mathbb{R}^{\nu}} \int_{\mathbb{R}^{\nu}} e^{i \xi \cdot x} e^{-\frac{1}{2} t|\xi|^{2}} \varphi(\xi) d \xi \widehat{\mu}(x) d x . \tag{5.25}
\end{align*}
$$

The equality in (5.22) follows from (5.25). Finally, the inequality in (5.23) follows from (5.22) and Lemma 5.20. So the proof of Lemma 5.21 is complete now.

Second proof of Theorem 5.17. Let $\mathcal{M}=\mathcal{M}\left(\mathbb{R}^{\nu}\right)$ be the collection of bounded complex Borel measures on $\mathbb{R}^{\mid n u}$, and consider the functional

$$
\Lambda_{\varphi}: \widehat{\mu} \mapsto \int_{\mathbb{R}^{\nu}} \varphi(\xi) d \mu(\xi), \quad \mu \in \mathcal{M}
$$

Then $\Lambda_{\varphi}$ can be extended to the uniform closure of the collection $\{\hat{\mu}: \mu \in \mathcal{M}\}$ such that $\left|\Lambda_{\varphi}(f)\right| \leqslant \varphi(0)\|f\|_{\infty}$ for all $f$ in this closure. This closure contains all constant functions and all continuous functions on $\mathbb{R}^{\nu}$ which tend to 0 at $\infty$. By the Riesz representation theorem there exists a positive measure $\mu_{\varphi}$ on the Borel field of $\mathbb{R}^{\nu}$ such that

$$
\begin{aligned}
& \int_{\mathbb{R}^{\nu}} \varphi(\xi) d \mu(\xi)=\int_{\mathbb{R}^{\nu}} \widehat{\mu}(x) d \mu_{\varphi}(x)=\int_{\mathbb{R}^{\nu}} \int_{\mathbb{R}^{\nu}} e^{-i \xi \cdot x} d \mu(\xi) d \mu_{\varphi}(x) \\
& =\int_{\mathbb{R}^{\nu}} \int_{\mathbb{R}^{\nu}} e^{-i \xi \cdot x} d \mu_{\varphi}(x) d \mu(\xi)=\int_{\mathbb{R}^{\nu}} \widehat{\mu}_{\varphi}(\xi) d \mu(\xi),
\end{aligned}
$$

for all $\mu \in \mathcal{M}$. It follows that $\varphi(\xi)=\widehat{\mu}_{\varphi}(\xi)$. This completes the proof of the theorem of Bochner: Theorem 5.17.
5.22. Lemma. Let $\varphi: \mathbb{R}^{\nu} \rightarrow \mathbb{C}$ be a continuous function, and let $\mu$ be a complex Borel measure on $\mathbb{R}^{\nu}$ with compact support. So $|\mu|\left(\mathbb{R}^{\nu} \backslash K\right)=0$ for some compact subset $K$ of $\mathbb{R}^{\nu}$. Then

$$
\inf \left\{\left|\iint \varphi(x-y) d \mu(x) d \bar{\mu}(y)-\sum_{j, k=1}^{n} a_{j} \bar{a}_{k} \varphi\left(x_{j}-x_{k}\right)\right|\right\}=0
$$

where the infimum is taken over all $a_{j} \in \mathbb{C}, x_{j} \in K_{0}, 1 \leqslant j \leqslant n, n \in \mathbb{N}$, and where $K_{0}$ is the smallest compact set $K$ with the property that $|\mu|\left(\mathbb{R}^{\nu} \backslash K\right)=0$.

Proof. Fix $\epsilon>0$, and choose a partition $\left(U_{j}: 1 \leqslant j \leqslant n\right)$ of $K_{0}$ with the property that

$$
\left|\varphi(x-y)-\varphi\left(x^{\prime}-y^{\prime}\right)\right| \leqslant \frac{\epsilon}{|\mu|\left(K_{0}\right)^{2}}
$$

$x, x^{\prime} \in U_{j}$ and $y, y^{\prime} \in U_{k}$, and write $a_{j}=\mu\left(U_{j}\right)$. Then for $x_{j} \in U_{j}, 1 \leqslant j \leqslant n$, we have

$$
\begin{aligned}
& \left|\iint \varphi(x-y) d \mu(x) d \bar{\mu}(y)-\sum_{j, k=1}^{n} a_{j} \bar{a}_{k} \varphi\left(x_{j}-x_{k}\right)\right| \\
& =\left|\sum_{j, k=1}^{n} \int_{U_{j}} \int_{U_{k}}\left(\varphi(x-y)-\varphi\left(x_{j}-x_{k}\right)\right) d \mu(x) d \bar{\mu}(y)\right| \\
& \leqslant \sum_{j, k=1}^{n} \int_{U_{j}} \int_{U_{k}}\left|\varphi(x-y)-\varphi\left(x_{j}-x_{k}\right)\right| d|\mu|(x) d|\bar{\mu}|(y) \\
& \leqslant \frac{\epsilon}{|\mu|\left(K_{0}\right)^{2}} \sum_{j, k=1}^{n} \int_{U_{j}} \int_{U_{k}} d|\mu|(x) d|\bar{\mu}|(y)=\epsilon .
\end{aligned}
$$

This proves Lemma 5.22.
5.23. Proposition. (a) Let $\varphi: \mathbb{R}^{\nu} \rightarrow \mathbb{C}$ be a continuous function. The following assertions are equivalent.
(i) The function $\varphi$ is positive-definite;
(ii) For every function $f \in C_{00}\left(\mathbb{R}^{\nu}\right)$ the inequality $\int \varphi(x) f * \tilde{f}(x) d x \geqslant 0$ holds;
(iii) Every Borel measure $\mu$ with compact support satisfies the inequality:

$$
\begin{equation*}
\int \varphi(x) d(\mu * \widetilde{\mu})(x) \geqslant 0 \tag{5.26}
\end{equation*}
$$

(b) If $\varphi$ is positive-definite and if $\mu$ is a bounded complex Borel measure on $\mathbb{R}^{\nu}$, then inequality (5.26) in (iii) also holds.

Proof. (a) (iii) $\Rightarrow$ (ii). Choose $\mu$ of the form $\mu(B)=\int_{B} f(x) d x$, with $f \in C_{00}\left(\mathbb{R}^{\nu}\right)$ fixed.
(ii) $\Rightarrow$ (i). Let $\mu$ be of the form $\mu=\sum_{j=1}^{n} a_{j} \delta_{x_{j}}$. Approximate the de Dirac measures $\delta_{x_{j}}$ by measures of the form $B \mapsto \int_{B} \int f_{j, N}(x) d x$ in the sense that

$$
\lim _{N \rightarrow \infty} \int \varphi(x) d\left(\mu_{N} * \widetilde{\mu_{N}}\right)(x)=\int \varphi(x) d(\mu * \widetilde{\mu})(x)=\sum_{j, k=1}^{n} a_{j} \bar{a}_{k} \varphi\left(x_{j}-x_{k}\right) .
$$

Here the measure $\mu_{N}$ is defined by $\mu_{N}(B)=\sum_{j=1}^{n} a_{j} \int_{B} f_{j, N}(x) d x, B \in \mathcal{B}\left(\mathbb{R}^{\nu}\right)$.

(i) $\Rightarrow$ (iii). Let $\mu$ be a Borel measure of compact support. Then there exists a sequence of measures $\left(\mu_{N}: N \in \mathbb{N}\right)$, where every $\mu_{N}$ is of the form $\mu_{N}=$ $\sum_{j=1}^{N} a_{j, N} \delta_{x_{j, N}}$ and where

$$
\begin{aligned}
\int \varphi(x) d(\mu * \widetilde{\mu})(x) & =\lim _{N \rightarrow \infty} \int \varphi(x) d\left(\mu_{N} * \widetilde{\mu_{N}}\right)(x) \\
& =\lim _{N \rightarrow \infty} \sum_{j, k=1}^{N} a_{j, N} \bar{a}_{k, N} \varphi\left(x_{j, n}-x_{k, N}\right) \geqslant 0 .
\end{aligned}
$$

That such a sequence of measures exists $\left(\mu_{N}: N \in \mathbb{N}\right)$ follows from Lemma 5.22.
(b) Let $\left(K_{m}: m \in \mathbb{N}\right)$ be an increasing sequence of compact subsets of $\mathbb{R}^{\nu}$ such that $\mathbb{R}^{\nu}=\bigcup_{m=1}^{\infty} K_{m}$ and such that $K_{m} \subset \operatorname{interior}\left(K_{m+1}\right)$ for all $m \in \mathbb{N}$. Since, in addition,

$$
\left.\int \varphi(x) d(\mu * \widetilde{\mu})(x)=\lim _{m \rightarrow \infty} \int \varphi(x) d\left(\left(1_{K_{m}} \mu\right) *\left(\widetilde{\left(1_{K_{m}} \mu\right.}\right)\right)\right)(x)
$$

assertion (b) follows from the results in (a).
This completes the proof of Proposition 5.23.
5.24. Definition. The weak topology (or Bernoulli topology) on $\mathcal{M}$ is the locally convex topology $\sigma\left(\mathcal{M}, C_{b}\left(\mathbb{R}^{\nu}\right)\right)$. Let $\mu_{0} \in \mathcal{M}$. So that every $\sigma\left(\mathcal{M}, C_{b}\left(\mathbb{R}^{\nu}\right)\right)$ neighborhood of $\mu_{0}$ contains a neighborhood of the form

$$
\begin{equation*}
\bigcap_{j=1}^{n}\left\{\mu \in \mathcal{M}:\left|\int f_{j} d\left(\mu-\mu_{0}\right)\right|<\epsilon_{j}\right\} . \tag{5.27}
\end{equation*}
$$

Here, the functions $f_{1}, \ldots, f_{n}$ are bounded and continuous, and the numbers $\epsilon_{1}, \ldots, \epsilon_{n}$ are strictly positive. A net $\left(\mu_{\alpha}: \alpha \in \mathcal{A}\right) \mathcal{M}$ converges to the measure $\mu$ for the topology $\sigma\left(\mathcal{M}, C_{b}\left(\mathbb{R}^{\nu}\right)\right)$ if $\lim _{\alpha} \int f d \mu_{\alpha}=\int f d \mu$ for all $f \in C_{b}\left(\mathbb{R}^{\nu}\right)$.

We write $\mu=$ weak- $\lim _{\alpha} \mu_{\alpha}$. The space $\mathcal{M}$ can also be supplied with the vague topology. This is the locally convex topology $\sigma\left(\mathcal{M}, C_{00}\left(\mathbb{R}^{\nu}\right)\right)$. For the vague topology the functions $f_{1}, \ldots, f_{n}$ in (5.27) are required to belong to $C_{00}\left(\mathbb{R}^{\nu}\right)$ and the net $\left(\mu_{\alpha}: \alpha \in \mathcal{A}\right)$ converges to $\mu \in \mathcal{M}$ provided $\lim _{\alpha} \int f d \mu_{\alpha}=\int f d \mu$ for all $f \in C_{00}\left(\mathbb{R}^{\nu}\right)$. We write $\mu=$ vague- $\lim _{\alpha} \mu_{\alpha}$.

Let $\mathcal{M}^{+}:=\{\mu \in \mathcal{M}: \mu \geqslant 0\}$ and let

$$
C P:=C P\left(\mathbb{R}^{\nu}\right)=\left\{\varphi \in C_{b}\left(\mathbb{R}^{\nu}\right): \varphi \text { positive-definite }\right\}
$$

The following theorem expresses the fact that the set $\mathcal{M}^{+}$, endowed with the weak topology and $C P$, endowed with the compact-open topology $\mathcal{T}$, are homeomorphic. The compact-open topology is also called the topology of uniform convergence on compact subsets of $\mathbb{R}^{\nu}$. So that a net ( $\left.\varphi_{\alpha}: \alpha \in \mathcal{A}\right)$ converges to $\varphi$, if $\lim _{\alpha} \sup _{x \in K}\left|\varphi_{\alpha}(x)-\varphi(x)\right|=0$ for every compact subset $K$ of $\mathbb{R}^{\nu}$.
5.25. Theorem. The Fourier transform $\mu \mapsto \hat{\mu}, \mu \in \mathcal{M}^{+}$, is a homeomorphism from

$$
\left(\mathcal{M}^{+}, \sigma\left(\mathcal{M}^{+}, C_{b}\left(\mathbb{R}^{\nu}\right)\right)\right) \text { onto }(C P, \mathcal{T}) \text {. }
$$

Proof. Let $\left(\mu_{\alpha}: \alpha \in \mathcal{A}\right)$ be a net in $\mathcal{M}^{+}$that weakly converges to $\mu \in \mathcal{M}^{+}$ relative to the weak topology. We will prove that the net ( $\widehat{\mu}_{\alpha}: \alpha \in \mathcal{A}$ ) converges uniformly on compact subsets to $\widehat{\mu}$. Fix $\epsilon>0$. Then choose $\delta>0$ in such a way that $\delta\left(3+\mu\left(\mathbb{R}^{\nu}\right)\right)<\epsilon$ and choose a function $f \in C_{00}\left(\mathbb{R}^{\nu}\right)$ such that

$$
0 \leqslant f \leqslant 1 \quad \text { and } \quad \int(1-f) d \mu<\delta
$$

Since weak- $\lim \mu_{\alpha}=\mu$ there exists $\alpha_{0} \in \mathcal{A}$ such that

$$
\mu_{\alpha}\left(\mathbb{R}^{\nu}\right)=\int 1 d \mu_{\alpha}<\int 1 d \mu+1=\mu\left(\mathbb{R}^{\nu}\right)+1 \quad \text { en } \quad \int(1-f) d \mu_{\alpha}<\delta
$$

for all $\alpha \geqslant \alpha_{0}$. Define the zero-neighborhood $V$ by

$$
V=\left\{x \in \mathbb{R}^{\nu}:|1-\exp (-i\langle x, y\rangle)| \leqslant \delta: \text { for all } y \in \operatorname{supp}(f)\right\}
$$

Then for those $\alpha \in \mathcal{A}$ and those $x_{1}$ and $x_{2} \in \mathbb{R}^{\nu}$ which satisfy $\alpha \geqslant \alpha_{0}$ and $x_{1}-x_{2} \in V$ the following inequalities hold:

$$
\begin{align*}
& \left|\widehat{\mu}_{\alpha}\left(x_{1}\right)-\widehat{\mu}_{\alpha}\left(x_{2}\right)\right| \leqslant \int\left|\exp \left(-i\left\langle x_{1}, y\right\rangle\right)-\exp \left(-i\left\langle x_{2}, y\right\rangle\right)\right| d \mu_{\alpha}(y) \\
& \leqslant \int\left|1-\exp \left(-i\left\langle x_{1}-x_{2}, y\right\rangle\right)\right| f(y) d \mu_{\alpha}(y) \\
& \quad+\int\left|1-\exp \left(-i\left\langle x_{1}-x_{2}, y\right\rangle\right)\right|(1-f(y)) d \mu_{\alpha}(y) \\
& \leqslant \delta \int f(y) d \mu_{\alpha}(y)+2 \int(1-f(y)) d \mu_{\alpha}(y) \\
& \leqslant \delta\left(\mu\left(\mathbb{R}^{\nu}\right)+1\right)+2 \delta \leqslant \epsilon \tag{5.28}
\end{align*}
$$

By (5.28) it follows that $\left|\widehat{\mu}\left(x_{1}\right)-\widehat{\mu}\left(x_{2}\right)\right| \leqslant \epsilon$ for $x_{1}$ and $x_{2} \in \mathbb{R}^{\nu}$ for which $x_{1}-x_{2} \in V$. Next choose a compact subset $K$ in $\mathbb{R}^{\nu}$. Then there exist $y_{1}, \ldots, y_{n}$ in $\mathbb{R}^{\nu}$ such that $K \subseteq \bigcup_{j=1}^{n}\left(y_{j}+V\right)$ and thee exist $\alpha_{j} \in \mathcal{A}, 1 \leqslant j \leqslant n$, such that

$$
\left|\widehat{\mu}_{\alpha}\left(y_{j}\right)-\widehat{\mu}\left(y_{j}\right)\right| \leqslant \epsilon \quad \text { for } \quad \alpha \geqslant \alpha_{j}, \quad j=1, \ldots, n .
$$

Then choose $\alpha^{\prime} \in \mathcal{A}$ in such a way that $\alpha^{\prime} \geqslant \alpha_{j}$ for $j=1, \ldots, n$. For $x \in y_{j}+V$ and $\alpha \geqslant \alpha^{\prime}$ we get

$$
\left|\widehat{\mu}_{\alpha}(x)-\widehat{\mu}(x)\right| \leqslant\left|\widehat{\mu}_{\alpha}(x)-\widehat{\mu}_{\alpha}\left(y_{j}\right)\right|+\left|\widehat{\mu}_{\alpha}\left(y_{j}\right)-\widehat{\mu}\left(y_{j}\right)\right|+\left|\widehat{\mu}\left(y_{j}\right)-\widehat{\mu}(x)\right| \leqslant \epsilon
$$

and hence

$$
\sup _{x \in K}\left|\widehat{\mu}_{\alpha}(x)-\widehat{\mu}(x)\right| \leqslant 3 \epsilon .
$$

This proves that the Fourier transform is continuous for the indicated topologies. Conversely, suppose that the net ( $\left.\hat{\mu}_{\alpha}: \alpha \in \mathcal{A}\right)$ converges uniformly on compact subsets to $\hat{\mu}$. Then we will show the following two equalities:
(a) $\lim \mu_{\alpha}\left(\mathbb{R}^{\nu}\right)=\mu\left(\mathbb{R}^{\nu}\right)$;
(b) $\lim \int \varphi(x) d \mu_{\alpha}(x)=\int \varphi(x) d \mu(x)$ for all functions $\varphi \in C_{00}\left(\mathbb{R}^{\nu}\right)$.

From Theorem 5.26 below it then follows that weak- $\lim \mu_{\alpha}=\mu$. The equality in (a) follows from:

$$
\lim \mu_{\alpha}\left(\mathbb{R}^{\nu}\right)=\lim \widehat{\mu}_{\alpha}(0)=\widehat{\mu}(0)=\mu\left(\mathbb{R}^{\nu}\right)
$$

Let $\epsilon>0$ be arbitrary and let $\varphi \in C_{00}\left(\mathbb{R}^{\nu}\right)$. Choose a function $f \in C_{00}\left(\mathbb{R}^{\nu}\right)$ with the property that

$$
\|\varphi-\hat{f}\|_{\infty} \leqslant \frac{\epsilon}{2 \mu\left(\mathbb{R}^{\nu}\right)+1} .
$$

Then we infer

$$
\begin{align*}
& \left|\int \varphi(x) d \mu_{\alpha}(x)-\int \varphi(x) d \mu(x)\right| \\
& \leqslant\left|\int(\varphi(x)-\widehat{f}(x)) d \mu_{\alpha}(x)\right|+\left|\int \hat{f}(x) d\left(\mu_{\alpha}-\mu\right)(x)\right|+\left|\int(\hat{f}(x)-\varphi(x)) d \mu(x)\right| \\
& \leqslant\|\varphi-\hat{f}\|_{\infty}\left(\mu_{\alpha}\left(\mathbb{R}^{\nu}\right)+\mu\left(\mathbb{R}^{\nu}\right)\right)+\int\left|\hat{\mu}_{\alpha}(x)-\widehat{\mu}(x)\right||f(x)| d x \\
& \leqslant \frac{\epsilon\left(\mu_{\alpha}\left(\mathbb{R}^{\nu}\right)+\mu\left(\mathbb{R}^{\nu}\right)\right)}{2 \mu\left(\mathbb{R}^{\nu}\right)+1}+\sup _{x \in \operatorname{supp}(f)}\left|\mu_{\alpha}(x)-\widehat{\mu}(x)\right| \int|f(x)| d x \tag{5.29}
\end{align*}
$$

The inequality

$$
\limsup _{\alpha}\left|\int \varphi(x) d\left(\mu_{\alpha}-\mu\right)(x)\right| \leqslant \epsilon .
$$

follows from (5.29). As a consequence we see that (b) is proved now. Together with Theorem 5.26 which follows next this completes the proof of Theorem 5.25 .
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5.26. Theorem. A net $\left(\mu_{\alpha}: \alpha \in \mathcal{A}\right)$ in $\mathcal{M}^{+}$converges weakly to $\mu \in \mathcal{M}^{+}$if and only if the net $\left(\mu_{\alpha}: \alpha \in \mathcal{A}\right)$ converges vaguely to $\mu$ and if

$$
\begin{equation*}
\lim _{\alpha} \mu_{\alpha}\left(\mathbb{R}^{\nu}\right)=\mu\left(\mathbb{R}^{\nu}\right) \tag{5.30}
\end{equation*}
$$

Proof. The weak topology is stronger than the vague topology and from weak convergence the equality in (5.30) also follows. Hence, the indicated conditions are necessary. Conversely, let a net ( $\left.\mu_{\alpha}: \alpha \in \mathcal{A}\right)$ converge vaguely $\mathcal{M}^{+}$ to $\mu$ and assume that (5.30) is satisfied. We will prove that $\mu$ is the weak limit of the net $\left(\mu_{\alpha}: \alpha \in \mathcal{A}\right)$. Therefore pick $f \in C_{b}\left(\mathbb{R}^{\nu}\right)$ and $\epsilon>0$ arbitrary but fixed. Choose a compact subset $K$ such that $\mu\left(\mathbb{R}^{\nu} \backslash K\right)<\epsilon$. In addition, choose a function $h \in C_{00}\left(\mathbb{R}^{\nu}\right)$ in such a way that $1_{K} \leqslant h \leqslant 1$. By these hypotheses the following (in-)equalities hold:

$$
\lim \int(1-h) d \mu_{\alpha}=\int(1-h) d \mu \leqslant \mu\left(\mathbb{R}^{\nu} \backslash K\right)<\epsilon
$$

and also

$$
\lim \int f h d \mu_{\alpha}=\int f h d \mu
$$

Hence, there exists an $\alpha_{0} \in \mathcal{A}$ such that (for $\alpha \geqslant \alpha_{0}$ )

$$
\int(1-h) d \mu_{\alpha}<\epsilon \quad \text { en } \quad\left|\int f h d\left(\mu_{\alpha}-\mu\right)\right|<\epsilon
$$

But then for $\alpha \geqslant \alpha_{0}$ we get

$$
\begin{aligned}
& \left|\int f d\left(\mu_{\alpha}-\mu\right)\right| \\
& \leqslant\left|\int f h d\left(\mu_{\alpha}-\mu\right)\right|+\left|\int f(1-h) d \mu\right|+\left|\int f(1-h) d \mu_{\alpha}\right| \\
& \leqslant \epsilon\left(1+2\|f\|_{\infty}\right)
\end{aligned}
$$

which shows that $\lim \int f d \mu_{\alpha}=\int f d \mu$.
This completes the proof of Theorem 5.26.
5.27. Corollary. The following assertions are true:
(a) The set CP is a convex cone, which is closed for the topology of uniform convergence on compact subsets.
(b) With $\varphi$ the functions $\bar{\varphi}$ and Re $\varphi$ also belong to $C P$.
(c) If $\varphi_{1}$ and $\varphi_{2}$ belong to $C P$, then the same is true for the product $\varphi_{1} \varphi_{2}$.
(d) For every $y \in \mathbb{R}^{\nu}$ the function $x \mapsto \exp (-i\langle x, y\rangle)$ belongs to $C P$. Convex combinations of such functions belong to $C P$.

Proof. The proof is left as an exercise for the reader.
5.28. Definition. A function $\psi: \mathbb{R}^{\nu} \rightarrow \mathbb{C}$ is called negative-definite if for all $n \in \mathbb{N}$ and for all complex numbers $a_{1}, \ldots, a_{n}$ and for all vectors $x^{(1)}, \ldots, x^{(n)}$ in $\mathbb{R}^{\nu}$ the inequality

$$
\begin{equation*}
\sum_{j, k=1}^{n} a_{j} \bar{a}_{k}\left(\psi\left(x^{(j)}\right)+\overline{\psi\left(x^{(k)}\right)}-\psi\left(x^{(j)}-x^{(k)}\right)\right) \geqslant 0 \tag{5.31}
\end{equation*}
$$

holds. The symbol $C N$ denotes the collection of all continuous negative-definite functions on $\mathbb{R}^{\nu}$. If $\psi$ belongs to $C N$, then the same is true for $\bar{\psi}$ andRe $\psi$. The collection $C N$ is a convex cone. If $\psi$ belongs to $C N$, then $\psi(0) \geqslant 0$ and $\psi(x)=\bar{\psi}(-x)$ for all $x \in \mathbb{R}^{\nu}$. A function $\psi$ is negative-definite if and only if $\psi$ has the following properties:
(1) $\psi(0) \geqslant 0$;
(2) For every $x \in \mathbb{R}^{\nu}$ the equality $\psi(x)=\bar{\psi}(-x)$ holds;
(3) For every $n \in \mathbb{N}$ and for every $n$-tuple of complex numbers $a_{1}, \ldots, a_{n}$, for which $\sum_{j=1}^{n} a_{j}=0$, and for all vectors $x^{(1)}, \ldots, x^{(n)}$ in $\mathbb{R}^{\nu}$ the following inequality holds:

$$
\sum_{j, k=1}^{n} a_{j} \bar{a}_{k} \psi\left(x^{(j)}-x^{(k)}\right) \leqslant 0
$$

If the function $\psi$ is negative-definite, then so is the function $\psi-\psi(0)$. If $\varphi$ is positive-definite, then the function $\varphi(0)-\varphi$ is negative-definite.

The following theorem establishes an important connection between negativeand positive-definite functions.
5.29. Theorem (Schoenberg). A function $\psi$ belongs to $C N$ if and only the following two conditions are satisfied:
(i) $\psi(0) \geqslant 0$;
(ii) For every $t>0$ the function $\exp (-t \psi)$ is continuous and positivedefinite.

Let $\psi$ be a negative-definite function. Then, by Bochner's theorem together with the theorem of Schoenberg, there exists for every $t>0$ a sub-probability measure $\mu_{t}$ on the Borel field of $\mathbb{R}^{\nu}$ such that $\widehat{\mu}_{t}=\exp (-t \psi)$. We return to this aspect when we discuss the notion convolution semigroup of measures.

Proof. First suppose that $\psi$ belongs to $C N$. Let $x^{(1)}, \ldots, x^{(n)}$ belong to $\mathbb{R}^{\nu}$. Write $a_{j, k}=\psi\left(x^{(j)}\right)+\bar{\psi}\left(x^{(k)}\right)-\psi\left(x^{(j)}-x^{(k)}\right)$. Then the matrix with entries $a_{j, k}$ is positive hermitian. But then the matrix with entries $\exp \left(a_{j, k}\right)$ is also positive hermitian. Let $a_{1}, \ldots, a_{n}$ belong to $\mathbb{C}$ and write $a_{j}^{\prime}=\exp \left(-\psi\left(x^{(j)}\right)\right) a_{j}$. Then we see

$$
\begin{equation*}
\sum_{j, k=1}^{n} \exp \left(-\psi\left(x^{(j)}-x^{(k)}\right)\right) a_{j} \bar{a}_{k}=\sum_{j, k=1}^{n} \exp \left(a_{j, k}\right) a_{j}^{\prime} \bar{a}_{k}^{\prime} \geqslant 0 . \tag{5.32}
\end{equation*}
$$

From (5.32) it follows that the function $\exp (-\psi)$ is then positive-definite. The same procedure can be repeated for the function $t \psi$. Conversely, if (i) and (ii) are satisfied, then, for every $t>0$, the function $\psi_{t}:=1-\exp (-t \psi)=$ $1-\exp (-t \psi(0))+\exp (-t \psi(0))-\exp (-t \psi)$ is negative-definite. But then the function $\psi$ is negative-definite as well, because $\psi=\lim _{t \downarrow 0} \frac{\psi_{t}}{t}$. Since

$$
\psi(x)=\frac{1-\exp (-t \psi(x))}{\int_{0}^{t} d s \exp (-s \psi(x))}
$$

for $t>0$ but small enough, we see that the function $\psi$ is continuous at $x$.
So the proof of Theorem 5.29 is now complete.
5.30. Definition. A family of Borel measures ( $\mu_{t}: t \geqslant 0$ ) with the following properties:
(a) $\mu_{t}\left(\mathbb{R}^{\nu}\right) \leqslant 1$ for $t>0$;
(b) $\mu_{s} * \mu_{t}=\mu_{s+t}$ for all $s$ and $t \geqslant 0$;
(c) $\lim _{t \downarrow 0} \int f d \mu_{t}=\int f d \mu_{0}=f(0)=\delta_{0}(f)$ for all $f \in C_{00}\left(\mathbb{R}^{\nu}\right)$;
is called a (vaguely continuous) convolution semigroup of measures on $\mathbb{R}^{\nu}$.


The following theorem says that a vaguely continuous convolution semigroups is in fact everywhere weakly continuous.
5.31. Theorem. There exists a one-to-one correspondence between vaguely continuous semigroups of measures and negative-definite functions.
(a) If $\left(\mu_{t}: t \geqslant 0\right)$ is a vaguely continuous convolution semigroup of measures, then there exists a unique continuous negative-definite function $\psi$ such that $\widehat{\mu}_{t}=\exp (-t \psi)$, for all $t \geqslant 0$.
(b) Conversely, if $\psi$ is a negative-definite function, then there exists a vaguely continuous convolution semigroup of measures ( $\mu_{t}: t \geqslant 0$ ) such that $\widehat{\mu}_{t}=\exp (-t \psi)$ for all $t \geqslant 0$. Of course, this semigroup is unique.

Proof. (a) Define, for $t>0$, the function $\psi$ via the equality

$$
\begin{equation*}
\psi=\frac{1-\widehat{\mu}_{t}}{\int_{0}^{t} \widehat{\mu}_{s} d s} \tag{5.33}
\end{equation*}
$$

Since $\widehat{\mu}_{s} \widehat{\mu}_{t}=\widehat{\mu}_{s+t}$ we see that $\psi$ does not depend on the choice of $t$. Put $g(t)=\int_{0}^{t} \widehat{\mu}_{s} d s$. Then we see that $g(0)=0$ and $g(t) \psi+g^{\prime}(t)=1$, and hence $g(t)=\frac{1-\exp (-t \psi)}{\psi}$. From the latter it follows that $\widehat{\mu}_{t}=\exp (-t \psi)$. The Theorem of Schoenberg (Theorem 5.29) implies then that the function $\psi$ is negative-definite. The functions $\hat{\mu}_{s}, s \geqslant 0$, are continuous. So the same is true for $\psi$.
(b) Since $\psi$ is a negative-definite function, the functions $\exp (-t \psi)$ are positivedefinite by the theorem of Schoenberg. The theorem of Bochner (Theorem 5.17) yields the existence of sub-probability measures ( $\mu_{t}: t \geqslant 0$ ) such that $\widehat{\mu}_{t}=$ $\exp (-t \psi)$. Since

$$
\lim _{t \downarrow 0} \widehat{\mu}_{t}(\xi)=\lim _{t \downarrow 0} \exp (-t \psi(\xi))=1=\widehat{\mu}_{0}(\xi)
$$

Theorem 5.43 in the next section implies that $\lim _{t \downarrow 0} \int f d \mu_{t}=f(0)$ for functions $f \in C_{00}\left(\mathbb{R}^{\nu}\right)$.

The proof of Theorem 5.31 is now complete.
5.32. Remark. In the proof of Theorem 5.31 part (a) there is a problem if the integral $\int_{0}^{t} \widehat{\mu}_{s} d s$ vanishes somewhere. However, notice that $\lim _{t \downarrow 0} \frac{1}{t} \int_{0}^{t} \widehat{\mu}_{s} d s=$ $\hat{\mu}_{0}$ pointwise. It follows that, certainly, for $t=t(\xi)>0$ small enough, the expression $\int_{0}^{t} \widehat{\mu}_{s}(\xi) d s \neq 0$. This fact can be used to circumvent this problem.
5.33. Remark. In the proof of Theorem 5.31 part (b) Theorem 5.43 of the next section was employed. This can be averted as well. Therefore consider $\widehat{f}$, with $f \in L^{1}\left(\mathbb{R}^{\nu}\right)$. Then $\lim _{t \downarrow 0} \int \widehat{f}(x) d \mu_{t}(x)=\lim _{t \downarrow 0} \int f(x) \widehat{\mu}_{t}(x) d x=$ $\int f(x) d x=\hat{f}(0)=\int \hat{f} d \mu_{0}$. By the theorem of Stone-Weierstrass from this we obtain $\lim _{t \downarrow 0} \int f(x) d \mu_{t}(x)=f(0)=\int f(x) d \mu_{0}(x)$.
5.34. Proposition. Let $\left(\mu_{t}: t \geqslant 0\right)$ be a vaguely continuous semigroup of Borel measures on $\mathbb{R}^{\nu}$. Suppose that all these measures are probability measures. Then the following assertions hold:
(a) weak- $\lim _{t \rightarrow t_{0}, t>0} \mu_{t}=\mu_{t_{0}}$ for all $t_{0} \geqslant 0$;
(b) $\lim _{t \rightarrow t_{0}} \sup _{x \in \mathbb{R}^{\nu}}\left|\int f(x-y) d \mu_{t}(y)-\int f(x-y) d \mu_{t_{0}}(y)\right|=0$ for all $t_{0} \in$ $[0, \infty)$ and for all functions $f \in C_{0}\left(\mathbb{R}^{\nu}\right)$.

Proof. (a) First we look at

$$
\mu_{t}\left(\mathbb{R}^{\nu}\right)-\mu_{t_{0}}\left(\mathbb{R}^{\nu}\right)=\exp (-t \psi(0))-\exp \left(-t_{0} \psi(0)\right)
$$

It follows that

$$
\lim _{t \rightarrow t_{0}} \mu_{t}\left(\mathbb{R}^{\nu}\right)-\mu_{t_{0}}\left(\mathbb{R}^{\nu}\right)=0
$$

For the same reason we see that

$$
\lim _{t \rightarrow t_{0}} \widehat{\mu}_{t}(\xi)=\lim _{t \rightarrow t_{0}} \exp (-t \psi(\xi))=\exp \left(-t_{0} \psi(\xi)\right)=\widehat{\mu}_{t_{0}}(\xi) .
$$

By using theorem 5.43 in the next section we see that

$$
\text { weak- } \lim _{t \rightarrow t_{0}, t>0} \mu_{t}=\mu_{t_{0}} .
$$

Of course, in this proof the function $\psi$ denotes the negative-definite function from Theorem 5.31.
(b) Let $g \in C_{0}\left(\mathbb{R}^{\nu}\right)$ be of the form $g=\hat{f}$ with $f \in L^{1}\left(\mathbb{R}^{\nu}\right)$. Then we see

$$
\begin{align*}
& \left|\int \hat{f}(x-y) d \mu_{t}(y)-\int \hat{f}(x-y) d \mu_{t_{0}}(y)\right| \\
& =\left|\iint\left(\widehat{\mu}_{t}(-z)-\widehat{\mu}_{t_{0}}(-z)\right) \exp (-i\langle x, z\rangle) f(z) d z\right| \\
& \leqslant \int\left|\exp (-t \psi(-z))-\exp \left(-t_{0} \psi(-z)\right)\right||f(z)| d z \\
& \leqslant \int\left|\exp \left(-\left|t-t_{0}\right| \psi(-z)\right)-1\right||f(z)| d z . \tag{5.34}
\end{align*}
$$

The assertion in (b) now follows from (5.34) together with the theorem of StoneWeierstrass, and completes the proof of Proposition 5.34.
5.35. Proposition. Let $\left(\mu_{t}: t \geqslant 0\right)$ be a vaguely continuous semigroup of probability measures on the Borel field of $\mathbb{R}^{\nu}$. Define for every $n$-tuple $t_{1}, \ldots, t_{n}$ with $0 \leqslant t_{1}<\cdots<t_{n}$, the probability measure $\mathbb{P}_{t_{1}, \ldots, t_{n}}$ on the Borel field of $\left(\mathbb{R}^{\nu}\right)^{n}$ via de formula

$$
\begin{align*}
& \mathbb{P}_{t_{1}, \ldots, t_{n}}(B) \\
& =\mu_{t_{1}} \otimes \mu_{t_{2}-t_{1}} \otimes \cdots \otimes \mu_{t_{n}-t_{n-1}}\left(\left(x_{1}, \ldots, x_{n}\right) \in\left(\mathbb{R}^{\nu}\right)^{n}: V_{n}\left(x_{1}, \ldots, x_{n}\right) \in B\right) \\
& =\int d \mu_{t_{1}}\left(x_{1}\right) \ldots \int d \mu_{t_{n}-t_{n-1}}\left(x_{n}\right) 1_{B}\left(V_{n}\left(x_{1}, \ldots, x_{n}\right)\right), \tag{5.35}
\end{align*}
$$

where $B$ is a Borel subset of $\left(\mathbb{R}^{\nu}\right)^{n}$ and where $V_{n}:\left(\mathbb{R}^{\nu}\right)^{n} \rightarrow\left(\mathbb{R}^{\nu}\right)^{n}$ is the linear mapping given by: $V_{n}:\left(x_{1}, x_{2}, \ldots, x_{n}\right) \mapsto\left(x_{1}, x_{1}+x_{2}, \ldots, x_{1}+\cdots+x_{n}\right)$. Then the family

$$
\left\{\left(\left(\mathbb{R}^{\nu}\right)^{n}, \mathcal{B}\left(\mathbb{R}^{\nu}\right)^{n}, \mathbb{P}_{t_{1}, \ldots, t_{n}}\right):\left(t_{1}, \ldots, t_{n}\right) \in[0, \infty)^{n}, \quad n \in \mathbb{N}\right\}
$$

forms a projective system of probability measures.
Proof. Let $B \in \mathcal{B}\left(\mathbb{R}^{\nu}\right)^{n}$ and let $B^{\prime} \in \mathcal{B}\left(\left(\mathbb{R}^{\nu}\right)^{n+1}\right)$ be defined by

$$
B^{\prime}=\left\{\left(z_{1}, \ldots, z_{n+1}\right) \in\left(\mathbb{R}^{\nu}\right)^{n+1}:\left(z_{1}, \ldots, z_{k}, z_{k+2}, \ldots, z_{n+1}\right) \in B\right\}
$$

Let $t_{1}<\cdots<t_{k}<s<t_{k+1}<\cdots<t_{n}$ be an $(n+1)$-tuple of increasing times.
We have to prove the following equality:

$$
\mathbb{P}_{t_{1}, \ldots, t_{k}, s, t_{k+1}, \ldots, t_{n}}\left(B^{\prime}\right)=\mathbb{P}_{t_{1}, \ldots, t_{n}}(B)
$$

Since the vector

$$
V_{n+1}\left(y_{1}, y_{2}, \ldots, y_{n+1}\right):=\left(y_{1}, y_{1}+y_{2}, \ldots, y_{1}+\cdots+y_{n+1}\right)
$$

belongs to $B^{\prime}$ if and only if the vector

$$
\left(y_{1}, y_{1}+y_{2}, \ldots, y_{1}+\cdots+y_{k}, y_{1}+\cdots+y_{k+2}, \ldots, y_{1}+\cdots+y_{n+1}\right)
$$

belongs to $B$, we get what follows:

$$
\begin{aligned}
& \mathbb{P}_{t_{1}, \ldots, t_{k}, s, t_{k+1}, \ldots, t_{n}}\left(B^{\prime}\right) \\
& =\mu_{t_{1}} \otimes \cdots \otimes \mu_{t_{k}-t_{k-1}} \otimes \mu_{s-t_{k}} \otimes \mu_{t_{k+1}-s} \otimes \ldots \\
& \quad \otimes \mu_{t_{n}-t_{n-1}}\left\{\left(y_{1}, \ldots, y_{n+1}\right): V_{n+1}\left(y_{1}, \ldots, y_{n+1}\right) \in B^{\prime}\right\} \\
& =\int d \mu_{t_{1}}\left(y_{1}\right) \ldots \int d \mu_{t_{k}-t_{k-1}}\left(y_{k}\right) \int d \mu_{s-t_{k}}(y) \int d \mu_{t_{k+1}-s}(z) \int d \mu_{t_{k+2}-t_{k+1}}\left(z_{k+2}\right) \ldots \\
& \quad \int d \mu_{t_{n}-t_{n-1}}\left(z_{n}\right) 1_{B^{\prime}}\left(V_{n+1}\left(y_{1}, \ldots, y_{k}, y, z, z_{k+2}, \ldots, z_{n}\right)\right) \\
& =\int d \mu_{t_{1}}\left(y_{1}\right) \ldots \int d \mu_{t_{k}-t_{k-1}}\left(y_{k}\right) \int d \mu_{s-t_{k}}(y) \int d \mu_{t_{k+1}-s}(z) \int d \mu_{t_{k+2}-t_{k+1}}\left(z_{k+2}\right) \ldots \\
& \quad \int d \mu_{t_{n}-t_{n-1}}\left(z_{n}\right) 1_{B}\left(V_{n}\left(y_{1}, \ldots, y_{k}, y+z, z_{k+2}, \ldots, z_{n}\right)\right)
\end{aligned}
$$

(apply Fubini's theorem, integrate relative to $\mu_{s-t_{k}} \otimes \mu_{t_{k+1}-s}$ and use the equality $\left.\int g(y+z) d \mu_{u}(y) d \mu_{v}(z)=\int g\left(z_{k+1}\right) d \mu_{u+v}\left(z_{k+1}\right)\right)$

$$
\begin{aligned}
&= \int d \mu_{t_{1}}\left(y_{1}\right) \ldots \int d \mu_{t_{k}-t_{k-1}}\left(y_{k}\right) \int d \mu_{t_{k+1}-t_{k}}\left(z_{k+1}\right) \int d \mu_{t_{k+2}-t_{k+1}}\left(z_{k+2}\right) \\
& \quad \ldots \int d \mu_{t_{n}-t_{n-1}}\left(z_{n}\right) \\
& 1_{B}\left(V_{n}\left(y_{1}, \ldots, y_{k}, z_{k+1}, \ldots, z_{n}\right)\right) \\
&= \int d \mu_{t_{1}}\left(y_{1}\right) \ldots \int d \mu_{t_{n}-t_{n-1}}\left(y_{n}\right) 1_{B}\left(y_{1}, \ldots, y_{1}+\ldots+y_{n}\right) \\
&= \mathbb{P}_{t_{1}, \ldots, t_{n}}(B) .
\end{aligned}
$$

This proves the required equality in case $1 \leqslant k \leqslant n-2$. The other cases, which are $t_{n-2}<s<t_{n-1}, t_{n-1}<s<t_{n}, t_{n}<s$ and $t_{1}>s$, are left as an exercise for the reader.

So the proof of Proposition 5.35 is complete now.
5.36. Proposition. Let $\left(\mu_{t}: t \geqslant 0\right)$ be a vaguely continuous semigroup of probability measures on the Borel field of $\mathbb{R}^{\nu}$. Define, for every $n$-tuple $t_{1}, \ldots, t_{n}$ the probability measure $\mathbb{P}_{t_{1}, \ldots, t_{n}}$, where $t_{1}<\cdots<t_{n}$, as in Proposition 5.35. Then there exists a unique probability measure $\mathbb{P}$ on the product field of $\left(\mathbb{R}^{\nu}\right)^{[0, \infty)}$ such that

$$
\mathbb{P}\left(\left(X\left(t_{1}\right), \ldots, X\left(t_{n}\right)\right) \in B\right)=\mathbb{P}_{t_{1}, \ldots, t_{n}}(B),
$$

for all Borel subsets $B$ of $\left(\mathbb{R}^{\nu}\right)^{n}$. Likewise there exists, for every $x \in \mathbb{R}^{\nu}$, a unique probability measure $\mathbb{P}_{x}$ on the product field of $\left(\mathbb{R}^{\nu}\right)^{[0, \infty)}$ such that

$$
\begin{aligned}
& \mathbb{P}_{x}\left(\left(X\left(t_{1}\right), \ldots, X\left(t_{n}\right)\right) \in B\right)=\mathbb{P}\left(\left(x+X\left(t_{1}\right), \ldots, x+X\left(t_{n}\right)\right) \in B\right) \\
& \quad=\int d \mu_{t_{1}}\left(x_{1}\right) \otimes \cdots \otimes d \mu_{t_{n}-t_{n-1}}\left(x_{n}\right) 1_{B}\left(x+x_{1}, \ldots, x+x_{1}+\ldots+x_{n}\right)
\end{aligned}
$$

for all Borel subsets $B$ of $\left(\mathbb{R}^{\nu}\right)^{n}$.
Here the state variable $X(t):\left(\mathbb{R}^{\nu}\right)^{[0, \infty)} \rightarrow \mathbb{R}^{\nu}$ is defined by $X(t)(\omega)=\omega(t)$, where $\omega$ belongs to the product $\left(\mathbb{R}^{\nu}\right)^{[0, \infty)}$.
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Proof of Proposition 5.36. Apply Kolmogorov's extension theorem.
5.37. Theorem. Let $\left(\mu_{t}: t \geqslant 0\right)$ be a vaguely continuous semigroup of probability measures on the Borel field of $\mathbb{R}^{\nu}$. Define for every $n$-tuple $t_{1}, \ldots, t_{n}$ the probability measure $\mathbb{P}_{t_{1}, \ldots, t_{n}}$, where $t_{1}<\cdots<t_{n}$, as in Proposition 5.35 and let $\mathbb{P}_{x}, x \in \mathbb{R}^{\nu}$, be the unique probability measure on the product field of $\Omega=\left(\mathbb{R}^{\nu}\right)^{[0, \infty)}$ such that

$$
\begin{align*}
& \mathbb{P}_{x}\left(\left(X\left(t_{1}\right), \ldots, X\left(t_{n}\right)\right) \in B\right) \\
& =\int d \mu_{t_{1}}\left(x_{1}\right) \ldots \int d \mu_{t_{n}-t_{n-1}}\left(x_{n}\right) 1_{B}\left(x+x_{1}, \ldots, x+x_{1}+\ldots+x_{n}\right) . \tag{5.36}
\end{align*}
$$

Let $\mathcal{F}_{s}$ be the $\sigma$-field on $\Omega$ generated by $X(u), 0 \leqslant u \leqslant s$. For $t>s$ the variable $X(t)-X(s)$ is independent of $\mathcal{F}_{s}$ and $X(t)-X(s)$ possesses the same $\mathbb{P}_{x}$-distribution as $X(t-s)-x$, which is $\mu_{t-s}$.

Proof. Fix $t>s$, let $f:\left(\mathbb{R}^{\nu}\right)^{n} \rightarrow \mathbb{R}$ be a Borel measurable function, and suppose that $0 \leqslant s_{1}<\cdots<s_{n}=s$. Let $g: \mathbb{R}^{\nu} \rightarrow \mathbb{R}$ be another bounded Borel measurable function. Then the following equalities hold true:

$$
\begin{aligned}
& \mathbb{E}\left(f\left(X\left(s_{1}\right), \ldots, X\left(s_{n}\right)\right) g(X(t)-X(s))\right) \\
& =\int d \mu_{s_{1}}\left(x_{1}\right) \ldots \int d \mu_{s_{n}-s_{n-1}}\left(x_{n}\right) \int d \mu_{t-s}(x) f\left(x_{1}, \ldots, x_{1}+\ldots+x_{n}\right) g(x) \\
& =\mathbb{E}\left(f\left(X\left(s_{1}\right), \ldots, X\left(s_{n}\right)\right)\right) \mathbb{E}(g(X(t)-X(s)))
\end{aligned}
$$

Now let $H$ be the vector space of $\mathcal{F}_{s}$-measurable bounded random variables $Y$ with the property that $\mathbb{E}(Y g(X(t)-X(s)))=\mathbb{E}(Y) \mathbb{E}(g(X(t)-X(s)))$. Then $H$ satisfies the hypotheses of Lemma 5.100. Whence, $H$ contains all bounded $\mathcal{F}_{s^{-}}$ measurable random variables. Since, in addition, the function $g$ is an arbitrary bounded continuous function, it follows that the state variable $X(t)-X(s)$ is independent of $\mathcal{F}_{s}$. This completes the proof of Theorem 5.37.
5.38. Theorem. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and let $(X(t): t \geqslant 0)$ be a family of state variables with state space $\mathbb{R}^{\nu}$. Assume that these state variables are measurable relative to the $\sigma$-fields $\mathcal{F}$ and $\mathcal{B}\left(\mathbb{R}^{\nu}\right)$. Suppose that

$$
\lim _{t \downarrow 0} \mathbb{E}[f(X(t))]=f(0) \text { for all } f \in C_{00}\left(\mathbb{R}^{\nu}\right)
$$

and also that for every $t>s$ the variable $X(t)-X(s)$ is independent of the $\sigma$ field $\sigma(X(u): 0 \leqslant u \leqslant s)$ and that $X(t)-X(s)$ possesses the same distribution as $X(t-s)$. Then the mapping $B \mapsto \mu_{t}(B):=\mathbb{P}(X(t) \in B)$ defines a vaguely continuous semigroup of probability measures on $\mathbb{R}^{\nu}$.

Proof. It is clear that every measure $\mu_{t}$ is a probability measure is on the Borel $\sigma$-field of $\mathbb{R}^{\nu}$. Since $\int f d \mu_{t}=\mathbb{E}(f(X(t)))$, for $f \in C_{00}\left(\mathbb{R}^{\nu}\right)$, the equality $\lim _{t \downarrow 0} \mathbb{E}(f(X(t)))=f(0)$, entails that the family ( $\left.\mu_{t}: t \geqslant t\right)$ is vaguely continuous at 0 . The convolution property still has to be proved. It suffices to prove that $\widehat{\mu}_{s}(\xi) \widehat{\mu}_{t}(\xi)=\widehat{\mu}_{s+t}(\xi)$ for all $s$ and $t \geqslant 0$, and for all $\xi \in \mathbb{R}^{\nu}$. To this end consider

$$
\int \exp (-i\langle\xi, x\rangle) d \mu_{s}(x) \int \exp (-i\langle\xi, y\rangle) d \mu_{t}(y)
$$

$$
=\mathbb{E}(\exp (-i\langle\xi, X(s)\rangle)) \mathbb{E}(\exp (-i\langle\xi, X(t)\rangle))
$$

(the variable $X(t)$ has the same distribution as $X(s+t)-X(s))$

$$
\begin{aligned}
& =\mathbb{E}(\exp (-i\langle\xi, X(s)\rangle)) \mathbb{E}(\exp (-i\langle\xi, X(s+t)-X(s)\rangle)) \\
(X(s+t)- & X(s) \text { does not depend on } X(s)) \\
& =\mathbb{E}(\exp (-i\langle\xi, X(s)+X(s+t)-X(s)\rangle)) \\
& =\mathbb{E}(\exp (-i\langle\xi, X(s+t)\rangle))=\widehat{\mu}_{s+t}(\xi) .
\end{aligned}
$$

Since $0=X(0)-X(0)$ it follows that $\mu_{0}$ has the distribution $\delta_{0}$. This proves Theorem 5.38.
5.39. Definition. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and let the mapping $X:(t, \omega) \mapsto X(t, \omega)=X(t)(\omega)$ satisfy the hypotheses mentioned in Theorem 5.38. (So that for $t>s$ the state variable $X(t)-X(s)$ does not depend on the $\sigma$-field $\sigma(X(u): 0 \leqslant u \leqslant s)$ and $X(t)-X(s)$ possesses the same distribution as $X(t-s)$; moreover, the equality $\lim _{s \downarrow 0} \mathbb{E}(f(X(s)))=f(0)$ holds for all $\left.f \in C_{0}\left(\mathbb{R}^{\nu}\right)\right)$. Then the process $X$ is called a Lévy-process, that begins at $X(0)=0$.

Important Lévy-processes are the Poisson process with jumps 1 and the Brownian motion. The one-dimensional distributions of a Poisson process $X$ (with jumps 1 and of intensity $\lambda$ ) are given by

$$
\mathbb{P}(X(t)=k)=\frac{(\lambda t)^{k}}{k!} \exp (-\lambda t), \quad k \in \mathbb{N}
$$

For details on Poisson processes see Subsection 5.4 in Chapter 1. The Brownian motion $B$ (with drift 0 , intensity $I$ and which starts in 0 ) possesses as onedimensional distributions:

$$
\mathbb{P}(B(t) \in B)=\frac{1}{\sqrt{(2 \pi t)^{\nu}}} \int_{B} \exp \left(-\frac{|y|^{2}}{2 t}\right) d y
$$

For more details on Brownian motion see the Section 4 in Chapter 1 and Section 3 in Chapter 2. In addition, see Chapter 3. A Lévy-process with initial distribution $\mu$ is a family of $\mathcal{F}$ - $\mathcal{B}$-measurable mappings $X(t): \Omega \rightarrow \mathbb{R}^{\nu}$ such that $X(0)$ has the distribution $\mu$, and such that the process $t \mapsto X(t)-X(0)$ is a Lévy-process that starts at 0 . If the initial distribution $\mu=\delta_{x}$, then it said that the process $X$ starts at $x$. If $X=(X(t): t \geqslant 0)$ is a Lévy-process that starts at 0 , then $(x+X(t): t \geqslant 0)$ is a Lévy-process, which starts at $x$. The Poisson process $X_{j}$ (with jumps 1 and intensity $\lambda$ ) which starts at $j \in \mathbb{N}$ possesses as marginal or one-dimensional distributions:

$$
\mathbb{P}\left(X_{j}(t)=k\right)=\frac{(\lambda t)^{k-j}}{k!} \exp (-\lambda t) 1_{[0, \infty)}(k-j), \quad k \in \mathbb{N} .
$$

Thus the distributions of the processes $\left(X_{j}(t): t \geqslant 0\right)$ and $(j+X(t): t \geqslant 0)$, where $X$ is the Poisson-process which starts at 0 , are the same. The Brownian
motion $B_{x}$ (with drift 0 , intensity $I$ and which starts at $x$ ) possesses the following one-dimensional distributions:

$$
\mathbb{P}\left(B_{x}(t) \in B\right)=\frac{1}{\sqrt{(2 \pi t)^{\nu}}} \int_{B} \exp \left(-\frac{|x-y|^{2}}{2 t}\right) d y
$$

5.40. Definition. Let $E$ be a locally compact Hausdorff space and let

$$
\{P(t): t \geqslant 0\}
$$

be a family of linear operators of $C_{0}(E)$ to the space $L^{\infty}(E, \mathcal{E})$. Here $\mathcal{E}$ is the Borel field of $E$. This family is called a Feller semigroup, or Feller-Dynkin semigroup provided it possesses the following properties:
(i) semigroup-property: $P(s+t)=P(s) P(t)$ and $P(0)=I$;
(ii) positivity preserving: $f \geqslant 0, f \in C_{0}(E)$, implies $P(t) f \geqslant 0$;
(iii) contractive: $0 \leqslant f \leqslant 1, f \in C_{0}(E)$, implies $0 \leqslant P(t) f \leqslant 1$;
(iv) continuity: $\lim _{t \downarrow 0}[P(t) f](x)=f(x)$ for all $f \in C_{0}(E)$ and for all $x \in E$;
(v) invariance: $P(t) C_{0}(E) \subseteq C_{0}(E)$ for all $t \geqslant 0$.

In the presence of (i), (v) and (iii) assertion (iv) is equivalent with

$$
\text { (iv') } \lim _{t \rightarrow t_{0}, t>0}\left\|P(t) f-P\left(t_{0}\right) f\right\|_{\infty}=0 \text { for all } f \in C_{0}(E) .
$$


5.41. Theorem. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, and $(X(t): t \geqslant 0)$ be a family of state variables with state space $\mathbb{R}^{\nu}$. Suppose that these state variables are measurable relative to the $\sigma$-fields $\mathcal{F}$ and $\mathcal{B}\left(\mathbb{R}^{\nu}\right)$. In addition, suppose that $\lim _{t \downarrow 0} \mathbb{E}(f(X(t)))=f(0)$ for all $f \in C_{00}\left(\mathbb{R}^{\nu}\right)$ and also that for every $t>s$ the variable $X(t)-X(s)$ does not depend on the $\sigma$-field $\sigma(X(u): 0 \leqslant u \leqslant s)$, an $d$ this for all $t>s \geqslant 0$. Moreover, by hypothesis, the variable $X(t)-X(s)$ has the same distribution as $X(t-s)$. Define the operator $P(t)$ from $L^{\infty}\left(\mathbb{R}^{\nu}\right)$ to itself by $[P(t) f](x)=\mathbb{E}(f(x+X(t))), f \in L^{\infty}\left(\mathbb{R}^{\nu}\right)$. The restriction of $P(t)$ to $C_{0}\left(\mathbb{R}^{\nu}\right)$ leaves the space $C_{0}\left(\mathbb{R}^{\nu}\right)$ invariant, and the family $\left\{\left.P(t)\right|_{C_{0}\left(\mathbb{R}^{\nu}\right)}: t \geqslant 0\right\}$ is a Feller semigroup (also called a Feller-Dynkin semigroup).

Proof. It is clear that every operator $P(t)$ is contractive and positivity preserving. It is also clear that $\lim _{t \downarrow 0}[P(t) f](x)=f(x)$ for all $x \in \mathbb{R}^{\nu}$ and for all $f \in C_{0}\left(\mathbb{R}^{\nu}\right)$. We still have to prove the invariance property. Let $f=\hat{g}$, where $g$ belongs to $L^{1}\left(\mathbb{R}^{\nu}\right)$. Then we obtain

$$
\begin{align*}
{[P(t) f](x) } & =\mathbb{E}(f(x+X(t)))=\mathbb{E}(\hat{g}(x+X(t))) \\
& =\int \exp (-i\langle\xi, x\rangle) \mathbb{E}(\exp (-i\langle\xi, X(t)\rangle)) g(\xi) d \xi \tag{5.37}
\end{align*}
$$

By the lemma of Riemann-Lebesgue (Theorem 5.12), the equalities in (5.37) imply the equality

$$
\lim _{x \rightarrow \infty}[P(t) f](x)=0
$$

The continuity of the function $P(t) f$ is clear as well. As a consequence, $P(t)$ maps the space $\left\{\hat{g}: g \in L^{1}\left(\mathbb{R}^{\nu}\right)\right\}$ to $C_{0}\left(\mathbb{R}^{\nu}\right)$. The theorem of Stone-Weierstrass implies that the space $\left\{\hat{g}: g \in L^{1}\left(\mathbb{R}^{\nu}\right)\right\}$ is dense in $C_{0}\left(\mathbb{R}^{\nu}\right)$ for the uniform topology. Because of the contractive character of the operator $P(t)$ it then follows that $P(t)$ leaves the space $C_{0}\left(\mathbb{R}^{\nu}\right)$ invariant. In order to finish we prove the semigroup-property. Again we take the Fourier transform $\hat{g}$ of a function $g \in L^{1}\left(\mathbb{R}^{\nu}\right)$ and we consider

$$
\begin{aligned}
& {[P(s+t) \widehat{g}](x)} \\
& =\mathbb{E}(\widehat{g}(x+X(s+t))) \\
& =\int e^{-i\langle\xi, x\rangle} \mathbb{E}(\exp (-i\langle\xi, X(s+t)\rangle)) g(\xi) d \xi \\
& =\int e^{-i\langle\xi, x\rangle} \mathbb{E}(\exp (-i\langle\xi, X(s+t)-X(s)\rangle) \exp (-i\langle\xi, X(s)\rangle)) g(\xi) d \xi
\end{aligned}
$$

(the variable $X(s+t)-X(s)$ is independent of $X(s))$

$$
=\int e^{-i\langle\zeta, x\rangle} \mathbb{E}(\exp (-i\langle\xi, X(s+t)-X(s)\rangle)) \mathbb{E}(\exp (-i\langle\xi, X(s)\rangle)) g(\xi) d \xi
$$

(the variable $X(s+t)-X(s)$ has the same distribution as $X(t))$

$$
\begin{align*}
& =\int e^{-i\langle\xi, x\rangle} \mathbb{E}(\exp (-i\langle\xi, X(t)\rangle)) \mathbb{E}(\exp (-i\langle\xi, X(s)\rangle)) g(\xi) d \xi \\
& =\mathbb{E}\left(\omega \mapsto \mathbb{E}\left(\omega^{\prime} \mapsto \hat{g}\left(x+X(s)(\omega)+X(t)\left(\omega^{\prime}\right)\right)\right)\right) \tag{5.38}
\end{align*}
$$

The semigroup-property then follows from (5.38) together with the Theorem of Stone-Weierstrass which, among other things, implies that the space

$$
\left\{\widehat{g}: g \in L^{1}\left(\mathbb{R}^{\nu}\right)\right\}
$$

is dense in $C_{0}\left(\mathbb{R}^{\nu}\right)$ for the uniform topology.
This completes the proof of Theorem 5.41.

## 2. Convergence of positive measures

We begin with the continuity theorem of Lévy.
5.42. Theorem (Lévy). Let $\left(\mu_{n}: n \in \mathbb{N}\right)$ be a sequence of bounded positive Borel measures on $\mathbb{R}^{\nu}$. Assume that there exists a function $\varphi: \mathbb{R}^{\nu} \rightarrow \mathbb{C}$, which is continuous at 0, such that

$$
\lim _{n \rightarrow \infty} \widehat{\mu}_{n}(x)=\varphi(x)
$$

for all $x \in \mathbb{R}^{\nu}$. Then there exists a bounded positive Borel measure such that

$$
\text { weak- } \lim _{n \rightarrow \infty} \mu_{n}=\mu \text {. }
$$

Proof. The function $\varphi$ is a point-wise limit of positive-definite functions and so it is itself positive-definite as well. Since the function $\varphi$ is continuous at 0 , inequality (c) in Theorem 5.15 implies the continuity of $\varphi$. By Bochner's theorem (Theorem 5.17) there exists a positive bounded Borel measure $\mu$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \widehat{\mu}_{n}(x)=\varphi(x)=\widehat{\mu}(x) \tag{5.39}
\end{equation*}
$$

for all $x \in \mathbb{R}^{\nu}$. Next, let $f$ be an arbitrary function in $C_{00}\left(\mathbb{R}^{\nu}\right)$. Then we see

$$
\begin{align*}
\limsup _{n \rightarrow \infty}\left|\int \hat{f} d \mu_{n}-\int \hat{f} d \mu\right| & =\limsup _{n \rightarrow \infty}\left|\int f(x)\left(\widehat{\mu}_{n}(x)-\widehat{\mu}(x)\right)\right| d x \\
& \leqslant \limsup _{n \rightarrow \infty} \int|f(x)|\left|\widehat{\mu}_{n}(x)-\widehat{\mu}(x)\right| d x . \tag{5.40}
\end{align*}
$$

In view of (5.39) we see that the integrand in (5.40) converges pointwise to 0 . Write $c=\sup _{n \in \mathbb{N}}\left(\widehat{\mu}_{n}(0)+\widehat{\mu}(0)\right)$. Then $c$ is finite and $|f(x)|\left|\widehat{\mu}_{n}(x)-\widehat{\mu}(x)\right|$ is dominated by the $L^{1}$-function $c|f(x)|$. By the dominated convergence theorem (Lebesgue) it follows from (5.40) that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|\int \widehat{f} d \mu_{n}-\int \widehat{f} d \mu\right|=0 \tag{5.41}
\end{equation*}
$$

Since the subspace $\left\{\widehat{f}: f \in C_{00}\left(\mathbb{R}^{\nu}\right)\right\}$ is uniformly dense in $C_{0}\left(\mathbb{R}^{\nu}\right)$ (see Theorem 5.14), from (5.41) it follows that $\lim _{n \rightarrow \infty} \int \varphi d \mu_{n}=\int \varphi d \mu$ for all functions $\varphi \in C_{00}\left(\mathbb{R}^{\nu}\right)$. Theorem 5.26 then implies weak- $\lim _{n \rightarrow \infty} \mu_{n}=\mu$. This proves the continuity theorem of Lévy: Theorem 5.42.

In the following theorem we compare several equivalent forms of weak convergence. If $a=\left(a_{1}, \ldots, a_{\nu}\right)$ and $b=\left(b_{1}, \ldots, b_{\nu}\right)$ belong to $\mathbb{R}^{\nu}$ and if $a_{j}<b_{j}$, $1 \leqslant j \leqslant \nu$, then we write $a<b$ and also $(a, b]=\left(a_{1}, b_{1}\right] \times \cdots \times\left(a_{\nu}, b_{\nu}\right]$.
5.43. Theorem. Let $\left(\mu_{\alpha}: \alpha \in \mathcal{A}\right)$ be a directed system (a net) in $\mathcal{M}^{+}$consisting of sub-probability measures (so that $\mu_{\alpha}\left(\mathbb{R}^{\nu}\right) \leqslant 1, \alpha \in \mathcal{A}$ ) and let $\mu \in \mathcal{M}^{+}$be a sub-probability measure as well. Let $\left(f_{k}: k \in \mathbb{N}\right)$ be a sequence in $C_{0}\left(\mathbb{R}^{\nu}\right)$ with a linear span which is dense in $C_{0}\left(\mathbb{R}^{\nu}\right)$. The following assertions are then equivalent:
(1) The net ( $\left.\mu_{\alpha}: \alpha \in \mathcal{A}\right)$ converges weakly to $\mu$;
(2) For every bounded Borel measurable function $f: \mathbb{R}^{\nu} \rightarrow \mathbb{C}$ which is continuous in $\mu$-almost all points the equality $\lim _{\alpha} \int f d \mu_{\alpha}=\int f d \mu$ holds;
(3) The net $\left(\mu_{\alpha}: \alpha \in \mathcal{A}\right)$ converges vaguely to $\mu$ and $\lim \mu_{\alpha}\left(\mathbb{R}^{\nu}\right)=\mu\left(\mathbb{R}^{\nu}\right)$;
(4) For every closed subset $F$ of $\mathbb{R}^{\nu}$ the inequality $\lim \sup _{\alpha} \mu_{\alpha}(F) \leqslant \mu(F)$ holds and

$$
\lim _{\alpha} \mu_{\alpha}\left(\mathbb{R}^{\nu}\right)=\mu\left(\mathbb{R}^{\nu}\right) ;
$$

(5) For every open subset $G$ of $\mathbb{R}^{\nu}$ the inequality $\liminf _{\alpha} \mu_{\alpha}(G) \geqslant \mu(G)$ holds and

$$
\lim _{\alpha} \mu_{\alpha}\left(\mathbb{R}^{\nu}\right)=\mu\left(\mathbb{R}^{\nu}\right) ;
$$

(6) For every Borel subset $B$ of $\mathbb{R}^{\nu}$, for which $\mu(\bar{B} \backslash \stackrel{\circ}{B})=0$, the equality $\lim _{\alpha} \mu_{\alpha}(B)=\mu(B)$ holds;
(7) For every pair of points $(a, b) \in \mathbb{R}^{\nu} \times \mathbb{R}^{\nu}$ such that $a_{j}<b_{j}, 1 \leqslant$ $j \leqslant \nu$, where $a=\left(a_{1}, \ldots, a_{\nu}\right), b=\left(b_{1}, \ldots, b_{\nu}\right)$, with the property that $\mu\left\{x \in \mathbb{R}^{\nu}: x_{j}=a_{j}\right\}=\mu\left\{x \in \mathbb{R}^{\nu}: x_{j}=b_{j}\right\}=0, j=1, \ldots, \nu$, the equality $\lim _{\alpha} \mu_{\alpha}(a, b]=\mu(a, b]$ holds and $\lim _{\alpha} \mu_{\alpha}\left(\mathbb{R}^{\nu}\right)=\mu\left(\mathbb{R}^{\nu}\right)$.
(8) For every $k \in \mathbb{N}$ the equalities $\lim _{\alpha} \int f_{k} d \mu_{\alpha}=\int f_{k} d \mu$ and $\lim _{\alpha} \mu_{\alpha}\left(\mathbb{R}^{\nu}\right)=$ $\mu\left(\mathbb{R}^{\nu}\right)$ hold;
(9) For every $x \in \mathbb{R}^{\nu}$ the equality $\lim _{\alpha} \widehat{\mu}_{\alpha}(x)=\widehat{\mu}(x)$ holds.
(10) For every $a \in \mathbb{R}^{\nu}$ for which $\mu\left\{x \in \mathbb{R}^{\nu}: x_{j}=a_{j}\right\}=0, j=1, \ldots, \nu$, the equality

$$
\begin{aligned}
& \lim _{\alpha} \mu_{\alpha}\left[\left(-\infty, a_{1}\right] \times \cdots \times\left(-\infty, a_{\nu}\right]\right]=\mu\left[\left(-\infty, a_{1}\right] \times \cdots \times\left(-\infty, a_{\nu}\right]\right] \\
& \quad \text { holds and } \lim _{\alpha} \mu_{\alpha}\left(\mathbb{R}^{\nu}\right)=\mu\left(\mathbb{R}^{\nu}\right) .
\end{aligned}
$$

Proof. The equivalence of the assertions (1) and (9) is a consequence of Theorem 5.25. The equivalence of (1) and (3) is a consequence of Theorem 5.26. The implication $(1) \Rightarrow(8)$ is trivial. The implication $(8) \Rightarrow(3)$ can be proved as follows. From (8) it follows that $\lim _{\alpha} \int \varphi d \mu_{\alpha}=\int \varphi d \mu$ for all $\varphi$ in the linear span of $\left(f_{k}: k \in \mathbb{N}\right) \cup\{1\}$. So that for $f \in C_{0}\left(\mathbb{R}^{\nu}\right)+\mathbb{C} 1$ and $\varphi$ in the span of $\left(f_{k}: k \in \mathbb{N}\right) \cup\{1\}$ we see that

$$
\limsup _{\alpha}\left|\int f d\left(\mu_{\alpha}-\mu\right)\right|
$$

$$
\begin{align*}
& \leqslant \limsup _{\alpha}\left|\int(f-\varphi) d\left(\mu_{\alpha}-\mu\right)\right|+\underset{\alpha}{\lim \sup }\left|\int \varphi d\left(\mu_{\alpha}-\mu\right)\right| \\
& \leqslant\|f-\varphi\|_{\infty} \limsup _{\alpha}\left(\mu_{\alpha}\left(\mathbb{R}^{\nu}\right)+\mu\left(\mathbb{R}^{\nu}\right)\right) \\
& =2\|f-\varphi\|_{\infty} \mu\left(\mathbb{R}^{\nu}\right) . \tag{5.42}
\end{align*}
$$

Assertion (3) follows because the linear span of $\left(f_{k}: k \in \mathbb{N}\right) \cup\{1\}$ is uniformly dense in $C_{0}\left(\mathbb{R}^{\nu}\right)+\mathbb{C} 1$. From the previous arguments it follows that the assertions (1), (3), (8) and (9) are equivalent.
$(2) \Rightarrow(1)$. This implication is trivial.
$(1) \Rightarrow(4)$. Let $F$ be a closed subset of $\mathbb{R}^{\nu}$. Choose a sequence of functions $\left(u_{j}: j \in \mathbb{N}\right)$ in $C_{b}\left(\mathbb{R}^{\nu}\right)$ in such a way that $1_{F} \leqslant u_{j+1} \leqslant u_{j} \leqslant 1, j \in \mathbb{N}$, and such that $1_{F}(x)=\lim _{j \rightarrow \infty} u_{j}(x)$ for all $x \in \mathbb{R}^{\nu}$. Then the equality

$$
\limsup _{\alpha} \mu_{\alpha}(F) \leqslant \inf _{j \in \mathbb{N}} \limsup _{\alpha} \int u_{j} d \mu_{\alpha}=\inf _{j \in \mathbb{N}} \int u_{j} d \mu=\mu(F)
$$

holds. This proves assertion (4) starting from (1).
$(4) \Leftrightarrow(5)$. These implications are easy to verify.
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$(5) \Rightarrow(6)$. Let $B$ be a Borel subset of $\mathbb{R}^{\nu}$ such that $\mu(\bar{B} \backslash \stackrel{\circ}{B})=0$. Then, from (5), what is equivalent to (4), it follows that

$$
\begin{align*}
\lim \sup \mu_{\alpha}(B) & \leqslant \limsup _{\alpha} \mu_{\alpha}(\bar{B}) \leqslant \mu(\bar{B})=\mu(\stackrel{\circ}{B}) \\
& \leqslant \liminf _{\alpha} \mu_{\alpha}(\stackrel{\circ}{B}) \leqslant \underset{\alpha}{\liminf } \mu_{\alpha}(B) \tag{5.43}
\end{align*}
$$

Hence, $\lim _{\alpha} \mu_{\alpha}(B)=\mu(B)$.
(6) $\Rightarrow$ (1). Let $0 \leqslant f \leqslant 1$ be a continuous function. Because

$$
\int f d \mu=\int_{0}^{1} \mu\{f \geqslant \xi\} d \xi=\int_{0}^{1} \mu\{f>\xi\} d \xi
$$

we see that $\int_{0}^{1} \mu\{f=\xi\} d \xi=0$. Thus for almost all $\xi$ the equality $\mu\{f=\xi\}=0$ follows. For a certain sequence $\left(\alpha_{\ell}: \ell \in \mathbb{N}\right)$ in $\mathcal{A}$, we then obtain by (6) the following (in-)equalities

$$
\begin{aligned}
\int f d \mu & =\int_{0}^{1}\{f>\xi\} d \mu=\int_{0}^{1} \mu\{f \geqslant \xi\} d \xi \\
& =\int_{0}^{1} \lim _{\alpha} \mu_{\alpha}\{f \geqslant \xi\} d \xi=\int_{0}^{1} \lim _{\alpha} \mu_{\alpha}\{f>\xi\} d \xi \\
& \leqslant \frac{1}{2^{n}} \sum_{k=1}^{2^{n}} \lim _{\alpha} \mu_{\alpha}\left\{f>k 2^{-n}\right\}+\frac{1}{2^{n}} \leqslant \frac{1}{2^{n}} \sum_{k=1}^{2^{n}} \lim _{\ell \rightarrow \infty} \mu_{\alpha_{\ell}}\left\{f>k 2^{-n}\right\}+\frac{1}{2^{n}}
\end{aligned}
$$

(Fatou's lemma)

$$
\begin{align*}
& \leqslant \lim _{\ell \rightarrow \infty} \int \frac{1}{2^{n}} \sum_{k=1}^{2^{n}} 1_{\left\{f \geqslant k 2^{-n}\right\}} d \mu_{\alpha_{\ell}}+\frac{1}{2^{n}} \\
& \leqslant \lim _{\ell \rightarrow \infty} \int f d \mu_{\alpha_{\ell}}+\frac{1}{2^{n}}=\liminf _{\alpha} \int f d \mu_{\alpha}+\frac{1}{2^{n}} . \tag{5.44}
\end{align*}
$$

From (5.44) it then follows that, always for $0 \leqslant f \leqslant 1$,

$$
\begin{equation*}
\int f d \mu \leqslant \liminf _{\alpha} \int f d \mu_{\alpha} \tag{5.45}
\end{equation*}
$$

and also

$$
\begin{equation*}
\int(1-f) d \mu \leqslant \underset{\alpha}{\liminf } \int(1-f) d \mu_{\alpha} \tag{5.46}
\end{equation*}
$$

Since, in addition, $\lim _{\alpha} \mu_{\alpha}\left(\mathbb{R}^{\nu}\right)=\mu\left(\mathbb{R}^{\nu}\right)$ we see by (5.45) and (5.46) that $\lim _{\alpha} f d \mu_{\alpha}=\int f d \mu$ for every function $f \in C_{b}\left(\mathbb{R}^{\nu}\right)$ for which $0 \leqslant f \leqslant 1$. Since the linear span of such functions coincides with $C_{b}\left(\mathbb{R}^{\nu}\right)$ assertion (1) follows from (6). (5) $\Rightarrow(2)$. Let $f$ be a real-valued bounded function which $\mu$-almost everywhere continuous. Without loss of generality we assume that $0 \leqslant f \leqslant 1$
(otherwise replace $f$ with $a f+b$, with $a$ and $b$ appropriately chosen constants). Then define the functions $f^{\cap}$ and $f^{\cup}$ respectively by

$$
\begin{equation*}
f^{\cap}(x)=\inf _{U \in U(x)} \sup _{y \in U} f(y) \quad \text { en } \quad f^{\cup}(x)=\sup _{U \in \bigcup(x)} \inf _{y \in U} f(y) . \tag{5.47}
\end{equation*}
$$

It follows that $\int\left(f^{\cap}-f^{\cup}\right) d \mu=0$ and also $f^{\cup} \leqslant f \leqslant f^{\cap}$. Hence, for an appropriately chosen sequence $\left(\alpha_{\ell}: \ell \in \mathbb{N}\right)$,

$$
\begin{align*}
\int f d \mu & =\int f^{\cup} d \mu \leqslant \frac{1}{2^{n}}+\frac{1}{2^{n}} \sum_{k=1}^{2^{n}} \mu\left\{f^{\cup}>k 2^{-n}\right\} \\
& \leqslant \frac{1}{2^{n}}+\frac{1}{2^{n}} \sum_{k=1}^{2^{n}} \liminf _{\ell \rightarrow \infty} \mu_{\alpha_{\ell}}\left\{f^{\cup}>k 2^{-n}\right\} \\
& \leqslant \frac{1}{2^{n}}+\liminf _{\ell \rightarrow \infty} \frac{1}{2^{n}} \sum_{k=1}^{2^{n}} \mu_{\alpha_{\ell}}\left\{f^{\cup}>k 2^{-n}\right\} \\
& \leqslant \frac{1}{2^{n}}+\liminf _{\alpha} \int f^{\cup} d \mu_{\alpha} \leqslant \frac{1}{2^{n}}+\liminf _{\alpha} \int f d \mu_{\alpha} . \tag{5.48}
\end{align*}
$$

From (5.48) it follows that

$$
\int f d \mu \leqslant \liminf _{\alpha} \int f d \mu_{\alpha}
$$

For the same reason the inequality $\int(1-f) d \mu \leqslant \liminf _{\alpha} \int(1-f) d \mu_{\alpha}$ holds. Because, in addition, $\lim _{\alpha} \mu_{\alpha}\left(\mathbb{R}^{\nu}\right)=\mu\left(\mathbb{R}^{\nu}\right)$ we see that $\int f d \mu=\lim _{\alpha} \int f d \mu_{\alpha}$. This proves (2) starting from (5).
$(6) \Rightarrow(7)$. This assertion is trivial.
(7) $\Rightarrow$ (8). In this part of the proof we write $(a, b]$ for the interval $\left(a_{1}, b_{1}\right] \times$ $\cdots \times\left(a_{\nu}, b_{\nu}\right]$, if $a$ and $b$ are points in $\mathbb{R}^{\nu}$ for which $a_{j}<b_{j}$ for $1 \leqslant j \leqslant \nu$. From (7) it follows that $\lim _{\alpha} \mu_{\alpha}(a, b]=\mu(a, b]$ for all points $a$ and $b$ in $\mathbb{R}^{\nu}$ with the property that $\mu\left\{y \in \mathbb{R}^{\nu}: x_{j}=a_{j}\right\}=\mu\left\{y \in \mathbb{R}^{\nu}: x_{j}=b_{j}\right\}=0$ for all $1 \leqslant j \leqslant \nu$. Next pick for $f$ a function in $C_{00}\left(\mathbb{R}^{\nu}\right)$ with values in $\mathbb{R}$. Let $g$ be an arbitrary function of the form $g=\sum_{j=1}^{n} f\left(x_{j}\right) 1_{\left(a_{j}, b_{j}\right]}$, where $a_{j}$ and $b_{j}$ are points in $\mathbb{R}^{\nu}$ with the following properties: $\mu\left\{y \in \mathbb{R}^{\nu}: y_{k}=a_{j, k}\right\}=\mu\left\{y \in \mathbb{R}^{\nu}: y_{k}=b_{j, k}\right\}=0$, for $1 \leqslant k \leqslant \nu$, and $a_{j, k}<b_{j, k}$ for $j=1, \ldots, n$, and $1 \leqslant k \leqslant \nu$. In addition, suppose that $x_{j}$ belongs to the "interval" $\left(a_{j}, b_{j}\right]$. The we get

$$
\begin{aligned}
& \underset{\alpha}{\limsup } \int f d \mu_{\alpha} \leqslant \underset{\alpha}{\lim \sup } \int(f-g) d \mu_{\alpha}+\underset{\alpha}{\lim \sup } \int g d \mu_{\alpha} \\
& \leqslant\|f-g\|_{\infty} \mu\left(\mathbb{R}^{\nu}\right)+\int g d \mu \leqslant 2\|f-g\|_{\infty} \mu\left(\mathbb{R}^{\nu}\right)+\int f d \mu .
\end{aligned}
$$

Since $f$ is uniformly continuous we are able to choose, for a given $\epsilon>0$, a function $g$ of the form as above in such a way that $\|f-g\|_{\infty} \leqslant \epsilon$. This proves the inequality $\lim \sup _{\alpha} \int f d \mu_{\alpha} \leqslant \int f d \mu$. The same argument can be applied to the function $-f$. It follows that $\lim _{\alpha} \int f d \mu_{\alpha}=\int f d \mu$ for functions $f \in C_{00}\left(\mathbb{R}^{\nu}\right)$ that are real valued. But then (8) follows.
$(10) \Rightarrow(7)$ Let $a<b$ be as in (7). Then $\mu_{\alpha}(a, b]$ can be written in the form

$$
\begin{equation*}
\mu_{\alpha}(a, b]=\sum_{\Lambda \subset\{1, \ldots, \nu\}}(-1)^{\# \Lambda} \mu_{\alpha}\left[\prod_{j=1}^{\nu}\left(-\infty, c_{\Lambda, j}\right]\right], \tag{5.49}
\end{equation*}
$$

where $c_{\Lambda, j}=a_{j}, j \in \Lambda, c_{\Lambda, j}=b_{j}, j \in\{1, \ldots, \nu\} \backslash \Lambda$. The implication (10) $\Rightarrow(7)$ then easily follows from (5.49). The equality in (5.49) can be found in Durrett [46] Theorem 1.1.6 page 7.
$(7) \Rightarrow(10)$ Let $a$ be as in assertion (10). Put $F=\prod_{k=1}^{\nu}\left(-\infty, a_{k}\right]$. Then the subset $F$ is closed, and since assertion (7) is equivalent to (4) we know that $\lim \sup _{\alpha} \mu_{\alpha}(F) \leqslant \mu(F)$. Since assertion (7) is equivalent to (5) we know that $\lim \inf _{\alpha} \mu_{\alpha}(F) \geqslant \lim \inf _{\alpha} \mu_{\alpha}(\stackrel{\circ}{F}) \geqslant \mu(\stackrel{\circ}{F})$. Since $\mu(\stackrel{\circ}{F})=\mu(F)$ assertion (10) follows.

The proof of these implications completes the proof Theorem 5.43.
5.44. Remark. The implication $(10) \Rightarrow(1)$ in Theorem 5.43 can also be proved by employing the equality

$$
\begin{align*}
\int_{\mathbb{R}^{\nu}} f(x) d \mu_{\alpha}(x) & =(-1)^{\nu} \int_{\mathbb{R}^{\nu}} D_{1} \cdots D_{\nu} f(x) \mu_{\alpha}\left[\prod_{j=1}^{\nu}\left(-\infty, x_{j}\right]\right] d x  \tag{5.50}\\
& =(-1)^{\nu} \int_{\mathbb{R}^{\nu}} \int_{y_{1}}^{\infty} \cdots \int_{y_{\nu}}^{\infty} D_{1} \cdots D_{\nu} f(x) d x_{\nu} \ldots d x_{1} d \mu_{\alpha}(y)
\end{align*}
$$

where the function $f$ is $\nu$ times continuously differentiable, and where $D_{j}$ denotes differentiation with respect to the $j$-th coordinate, $1 \leqslant j \leqslant \nu$. The equality in (5.50) can be proved by successive integration. The second equality is a consequence of Fubini's theorem.
5.45. Definition. A topological space $E$ is called a Polish space if $E$ possesses the following properties:
(i) $E$ is separable;
(ii) $E$ is metrizable;
(iii) There exists a metric $d$ on $E$ that determines the topology and relative to which $E$ is complete.

Since $E$ is metrizable property (i) is equivalent with the existence of a countable basis for the topology.
5.46. Lemma. Let $E$ be a Polish space.
(a) A closed subset $F$ of $E$ is, with the induced metric, again Polish.
(b) An open subset $G$ of $E$ is again Polish.

Proof. (a) The proof of assertion (a) is not difficult. If ( $U_{j}: j \in \mathbb{N}$ ) is a countable basis for the topology of $E$, then $\left(U_{j} \cap F: j \in \mathbb{N}\right)$ is a countable basis for the topology on $F$. Moreover, $F$ is closed and hence it is complete with respect to the induced metric.
(b). Let $d$ be a metric on $E$, which turns $E$ into a complete metric topological space. Then the open subset $G$ is Polish for the metric $d_{G}$ defined by

$$
\begin{equation*}
d_{G}(x, y)=d(x, y)+\left|\frac{1}{d\left(x, G^{c}\right)}-\frac{1}{d\left(y, G^{c}\right)}\right| \tag{5.51}
\end{equation*}
$$

where $x$ and $y$ belong to $G$, where $G^{c}=E \backslash G$ and where $d\left(x, G^{c}\right)=\inf _{z \in G^{c}} d(x, z)$. The separability of $G$ is also clear. The proof of Lemma 5.46 is now complete.
5.47. Theorem. A subset $A$ of a Polish space $E$ is again a Polish space if and only if $A$ is the countable intersection of open subsets of $E$.

Proof. Let $A=\bigcap_{j \in \mathbb{N}} G_{j}$, where every $G_{j}$ is an open subset of $E$. Let $d$ be a metric on $E$, which makes $E$ into a Polish space. Define then the metrics $d_{j}$
on $G_{j}, j \in \mathbb{N}$, as in (5.51) and define the metric $d_{A}$ on $A$ via

$$
d_{A}(x, y)=\sum_{j=1}^{\infty} \frac{1}{2^{j}} \frac{d_{j}(x, y)}{1+d_{j}(x, y)}
$$

Then, endowed with the relative topology, $A$ is a Polish space with respect to the $d_{A}$. Conversely, let $d \leqslant 1$ be a metric on $A$ which is compatible with the topology that $A$ inherits from $E$, and which turns $A$ into a complete metric space. Let $\bar{A}$ be the closure of $A$. Then there exists a decreasing sequence of open subsets $\left(G_{n}\right)_{n \in \mathbb{N}}$ such that $\bar{A}=\bigcap_{n} G_{n}$; i.e. closed subsets of $E$ are $G_{\delta}$-subsets. For $n \in \mathbb{N}, n \neq 0$, we define the open subset $A_{n}$ of $\bar{A}$ as follows:
$A_{n}=\{x \in \bar{A}$ : there exists an open neighborhood $U(x)$ in $E$ of $x$

$$
\begin{equation*}
\text { for which } \left.d(y, z)<\frac{1}{n} \text { for all } z, y \in U(x) \cap A\right\} \text {.. } \tag{5.52}
\end{equation*}
$$

Then the following assertions about the sets $A_{n}$ will be proved:
(1) For all $n \in \mathbb{N}$ we have $A \subset A_{n}$.
(2) The sets $A_{n}, n \in \mathbb{N}$, are open in $\bar{A}$.
(3) The inclusion $\bigcap_{n} A_{n} \subset A$ holds, and so by (1) $A=\bigcap_{n} A_{n}$.

Since, by (2), the subsets $A_{n}, n \in \mathbb{N}$, are open in $\bar{A}$ there exist open subsets $O_{n}$, $n \in \mathbb{N}$, of $E$ such that $A_{n}=O_{n} \cap \bar{A}, n \in \mathbb{N}$. It follows that

$$
A=\bigcap_{n} A_{n}=\bigcap_{n} O_{n} \cap \bar{A}=\bigcap_{n} O_{n} \cap \bigcap_{m} G_{m}=\bigcap_{n} O_{n} \cap G_{n},
$$

and hence, $A$ is a countable intersection of open subsets of $E$. Next we prove the assertions (1), (2) and (3).
(1) Pick $x \in A$, and consider the ball

$$
B_{1 /(2 n)}(x)=\left\{w \in A: d(w, x)<\frac{1}{2 n}\right\} .
$$

There exists an open neighborhood $U(x)$ of $x$ in $E$ such that $B_{1 /(2 n)}(x)=$ $A \cap U(x)$. If $y, z$ belong to $A \cap U(x)$ we have $d(z, y) \leqslant d(z, x)+d(x, y)<1 / n$. It follows that $x \in A_{n}$. This is true for all $n \in \mathbb{N}$.
(2) That the subset $A_{n}$ is open in $\bar{A}$ can be seen as follows. Pick $x \in A$. There exists an open neighborhood $U(x)$ in $E$ of $x$ such that $d(z, y)<1 / n$ for all $z, y \in A \cap U(x)$. The set $U(x) \cap \bar{A}$ is an open neighborhood of $x$ in $\bar{A}$. It suffices to show that $U(x) \cap \bar{A} \subset A_{n}$. To this end choose $x^{\prime} \in U(x) \cap \bar{A}$. Then $U(x)$ is an open neighborhood in $E$ of $x^{\prime}$ as well, and since $x^{\prime}$ belongs to $\bar{A}$ it follows from the definition of $A_{n}$ that $x^{\prime}$ is a member of $A_{n}$.
(3) Let $x$ belong to $A_{n}$ for all $n \in \mathbb{N}$. Then $x$ belongs to $\bar{A}$. We will prove that $x \in A$. Let $D \leqslant 1$ be a metric on $E$ which is compatible with its topology, and which turns $E$ into complete metric space. For the moment fix $n \in \mathbb{N}$. Since $x \in A_{n}$ there exists an open ball $B_{n}$ in $E$ relative to the metric $D$ centered at $x$
and with radius $<1 / n$ such that

$$
\begin{equation*}
d(z, y)<\frac{1}{n} \quad \text { whenever } \quad y, z \in A \cap B_{n} . \tag{5.53}
\end{equation*}
$$

Since $x \in \bar{A}$ there exists $x_{n} \in A \cap B_{n}$. In this way we obtain a sequence of balls $\left\{B_{n}: n \in \mathbb{N}\right\}$ relative to the metric $D$ centered at $x$, which we take decreasing, and which are such that the $D$-radius of $B_{n}$ is strictly less than $1 / n$. In addition, we obtain a sequence of points $\left\{x_{n}: n \in \mathbb{N}\right\}$ in $A$ such that $x_{n} \in B_{n}$ for all $n \in \mathbb{N}$. Since the balls $B_{n}$ are decreasing we have $x_{m} \in B_{n}$ for $m \geqslant n$. From this fact and (5.53) it follows that $d\left(x_{m}, x_{n}\right)<1 / n$ for $m \geqslant n$. Consequently, it follows that the sequence $\left\{x_{n}: n \in \mathbb{N}\right\}$ is a $d$-Cauchy sequence in $A$. Since $A$ is $d$-complete there exists a point $x^{\prime} \in A$ such $d\left(x_{n}, x^{\prime}\right) \leqslant 1 / n, n \in \mathbb{N}$. Since $D$ and $d$ are topologically compatible on $A$ it also follows that $\lim _{n \rightarrow \infty} D\left(x_{n}, x^{\prime}\right)=0$. We also have $\lim _{n \rightarrow \infty} D\left(x_{n}, x\right)=0$, and consequently $x=x^{\prime} \in A$.

This completes the proof of Theorem 5.47.
For a proof of the following theorem the reader is referred to the literature. We will give an outline of a proof. A $\mathcal{G}_{\delta}$-set in a topological space is a countable intersection of open subsets.
5.48. Theorem. A Polish space $E$ is homeomorphic with a $\mathcal{G}_{\boldsymbol{\delta}}$-subset of the Hilbert-cube $[0,1]^{\mathbb{N}}$, endowed with the product topology.
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Proof of Theorem 5.48. Let $d: E \times E \rightarrow[0,1]$ be a metric op $E$ which is compatible with its topology, and which turns $E$ into a Polish space, and let $\left(x_{\ell}: \ell \in \mathbb{N}\right)$ be a countable dense subset of $E$. Define the mapping $\Psi: E \rightarrow[0,1]^{\mathbb{N}}$ by $\Psi(x)=\left(d\left(x, x_{\ell}\right)_{\ell \in \mathbb{N}}\right)$. Then, as can be checked, the mapping $\Psi$ is a homeomorphism from $E$ onto a subset of $[0,1]^{\mathbb{N}}$. So far we have not yet used the fact that $E$, equipped with the metric $d$ is complete; we did use the fact that $E$ is a metrizable separable space. Since $E$ is complete with respect to $d$ and $\Psi$ is a homeomorphism, it follows that the image of $E$ under $\Psi$, that is $A=\Psi(E)$, is complete subspace of the Hilbert cube $[0,1]^{\mathbb{N}}$. Let $D:[0,1]^{\mathbb{N}} \times[0,1]^{\mathbb{N}} \rightarrow[0,1]$ be the metric defined by

$$
D\left(\left(\xi_{\ell}\right)_{\ell \in \mathbb{N}},\left(\eta_{\ell}\right)_{\ell \in \mathbb{N}}\right)=\sum_{\ell=1}^{\infty} 2^{-\ell}\left|\xi_{\ell}-\eta_{\ell}\right|, \quad\left(\xi_{\ell}\right)_{\ell \in \mathbb{N}},\left(\eta_{\ell}\right)_{\ell \in \mathbb{N}} \in[0,1]^{\mathbb{N}}
$$

Then $D$ is a metric on $[0,1]^{\mathbb{N}}$ which turns this space into a Polish space. It follows that $A$ is a subset of $[0,1]^{\mathbb{N}}$ which is homeomorphic to a Polish space, and so it itself is Polish. Since it is a Polish subspace of the Polish space $[0,1]^{\mathbb{N}}$, $A$ is a countable intersection of open subsets of $[0,1]^{\mathbb{N}}$ : see Theorem 5.47. This completes the proof of Theorem 5.48.

The space $\mathbb{N}$ of positive integers with the usual metric inherited from the real numbers $\mathbb{R}$ is Polish. Then the countable product $\mathbb{N}^{\mathbb{N}}$ with metric

$$
\begin{equation*}
d\left(\left\{m_{i}\right\},\left\{n_{i}\right\}\right)=\sum_{i=1}^{\infty} \frac{1}{2^{i}} \frac{\left|m_{i}-n_{i}\right|}{1+\left|m_{i}-n_{i}\right|} \tag{5.54}
\end{equation*}
$$

is Polish. The proofs of Propositions 5.49 and 5.50 are taken from Garrett [57].
5.49. Proposition. Totally order $\mathbb{N}^{\mathbb{N}}$ lexicographically. Then every closed subset $C$ of $\mathbb{N}^{\mathbb{N}}$ has a least element.

The lexicographic ordering of $\mathbb{N}^{\mathbb{N}}$ can be recursively defined. An element $a=$ $\left(a_{1}, a_{2}, \ldots\right)$ precedes an element $b=\left(b_{1}, b_{2}, \ldots\right)$ if $a_{1} \leqslant b_{1}$; however, if $a_{1}=b_{1}$, then $a_{2} \leqslant b_{2}$; however, if $a_{1}=b_{1}$ and $a_{2}=b_{2}$, then $a_{3} \leqslant b_{3}$, and so on.

Proof. Let $n_{1}$ be the least element in $\mathbb{N}$ such that there is $x=\left(n_{1}, \ldots\right)$ belonging to $C$. Let $n_{2}$ be the least element in $\mathbb{N}$ such that there is $x=$ $\left(n_{1}, n_{2}, \ldots\right)$ belonging to $C$, and so on. Choosing the $n_{i}$ inductively, let $x_{0}=$ $\left(n_{1}, n_{2}, n+3, \ldots\right)$. This $x_{0}$ satisfies $x_{0} \leqslant x$ in the lexicographic ordering for every $x \in C$, and $x_{0}$ belongs to the closure of $C$ in the metric topology introduced in (5.54). This completes the proof of Proposition 5.49.
5.50. Proposition. Let $E$ be a Polish space. Then there exists a continuous surjective mapping $F_{0}: \mathbb{N}^{\mathbb{N}} \rightarrow E$. Moreover, there exists a measurable function $G_{0}: E \rightarrow \mathbb{N}^{\mathbb{N}}$ such that $F_{0} \circ G_{0}(y)=y$ for all $y \in E$.

Proof. The mapping $F_{0}$ can be constructed as follows. For a given $\varepsilon>0$ there is a countable covering of $E$ by closed sets of diameter less than $\varepsilon$. From this one may contrive a map $F$ from finite sequences $\left\{n_{1}, \ldots, n_{k}\right\}$ in $\mathbb{N}$ to closed sets $F\left(n_{1}, \ldots, n_{k}\right)$ in $E$ such that
(1) $F(\varnothing)=E$;
(2) $F\left(n_{1}, \ldots, n_{k}\right)=\bigcup_{\ell=1}^{\infty} F\left(n_{1}, \ldots, n_{k} ; \ell\right)$;
(3) The diameter of $F\left(n_{1}, \ldots, n_{k}\right)$ is less than $2^{-k}$.

Then for $x=\left\{n_{i}\right\} \in \mathbb{N}^{\mathbb{N}}$ the sequence $E_{k}=F\left(n_{1}, \ldots, n_{k}\right)$ is a nested sequence of closed subsets of $E$ with diameters less than $2^{-k}$, respectively. Thus, the subset $\bigcap_{k} E_{k}$ consists of a single point $F_{0}(y)$ of $E$. On the other hand, every $x \in E$ lies inside some $\bigcap_{k} E_{k}$. Continuity is easy to verify. The mapping $G_{0}$ can be constructed as follows. The space $\mathbb{N}^{\mathbb{N}}$, endowed with the lexicographical ordering is totally ordered, and by Proposition 5.49 every closed subset contains a least element for this order. For $y \in E$ the subset $F_{0}^{-1}(y)$ is closed in $\mathbb{N}^{\mathbb{N}}$, and therefore it contains a least element $G_{0}(y)$. This assignment is a measurable choice (because it can be performed in countably many steps). Then $F_{0} \circ G_{0}(y)=$ $y$ for $y \in E$. The proof of Proposition 5.50 is complete now.

The proof of the following theorem is based on the fact that a Polish space is homeomorphic with a $\mathcal{G}_{\delta}$-subset of the Hilbert cube, which, being a countable product of closed intervals, is a compact metrizable space.
5.51. Theorem. Let $\mu$ be a finite positive measure on the Borel field of a Polish space. Then $\mu$ is regular in the sense that

$$
\begin{equation*}
\mu(B)=\inf \{\mu(O): O \text { open, } B \subset O\}=\sup \{\mu(K): K \text { compact, } K \subset B\} . \tag{5.55}
\end{equation*}
$$

Proof. Let $\Psi$ and $A$ be as in the proof of Theorem 5.48. Then $\Psi: E \rightarrow A$ is a homeomorphism. Let $\mu \geqslant 0$ be a finite measure on the Borel field of $E$. Define the measure $\nu$ on the Borel field of $[0,1]^{\mathbb{N}}$ by

$$
\begin{equation*}
\nu(B)=\mu\left[\Psi^{-1}(B \cap A)\right]=\mu[\Psi \in B \cap A], \quad B \text { Borel subset of }[0,1]^{\mathbb{N}} \tag{5.56}
\end{equation*}
$$

Then, since the Hilbert cube is compact and complete metrizable, and $A$ is a $\mathcal{G}_{\delta}$-subset of the Hilbert cube, we see that the measure $\nu$ is regular on the Borel field of $[0,1]^{\mathbb{N}}$. It also follows that the restriction of $\nu$ to the Borel field of $A$ is regular. However, under the homeomorphism $\Psi: E \rightarrow A$ the Borel subsets of $E$ are in a one-to-one correspondence with those of $A$. It easily follows that the measure $\mu$ is regular in the sense of (5.55), which completes the proof of Theorem 5.51.
5.52. Theorem. The following assertions hold for Banach spaces.
(a) Let $E$ be a separable Banach space. Then its dual unit ball $B^{\prime}$, endowed with the weak*-topology, is a Polish space.
(b) (Helly) The set $\mathcal{M}_{\leqslant 1}^{+}$is compact-metrizable, and thus Polish for the vague topology.

Let $E^{\prime}$ be the topological dual space of $E$. The weak*-topology is denoted by $\sigma:=\sigma\left(E^{\prime}, E\right)$.

Proof. (a) Let $\left(x_{n}: n \in \mathbb{N}\right)$ be a sequence in the unit ball $B$ of $E$ of which the linear span is dense in $E$. Define the mapping $\Phi:\left(B^{\prime}, \sigma\right) \rightarrow[0,1]^{\mathbb{N}}$ via the
$\operatorname{map} x^{\prime} \mapsto\left(<x_{n}, x^{\prime}>\right)_{n=1}^{\infty}$. The mapping $\Phi$ is continuous and, by the Theorem of Banach-Alaoglu, the dual unit ball $B^{\prime}$ is compact relative the topology $\sigma\left(E^{\prime}, E\right)$. It follows that $\Phi\left(B^{\prime}\right)$ is a compact subset of $[0,1]^{\mathbb{N}}$. This image is Polish, and because the inverse of $\Phi$ is continuous, $B^{\prime}$ itself is Polish as well.

Let $r$ be a positive real number. Let the set $\mathcal{M}_{\leqslant r}^{+}$be defined by

$$
\mathcal{M}_{\leqslant r}^{+}=\left\{\mu \in \mathcal{M}^{+}: \mu\left(\mathbb{R}^{\nu}\right) \leqslant r\right\},
$$

and let $\mathcal{M}_{r}^{+}$be given by

$$
\mathcal{M}_{r}^{+}=\left\{\mu \in \mathcal{M}^{+}: \mu\left(\mathbb{R}^{\nu}\right)=r\right\} .
$$

(b) Since $\mathcal{M}_{\leqslant 1}^{+}$is a vaguely closed subset of $\mathcal{M}=C_{0}\left(\mathbb{R}^{\nu}\right)^{*}$, by the Theorem of Banach-Alaoglu it follows that $\mathcal{M}_{\leqslant 1}^{+}$is compact for the vague topology. The fact that the set $\mathcal{M}_{\leqslant 1}^{+}$is Polish will be proved in Theorem 5.54. This completes the proof of Theorem 5.52.
5.53. Definition. A subset $\mathcal{A}$ of $\mathcal{M}$ is a Prohorov subset, if it satisfies the following two conditions:
(a) $\sup _{\mu \in \mathcal{A}}|\mu|\left(\mathbb{R}^{\nu}\right)$ is finite;
(b) For every $\epsilon>0$ there exists a compact subset $K$ of $\mathbb{R}^{\nu}$ such that

$$
|\mu|\left(\mathbb{R}^{\nu} \backslash K\right) \leqslant \epsilon
$$

for all measures $\mu \in \mathcal{A}$.


Some advice just states the obvious. But to give the kind of advice that's going to make a real difference to your clients you've got to listen critically, dig beneath the surface, challenge assumptions and be credible and confident enough to make suggestions right from day one. At Grant Thornton you've got to be ready to kick start a career right at the heart of business.
Sound like you? Here's our advice: visit GrantThornton.ca/careers/students
Scan here to learn more about a career with Grant Thornton.

© Grant Thornton LLP. A Canadian Member of Grant Thornton International Ltd

5.54. Theorem. (a) The spaces $\mathcal{M}_{\leqslant 1}^{+}$and $\mathcal{M}_{1}^{+}$are Polish with respect to the vague topology.
(b) The spaces $\mathcal{M}_{\leqslant 1}^{+}$and $\mathcal{M}_{1}^{+}$are Polish with respect to the weak topology.

Proof. The countable collection

$$
\bigcup_{n=1}^{\infty}\left\{\sum_{j=1}^{n} \alpha_{j} \delta_{x_{j}}: \alpha_{j} \in \mathbb{Q}, \alpha_{j} \geqslant 0, \sum_{j=1}^{n} \alpha_{j}=1\right\}
$$

is dense in $\mathcal{M}_{1}^{+}$for the vague as well as for the weak topology. The countable collection

$$
\bigcup_{n=1}^{\infty}\left\{\sum_{j=1}^{n} \alpha_{j} \delta_{x_{j}}: \alpha_{j} \in \mathbb{Q}, \alpha \geqslant 0,0 \leqslant \sum_{j=1}^{n} \alpha_{j} \leqslant 1\right\}
$$

is dense in $\mathcal{M}_{\leqslant 1}^{+}$for de vague as well as the weak topology. This can be seen as follows. Let $f$ be a bounded continuous function defined op $\mathbb{R}^{\nu}$. Fix $\epsilon>0$, and choose a partition of $\mathbb{R}^{\nu}$ in Borel subsets $\left(A_{j}: j \in \mathbb{N}\right)$ in such a way that $|f(x)-f(y)| \leqslant \frac{\epsilon}{\mu\left(\mathbb{R}^{\nu}\right)}$ for all $x, y \in A_{j}$, and this for all $j \in \mathbb{N}$. In addition, choose $N \in \mathbb{N}$ so large that

$$
\left(\mu\left(\mathbb{R}^{\nu}\right)-\sum_{j=1}^{N} \mu\left(A_{j}\right)\right)\|f\|_{\infty} \leqslant \epsilon
$$

Put $a_{j}=\mu\left(A_{j}\right)$ and choose $x_{j} \in A_{j}$. Then we have

$$
\begin{aligned}
& \left|\int f d \mu-\frac{\sum_{j=1}^{N} a_{j} f\left(x_{j}\right)}{\sum_{j=1}^{N} a_{j}} \mu\left(\mathbb{R}^{\nu}\right)\right| \\
& \leqslant\left|\sum_{j=1}^{\infty} \int_{A_{j}}\left(f(x)-f\left(x_{j}\right)\right) d \mu(x)\right|+\left|\sum_{j=1}^{N} a_{j} f\left(x_{j}\right)\left\{1-\frac{\mu\left(\mathbb{R}^{\nu}\right)}{\sum_{j=1}^{N} a_{j}}\right\}\right| \\
& \quad+\left|\sum_{j=N+1}^{\infty} \int_{A_{j}} f(x) d x\right| \\
& \leqslant \frac{\epsilon}{\mu\left(\mathbb{R}^{\nu}\right)} \sum_{j=1}^{\infty} \mu\left(A_{j}\right)+2\|f\|_{\infty}\left\{\mu\left(\mathbb{R}^{\nu}\right)-\sum_{j=1}^{N} \mu\left(A_{j}\right)\right\} \leqslant 3 \epsilon
\end{aligned}
$$

Appealing another time to the continuity of the function $f$, and using the fact that the rational numbers are dense in $\mathbb{R}$ we obtain the separability of the sets $\mathcal{M}_{r}^{+}$and $\mathcal{M}_{\leqslant r}^{+}$relative tot the vague as well as the weak topology. We indicate metrics which turn these spaces into Polish spaces. Therefore we choose a sequence of functions $\left(f_{k}: k \in \mathbb{N}\right)$ in $\left\{f \in C_{00}\left(\mathbb{R}^{\nu}\right): 0 \leqslant f \leqslant 1\right\}$ whose linear span is uniformly dense in $C_{0}\left(\mathbb{R}^{\nu}\right)$. We also choose a sequence ( $u_{\ell}: \ell \in \mathbb{N}$ ) in $C_{00}\left(\mathbb{R}^{\nu}\right)$ such that $1 \geqslant u_{\ell+1} \geqslant u_{\ell} \geqslant 0$ and such that $1=\lim _{\ell \rightarrow \infty} u_{\ell}(x)$ for all $x \in \mathbb{R}^{\nu}$.
(a) Define the distance $d_{v}$ on $\mathcal{M}_{\leqslant 1}^{+}$via the formula

$$
\begin{equation*}
d_{v}(\mu, \nu)=\sum_{j=1}^{\infty} \frac{1}{2^{j}}\left|\int f_{j} d \mu-\int f_{j} d \nu\right| \tag{5.57}
\end{equation*}
$$

where $\mu$ and $\nu$ are members of $\mathcal{M}_{\leq r}^{+}$. Supplied with this metric the space $\mathcal{M}_{\leq r}^{+}$ is Polish for the vague topology. The spaces $\mathcal{M}_{\leqslant r}^{+}, 0<r \leqslant 1$, are also closed for the vague topology. Since

$$
\begin{equation*}
\mathcal{M}_{1}^{+}=\bigcap_{n=1}^{\infty} \mathcal{M}_{\leqslant 1}^{+} \backslash \mathcal{M}_{\leqslant 1-1 / n}^{+} \tag{5.58}
\end{equation*}
$$

we see that $\mathcal{M}_{1}^{+}$is a Polish space: see the Theorems 5.47 and 5.52.
(b) Let $f_{0} \equiv 1$ and let the sequences $\left(f_{k}: k \in \mathbb{N}\right)$ and $\left(u_{\ell}: \ell \in \mathbb{N}\right)$ be as above. We define the metric $d_{w}$ by the equality

$$
\begin{equation*}
d_{w}(\mu, \nu)=\sup _{\ell \in \mathbb{N}}\left|\int u_{\ell} d \mu-\int u_{\ell} d \nu\right|+\sum_{j=1}^{\infty} \frac{1}{2^{j}}\left|\int f_{j} d \mu-\int f_{j} d \nu\right|, \tag{5.59}
\end{equation*}
$$

where $\mu$ and $\nu$ belong to $\mathcal{M}_{\leqslant r}^{+}$. Supplied with this metric the space $\mathcal{M}_{\leqslant r}^{+}$is Polish for the weak topology. If we are also able to prove that the space $\mathcal{M}_{\leqslant r}^{+}$is complete relative to the metric $d_{w}$, then it follows that the spaces $\mathcal{M}_{\leqslant r}^{+}, r \geqslant 0$, are Polish. These spaces are also weakly closed. By the equality in (5.58) in Theorem 5.47 then implies that $\mathcal{M}_{1}^{+}$is a Polish space as well. Now let $\left(\mu_{m}: m \in \mathbb{N}\right)$ be a $d_{w^{-}}$ Cauchy sequence in $\mathcal{M}_{\leqslant r}^{+}$. We will prove that this sequence is a Prohorov set in $\mathcal{M}_{\leqslant r}^{+}$. Choose $\epsilon>0$ arbitrary. Then there exists $M_{\epsilon} \in \mathbb{N}$ such that for $m$ and $m^{\prime} \geqslant M_{\epsilon}$ the inequality

$$
\begin{equation*}
\sup _{\ell \in \mathbb{N}}\left|\int u_{\ell} d \mu_{m}-\int u_{\ell} d \mu_{m^{\prime}}\right| \leqslant \frac{\epsilon}{4} \tag{5.60}
\end{equation*}
$$

holds. So it follows that

$$
\begin{equation*}
\left|\mu_{m}\left(\mathbb{R}^{\nu}\right)-\mu_{m^{\prime}}\left(\mathbb{R}^{\nu}\right)\right| \leqslant \frac{\epsilon}{4}, \quad m, m^{\prime} \geqslant M_{\epsilon} \tag{5.61}
\end{equation*}
$$

From (5.60) and (5.61) it follows that

$$
\begin{equation*}
\sup _{\ell \in \mathbb{N}}\left|\int\left(1-u_{\ell}\right) d \mu_{m}-\int\left(1-u_{\ell}\right) d \mu_{m^{\prime}}\right| \leqslant \frac{\epsilon}{2}, \tag{5.62}
\end{equation*}
$$

for $m$ and $m^{\prime} \geqslant M_{\epsilon}$. Then from (5.62) it follows that

$$
\begin{equation*}
\int\left(1-u_{\ell}\right) d \mu_{m} \leqslant \int\left(1-u_{\ell}\right) d \mu_{M_{\epsilon}}+\frac{\epsilon}{2} . \tag{5.63}
\end{equation*}
$$

From (5.63) it then follows that for $\ell \geqslant \ell_{\epsilon}$ and $m \geqslant M_{\epsilon}$ the following inequality holds:

$$
\begin{equation*}
\int\left(1-u_{\ell}\right) d \mu_{m} \leqslant \frac{\epsilon}{4}+\frac{\epsilon}{2}=\frac{3 \epsilon}{4} . \tag{5.64}
\end{equation*}
$$

From (5.64) it then follows that for all $\ell \geqslant L_{\epsilon}$ and for all $m \in \mathbb{N}$ the inequality

$$
\begin{equation*}
\int\left(1-u_{\ell}\right) d \mu_{m} \leqslant \epsilon \tag{5.65}
\end{equation*}
$$

holds. Then choose the compact subset $K_{\epsilon}$ equal the support of the function $u_{L_{\ell}}$. It follows that $\mu_{m}\left(\mathbb{R}^{\nu} \backslash K_{\epsilon}\right) \leqslant \epsilon$ for all $m \in \mathbb{N}$. Let $\mu$ be the vague limit of the sequence $\left(\mu_{m}: m \in \mathbb{N}\right)$. This limit exists, because $\mathcal{M}_{\leqslant r}^{+}$is compact for the metric $d_{v}$. Then pick a function $u \in C_{00}\left(\mathbb{R}^{\nu}\right)$ in such a way that $1 \geqslant u \geqslant 1_{K_{\epsilon}}$. By the equality

$$
\int f d \mu_{m}-\int f d \mu=\int(f-f u) d \mu_{m}+\int f u d \mu_{m}-\int f u d \mu-\int(f-f u) d \mu
$$

we infer the inequality

$$
\begin{align*}
& \left|\int f d \mu_{m}-\int f d \mu\right| \\
& \leqslant\|f\|_{\infty}\left(\int(1-u) d \mu_{m}+\int(1-u) d \mu\right)+\left|\int f u d \mu_{m}-\int f u d \mu\right| \\
& \leqslant\|f\|_{\infty}\left(\mu_{m}\left(\mathbb{R}^{\nu} \backslash K_{\epsilon}\right)+\mu\left(\mathbb{R}^{\nu} \backslash K_{\epsilon}\right)\right)+\left|\int f u d \mu_{m}-\int f u d \mu\right| \\
& \leqslant\|f\|_{\infty}\left(\mu_{m}\left(\mathbb{R}^{\nu} \backslash K_{\epsilon}\right)+\sup _{m} \mu_{m}\left(\mathbb{R}^{\nu} \backslash K_{\epsilon}\right)\right)+\left|\int f u d \mu_{m}-\int f u d \mu\right| \\
& \leqslant 2 \epsilon\|f\|_{\infty}\left|\int f u d \mu_{m}-\int f u d \mu\right| . \tag{5.66}
\end{align*}
$$

Since $\mu=$ vague- $\lim _{m} \mu_{m}$ from (5.66) it also follows that $\mu$ is the weak limit of the sequence ( $\mu_{m}: m \in \mathbb{N}$ ).
The proof Theorem 5.54 is now complete.
Part of the proof of Theorem 5.54 comes back in the proof of Theorem 5.55.
5.55. Theorem. A subset $S$ of $\mathcal{M}_{\leqslant r}^{+}$is relatively weakly compact if and only if $S$ is a Prohorov subset.

Proof. First, suppose that $S$ is a Prohorov subset of $\mathcal{M}_{\leqslant r}^{+}$. Let $\left(\mu_{m}: m \in \mathbb{N}\right)$ be a sequence in $S$. We will prove that there exists a subsequence that converges weakly. We may assume that, possibly by passing to a subsequence, that this sequence converges vaguely. By employing the Prohorov property we will show that, in fact, this sequence converges weakly. Let $\epsilon>0$ be arbitrary. Then there exists a compact subset $K$ such that $\mu_{m}\left(K^{c}\right) \leqslant \epsilon$ and also that $\mu\left(K^{c}\right) \leqslant \epsilon$. Then choose $u \in C_{00}\left(\mathbb{R}^{\nu}\right)$ in such a way that $1 \geqslant u \geqslant 1_{K}$. Then we have (see the final part of the proof of Theorem 5.54):

$$
\begin{aligned}
& \left|\int f d \mu_{m}-\int f d \mu\right| \\
& \leqslant\|f\|_{\infty}\left(\int(1-u) d \mu_{m}+\int(1-u) d \mu\right)+\left|\int f u d \mu_{m}-\int f u d \mu\right|
\end{aligned}
$$

$$
\begin{align*}
& \leqslant\|f\|_{\infty}\left(\mu_{m}\left(\mathbb{R}^{\nu} \backslash K\right)+\mu\left(\mathbb{R}^{\nu} \backslash K\right)\right)+\left|\int f u d \mu_{m}-\int f u d \mu\right| \\
& \leqslant\|f\|_{\infty}\left(\mu_{m}\left(\mathbb{R}^{\nu} \backslash K\right)+\sup _{m} \mu_{m}\left(\mathbb{R}^{\nu} \backslash K\right)\right)+\left|\int f u d \mu_{m}-\int f u d \mu\right| \\
& \leqslant 2 \epsilon\|f\|_{\infty}\left|\int f u d \mu_{m}-\int f u d \mu\right| \tag{5.67}
\end{align*}
$$

Since $\mu=$ vague- $\lim _{m} \mu_{m}$ from (5.67) it also follows that $\mu$ is the weak limit of the sequence ( $\mu_{m}: m \in \mathbb{N}$ ).

Conversely, suppose that the set $S$ is weakly compact. We will prove that $S$ possesses the Prohorov property. Assume the contrary. Then there exists an $\eta>0$ and there exists an increasing sequence of compact subsets $\left(K_{m}: m \in \mathbb{N}\right)$ with the following properties:
(a) $K_{m} \subset \stackrel{\circ}{K}_{m+1}$ and $\mathbb{R}^{\nu}=\bigcup_{m=1}^{\infty} K_{m}$;
(b) For every $m \in \mathbb{N}$ there exists a measure $\mu_{m} \in S$ such that $\mu_{m}\left(K_{m}^{c}\right) \geqslant \eta$.

Then choose a sequence of functions $\left(u_{m} \in C_{00}\left(\mathbb{R}^{\nu}\right)\right)$ such that $1_{K_{m}} \leqslant u_{m+1} \leqslant$ $1_{K_{m+1}}$. From (b) it follows then that, for $m \geqslant \ell$,

$$
\begin{equation*}
\eta \leqslant \int\left(1-1_{K_{m}}\right) d \mu_{m} \leqslant \int\left(1-1_{K_{\ell}}\right) d \mu_{m} \leqslant \int\left(1-u_{\ell}\right) d \mu_{m} . \tag{5.68}
\end{equation*}
$$

Since the subset $S$ is relatively weakly compact, there exists a subsequence ( $\mu_{m_{k}}: k \in \mathbb{N}$ ) which converges weakly to a measure $\mu$. From (5.68) we then see that $\eta \leqslant \int\left(1-u_{\ell}\right) d \mu$ for all $\ell \in \mathbb{N}$. From this we obtain a contradiction, because the sequence $\left(1-u_{\ell}: \ell \in \mathbb{N}\right)$ decreases to 0 .

This completes the proof of Theorem 5.55.
5.56. Corollary. Let $\left(\mu_{m}: m \in \mathbb{N}\right)$ be a sequence of measures in $\mathcal{M}^{+}$and let $\mu$ also belong to $\mathcal{M}^{+}$. Choose a sequence of functions $\left(f_{k}: k \in \mathbb{N}\right)$ in

$$
\left\{f \in C_{00}\left(\mathbb{R}^{\nu}\right): 0 \leqslant f \leqslant 1\right\}
$$

with a linear span that is uniformly dense in $C_{0}\left(\mathbb{R}^{\nu}\right)$ and choose another sequence $\left(u_{\ell}: \ell \in \mathbb{N}\right)$ in $C_{00}\left(\mathbb{R}^{\nu}\right)$ such that $1 \geqslant u_{\ell+1} \geqslant u_{\ell} \geqslant 0$ and such that $1=\lim _{\ell \rightarrow \infty} u_{\ell}(x)$ for all $x \in \mathbb{R}^{\nu}$. Define the metric $d_{w}$ by the equality

$$
d_{w}\left(\nu_{1}, \nu_{2}\right)=\sup _{\ell \in \mathbb{N}}\left|\int u_{\ell} d \nu_{2}-\int u_{\ell} d \nu_{1}\right|+\sum_{j=1}^{\infty} \frac{1}{2^{j}}\left|\int f_{j} d \nu_{2}-\int f_{j} d \nu_{1}\right|,
$$

where $\nu_{1}$ and $\nu_{2}$ belong to $\mathcal{M}^{+}$. Then the following assertions are equivalent:
(i) The sequence ( $\mu_{m}: m \in \mathbb{N}$ ) converges weakly to $\mu$;
(ii) $\lim _{m \rightarrow \infty} d_{w}\left(\mu_{m}, \mu\right)=0$.

Proof. The proof is left as an exercise for the reader.

## 3. A taste of ergodic theory

In this section we will formulate and prove the pointwise ergodic theorem of Birkhoff. We also indicate its relation with the strong law of large numbers. We will also show that the strong law of large numbers (SLLN) implies the weak law of large numbers (WLLN). However, we begin with von Neumann'a ergodic theorem in a Hilbert space. In what follows the symbol $H$ stands for a (complex) Hilbert space with inner-product $\langle\cdot, \cdot\rangle$ and norm $\|\cdot\|$. An operator $U: H \rightarrow H$ is called unitary if it satisfies $U^{*} U=U U^{*}=I$. An operator $P: H \rightarrow H$ is called an orthogonal projection if $P^{*}=P=P^{2}$. Let $L$ be closed subspace of $H$. Then $H$ can be written as

$$
H=L \oplus L^{\perp}=P H+(I-P) H
$$

where $P: H \rightarrow H$ is an orthogonal projection with range $L$. The following theorem is the same as Theorem 7.1 in Romik [115].

5.57. Theorem. Let $H$ be a Hilbert space, and let $U$ be a unitary operator on $H$. Let $P$ be the orthogonal projection operator onto the subspace $N(U-I)$ (the subspace of $H$ consisting of $U$-invariant vectors). For any vector $v \in H$ the equality

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} U^{k} v=P v
$$

holds. (Equivalently, the sequence of operators $\left\{\frac{1}{n} \sum_{k=0}^{n-1} U^{k}: n \in \mathbb{N}\right\}$ converges to $P$ in the strong operator topology.)

Proof. Define the subspace $V \subset H$ by $V=N(U-I)=\{v \in H: U v=v\}=$ $N\left(U^{*}-I\right)$. Then

$$
\begin{equation*}
V=(R(U-I))^{\perp}:=\{v \in H:\langle(U-I) u, v\rangle=0 \text { for all } u \in H\}, \tag{5.69}
\end{equation*}
$$

where $R(U-I)$ is the range of the operator $U-I$, i.e.

$$
R(U-I)=\{U u-u: u \in H\} .
$$

Let $L$ be any linear subspace of $H$. From Hilbert space techniques it is known that $\left(L^{\perp}\right)^{\perp}$ coincides with the closure of the linear subspace $L$. From these observations it follows that the subspace $N(U-I)+R(U-I)$ is dense in $H$, and that the subspaces $N(U-I)$ and $R(U-I)$ are orthogonal. Moreover, we have

$$
\begin{equation*}
\left\|\frac{1}{n} \sum_{k=0}^{n-1} U^{k} v\right\| \leqslant \frac{1}{n} \sum_{k=0}^{n-1}\left\|U^{k} v\right\| \leqslant\|v\|, \quad v \in H \tag{5.70}
\end{equation*}
$$

Define the subspace $L \subset H$ by

$$
\begin{equation*}
L=\left\{v \in H: \lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} U^{k} v=P v\right\} \tag{5.71}
\end{equation*}
$$

where $P$ is the orthogonal projection onto the space $V=N(U-I)$. From (5.70) it follows that $L$ is a closed subspace of $H$. If $v \in V$, i.e. if $U v=v$, then $v$ belongs to $L$. If $v=(U-I) u$ belongs to the range of $U-I$, then

$$
\begin{equation*}
\frac{1}{n} \sum_{k=0}^{n-1} U^{k} v=\frac{1}{n} \sum_{k=0}^{n-1} U^{k}(U-I) u=\frac{1}{n}\left(U^{n}-I\right) u \tag{5.72}
\end{equation*}
$$

and so by (5.70) and (5.71) it follows that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} U^{k} v=0=P v \tag{5.73}
\end{equation*}
$$

whenever $v$ belongs to $R(U-I)$. Again appealing to (5.70) shows that (5.73) also holds for $v$ belonging to the closure of $R(U-I)$. Altogether it shows that the subspace $L$ coincides with $H$. This completes the proof of Theorem 5.57.

Let $(\Omega, \mathcal{F}, \mathbb{P} ; T)$ be a measure preserving system. We associate with the measure preserving mapping $T: \Omega \rightarrow \Omega$ an operator $U_{T}$ on the Hilbert space $L^{2}(\Omega, \mathcal{F}, \mathbb{P})$ defined by $U_{T}(f)=f \circ T, f \in L^{2}(\Omega, \mathcal{F}, \mathbb{P})$. The fact that $T$ is measure preserving implies that $U_{T}^{*} U_{T}=I$ :

$$
\begin{equation*}
\left\langle U_{T} f, U_{T} g\right\rangle=\mathbb{E}\left[U_{T} f \overline{U_{T} g}\right]=\mathbb{E}[f \circ T \overline{g \circ T}]=\mathbb{E}[(f \bar{g}) \circ T]=\mathbb{E}[f \bar{g}]=\langle f, g\rangle . \tag{5.74}
\end{equation*}
$$

From (5.74) it follows that $U_{T}^{*} U_{T}=I$. In order that $U_{T}$ is a unitary operator it should also be surjective. Since the range of $U_{T}$ is closed, this is the case provided that the set of functions $f \circ T, f \in L^{2}(\Omega, \mathcal{F}, \mathbb{P})$, constitutes a dense subspace of $L^{2}(\Omega, \mathcal{F}, \mathbb{P})$. The latter is true if the mapping $T$ has the property that there exists a measurable mapping $\widetilde{T}: \Omega \rightarrow \Omega$ such that $\widetilde{T} \circ T(\omega)=\omega$ for $\mathbb{P}$-almost all $\omega$. Then the operator $\widetilde{U}$ defined by $\widetilde{U} f=f \circ \widetilde{T}, f \in L^{2}(\Omega, \mathcal{F}, \mathbb{P})$ is the adjoint of $U_{T}$. This can be seen as follows. Now we do not only have $U_{T}^{*} U_{T}=I$, but we also have $U_{T} \widetilde{U} f=\widetilde{U} f \circ T=f \circ \widetilde{T} \circ T=f, f \in L^{2}(\Omega, \mathcal{F}, \mathbb{P})$. Hence, we see

$$
\tilde{U}=\left(U_{T}^{*} U_{T}\right) \tilde{U}=U_{T}^{*}\left(U_{T} \tilde{U}\right)=U_{T}^{*}
$$

Note also that the subspace $N(U-I)$ consists exactly of the invariant (squareintegrable) random variables, or equivalently those random variables which are measurable with respect to the $\sigma$-algebra $\mathcal{J}$ of invariant events. Recalling the discussion of conditional expectations in Theorem 1.4, item (11), in Chapter 1, we also see that the orthogonal projection operator $P$ is exactly the conditional expectation operator $\mathcal{E}[\cdot \mid \mathcal{J}]$ with respect to the $\sigma$-algebra of invariant events J. Thus, Theorem 5.57 applied to this setting gives the following result.
5.58. Theorem (The $L^{2}$ ergodic theorem). Let $(\Omega, \mathcal{F}, \mathbb{P} ; T)$ be a measure preserving system. For any random variable $X \in L^{2}(\Omega, \mathcal{F}, \mathbb{P})$ the equality

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} X \circ T^{k}=\mathbb{E}[X \mid \mathcal{J}] \tag{5.75}
\end{equation*}
$$

holds in $L^{2}(\Omega, \mathcal{F}, \mathbb{P})$. In particular, if the system is ergodic then

$$
\begin{equation*}
L^{2}-\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} X \circ T^{k}=\mathbb{E}[X] \tag{5.76}
\end{equation*}
$$

Since the operator $S: L^{2}(\Omega, \mathcal{F}, \mathbb{P}) \rightarrow L^{2}(\Omega, \mathcal{F}, \mathbb{P})$, defined by $S f=f \circ T$, $f \in L^{2}(\Omega, \mathcal{F}, \mathbb{P})$, is not necessarily unitary, Theorem 5.58 requires a proof. It only satisfies $S^{*} S=I$. The proof below is based on the proof of Theorem 5.66 below.

Proof. Theorem 5.58 is a consequence of Theorem 5.59 which includes the $L^{1}$-version of Theorem 5.58. More precisely, we have to prove that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{E}\left[\left|\frac{1}{n} \sum_{k=0}^{n-1} X \circ T^{k}-\mathbb{E}[X \mid \mathcal{J}]\right|^{2}\right]=0 . \tag{5.77}
\end{equation*}
$$

Let $X \in L^{2}(\Omega, \mathcal{F}, \mathbb{P})$ be bounded. Then we can use Theorem 5.59 together Lebesgue's theorem of dominated convergence that the equality in (5.77) holds for $X$. A general function $X \in L^{2}(\Omega, \mathcal{F}, \mathbb{P})$ can be approximated by bounded functions in $L^{2}$-sense. Since $\int|f \circ T|^{2} d \mu=\int|f|^{2} d \mu$, and so the convergence in (5.77) also holds for all $L^{2}$-functions. The precise argument follows as in (5.122) below with $S f=f \circ T, f \in L^{2}(\Omega, \mathcal{F}, \mathbb{P})$, and relative to the $L^{2}$-norm instead of the $L^{1}$-norm. So let $f$ belong to $L^{2}(\Omega, \mathcal{F}, \mathbb{P})$, and let $M>0$ be an arbitrary real number. Then we have:

$$
\begin{align*}
& \left\|\frac{1}{n} \sum_{k=0}^{n-1} S^{k} f-P_{\mu} f\right\|_{L^{2}} \\
& \leqslant\left\|\left(\frac{1}{n} \sum_{k=0}^{n-1} S^{k}-P_{\mu}\right)\left(f 1_{\{|f|<M\}}\right)\right\|_{L^{2}}+\left\|\left(\frac{1}{n} \sum_{k=0}^{n-1} S^{k}-P_{\mu}\right)\left(f 1_{\{|f| \geqslant M\}}\right)\right\|_{L^{2}} \\
& \leqslant\left(\int\left|\left(\frac{1}{n} \sum_{k=0}^{n-1} S^{k}-P_{\mu}\right)\left(f 1_{\{|f|<M\}}\right)\right|^{2} d \mathbb{P}\right)^{1 / 2}+2\left(\int_{\{|f| \geqslant M\}}|f|^{2} d \mathbb{P}\right)^{1 / 2} . \tag{5.78}
\end{align*}
$$

As in the proof of Theorem 5.66 in (5.78) we first let $n \rightarrow \infty$, and then $M \rightarrow \infty$ to obtain the $L^{2}$-convergence in Theorem 5.58.
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The pointwise ergodic theorem of Birkhoff requires some more work. In what follows $(\Omega, \mathcal{F}, \mu)$ is positive measure space, and $T: \Omega \rightarrow \Omega$ is a measure preserving mapping, i.e. $\mu\{T \in A\}=\mu\left\{T^{-1} A\right\}=\mu\{A\}$ for all $A \in \mathcal{F}$ with $\mu\{A\}<\infty$. An equivalent formulation reads as follows. For all $f \in L^{1}(\Omega, \mathcal{F}, \mu)$ the equality $\int f \circ T d \mu=\int f d \mu$ holds. In other words the quadruple $(\Omega, \mathcal{F}, \mathbb{P} ; T)$ is a measure preserving system, or dynamical system. The operator $P_{\mu}$ in (5.80) is a projection mapping from $L^{1}(\Omega, \mathcal{F}, \mu)$ onto a space consisting of $T$-invariant functions. Hence a function of the form $g=P_{\mu} f$ satisfies $g \circ T=g \mu$-almost everywhere, and so $g$ is measurable with respect to the invariant $\sigma$-field $\mathcal{J}$. In addition, if $h$ is a bounded, $T$-invariant function in $L^{1}(\Omega, \mathcal{F}, \mu)$, then we have

$$
\begin{equation*}
\int\left(P_{\mu} f\right) h d \mu=\int P_{\mu}(f h) d \mu=\int f h d \mu \tag{5.79}
\end{equation*}
$$

In other words the function $P_{\mu} f$ is the $\mu$-conditional expectation of the function $f$ on the $\sigma$-field of invariant subsets. A measure preserving system $(\Omega, \mathcal{F}, \mu ; T)$ is called ergodic if a $T$-invariant function is constant $\mu$-almost every, and so the $\sigma$-field $\mathcal{J}$ is trivial, i.e. J consists, up to sets of $\mu$-measure zero, of the void set and of $\Omega$.
5.59. Theorem (The pointwise ergodic theorem in $\left.L^{1}\right)$. Let $(\Omega, \mathcal{F}, \mu ; T)$ be a measure preserving system. For any function $f \in L^{1}(\Omega, \mathcal{F}, \mu)$ the equality

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} f \circ T^{k}=P_{\mu} f \tag{5.80}
\end{equation*}
$$

holds $\mu$-almost everywhere. In particular, if the system is ergodic then the equality

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} f \circ T^{k}=\int f d \mu \tag{5.81}
\end{equation*}
$$

holds $\mu$-almost everywhere. If $\mu$ is a probability measure, then the limits in (5.80) and (5.81) also hold in $L^{1}$-sense, and $P_{\mu} f=\mathbb{E}_{\mu}[f \mid \mathcal{J}]$.

Proof. The proof of Theorem 5.59 follows from Theorem 5.66 and its Corollary 5.67 with $\mu(\Omega)=1$, and $S f=f \circ T, f \in L^{1}(\Omega, \mathcal{F}, \mu)$.

Let $\left(\Omega_{0}, \mathcal{F}_{0}, \mathbb{P}\right)$ be a probability space, and let $X_{j}: \Omega_{0} \rightarrow \mathbb{R}, j=0,1, \ldots$, be a sequence of independent and identically distributed variables (i.i.d.). Let us show that the SLLN is a consequence: see Theorem 2.54. Put $S_{n}=\sum_{k=0}^{n-1} X_{k}$.
5.60. Theorem (Strong law of large numbers). The equality

$$
\lim _{n \rightarrow \infty} \frac{S_{n}}{n}=\alpha, \quad \text { holds } \mathbb{P} \text {-almost surely }
$$

for some finite constant $\alpha$, if and only if $\mathbb{E}\left[\left|X_{k}\right|\right]<\infty$, and then $\alpha=\mathbb{E}\left[X_{1}\right]$.
Proof. Let $\Omega=\mathbb{R}^{\mathbb{N}}$, endowed with the product $\sigma$-field $\mathcal{F}=\otimes_{j=0}^{\infty} \mathcal{B}_{j}$ where $\mathcal{B}_{j}$ is the Borel field on $\mathbb{R}$. Define the probability measure $\mu$ on $\mathcal{F}$ by

$$
\mu(A)=\mathbb{E}\left[1_{A}\left(X_{0}, X_{1}, \ldots\right)\right]=\mathbb{P}\left[\left(X_{0}, X_{1}, \ldots\right) \in A\right], \quad A \in \mathcal{F} .
$$

Put $S f\left(x_{0}, x_{1}, \ldots\right)=f\left(x_{1}, x_{2}, \ldots\right), f \in L^{1}(\Omega, \mathcal{F}, \mu),\left(x_{0}, x_{1}, \ldots\right) \in \Omega$. Then $\int S f d \mu=\int f d \mu, f \in L^{1}(\Omega, \mathcal{F}, \mu)$. The assertion in Theorem 5.60 follows from Theorem 5.66 and its Corollary 5.67 by applying them to the function $f_{0}: \Omega \rightarrow$ $\mathbb{R}$ defined by $f_{0}\left(x_{0}, x_{1}, \ldots\right)=x_{0},\left(x_{0}, x_{1}, \ldots\right) \in \Omega$. Then

$$
\sum_{k=0}^{n-1}\left(S^{k} f_{0}\right)\left(X_{0}, X_{1}, X_{2}, \ldots\right)=\sum_{k=0}^{n-1} f_{0}\left(X_{k}, X_{k+1}, \ldots\right)=\sum_{k=0}^{n-1} X_{k}, \quad k=0,1, \ldots
$$

and hence Theorem 5.60 is a consequence of Theorem 5.66 and its Corollary 5.67. Theorem 5.60 also follows from Theorem 5.59 by applying it to the mapping $T: \Omega \rightarrow \Omega$ given by $T\left(x_{0}, x_{1}, \ldots\right)=\left(x_{1}, x_{2}, \ldots\right),\left(x_{0}, x_{1}, \ldots\right) \in \Omega$.

We will formulate some of the results in terms of positivity preserving operators $S: L^{1}(\Omega, \mathcal{F}, \mu) \rightarrow L^{1}(\Omega, \mathcal{F}, \mu)$.
5.61. Lemma. Let $S: L^{1}(\Omega, \mathcal{F}, \mu) \rightarrow L^{1}(\Omega, \mathcal{F}, \mu)$ be a linear map, and let $f \geqslant 0$ belong to $L^{1}(\Omega, \mathcal{F}, \mu)$. Then the following assertions are equivalent:
(i) $\min (S f, 1)=S(\min (f, 1))$;
(ii) $\max (S f-1,0)=S(\max (f-1,0))$;
(iii) $\min (S f, 1) \leqslant S(\min (f, 1))$, and $\max (S f-1,0)=S(\max (f-1,0))$.

Suppose that for every $f \geqslant 0, f \in L^{1}(\Omega, \mathcal{F}, \mu)$ the operator $S$ satisfies one, and hence all of the conditions (i), (ii) and (iii). In addition, assume that

$$
\begin{equation*}
\int|S f| d \mu \leqslant \int f d \mu, \text { for all } f \in L^{1}(\Omega, \mathcal{F}, \mu), f \geqslant 0 \tag{5.82}
\end{equation*}
$$

Then $S$ is positivity preserving in the sense that $f \geqslant 0, f \in L^{1}(\Omega, \mathcal{F}, \mu)$, implies $S f \geqslant 0$, and contractive in the sense that $\int|S f| d \mu \leqslant \int|f| d \mu$ for all $f \in$ $L^{1}(\Omega, \mathcal{F}, \mu)$. Then the equivalent conditions (iv), (v), (vi). and (vii) given by
(iv) The equality $S(f g)=(S f)(S g)$ holds for all $f \in L^{1}(\Omega, \mathcal{F}, \mu)$, and for all $g \in L^{1}(\Omega, \mathcal{F}, \mu) \bigcap L^{\infty}(\Omega, \mathcal{F}, \mu)$,
(v) $S(\min (f, g))=\min (S f, S g)$ is true for all $f, g \in L^{1}(\Omega, \mathcal{F}, \mu)$,
(vi) The equality $S(\max (f-1,0))=\max (S f-1,0)$ holds for every $f \in$ $L^{1}(\Omega, \mathcal{F}, \mu)$.
(vii) The $S 1_{\{f>1\}}=1_{\{S f>1\}}$ holds for every $f \in L^{1}(\Omega, \mathcal{F}, \mu)$.
are also true. Moreover, (vi) implies that if the assertions (i), (ii) and (iii) are true for all positive functions $f$ in $L^{1}(\Omega, \mathcal{F}, \mu)$, then they are true for all functions $f$ in $L^{1}(\Omega, \mathcal{F}, \mu)$. If the measure $\mu$ is finite, then all assertions (i), (ii), (iii) (for all $f \geqslant 0$, $f \in L^{1}(\Omega, \mathcal{F}, \mu)$,) and (iv), (v), (vi) and (vii) are equivalent. Finally, the operator $S: L^{1}(\Omega, \mathcal{F}, \mu) \rightarrow L^{1}(\Omega, \mathcal{F}, \mu)$ is continuous, more precisely,

$$
\begin{equation*}
\int|S f| d \mu=\int S|f| d \mu \leqslant \int|f| d \mu, \quad f \in L^{1}(\Omega, \mathcal{F}, \mu) . \tag{5.83}
\end{equation*}
$$

5.62. Remark. Assertion (iv) also holds for all $f, g \in L^{1}(\Omega, \mathcal{F}, \mu) \bigcap L^{2}(\Omega, \mathcal{F}, \mu)$. The equality in (v) can be replaced with

$$
\begin{equation*}
S(\max (f, g))=\max (S f, S g) \quad \text { for all } f, g \in L^{1}(\Omega, \mathcal{F}, \mu) . \tag{5.84}
\end{equation*}
$$

The latter is true because $\min (f, g)+\max (f, g)=f+g$.
Proof of Lemma 5.61. The equivalence of the assertions (i), (ii) and (iii) follows from the following identities:

$$
\min (S f, 1)+S(\max (f-1,0))=S f=\min (S f, 1)+\max (S f-1,0) .
$$

Now assume that for all $f \geqslant 0$, the operator $S$ satisfies (i), (ii) or (iii), and assume that $S$ is contractive in the sense of (5.82). Let $f \geqslant 0$ belong to $L^{1}(\Omega, \mathcal{F}, \mu)$, and put $f_{n}=\max \left(f-n^{-1}, 0\right)$. Then the sequence $\left(f-f_{n}\right)_{n}$ decreases to 0 , and hence, by (5.82), $\lim _{n \rightarrow \infty} \int\left|S f-S f_{n}\right| d \mu=0$. Then there exists a subsequence $\left(f_{n_{k}}\right)_{k}$ such that the sequence $\left(S f_{n_{k}}\right)_{k}$ converges to $S f \mu$ almost everywhere. Hence $S f \geqslant 0 \mu$-almost everywhere. In fact it follows that the sequence $\left(S f_{n}\right)_{n}$ increases to $S f \mu$-almost everywhere. Let $f \in L^{1}(\Omega, \mathcal{F}, \mu)$, and write $f=f_{+}-f_{-}$where $f_{+}=\max (f, 0)$, and $f_{-}=\max (-f, 0)$. Then $|f|=f_{+}-f_{-}$, and $|S f| \leqslant S f_{+}+S f_{-}$. From (5.82) it the follows that

$$
\begin{equation*}
\int|S f| d \mu \leqslant \int\left(S f_{+}+S f_{-}\right) d \mu=\int S\left(f_{+}+f_{-}\right) d \mu=\int S|f| d \mu \leqslant \int|f| d \mu \tag{5.85}
\end{equation*}
$$

The inequalities in (5.85) prove the contraction property of the operator $S$. Next we prove the assertions (iv), (v) and (vi) starting from (i), (ii) or (iii) for all $f \in$ $L^{1}(\Omega, \mathcal{F}, \mu), f \geqslant 0$. Let the function $f \geqslant 0$ belong to $L^{1}(\Omega, \mathcal{F}, \mu) \bigcap L^{2}(\Omega, \mathcal{F}, \mu)$. Then we write

$$
f^{2}=2 \int_{0}^{\infty} \max (f-\alpha, 0) d \alpha=\sup _{n} 2^{-n+1} \sum_{j=1}^{n 2^{n}} \max \left(f-j 2^{-n}, 0\right),
$$

ad so

$$
\begin{aligned}
S\left(f^{2}\right) & =2 \int_{0}^{\infty} S \max (f-\alpha, 0) d \alpha \\
& =\sup _{n} 2^{-n+1} \sum_{j=1}^{n 2^{n}} S\left(\max \left(f-j 2^{-n}, 0\right)\right)
\end{aligned}
$$

(apply assertion (ii))

$$
\begin{align*}
& =\sup _{n} 2^{-n+1} \sum_{j=1}^{n 2^{n}} \max \left(S f-j 2^{-n}, 0\right) \\
& =2 \int_{0}^{\infty} \max (S f-\alpha, 0) d \alpha=(S f)^{2} . \tag{5.86}
\end{align*}
$$

The equality in (5.86) shows that the assertion in (iv) is true provided that $f=g \geqslant 0$. For general $f=g$ we split $f$ in its positive and negative part. For general $f$ and $g$ belonging to $L^{1}(\Omega, \mathcal{F}, \mu) \bigcap L^{2}(\Omega, \mathcal{F}, \mu)$ we write $2 f g=$ $(f+g)^{2}-f^{2}-g^{2}$. Altogether this shows assertion (iv). (iv) $\Rightarrow$ (v) Let $f$ belong to $L^{1}(\Omega, \mathcal{F}, \mu) \bigcap L^{2}(\Omega, \mathcal{F}, \mu)$. Then we write

$$
|f|=\frac{2}{\pi} \int_{0}^{\infty} \frac{f^{2}}{t^{2}+f^{2}} d t
$$

and so by assertion (iv) we get

$$
S|f|=\frac{2}{\pi} \int_{0}^{\infty} S\left\{\frac{f^{2}}{t^{2}+f^{2}}\right\} d t
$$

(for explanation see below: equality (5.89))

$$
=\frac{2}{\pi} \int_{0}^{\infty} \frac{S\left(f^{2}\right)}{t^{2}+S\left(f^{2}\right)} d t
$$

((iv) implies $\left.S\left(f^{2}\right)=(S f)^{2}\right)$

$$
\begin{equation*}
=\frac{2}{\pi} \int_{0}^{\infty} \frac{(S f)^{2}}{t^{2}+(S f)^{2}} d t=|S f| . \tag{5.87}
\end{equation*}
$$

The equality in (5.87) shows that (5.84) is true for $g=-f$. For general $f, g \in L^{1}(\Omega, \mathcal{F}, \mu) \bigcap L^{2}(\Omega, \mathcal{F}, \mu)$ we write $2 \max (f, g)=|f-g|+f+g$. Consequently, assertion (v) follows for $f, g \in L^{1}(\Omega, \mathcal{F}, \mu) \bigcap L^{2}(\Omega, \mathcal{F}, \mu)$. If $f$ and $g$ are arbitrary functions in $L^{1}(\Omega, \mathcal{F}, \mu)$, then we approximate them by $f_{n}:=f 1_{\{|f| \leqslant n\}}$
and by $g_{n}:=g 1_{\{|g| \leqslant n\}}$ respectively. This shows that assertion (v) is a consequence of (iv), except that the proof of the second equality in (5.87) is not provided yet. In order to prove this equality it suffices to prove that, for $a>0$ and $g \geqslant 0, g \in L^{1}(\Omega, \mathcal{F}, \mu)$ the equality

$$
\begin{equation*}
S\left\{\frac{g}{a+g}\right\}=\frac{S g}{a+S g} \tag{5.88}
\end{equation*}
$$

holds. By assertion (iv) we have

$$
\begin{align*}
S\left\{\frac{g}{a+g}\right\}(a+S g) & =S\left\{\frac{a g}{a+g}\right\}+S\left\{\frac{g}{a+g}\right\} S g \\
& =S\left\{\frac{a g}{a+g}\right\}+S\left\{\frac{g^{2}}{a+g}\right\}=S g \tag{5.89}
\end{align*}
$$

The equality in (5.89) shows the validity of (5.88). Therefore the second equality in (5.87) is proved now.
(ii) plus (v) $\Rightarrow$ (vi) We apply (5.84), which is equivalent to (v), with $f \in$ $L^{1}(\Omega, \mathcal{F}, \mu)$ arbitrary and $g=0$ to obtain

$$
S(\max (f-1,0))=S(\max (\max (f, 0)-1,0))
$$

(employ assertion (ii))

$$
=\max (S \max (f, 0)-1,0)
$$

(apply assertion (v))

$$
\begin{aligned}
& =\max (\max (S f, S 0)-1,0) \\
& =\max (\max (S f, 0)-1,0)=\max (S f-1,0) .
\end{aligned}
$$

Hence, assertion (vi) follows from (ii) and (v).
(vi) $\Rightarrow$ (v) Let $f \in L^{1}(\Omega, \mathcal{F}, \mu)$. By assertion (vi) we have

$$
\begin{equation*}
S \max (f, 0)=\lim _{\varepsilon \downarrow 0} S \max (f-\varepsilon, 0)=\lim _{\varepsilon \downarrow 0} \max (S f-\varepsilon, 0)=\max (S f, 0) . \tag{5.90}
\end{equation*}
$$

Whence, $S \max (f, 0)=\max (S f, 0)$. Since $|f|=2 \max (f, 0)-f$ we easily infer $S|f|=|S f|$, and assertion (v) follows: see the proof of the implication (iv) $\Rightarrow$ (v).
(ii) plus $(\mathrm{v}) \Rightarrow$ (iv) Let $f$ belong to $L^{1}(\Omega, \mathcal{F}, \mu) \bigcap L^{2}(\Omega, \mathcal{F}, \mu)$. Then we write

$$
f^{2}=2 \int_{0}^{\infty} \max (|f|-\alpha, 0) d \alpha
$$

and so by assertion (ii) and (v) we get

$$
\begin{aligned}
S\left(f^{2}\right) & =2 \int_{0}^{\infty} \max (S|f|-\alpha, 0) d \alpha \\
& =2 \int_{0}^{\infty} \max (|S f|-\alpha, 0) d \alpha \\
& =|S f|^{2}=(S f)^{2}
\end{aligned}
$$

and hence (iv) follows. (vi) $\Rightarrow$ (vii) Let $f$ belong to $L^{1}(\Omega, \mathcal{F}, \mu)$. Then $1_{\{f>1\}}$ is $\mu$-integrable as well. Then we have

$$
\begin{align*}
S 1_{\{f>1\}} & =\lim _{m \rightarrow \infty} S(\min (m \max (f-1,0))) \\
& =\lim _{m \rightarrow \infty}(\min (m \max (S f-1,0)))=1_{\{S f>1\}} . \tag{5.91}
\end{align*}
$$

The equality of the ultimate terms in (5.91) proves the implication (vi) $\Rightarrow$ (vii). (vii) $\Rightarrow$ (vi) Let $f$ belong to $L^{1}(\Omega, \mathcal{F}, \mu)$. Then the functions $1_{\{f>\alpha\}}, \alpha>0$, are $\mu$-integrable as well. We have

$$
\begin{align*}
S(\max (f-1,0)) & =S \int_{0}^{\infty} 1_{\{f-1>\alpha\}} d \alpha=\int_{0}^{\infty} S 1_{\{f-1>\alpha\}} d \alpha \\
& =\int_{0}^{\infty} 1_{\{S f-1>\alpha\}} d \alpha=\max (S f-1,0) \tag{5.92}
\end{align*}
$$

The equality of the ultimate terms in (5.92) proves the implication (vii) $\Rightarrow$ (vi).
If the measure $\mu$ is finite, then the constant functions belong to $L^{1}(\Omega, \mathcal{F}, \mu)$. Since $S 1=1$, it is easy to see that assertion (iv) implies assertion (i), and hence by what is proved above, we see that for a finite measure $\mu$ all assertion (i) through (vi) are equivalent. The equality and inequality in (5.83) follow from assertion (v) and the inequality in (5.82). This completes the proof of Lemma 5.61.

## Need help with your dissertation?

Get in-depth feedback \& advice from experts in your topic area. Find out what you can do to improve the quality of your dissertation!
5.63. Proposition. Let $g$ and $h$ be functions in $L^{1}(\Omega, \mathcal{F}, \mu)$. Define, for $-\infty<$ $a<b<\infty$, the subset $C_{a, b}^{\{g, h\}}$ by

$$
\begin{equation*}
C_{a, b}^{\{g, h\}}=\{g<a<b<h\} . \tag{5.93}
\end{equation*}
$$

Then the following equality holds:

$$
\begin{equation*}
S 1_{C_{a, b}^{\{g, h\}}}=1_{C_{a, b}^{\{S g, S h\}}} . \tag{5.94}
\end{equation*}
$$

Proof. Since $C_{-b,-a}^{\{-h,-g\}}=\{g<a<b<h\}$ we may assume that $b>0$. If $a<0$, then $1_{\{g<a<b<h\}}=1_{\{-g>-a\}} 1_{\{h>b\}}$. From assertions (iv) and (vii) of Lemma 5.61 it follows that

$$
S 1_{\{g<a<b<h\}}=1_{\{-S g>-a\}} 1_{\{S h>b\}}=1_{\{S g<a<b<S h\}},
$$

and consequently (5.94) follows for $a<0<b$. If $a=0$, then we replace $a$ with $a-\varepsilon$ and let $\varepsilon \downarrow 0$. If $a>0$, then we consider, for $0<\varepsilon<a$,

$$
\begin{equation*}
1_{\{g \leqslant a-\varepsilon<b<h\}}=1_{\{h>b\}}-1_{\{g>a-\varepsilon\}} 1_{\{h>b\}} . \tag{5.95}
\end{equation*}
$$

Another application of the assertions (iv) and (vii) of Lemma 5.61 then yields by employing (5.95) the equality:

$$
\begin{equation*}
S 1_{\{g \leqslant a-\varepsilon<b<h\}}=1_{\{S h>b\}}-1_{\{S g>a-\varepsilon\}} 1_{\{S h>b\}}=1_{\{S g \leqslant a-\varepsilon<b<S h\}} . \tag{5.96}
\end{equation*}
$$

In (5.96) we let $\varepsilon \downarrow 0$ to obtain the equality in (5.93) for $0<a<b$. This completes the proof of Proposition 5.63.

We also need the following proposition. It will be used with $g_{n}=h_{n}$ of the form $h_{n}=\frac{1}{n} \sum_{k=0}^{n-1} S^{k} f$ where $f \in L^{1}(\Omega, \mathcal{F}, \mu)$.
5.64. Proposition. Let $\left\{g_{n}\right\}_{n}$ and $\left\{h_{n}\right\}_{n}$ be sequences in $L^{1}(\Omega, \mathcal{F}, \mu)$ with the property that for every $c>0$ the subsets $\left\{\sup _{n}\left|g_{n}\right|>c\right\}$ and $\left\{\sup _{n}\left|h_{n}\right|>c\right\}$ have finite $\mu$-measure. Define, for $-\infty<a<b<\infty$, the subset $C_{a, b}^{\left\{g_{n}\right\}_{n},\left\{h_{n}\right\}_{n}}$ by

$$
\begin{equation*}
C_{a, b}^{\left\{g_{n}\right\}_{n},\left\{h_{n}\right\}_{n}}=\left\{\liminf _{n \rightarrow \infty} g_{n}<a<b<\limsup _{n \rightarrow \infty} h_{n}\right\} . \tag{5.97}
\end{equation*}
$$

Then the following equality holds:

$$
\begin{equation*}
S 1_{C_{a, b}^{\left\{g_{n}\right\}_{n},\left\{h_{n}\right\}_{n}}}=1_{C_{a, b}^{\left\{S g_{n}\right\},\left\{S S_{n}\right\}_{n}}} . \tag{5.98}
\end{equation*}
$$

Proof. We write the function $1_{C_{a, b}^{\left\{( \}_{n},\{ \}_{n}\right\}_{n}}}$ as follows:

$$
\begin{equation*}
1_{C_{a, b}^{\left\{g_{n}\right\}_{n},\{h n\}_{n}}}=\sup _{N_{1}} \inf _{N_{1}^{\prime}} \sup _{N_{2}} \inf _{N_{2}^{\prime}} \min _{N_{1} \leqslant n_{1} \leqslant N_{1}^{\prime} N_{2} \leqslant n_{2} \leqslant N_{2}^{\prime}} \max _{\left\{g_{n_{1}}<a<b<h_{n_{2}}\right\}}, \tag{5.99}
\end{equation*}
$$

where the suprema and infima are monotone limit operations in $L^{1}(\Omega, \mathcal{F}, \mu)$. An appeal to assertion (v) in Lemma 5.61, to (5.83), and to (5.84) the equality in (5.99) implies

$$
\begin{equation*}
S 1_{C_{a, b}^{\left\{g_{1}\right\}_{n},\left\{h_{n}\right\}_{n}}}=\sup _{N_{1}} \inf _{N_{1}^{\prime}} \sup _{N_{2}} \inf _{N_{2}^{\prime}} \min _{N_{1} \leqslant n_{1} \leqslant N_{1}^{\prime} N_{2} \leqslant n_{2} \leqslant N_{2}^{\prime}} \max _{\left\{g_{n_{1}}<a<b<h_{n_{2}}\right\}} . \tag{5.100}
\end{equation*}
$$

The equality in (5.96) in combination with (5.100) then shows

$$
\begin{align*}
S 1_{C_{a, b}^{\left\{g_{n}\right\}_{n},\left\{h_{n}\right\}_{n}}} & =\sup _{N_{1}} \inf _{N_{1}^{\prime}} \sup _{N_{2}} \inf _{N_{2}^{\prime}} \min _{N_{1} \leqslant n_{1} \leqslant N_{1}^{\prime}} \max _{N_{2} \leqslant n_{2} \leqslant N_{2}^{\prime}} 1_{\left\{S g_{\left.n_{1}<a<b<S h_{n_{2}}\right\}}\right\}} \\
& =1_{C_{a, b}^{\left\{S g_{n}\right\}_{n},\left\{S h_{n}\right\}_{n}}} . \tag{5.101}
\end{align*}
$$

The equality in (5.101) completes the proof of Proposition 5.64.
5.65. Theorem (Maximal ergodic theorem). Let $S: L^{1}(\Omega, \mathcal{F}, \mu) \rightarrow L^{1}(\Omega, \mathcal{F}, \mu)$ be a linear map, which is positivity preserving and contractive. So that $f \in$ $L^{1}(\Omega, \mathcal{F}, \mu)$ and $f \geqslant 0$ implies $S f \geqslant 0$ and $\|S f\|_{1} \leqslant\|f\|_{1}$. Define for $f \in$ $L^{1}(\Omega, \mathcal{F}, \mu)$ the to $S$ corresponding maximal function $\tilde{f}$ by

$$
\begin{equation*}
\tilde{f}=\sup _{n \in \mathbb{N}} \frac{1}{n} \sum_{k=0}^{n-1} S^{k} f \tag{5.102}
\end{equation*}
$$

Then the following assertions are valid:
(a) If $f$ belongs to $L^{1}(\Omega, \mathcal{F}, \mu)$, then $\int_{\{\tilde{f}>0\}} f d \mu \geqslant 0$;
(b) If, in addition, $\min (S f, 1)=S(\min (f, 1))$, for all $f \in L^{1}(\Omega, \mathcal{F}, \mu)$, $f \geqslant 0$, then for any $a>0$ and any $f \in L^{1}(\Omega, \mathcal{F}, \mu)$, the following inequalities hold:

$$
\begin{equation*}
\mu\{S f>a\} \leqslant \mu\{f>a\}, \text { and } a \mu\{\tilde{f}>a\} \leqslant\|f\|_{1} . \tag{5.103}
\end{equation*}
$$

Observe that the second inequality in (5.103) resembles the Doob's maximal inequality for sub-martingales: see Theorem 5.110 or Proposition 3.107.

Proof. (a) Let $f \in L^{1}(\Omega, \mathcal{F}, \mu)$, and define, for $n$ a positive integer, the function $h_{n}$ by

$$
\begin{equation*}
h_{n}=\max _{0 \leqslant k \leqslant n-1} \max \left(0, \sum_{j=0}^{k} S^{j} f\right) . \tag{5.104}
\end{equation*}
$$

Then we have $h_{n+1} \geqslant h_{n} \geqslant 0$, and for $\omega \in \Omega$ such that $h_{n+1}(\omega)>0$, we have $S h_{n}(\omega)+f(\omega) \geqslant_{n+1}(\omega)$. The latter inequality is a consequence of the inequality

$$
\begin{align*}
f+S h_{n} & =f+S\left(\max _{0 \leqslant k \leqslant n-1} \max \left(0, \sum_{j=0}^{k} S^{j} f\right)\right) \\
& \geqslant f+\max _{0 \leqslant k \leqslant n-1} S\left(\max \left(0, \sum_{j=0}^{k} S^{j} f\right)\right) \\
& \geqslant \max _{0 \leqslant k \leqslant n-1}\left(\max \left(f+S 0, f+\sum_{j=0}^{k} S^{j+1} f\right)\right) \\
& =\max _{0 \leqslant k \leqslant n-1}\left(\max \left(f, \sum_{j=0}^{k+1} S^{j} f\right)\right)=\max _{0 \leqslant k \leqslant n}\left(\sum_{j=0}^{k} S^{j} f\right) . \tag{5.105}
\end{align*}
$$

From (5.105) it readily follows that

$$
\begin{equation*}
f+S h_{n} \geqslant h_{n+1} \text { on }\left\{h_{n+1}>0\right\} . \tag{5.106}
\end{equation*}
$$

Notice that in the arguments leading to $h_{n+1} \geqslant h_{n}$, and also to (5.105), we employed the fact that $g \geqslant 0, g \in L^{1}(\Omega, \mathcal{F}, \mu)$, implies $S g \geqslant 0$. From (5.106) we infer

$$
\begin{align*}
\int_{\left\{h_{n+1}>0\right\}} f d \mu & \geqslant \int_{\left\{h_{n+1}>0\right\}}\left(h_{n+1}-S h_{n}\right) d \mu \\
& =\int_{\left\{h_{n+1}>0\right\}} h_{n+1} d \mu-\int_{\left\{h_{n+1}>0\right\}} S h_{n} d \mu \\
& \geqslant \int h_{n+1} d \mu-\int S h_{n} d \mu \geqslant \int h_{n+1} d \mu-\int h_{n} d \mu \\
& =\int\left(h_{n+1}-h_{n}\right) d \mu \geqslant 0 . \tag{5.107}
\end{align*}
$$

From (5.107) we obtain

$$
\begin{equation*}
\int_{\{\tilde{f}>0\}} f d \mu=\int_{\bigcup_{n=0}^{\infty}\left\{h_{n+1}>0\right\}} f d \mu=\lim _{n \rightarrow \infty} \int_{\left\{h_{n+1}>0\right\}} f d \mu \geqslant 0 . \tag{5.108}
\end{equation*}
$$

The inequality in (5.108) entails assertion (a).
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(b) Let $f \geqslant 0$ belong to $L^{1}(\Omega, \mathcal{F}, \mu)$, and fix $a>0$. We first prove that $\mu\{S f>a\} \leqslant \mu\{f>a\}$, i.e. the first inequality in (5.103). Let $m$ be a positive integer. By the extra hypothesis in (b), together with assertion (ii) in Lemma 5.61, we have

$$
\begin{equation*}
\min (m \max (S f-a, 0), 1)=S(\min (m \max (f-a, 0), 1)) \tag{5.109}
\end{equation*}
$$

From (5.109) we deduce

$$
\begin{align*}
\int \min (m \max (S f-a, 0), 1) d \mu & =\int S(\min (m \max (f-a, 0), 1)) d \mu \\
& \leqslant \int \min (m \max (f-a, 0), 1) d \mu \tag{5.110}
\end{align*}
$$

In (5.110) we let $m$ tend to $\infty$ to obtain:

$$
\begin{align*}
\mu\{S f>a\} & =\lim _{m \rightarrow \infty} \int \min (m \max (S f-a, 0), 1) d \mu \\
& \leqslant \lim _{m \rightarrow \infty} \int \min (m \max (f-a, 0), 1) d \mu=\mu\{f>a\} \tag{5.111}
\end{align*}
$$

This proves the first inequality in (5.103). In order to show the second inequality in (5.103) we proceed as follows. Let $f$ be a member of $L^{1}(\Omega, \mathcal{F}, \mu)$, and define, always for $a>0$ fixed, the subset $D$ by $D=\{\tilde{f}>a\}$. Here $\tilde{f}$ is as in (5.106). In addition, define for $n$ a positive integer, the subset $D_{n}$ by

$$
D_{n}=\bigcup_{k=0}^{n}\left\{S^{k} f>a\right\} \cap D
$$

Then we have

$$
\mu\left\{D_{n}\right\} \leqslant \sum_{k=0}^{n} \mu\left\{S^{k} f>a\right\} \leqslant \sum_{k=0}^{n} \mu\{f>a\}=(n+1) \mu\{f>a\} \leqslant \frac{n+1}{a}\|f\|_{1}
$$

and so $\mu\left\{D_{n}\right\}$ is finite. We also have $D \supset D_{n+1} \supset D_{n}$, and $D=\bigcup_{n=1}^{\infty} D_{n}$. Hence, because for $f \in L^{1}(\Omega, \mathcal{F}, \mu)$ we have

$$
\tilde{f}-a \leqslant \tilde{f}-a \widetilde{1_{D_{n}}} \leqslant\left(\widetilde{f-a 1_{D_{n}}}\right)
$$

it follows that

$$
\begin{align*}
a \mu\left\{D_{n}\right\} & =\int_{\{\tilde{f}>a\}} a 1_{D_{n}} d \mu=\int_{\{\tilde{f}-a>0\}} a 1_{D_{n}} d \mu \leqslant \int_{\left\{\left(f-a 1_{D_{n}}\right)>0\right\}} a 1_{D_{n}} d \mu \\
& =\int_{\left\{\left(f-a 1_{D_{n}}\right)>0\right\}}\left(a 1_{D_{n}}-f\right) d \mu+\int_{\left\{\left(f \widetilde{-a 1_{D_{n}}}\right)>0\right\}} f d \mu \tag{5.112}
\end{align*}
$$

(apply assertion (a) to the first terem in (5.112))

$$
\begin{equation*}
\leqslant 0+\int_{\left\{\left(f-a 1_{D_{n}}\right)>0\right\}} f d \mu \leqslant\|f\|_{1} \tag{5.113}
\end{equation*}
$$

In (5.113) we let $n$ tend to $\infty$ and infer $a \mu\{\tilde{f}>a\} \leqslant\|f\|_{1}$. This is the second inequality in (5.103), and completes the proof of Theorem 5.65.
5.66. Theorem (Theorem of Birkhoff). Let $S: L^{1}(\Omega, \mathcal{F}, \mu) \rightarrow L^{1}(\Omega, \mathcal{F}, \mu)$ be a linear operator such that for every $f \geqslant 0, f \in L^{1}(\Omega, \mathcal{F}, \mu)$, the following two conditions are satisfied:
(i) $S(\min (f, 1))=\min (S f, 1)$;
(ii) $\|S f\|_{1}:=\int|S f| d \mu \leqslant \int f d \mu=\|f\|_{1}$.
(It follows that all properties mentioned in Lemma 5.61 are available as well as the Propositions 5.63 and 5.64, and Theorem 5.65.) Then for every $f \in$ $L^{1}(\Omega, \mathcal{F}, \mu)$ the pointwise limit

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} S^{k} f=: P_{\mu} f \tag{5.114}
\end{equation*}
$$

exists $\mu$-almost everywhere. In addition, $P_{\mu} f$ belongs to $L^{1}(\Omega, \mathcal{F}, \mu)$, and the operator $P_{\mu}$ is a projection operator, i.e. $P_{\mu}^{2}=P_{\mu}$, with the following properties:
(a) $\int\left|P_{\mu} f\right| d \mu \leqslant \int|f| d \mu$, and
(b) $S P_{\mu} f=P_{\mu} S f=P_{\mu} f$, where $f$ belongs to $L^{1}(\Omega, \mathcal{F}, \mu)$.

If the measure $\mu$ is a probability measure, then the limit in (5.114) is also an $L^{1}$ limit, and $P_{\mu} f=\mathbb{E}_{\mu}[f \mid \mathcal{J}], f \in L^{1}(\Omega, \mathcal{F}, \mu)$, where $\mathbb{E}_{\mu}[f \mid \mathcal{J}]$ denotes the conditional expectation on the $\sigma$-field of invariant events: $\mathcal{J}=\left\{A \in \mathcal{F}: S 1_{A}=1_{A}\right\}$.

Before we prove this theorem we insert a corollary.
5.67. Corollary. Let the notation and hypotheses be as in Theorem 5.66. Suppose that the operator $S$ is ergodic in the sense that $S 1=1$, and $S f=f$, $f \in L^{1}(\Omega, \mathcal{F}, \mu)$, implies $f=$ constant $\mu$-almost everywhere. If $\mu(\Omega)=\infty$, then $P_{\mu} f=0, f \in L^{1}(\Omega, \mathcal{F}, \mu)$. If $\mu(\Omega)=1$, then $P_{\mu} f=\int f d \mu, f \in L^{1}(\Omega, \mathcal{F}, \mu)$.

Proof. Let $f \in L^{1}(\Omega, \mathcal{F}, \mu)$. Then $S P_{\mu} f=P_{\mu} f$, and so by ergodicity $P_{\mu} f$ is a constant $\mu$-almost everywhere. If $\mu(\Omega)=\infty$, then this constant must be zero, because $P_{\mu} f$ belongs to $L^{1}(\Omega, \mathcal{F}, \mu)$. If $\mu(\Omega)=1$, then, by the $L^{1}$-version of Theorem 5.66, we have

$$
\begin{equation*}
\int P_{\mu} f d \mu=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} \int S^{k} f d \mu=\int f d \mu \tag{5.115}
\end{equation*}
$$

and the inequality in (5.115) completes the proof of Corollary 5.67.
Proof of Theorem 5.66. Define for $f \in L^{1}(\Omega, \mathcal{F}, \mu)$, and $-\infty<a<b<$ $\infty$ the subset $C_{a, b}^{f}$ by

$$
\begin{equation*}
C_{a, b}^{f}=\left\{\liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} S^{k} f<a<b<\limsup _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} S^{k} f\right\} . \tag{5.116}
\end{equation*}
$$

Then $C_{a . b}^{f}$ belongs to $\mathcal{F}$, and by Theorem 5.65 it follows that $\mu\left[C_{a, b}^{f}\right]<\infty$. By Proposition 5.64 we see that

$$
\begin{equation*}
S 1_{C_{a, b}^{f}}=1_{C_{a, b}^{S f}}=1_{C_{a, b}^{f}} . \tag{5.117}
\end{equation*}
$$

As in equality (5.102) in Theorem 5.65 we write $\widetilde{g}$ for the maximal function corresponding to $g \in L^{1}(\Omega, \mathcal{F}, \mu)$. Then, with $C=C_{a, b}^{f}$, we see

$$
\begin{align*}
\left(\left(a \widetilde{-f)} 1_{C}\right)\right. & =\sup _{n} \frac{1}{n} \sum_{k=0}^{n-1} S^{k}\left\{(a-f) 1_{C}\right\}=\sup _{n} \frac{1}{n} \sum_{k=0}^{n-1}\left\{a-S^{k-1} f\right\} 1_{C} \\
& =\left(a-\inf _{n} \frac{1}{n} \sum_{k=0}^{n-1} S^{k} f\right) 1_{C} \tag{5.118}
\end{align*}
$$

and so from (5.118) and the definition of $C=C_{a, b}^{f}$ we see that

$$
\begin{equation*}
C \subset\left\{\left(\left(\widetilde{a-f)} 1_{C}\right)>0\right\}\right. \tag{5.119}
\end{equation*}
$$

The inclusion in (5.119) together with Theorem 5.65 yields

$$
\begin{equation*}
\int(a-f) 1_{C} d \mu=\int_{C}(a-f) 1_{C} d \mu=\int_{\left\{\left((a-f) 1_{C}\right)>0\right\}}(a-f) 1_{C} d \mu \geqslant 0 . \tag{5.120}
\end{equation*}
$$

As a consequence (5.120) implies $\int_{C} f d \mu \leqslant a \mu(C)$. A similar reasoning shows that $C \subset\left\{\left(\left(\widetilde{f-b)} 1_{C}\right)>0\right\}\right.$, and therefore, like in (5.120),

$$
\int(f-b) 1_{C} d \mu=\int_{\left\{\left((f-b) 1_{C}\right)>0\right\}}(f-b) 1_{C} d \mu \geqslant 0
$$

and hence $b \mu(C) \leqslant \int_{C} f d \mu$. Since (5.120) entails $\int_{C} f d \mu \leqslant a \mu(C)$, we obtain $b \mu(C) \leqslant a \mu(C)$. Since $b>a$ and $\mu(C)$ we get $\mu\left(C_{a, b}^{f}\right)=0$. The subset $C_{0}$ defined by

$$
C_{0}=\left\{\liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} S^{k} f<\limsup _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} S^{k} f\right\}
$$

can be written in the form

$$
C_{0}=\bigcup_{-\infty<a<b<\infty, a, b \in \mathbb{Q}} C_{a, b}^{f},
$$

where the symbol $\mathbb{Q}$ denotes the set of rational numbers. So, by what is proved above the set $C_{0}$ can be covered by a countable collection of subsets of the form $C_{a, b}^{f},-\infty<a<b<\infty$, all of which have $\mu$-measure 0 . Whence, $\mu\left(C_{0}\right)=0$. So the pointwise limit in (5.114) exists $\mu$-almost everywhere.
(a) Next we prove assertion (a), and therefore $P_{\mu} f$ belongs to $L^{1}(\Omega, \mathcal{F}, \mu)$. By Fatou's lemma we have

$$
\int\left|P_{\mu} f\right| d \mu=\int\left|\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} S^{k} f\right| d \mu \leqslant \int \liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1}\left|S^{k} f\right| d \mu
$$

$$
\begin{equation*}
\leqslant \liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} \int\left|S^{k} f\right| d \mu \leqslant \liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} \int|f| d \mu=\int|f| d \mu \tag{5.121}
\end{equation*}
$$

The inequality in (5.121) shows property (a).
The fact that $P_{\mu}^{2}=P_{\mu}$ follows from (b). First let $f \geqslant 0$ belong to $L^{1}(\Omega, \mathcal{F}, \mu)$. Then

$$
P_{\mu} f=\liminf _{n \rightarrow} \frac{1}{n} \sum_{k=0}^{n-1} S^{k} f=\sup _{N} \inf _{N^{\prime} \geqslant N} \min _{N \leqslant n \leqslant N^{\prime}} \frac{1}{n} \sum_{k=0}^{n-1} S^{k} f,
$$

and hence

$$
\begin{aligned}
S P_{\mu} f & =\liminf _{n \rightarrow} \frac{1}{n} \sum_{k=0}^{n 1} S^{k} f=\sup _{N} \inf _{N^{\prime} \geqslant N} \min _{N \leqslant n \leqslant N^{\prime}} \frac{1}{n} \sum_{k=0}^{n-1} S^{k+1} f \\
& =\liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} S^{k+1} f=P_{\mu} S f=P_{\mu} f
\end{aligned}
$$

which implies property (b) for non-negative functions in $L^{1}(\Omega, \mathcal{F}, \mu)$. A general function can be written as a difference of non-negative functions in $L^{1}(\Omega, \mathcal{F}, \mu)$. This proves property (b).
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Next we assume that $\mu(\Omega)=1$. First we will show that the pointwise limit in (5.114) is in fact also an $L^{1}$-limit. For this purpose we fix $f \in L^{1}(\Omega, \mathcal{F}, \mu)$ and a real number $M>0$. Then we have

$$
\begin{align*}
& \int\left|\frac{1}{n} \sum_{k=0}^{n-1} S^{k} f-P_{\mu} f\right| d \mu \\
& \leqslant \int\left|\left(\frac{1}{n} \sum_{k=0}^{n-1} S^{k}-P_{\mu}\right)\left(f 1_{\{|f|<M\}}\right)\right| d \mu+\int\left|\left(\frac{1}{n} \sum_{k=0}^{n-1} S^{k}-P_{\mu}\right)\left(f 1_{\{|f| \geqslant M\}}\right)\right| d \mu \\
& \leqslant \int\left|\left(\frac{1}{n} \sum_{k=0}^{n-1} S^{k}-P_{\mu}\right)\left(f 1_{\{|f|<M\}}\right)\right| d \mu+2 \int_{\{|f| \geqslant M\}}|f| d \mu . \tag{5.122}
\end{align*}
$$

Since $|g| \leqslant M, g \in L^{1}(\Omega, \mathcal{F}, \mu)$ implies $|S g| \leqslant M$ and $\left|P_{\mu} g\right| \leqslant M$, the integrand in the first term of the right-hand side of (5.122) is dominated by the constant $L^{1}$-function $2 M$. So from Lebesgue's dominated convergence theorem, (5.114) and (5.122) it follows that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \int\left|\frac{1}{n} \sum_{k=0}^{n-1} S^{k} f-P_{\mu} f\right| d \mu \leqslant 2 \int_{\{|f| \geqslant M\}}|f| d \mu \tag{5.123}
\end{equation*}
$$

Since $M>0$ is arbitrary and $f \in L^{1}(\Omega, \mathcal{F}, \mu)$ the inequality in (5.123) implies

$$
\limsup _{n \rightarrow \infty} \int\left|\frac{1}{n} \sum_{k=0}^{n-1} S^{k} f-P_{\mu} f\right| d \mu=0
$$

which is the same as saying that the limit in (5.114) also holds in $L^{1}$-sense. The equality $P_{\mu} f=\mathbb{E}_{\mu}[f \mid \mathcal{J}], f \in L^{1}(\Omega, \mathcal{F}, \mu)$, follows from the following two facts:
(a) the collection $\left\{A \in \mathcal{F}: S 1_{A}=1_{A}\right\}$ is a $\sigma$-field, which is readily established.
(b) Moreover, if $f \geqslant 0$ is such that $S f=f$, and if $\alpha>0$, then $S 1_{\{f>\alpha\}}=$ $1_{\{S f>\alpha\}}=1_{\{f>\alpha\}}$.

This completes the proof of Theorem 5.66.

## 4. Projective limits of probability distributions

This section is dedicated to a proof of Kolmogorov's extension theorem. We will also present Carathédory's extension theorem. Let $I$ be an arbitrary set of indices. Denote by $\mathcal{H}(I)$ the class of all finite subsets of $I$, by $\mathcal{H}^{\prime}(I)$ the collection of all countable subsets of $I$, and by $\mathcal{H}^{\prime \prime}(I)=2^{I}$ the class of all subsets of $I$. Consider a collection of measurable spaces $\left(\Omega_{i}, \mathcal{A}_{i}\right)$ indexed by $i \in I$. For $J \in \mathcal{H}^{\prime \prime}(I)$ we write $\Omega_{J}=\prod_{j \in J} \Omega_{j}$, and for $J \subset K \subset I$ we denote by $p_{J}^{K}$ the canonical projection of $\Omega_{K}$ onto $\Omega_{J}$. If $J=\{j\} \subset K$ we write $p_{j}^{K}$ instead of $p_{\{j\}}^{K}$, and if $K=I$ we write $p_{J}$ instead of $P_{J}^{I}$. Hence $p_{j}$ denotes the (one-dimensional-) projection of $\Omega_{I}$ on its $j$-th coordinate $\Omega_{j}$. Often these coordinate functions $\left\{p_{j}: j \in I\right\}$ serve as a canonical stochastic process. On
each $\Omega_{J}, J \in \mathcal{H}^{\prime \prime}(I)$, we consider the $\sigma$-field $\mathcal{A}_{J}=\otimes_{j \in J} \mathcal{A}_{j}$, generated by the set of projections $\left\{p_{j}^{J}: j \in J\right\}$, i.e. the smallest $\sigma$-field containing the sets

$$
\left\{\left(p_{j}^{J}\right)^{-1}(A): j \in J, A \in \mathcal{A}_{J}\right\}=\left\{\left\{p_{j}^{J} \in A\right\}: j \in J, A \in \mathcal{A}_{J}\right\}
$$

The collection $\mathcal{A}_{J}$ is called the product $\sigma$-algebra on $\Omega_{J}$. One easily sees that, if $J \in \mathscr{H}(I)$, then $\mathcal{A}_{J}$ is generated by the set of rectangles, i.e. by

$$
\prod_{j \in J} \mathcal{A}_{j}=\left\{\prod_{j \in J} A_{j}: A_{j} \in \mathcal{A}_{j}, j \in J\right\}
$$

If $J \subset K \subset L \subset I$, then we clearly have

$$
\begin{equation*}
p_{J}^{L}=p_{J}^{K} \circ p_{K}^{L} . \tag{5.124}
\end{equation*}
$$

It is easily seen that the projection $p_{J}^{K}$, where $K, J \in \mathcal{H}^{\prime \prime}(I), J \subset K$, from $\Omega_{K}$ onto $\Omega_{J}$ is measurable for the $\sigma$-fields $\mathcal{A}_{K}$ and $\mathcal{A}_{J}$. The latter is also written as: $p_{J}^{K}$ is $\mathcal{A}_{K^{-}} \mathcal{A}_{J}$-measurable. On $\Omega_{I}$ we consider two classes of subsets:

$$
\begin{align*}
\mathcal{B} & =\left\{\left\{p_{J} \in A\right\}=p_{J}^{-1}(A): J \in \mathcal{H}(I), A \in \mathcal{A}_{J}\right\}, \quad \text { and }  \tag{5.125}\\
\mathcal{B}^{\prime} & =\left\{\left\{p_{J} \in A\right\}=p_{J}^{-1}(A): J \in \mathcal{H}^{\prime}(I), A \in \mathcal{A}_{J}\right\} . \tag{5.126}
\end{align*}
$$

The subsets belonging to $\mathcal{B}$ are called cylinders or cylinder sets. If $Z \in \mathcal{B}$, respectively $Z \in \mathcal{B}^{\prime}$, then there exists $J \in \mathcal{H}(I)$, respectively $J^{\prime} \in \mathcal{H}^{\prime}(I)$, such that

$$
\begin{equation*}
Z=A \times \Omega_{I \backslash J} \tag{5.127}
\end{equation*}
$$

The inclusions $\mathcal{B} \subset \mathcal{B}^{\prime} \subset \mathcal{A}_{I}$ are obvious.
5.68. Definition. Let $\mathcal{B}$ be a subset of the powerset of $\Omega_{I}$. Then $\mathcal{B}$ is called a Boolean algebra, if it is closed under finite union, and under taking complements.
5.69. Lemma. The set $\mathcal{B}$ is a Boolean algebra, $\mathcal{B}^{\prime}$ is a $\sigma$-field, and

$$
\begin{equation*}
\sigma\{\mathcal{B}\}=\mathcal{B}^{\prime}=\mathcal{A}_{I} . \tag{5.128}
\end{equation*}
$$

Proof. First we show that $\mathcal{B}$ is a Boolean algebra. Let $Z=\left(p_{J}\right)^{-1}(A)=$ $\left\{p_{J} \in A\right\}, J \in \mathcal{H}(I), A \in \mathcal{A}_{J}$, be a cylinder. Then

$$
Z^{c}:=\Omega_{I} \backslash Z=\Omega_{I} \backslash\left(p_{J}\right)^{-1}(A)=\left\{p_{J} \in \Omega_{J} \backslash A\right\}=p_{J}^{-1}\left(A^{c}\right),
$$

which shows that $Z^{c}$ belongs to $\mathcal{B}$ whenever $Z \in \mathcal{B}$. Furthermore, let $Z_{i}=$ $p_{J_{i}}^{-1}\left(A_{i}\right), J_{i} \in \mathcal{H}(I), A_{i} \in \mathcal{A}_{J_{i}}, i=1, \ldots, n$, be $n$ cylinders. Then for $J=$ $J_{1} \cup \cdots \cup J_{n}$ we have

$$
\begin{align*}
Z_{1} \cup \cdots \cup Z_{n} & =p_{J_{1}}^{-1}\left(A_{1}\right) \cup \cdots \cup p_{J_{n}}^{-1}\left(A_{n}\right) \\
& =p_{J}^{-1}\left(p_{J_{1}}^{J}\right)^{-1}\left(A_{1}\right) \cup \cdots \cup p_{J}^{-1}\left(p_{J_{n}}^{J}\right)^{-1}\left(A_{n}\right) \\
& =p_{J}^{-1}\left(\left(p_{J_{1}}^{J}\right)^{-1}\left(A_{1}\right) \cup \cdots\left(p_{J_{n}}^{J}\right)^{-1}\left(A_{n}\right)\right) . \tag{5.129}
\end{align*}
$$

Since the sets $p_{J_{i}}^{-1}\left(A_{i}\right)$ belong to $A_{J}$ for $i=1, \ldots, n$ the set $Z_{1} \cup \cdots Z_{n}$ is a cylinder.

In the same manner one proves that $\mathcal{B}^{\prime}$ is a $\sigma$-field.

In order to get the equalities in (5.128) it remains to show that $\mathcal{A}_{I} \subset \sigma\{\mathcal{B}\}$. Considering the definition of $\mathcal{A}_{I}$ it is sufficient to prove that $p_{i}, i \in I$, is measurable for $\sigma\{\mathcal{B}\}$ and $\mathcal{A}_{I}$. However, this follows from (5.125). So the proof of Lemma 5.69 is complete now.
5.70. Remark. The fact that $\mathcal{B}^{\prime}=\mathcal{A}_{J}$ is important. It shows that each $B \in \mathcal{A}_{I}$ only depends on at most a countable number of indices, in the sense that $B$ can be written as $B=A \times \Omega_{I \backslash J}$ where $J$ is countable or finite and where $A \in \mathcal{A}_{J}$.

The observation in this remark shows that the product $\sigma$-field is relatively "poor" when the index set $I$ is uncountable. The following two examples will clarify this.
5.71. Example. Take $I$ uncountable, let each $\Omega_{i}, i \in I$, be an arbitrary topological Hausdorff space with at least two points, and let $\mathcal{A}_{i}$ be the Borel field of $\Omega_{i}$. For every $i \in I$ we select $\omega_{i} \in \Omega_{i}$. Since the singleton $\left\{\left(\omega_{i}\right)_{i \in I}\right\}$ is a closed subset of $\Omega_{I}$ with respect to the product topology, it belongs to the Borel $\sigma$-field of $\Omega_{I}$. But it does not belong to $\mathcal{A}_{I}$ because it cannot be written as the set $B$ in Remark 5.70.

5.72. Example. Take $I=[0, \infty)$ and suppose that $\Omega_{i}=\Omega$, where $\Omega$ is a topological Hausdorff space consisting of at least two points. Hence $\Omega_{[0, \infty)}=$ $\Omega^{[0, \infty)}$ is the set of all mappings from $[0, \infty)$ to $\Omega$. Let $B$ be the subset of $\Omega^{[0, \infty)}$ consisting of all right-continuous (or all continuous) mappings from $[0, \infty)$ to $\Omega$. Assuming that $B$ belongs to $\mathcal{A}_{[0, \infty)}=\mathcal{A}^{\otimes[0, \infty)}$, where $\mathcal{A}$ is the Borel $\sigma$-field of $\Omega$ will lead to a contradiction. Because, if $B$ belongs to $\mathcal{A}_{[0, \infty)}$, then by Remark $5.70 B$ is of the form $B=A \times \Omega_{[0, \infty) \backslash J}$ where $J \subset[0, \infty)$ is countable, and where $A \in \mathcal{A}_{J}$. We may suppose that $J$ contains all rational numbers. Pick $f \in B$ and $t \in[0, \infty) \backslash J$. We define the function $g:[0, \infty) \rightarrow \Omega$ as follows: $g(s)=f(s)$ if $s \neq t$, and $g(s) \neq f(t)$ if $s=t$. Then $g \in B$, but it is not right-continuous, which can be seen as follows. In $J$ there exists a sequence $\left(t_{n}\right)_{n}$ which decreases to $t$. Then

$$
\lim _{n \rightarrow \infty} g\left(t_{n}\right)=\lim _{n \rightarrow \infty} f\left(t_{n}\right)=f(t) \neq g(t) .
$$

It follows that $B \notin \mathcal{A}_{[0, \infty)}$.
5.73. Definition. Consider a family of measurable spaces $\left(\Omega_{i}, \mathcal{A}_{i}\right), i \in I$. Suppose that for every $J \in \mathscr{H}(I) \mathbb{P}_{J}$ is a probability measure on $\left(\Omega_{J}, \mathcal{A}_{J}\right)$ such that

$$
\begin{equation*}
\mathbb{P}_{K}\left[p_{J}^{K} \in A\right]=\mathbb{P}_{K}\left[\left(p_{J}^{K}\right)^{-1}(A)\right]=\mathbb{P}_{J}[A] \tag{5.130}
\end{equation*}
$$

whenever $J, K \in \mathcal{H}(I), J \subset K$, and $A \in \mathcal{A}_{J}$. Then the family $\left\{\mathbb{P}_{J}: J \in \mathcal{H}(I)\right\}$, or the family $\left\{\left(\Omega_{J}, \mathcal{A}_{J}, \mathbb{P}_{J}\right): J \in \mathscr{H}(I)\right\}$, is called a projective system of probability measures, or spaces. Such a system is also called a consistent system, or a cylindrical measure.

The following theorem says that a cylinder measure is a genuine measure provided that the spaces $\Omega_{i}$ are topological Hausdorff spaces which are Polish, endowed with their Borel $\sigma$-fields $\mathcal{B}_{i}$. From Theorem 5.51 it follows that all probability measures $\mu$ on a Polish space $S$ are inner and outer regular in the sense that

$$
\begin{equation*}
\mu(B)=\sup \{\mu(K): K \subset B, K \text { compact }\}=\inf \{\mu(O): O \supset B, O \text { open }\} \tag{5.131}
\end{equation*}
$$

whenever $B$ belongs to the Borel $\sigma$-field of $S$. The following theorem is a slight reformulation of Theorem 3.1. We also make the following observations. A second-countable locally-compact Hausdorff space is Polish. See Theorem 1.16, and see the formula in (1.18) which gives the metric. As mentioned earlier this construction can be found in Garrett [57].
A countable disjoint union of Polish spaces $\left(E_{j}, d_{j}\right)$ is Polish, with metric

$$
d(x, y)= \begin{cases}1, & (\text { for } x, y \text { in distinct spaces in the union) },  \tag{5.132}\\ d_{n}(x, y) & \text { (for } x, y \text { in the } n \text {th space in the union). }\end{cases}
$$

Here we assume that $d_{j}(x, y) \leqslant 1, x, y \in E_{j}$. From this result it follows that a $\sigma$-compact metrizable Hausdorff space $E=\cup_{j=1}^{\infty} K_{j}, K_{j} \subset K_{j+1}, K_{j}$ compact, is a Souslin space, i.e. a continuous image of a Polish space. This is so because every subset $K_{j}$ is compact metrizable, and therefore separable. Therefore the complements $K_{j+1} \backslash K_{j}, j \in \mathbb{N}$, are Polish, and since $E$ is the disjoint union of
such spaces $E$ itself is Polish. It is known that probability measures on the class of Borel subsets of Souslin spaces are regular. For details the reader is referred to Bogachev [21]. Before we formulate and prove the Kolmogorov's extension theorem we will discuss the Carathéodory's extension theorem. We need the notion of semi-ring, ring, and (Boolean) algebra of subsets of a given set $\Omega$.
5.74. Definition (Definitions). Let $\Omega$ be a given set. A semi-ring is a subset $\mathcal{S}$ of $\mathcal{P}(\Omega)$, the power set of $\Omega$, which has the following properties:
(i) $\varnothing \in \mathcal{S}$;
(ii) For all $A, B \in \mathcal{S}$, the intersection $A \cap B$ belongs to $\mathcal{S}$ ( $\mathcal{S}$ is closed under pairwise intersections);
(iii) For all $A, B \in \mathcal{S}$, there exist disjoint sets $K_{i} \in \mathcal{S}$, with $i=1,2, \ldots, n$, such that $A \backslash B=\bigcup_{i=1}^{n} K_{i}$ (relative complements can be written as finite disjoint unions).

A ring $\mathcal{R}$ is a subset of the power set of $\Omega$ which has the following properties:
(i) $\varnothing \in \mathcal{R}$;
(ii) For all $A, B \in \mathcal{R}$, the union $A \cup B$ belongs to $\mathcal{R}(\mathcal{R}$ is closed under pairwise unions);
(iii) For all $A, B \in \mathcal{R}$, the relative complement $A \backslash B$ belongs to $\mathcal{R}$ ( $\mathcal{R}$ is closed under relative complements).

Thus any ring on $\Omega$ is also a semi-ring.
A Boolean algebra $\mathcal{B}$ is defined as a subset of the power set of $\Omega$ with the following properties:
(i) $\varnothing \in \mathcal{B}$;
(ii) For all $A \in \mathcal{B}$ and $B \in \mathcal{B}$ the union $A \cup B$ belongs to $\mathcal{B}$;
(iii) If $A$ belongs to $\mathcal{B}$, then its complement $A^{c}=\Omega \backslash A$ belongs to $\mathcal{B}$.

Sometimes, the following constraint is added in the measure theory context: $\Omega$ is the disjoint union of a countable family of sets in $\mathcal{S}$.

Without proof we mention some properties. Arbitrary (possibly uncountable) intersections of rings on $\Omega$ are still rings on $\Omega$. If $\mathcal{A}$ is a non-empty subset of $\mathcal{P}(\Omega)$, then we define the ring generated by $\mathcal{A}$ (noted $\mathcal{R}(\mathcal{A})$ ) as the smallest ring containing $\mathcal{A}$. It is straightforward to see that the ring generated by $\mathcal{A}$ is equivalent to the intersection of all rings containing $\mathcal{A}$.

For a semi-ring $\mathcal{S}$, the set containing all finite disjoint union of sets of $\mathcal{S}$ is the ring generated by $\mathcal{S}$ :

$$
\mathcal{R}(\mathcal{S})=\left\{A: A=\bigcup_{i=1}^{n} A_{i}, A_{i} \in \mathcal{S}\right\} .
$$

This means that $\mathcal{R}(\mathcal{S})$ is simply the set containing all finite unions of sets in $\mathcal{S}$.

A content $\mu$ defined on a semi-ring $\mathcal{S}$ can be extended on the ring generated by $\mathcal{S}$. Such an extension is unique. The extended content is necessarily given by:

$$
\mu(A)=\sum_{i=1}^{n} \mu\left(A_{i}\right) \quad \text { for } A=\bigcup_{i=1}^{n} A_{i} \text {, with the } A_{i} \in \mathcal{S} \text { 's mutually disjoint. }
$$

In addition, it can be proved that $\mu$ is a pre-measure if and only if the extended content is also a pre-measure, and that any pre-measure on $\mathcal{R}(\mathcal{S})$ that extends the pre-measure on $\mathcal{S}$ is necessarily of this form.

Some motivation is at place here. In measure theory, one is usually not interested in semi-rings and rings themselves, but rather in $\sigma$-algebras (or $\sigma$-fields) generated by them. The idea is that it is possible to build a pre-measure on a semi-ring $\mathcal{S}$ (for example Stieltjes measures), which can then be extended to a pre-measure on $\mathcal{R}(\mathcal{S})$, which can finally be extended to a genuine measure on a $\sigma$-algebra through Carathéeodory's extension theorem. As $\sigma$-algebras generated by semi-rings and rings are the same, the difference does not really matter (in the measure theory context at least). Actually, the Carathéodory's extension theorem can be slightly generalized by replacing ring with semi-ring.

5.75. Definition. Let $\mathcal{S}$ be a semi-ring in $\mathcal{P}(\Omega)$. A pre-measure on $\mathcal{S}$ is a map $\mu: \mathcal{S} \rightarrow[0, \infty]$ such that
(i) $\mu(\varnothing)=0$.
(ii) If $\left(A_{n}\right)_{n}$ is a mutually disjoint sequence in $\mathcal{S}$, and if $A:=\bigcup_{n} A_{n}$ belongs

$$
\text { to } \mathcal{S} \text {, then } \mu(A)=\sum_{n} \mu\left(A_{n}\right)=\lim _{N \rightarrow \infty} \sum_{n=1}^{N} \mu\left(A_{n}\right) \text {. }
$$

We also need the concept of outer or exterior measure.
5.76. Definition. An outer measure on $\mathcal{P}(\Omega)$ is a map $\lambda: \mathcal{P}(\Omega) \rightarrow[0, \infty]$ with the following properties:
(i) $\lambda(\varnothing)=0$.
(ii) $A \subset B$ implies $\lambda(A) \leqslant \lambda(B)$.
(iii) If $\left(A_{n}\right)_{n}$ is a sequence in $\mathcal{P}(\Omega)$, then $\lambda\left(\bigcup_{n} A_{n}\right) \leqslant \sum_{n} \lambda\left(A_{n}\right)$.

By taking all but finitely many $A_{n}$ to be the empty set one sees that an outer measure is sub-additive: $\lambda(A \cup B) \leqslant \lambda(A)+\lambda(B), A, B \in \mathcal{P}(\Omega)$. Let $\lambda$ be an outer measure on $\mathcal{P}(\Omega)$. We define $\Sigma_{\lambda}$ to be the set of all subsets $A \subset \Omega$ such that for any $D \subset \Omega$ we have

$$
\begin{equation*}
\lambda(D)=\lambda(A \cap D)+\lambda\left(A^{c} \cap D\right) \tag{5.133}
\end{equation*}
$$

Since an outer measure $\lambda$ is sub-additive we may replace the equality in (5.133) be an inequality of the form

$$
\begin{equation*}
\lambda(D) \geqslant \lambda(A \cap D)+\lambda\left(A^{c} \cap D\right) \tag{5.134}
\end{equation*}
$$

In other words, $\Sigma_{\lambda}$ consists of all subsets $A \subset \Omega$ that split $\Omega$ in two in a good way. Clearly, $\Omega \in \Sigma_{\lambda}$ and by the very form of the definition of $\Sigma_{\lambda}$, we have a subset $A$ belongs to $\Sigma_{\lambda}$ if and only if its complement $A^{c}$ belongs to $\Sigma_{\lambda}$. We now present the following proposition, whose proof is a bit tedious. For details the reader is referred to, e.g., [5] or [10]. The reader may also want to consult the Probability Tutorials by Noel Vaillant: http://www.probability.net/. The sets in $\Sigma_{\lambda}$ are called Carathéodory measurable relative to the outer measure $\lambda$.
5.77. Proposition. Let $\lambda$ be an outer measure on $\Omega$, and let $\Sigma_{\lambda}$ be as defined above. Then $\Sigma_{\lambda}$ is a $\sigma$-algebra on $\Omega$.

The Lebesgue-Stieltjes integral $\int_{a}^{b} f(x) d g(x)$ is defined when $f:[a, b] \rightarrow \mathbb{R}$ is Borel-measurable and bounded and $g:[a, b] \rightarrow \mathbb{R}$ is of bounded variation in $[a, b]$ and right-continuous, or when $f$ is Borel-measurable and non-negative and $g$ is non-decreasing, and right-continuous. Define $w((s, t]):=g(t)-g(s)$ and $w(\{a\}):=0$ (Alternatively, the construction works for $g$ left-continuous, $w([s, t)):=g(t)-g(s)$ and $w(\{b\}):=0)$. By Carathéodory's extension theorem (Theorem 5.79), there is a unique Borel measure $\mu_{g}$ on $[a, b]$ which agrees with $w$ on every interval $I \subset[a, b]$. The measure $\mu_{g}$ arises from the outer measure

$$
\mu_{g}(E)=\inf \left\{\sum_{i} \mu_{g}\left(I_{i}\right): E \subset \bigcup_{i} I_{i}\right\}
$$

where the infimum is taken over all coverings of $E$ by countably many semi-open intervals $I_{i}$. This measure is sometimes called the Lebesgue-Stieltjes, or Stieltjes measure associated with $g$. The Lebesgue-Stieltjes integral $\int_{a}^{b} f(x) d g(x)$ is defined as the Lebesgue integral of $f$ with respect to the measure $\mu_{g}$ in the usual way. If $g$ is non-increasing, then define $\int_{a}^{b} f(x) d g(x):=-\int_{a}^{b} f(x) d(-g)(x)$. If the function $g:[a, b] \rightarrow \mathbb{R}$ is right-continuous, and of bounded variation on $[a, b]$, then $g$ may be written in the form $g=g_{1}-g_{2}$, where the functions $g_{1}$ and $g_{2}$ are monotone non-decreasing and right-continuous. So that $\mu_{g}(s, t]=$ $g(t)-g(s), a \leqslant s<t \leqslant b$, extends to a real-valued measure on the Borel field of $[a, b]$. Of course, if $g$ were right-continuous, complex-valued and of bounded variation, then $g$ can be split as follows $g=\operatorname{Re} g+i \operatorname{Im} g=g_{1}-g_{2}+i\left(g_{3}-g_{4}\right)$ where the functions $g_{j}, 1 \leqslant j \leqslant 4$, are right-continuous, and non-decreasing. To the function $g$ we can associate a complex-valued measure $\mu_{g}$ such that $\mu_{g}(s, t]=g(t)-g(s), a \leqslant s<t \leqslant b$. For more details on Riemann-Stieltjes integrals the reader is referred to [130]. The book by Tao [137] contains a discussion on Stieltjes measures.
The definition of semi-ring may seem a bit convoluted, but the following simple example shows why it is useful.
5.78. Example. Think about the subset of $\mathcal{P}(\mathbb{R})$ defined by the set of all halfopen intervals $(a, b]$ for $a$ and $b$ reals. This is a semi-ring, but not a ring. Stieltjes measures are defined on intervals; the countable additivity on the semi-ring is not too difficult to prove because we only consider countable unions of intervals which are intervals themselves. Proving it for arbitrary countably union of intervals is proved using Carathéodory's extension theorem.

Now we are ready to formulate the Carathéodory's extension theorem.
5.79. Theorem (Carathéodory's extension theorem). Let $\mathcal{R}$ be a ring on $\Omega$ and $\mu: \mathcal{R} \rightarrow[0, \infty]$ be a pre-measure on $a \mathcal{R}$. Then there exists a measure $\mu^{\prime}: \sigma(\mathcal{R}) \rightarrow[0, \infty]$ such that $\mu^{\prime}$ is an extension of $\mu$. (That is, $\left.\mu^{\prime}\right|_{\mathcal{R}}=\mu$ ). Here $\sigma(\mathcal{R})$ is the $\sigma$-algebra generated by $\mathcal{R}$.
If $\mu$ is $\sigma$-finite then the extension $\mu^{\prime}$ is unique (and also $\sigma$-finite).
If $\mathcal{R}$ is a Boolean algebra, then Theorem 5.79 is also called the Hahn-Kolmogorov extension theorem. A complete proof can also be found in [21] Theorem 1.5.6. We will present just an outline. Another interesting book is Tao [137]; in particular see Theorems 1.7.3 (Carathéodory's extension theorem) and 1.7.8 together with Exercise 1.7.7 (Hahn-Kolmogorov's extension theorem). An (older) paper, which treats Carathéodory's extension theorem thoroughly, is Maharam [90].

Proof. The proof is based on the $\sigma$-field corresponding to the outer (or exterior) measure associated to pre-measure $\mu$. This exterior measure $\mu^{*}$ is defined by

$$
\begin{equation*}
\mu^{*}(A)=\inf \left\{\sum_{k=1}^{\infty} \mu\left(A_{k}\right): A_{k} \in \mathcal{R}, A \subset \bigcup_{k=1}^{\infty} A_{k}\right\}, \quad A \subset \Omega . \tag{5.135}
\end{equation*}
$$

(If $A$ can not be covered by a countable union of sets in $\mathcal{R}$, then we put $\mu^{*}(A)=$ $\infty$.) Then it is not too difficult to prove that $\mu^{*}$ is an outer measure. Like in Proposition 5.77 let $\Sigma_{\mu^{*}}$ be the $\sigma$-field consisting of those subsets $A$ of $\Omega$ for which

$$
\mu^{*}(D) \geqslant \mu^{*}(A \cap D)+\mu^{*}\left(A^{c} \cap D\right)
$$

for all $D \subset \Omega$. Then it follows that the $\sigma$-field $\Sigma_{\mu^{*}}$ contains the ring $\mathcal{R}$. Put $\mu^{\prime}(B)=\mu^{*}(B), B \in \Sigma_{\mu^{*}}$. Then $\mu^{\prime}$ is a measure on $\Sigma_{\mu^{*}}$ which extends $\mu$, and which unique provided that $\mu$ is $\sigma$-finite. For details see [21] Theorem 1.5.6. This concludes an outline of the proof of Theorem 5.79.
5.80. Example. Let $E$ be a $\sigma$-compact topological Hausdorff space, and assume that each compact subset $K_{j}$ is metrizable, and hence separable. Define the sequence of open subsets $\left(O_{j}\right)_{j}$ of $E$ as follows: $O_{0}=\varnothing, O_{1}=E \backslash K_{1}, O_{j+1}=$ $\left(E \backslash K_{1}\right) \cap \cdots \cap\left(E \backslash K_{j}\right), j \geqslant 1$. Then, for an appropriate metric $(x, y) \mapsto d_{j}(x, y)$, $x, y \in K_{j} \cap O_{j}, 0 \leqslant d_{j}(x, y) \leqslant 1$, the spaces $K_{j} \cap O_{j}$ is complete metrizable and separable, and so a Polish space. Moreover, by construction the spaces $K_{j} \cap O_{j}$, $j=0,1, \ldots$, are mutually disjoint, and so the $E$ can be supplied with the metric $d(x, y)$ defined by $d(x, y)=1$, if $x, y$ belong to different spaces $K_{j} \cap O_{j}$, and $d(x, y)=d_{j}(x, y)$, if $x$ and $y$ belong to $K_{j} \cap O_{j}, j=0,1, \ldots$. Then this metric turns $E$ written as a disjoint union of $K_{j} \cap O_{j}$ into a Polish space. Its topology is stronger than the original one, and hence $E$ itself is continuous image of a Polish space (via the identity map). It follows that $E$ is a Souslin space.


Example 5.80 should be compared with the notion of disjoint unions of Polish spaces are again Polish: see (5.132).
5.81. Theorem (Kolmogorov's extension theorem). Let

$$
\left\{\left(\Omega_{J}, \mathcal{B}_{J}, \mathbb{P}_{J}\right): J \in \mathcal{H}(I)\right\}
$$

be a projective system of probability spaces. Suppose that for every $i \in I, \Omega_{i}$ is a Polish space (or Souslin space) endowed with its Borel $\sigma$-field $\mathcal{B}_{i}$. Then there exists a unique probability measure $\mathbb{P}_{I}$ on $\left(\Omega_{I}, \mathcal{B}_{I}\right)$ such that

$$
\begin{equation*}
\mathbb{P}_{I}\left[p_{J} \in A\right]=\mathbb{P}_{I}\left[p_{J}^{-1}(A)\right]=\mathbb{P}_{J}[A], \quad A \in \mathcal{B}_{J}, \tag{5.136}
\end{equation*}
$$

for every $J \in \mathcal{H}(I)$.
Proof. If $Z=\left\{p_{J} \in A\right\}=p_{J}^{-1}(A), J \in \mathcal{H}(I), A \in \mathcal{B}_{J}$, is a cylinder in $\Omega_{I}$, then we define $\mathbb{P}_{I}[Z]$ by

$$
\begin{equation*}
\mathbb{P}_{I}[Z]=\mathbb{P}_{J}[A] . \tag{5.137}
\end{equation*}
$$

This definition is unambiguous. Indeed, let

$$
Z=\left\{p_{J} \in A\right\}=p_{J}^{-1}(A)=p_{K}^{-1}(B)=\left\{p_{K} \in B\right\}, \text { with } A \in \mathcal{B}_{J} \text { and } B \in \mathcal{B}_{K}
$$

with $J, K \in \mathcal{H}(I)$. We have to show that $\mathbb{P}_{J}[A]=\mathbb{P}_{K}[B]$. Indeed, with $L=J \cup K$, we get

$$
\begin{align*}
Z & =p_{L}^{-1}\left(p_{J}^{L}\right)^{-1}(A)=\left\{p_{J}^{L} \circ p_{L} \in A\right\} \\
& =\left\{p_{J}^{L} \in A\right\}=\left(p_{J}^{L}\right)^{-1}(A)=\left(p_{K}^{L}\right)^{-1}(B)=\left\{p_{K}^{L} \in B\right\} \\
& =\left\{p_{K}^{L} \circ p_{L} \in B\right\}=p_{L}^{-1}\left(p_{K}^{L}\right)^{-1}(B) . \tag{5.138}
\end{align*}
$$

From (5.130) together with (5.138) we infer

$$
\begin{equation*}
\mathbb{P}_{J}[A]=\mathbb{P}_{L}\left[\left(p_{J}^{L}\right)^{-1}(A)\right]=\mathbb{P}_{L}\left[\left(p_{K}^{L}\right)^{-1}(B)\right]=\mathbb{P}_{K}[B] \tag{5.139}
\end{equation*}
$$

The equality in (5.139) shows that $\mathbb{P}_{I}$ is well defined. We also have

$$
\mathbb{P}_{I}\left[\Omega_{I}\right]=\mathbb{P}_{I}\left[p_{i}^{-1}\left(\Omega_{i}\right)\right]=\mathbb{P}_{\{i\}}\left[\Omega_{i}\right]=1
$$

Next we show that $\mathbb{P}_{I}$ is finitely additive on $\mathcal{B}$, the collection of cylinders. Let $Z=p_{J}^{-1}(A)$, with $J \in \mathcal{H}(I)$ and $A \in \mathcal{B}_{J}$, and $Z^{\prime}=p_{K}^{-1}(B)$, with $K \in \mathcal{H}(I)$ and $B \in \mathcal{B}_{K}$ be two disjoint cylinders. Put $L=J \cup K$. Then we have

$$
\begin{align*}
\varnothing & =Z \cap Z^{\prime}=p_{L}^{-1}\left(p_{J}^{L}\right)^{-1}(A) \cap p_{L}^{-1}\left(p_{K}^{L}\right)^{-1}(B) \\
& =p_{L}^{-1}\left(\left(p_{J}^{L}\right)^{-1}(A) \cap\left(p_{K}^{L}\right)^{-1}(B)\right) . \tag{5.140}
\end{align*}
$$

From (5.140) we infer $\left(p_{J}^{L}\right)^{-1}(A) \cap\left(p_{K}^{L}\right)^{-1}(B)=\varnothing$. Consequently, we obtain

$$
\begin{aligned}
\mathbb{P}_{I}\left[Z \cup Z^{\prime}\right] & =\mathbb{P}_{I}\left[p_{L}^{-1}\left(p_{J}^{L}\right)^{-1}(A) \cup p_{L}^{-1}\left(p_{K}^{L}\right)^{-1}(B)\right] \\
& =\mathbb{P}_{I}\left[p_{L}^{-1}\left(\left(p_{J}^{L}\right)^{-1}(A) \cup\left(p_{K}^{L}\right)^{-1}(B)\right)\right] \\
& =\mathbb{P}_{L}\left[\left(p_{J}^{L}\right)^{-1}(A) \cup\left(p_{K}^{L}\right)^{-1}(B)\right] \\
& =\mathbb{P}_{L}\left[\left(p_{J}^{L}\right)^{-1}(A)\right]+\mathbb{P}_{L}\left[\left(p_{K}^{L}\right)^{-1}(B)\right]
\end{aligned}
$$

(apply the equality in (5.130))

$$
\begin{equation*}
=\mathbb{P}_{J}[A]+\mathbb{P}_{K}[B]=\mathbb{P}_{I}[A]+\mathbb{P}_{I}[B] . \tag{5.141}
\end{equation*}
$$

The equality in (5.141) proves the finite additivity of the mapping $\mathbb{P}_{I}$ on the collection of cylinder sets $\mathcal{B}$.

Finally we prove that the mapping $\mathbb{P}_{I}$ is $\sigma$-additive on $\mathcal{B}$. For that purpose we consider a decreasing sequence $\left(Z_{n}\right)_{n}$ of cylinder sets such that $\mathbb{P}_{I}\left[Z_{n}\right] \geqslant a>0$ for all $n \in \mathbb{N}$. We will show that $\bigcap_{n} Z_{n} \neq \varnothing$. By contraposition it then follows that $\bigcap_{n} Z_{n}=\varnothing$ implies $\lim _{n \rightarrow \infty} \mathbb{P}_{I}\left[Z_{n}\right]=0$. For each $n$ we have $Z_{n}=p_{J}^{-1}\left(A_{n}\right)$ with $J_{n} \in \mathcal{H}(I)$ and $A_{n} \in \mathcal{B}_{J_{n}}$. Of course we may suppose that $J_{1} \subset J_{2} \subset \cdots \subset J_{n} \subset \cdots$. Put $J=\bigcup_{n} J_{n}$. Then

$$
Z_{n}=p_{J}^{-1}\left(p_{J_{n}}^{J}\right)^{-1}\left(A_{n}\right)=\left(p_{J_{n}}^{J}\right)^{-1}\left(A_{n}\right) \times \Omega_{I \backslash J} .
$$

Since

$$
\begin{equation*}
\bigcap_{n} Z_{n}=\left(\bigcap_{n}\left(p_{J_{n}}^{J}\right)^{-1}\left(A_{n}\right)\right) \times \Omega_{\lceil\backslash J} \tag{5.142}
\end{equation*}
$$

we see that $\bigcap_{n} Z_{n} \neq \varnothing$ if and only if $\bigcap_{n}\left(p_{J_{n}}^{J}\right)^{-1}\left(A_{n}\right) \neq \varnothing$. This means that our problem is reduced to the problem with $I=J$, i.e. to a countable problem. For every $m \in \mathbb{N}$ there exists a compact subset $L_{j_{m}}$ of $\Omega_{j_{m}}$ with

$$
\mathbb{P}_{j_{m}}\left[\Omega_{j_{m}} \backslash L_{j_{m}}\right] \leqslant \frac{a}{4 \times 2^{m}}
$$

Then $L:=\prod_{m} L_{j_{m}}$ is a compact subset of $\Omega_{J}$. Furthermore, for every $n \in \mathbb{N}$ we have

$$
\begin{equation*}
\mathbb{P}_{J_{n}}\left[\left(\prod_{j \in J_{n}} L_{j}\right)^{c}\right]=\mathbb{P}_{J_{n}}\left[\bigcup_{j \in J_{n}}\left(p_{j}^{J_{n}}\right)^{-1}\left(L_{j}^{c}\right)\right] \leqslant \sum_{j \in J_{n}} \mathbb{P}_{j}\left[\Omega_{j} \backslash L_{j}\right]<\frac{a}{4} . \tag{5.143}
\end{equation*}
$$

On the other hand for every $n \in \mathbb{N}$ we choose a compact subset $K_{n}$ of $A_{n}$ (in $\mathcal{B}_{J_{n}}$ ) such that

$$
\begin{equation*}
\mathbb{P}_{J_{n}}\left[A_{n} \backslash K_{n}\right] \leqslant \frac{a}{4 \times 2^{n}} . \tag{5.144}
\end{equation*}
$$

For every $n \in \mathbb{N}$ the set $Y_{n}$ defined by

$$
Y_{n}=\left(p_{J_{1}}^{J_{n}}\right)^{-1}\left(K_{1}\right) \cap \cdots \cap\left(p_{J_{n-1}}^{J_{n}}\right)^{-1}\left(K_{n-1}\right) \cap K_{n}
$$

is a closed subset $\Omega_{J_{n}}$, and so $Z_{n}^{\prime}:=p_{J_{n}}^{-1}\left(Y_{n}\right)$ is a closed cylinder in $\Omega_{J}$, and $Z_{n}^{\prime} \subset Z_{n}$. In addition, we have

$$
Z_{n}^{\prime}=p_{J_{1}}^{-1}\left(K_{1}\right) \cap \cdots \cap p_{J_{n-1}}^{-1}\left(K_{n-1}\right) \cap p_{J_{n}}^{-1}\left(K_{n}\right)
$$

the sequence $\left(Z_{n}^{\prime}\right)_{n}$ is decreasing. We also have

$$
\begin{aligned}
\mathbb{P}_{I}\left[Z_{n} \backslash Z_{n}^{\prime}\right] & =\mathbb{P}_{I}\left[Z_{n} \backslash\left(\bigcap_{1 \leqslant k \leqslant n} p_{J_{k}}^{-1}\left(K_{k}\right)\right)\right] \\
& \leqslant \sum_{k=1}^{n} \mathbb{E}_{I}\left[Z_{n} \backslash p_{J_{k}}^{-1}\left(K_{k}\right)\right] \leqslant \sum_{k=1}^{n} \mathbb{E}_{I}\left[Z_{k} \backslash p_{J_{k}}^{-1}\left(K_{k}\right)\right]
\end{aligned}
$$

$$
\begin{align*}
& =\sum_{k=1}^{n} \mathbb{E}_{I}\left[p_{J_{k}}^{-1}\left(A_{k}\right) \backslash p_{J_{k}}^{-1}\left(K_{k}\right)\right]=\sum_{k=1}^{n} \mathbb{E}_{I}\left[p_{J_{k}}^{-1}\left(A_{k} \backslash K_{k}\right)\right] \\
& =\sum_{k=1}^{n} \mathbb{E}_{J_{k}}\left[A_{k} \backslash K_{k}\right]<\frac{a}{4} . \tag{5.145}
\end{align*}
$$

Since, by assumption, $\mathbb{P}_{I}\left[Z_{n}\right] \geqslant a$, (5.145) implies

$$
\begin{equation*}
\mathbb{P}_{J_{n}}\left[Y_{n}\right]=\mathbb{P}_{I}\left[Z_{n}^{\prime}\right]=\mathbb{P}_{I}\left[Z_{n}\right]-\mathbb{P}_{I}\left[Z_{n} \backslash Z_{n}^{\prime}\right]>a-\frac{a}{4}=\frac{3 a}{4} \tag{5.146}
\end{equation*}
$$

Since, by (5.146) and (5.143) we have

$$
\begin{equation*}
\mathbb{P}_{J_{n}}\left[Y_{n} \bigcap \prod_{j \in J_{n}} L_{j}\right] \geqslant 1-\mathbb{P}_{J_{n}}\left[Y_{n}^{c}\right]-\mathbb{P}_{J_{n}}\left[\left(\prod_{j \in J_{n}} L_{j}\right)^{c}\right] \geqslant \frac{3 a}{4}-\frac{a}{4}=\frac{a}{2} \tag{5.147}
\end{equation*}
$$

it follows that $Y_{n} \bigcap \prod_{j \in J_{n}} L_{j} \neq \varnothing$. Moreover, observe that

$$
\begin{equation*}
Z_{n}^{\prime} \cap L=\left(Y_{n} \times \Omega_{J \backslash J_{n}}\right) \bigcap\left(\prod_{m} L_{j_{m}}\right)=\left(Y_{n} \bigcap \prod_{j \in J_{n}} L_{j}\right) \times \prod_{j \in J \backslash J_{n}} L_{j} \tag{5.148}
\end{equation*}
$$

and consequently, $Z_{n}^{\prime} \cap L \neq \varnothing$. Hence, the decreasing sequence $\left(Z_{n}^{\prime} \cap L\right)_{n}$ consists of non-empty compact subsets of $\Omega_{J}$. By compactness we get that $\bigcap_{n} Z_{n}^{\prime} \cap L \neq \varnothing$. So we infer

$$
\begin{equation*}
\bigcap_{n} p_{J_{n}}^{-1}\left(A_{n}\right) \supset \bigcap_{n} Z_{n}^{\prime} \supset \bigcap_{n}\left(Z_{n}^{\prime} \cap L\right) \neq \varnothing . \tag{5.149}
\end{equation*}
$$

As a consequence of the previous arguments, we see that $\mathbb{P}_{I}$ is a $\sigma$-additive on the Boolean algebra $\mathcal{B}$ which consists of cylinders in $\Omega_{I}$. This measure $\mathbb{P}_{I}$ satisfies (5.136). By the classical Carathéodory theorem the mapping $\mathbb{P}_{I}$ extends in a unique fashion as a probability measure on the $\sigma$-field $\sigma\{\mathcal{B}\}=\mathcal{B}_{I}$. Then, technically speaking, the mapping $\mathbb{P}_{I}$, defined on the Boolean algebra $\mathcal{B}$, is a pre-measure. This corresponding exterior measure $\mathbb{P}_{I}^{*}$ is defined by

$$
\begin{equation*}
\mathbb{P}_{I}^{*}(A)=\inf \left\{\sum_{k=1}^{\infty} \mu\left(Z_{k}\right): Z_{k} \in \mathcal{B}, A \subset \bigcup_{k=1}^{\infty} Z_{k}\right\} . \tag{5.150}
\end{equation*}
$$

Then it is not so difficult to prove that the set function defined by (5.150) is an outer measure indeed. Define the associated $\sigma$-field $\mathcal{D}$ by

$$
\begin{equation*}
\mathcal{D}=\left\{A \subset \Omega_{I}: \mathbb{P}_{I}^{*}(D) \geqslant \mathbb{P}_{I}^{*}(A \cap D)+\mathbb{P}_{I}^{*}\left(A^{c} \cap D\right): \text { for all } D \subset \Omega_{I}\right\} \tag{5.151}
\end{equation*}
$$

The fact that $\mathcal{D}$ is a $\sigma$-field indeed follows from Proposition 5.77: see Theorem 5.79 as well. It is fairly easy to see that $\mathcal{D}$ contains the Boolean algebra $\mathcal{B}$ which consists of the cylinder sets in $\Omega_{I}$.

This completes the proof of Theorem 5.81.

## 5. Uniform integrability

The next Theorem is often used as a replacement for the dominated convergence theorem of Lebesgue.
5.82. Theorem (Theorem of Scheffé). Let $(\Omega, \mathcal{F}, \mu)$ be an arbitrary measure space and let $\left(f_{n}: n \in \mathbb{N}\right)$ be a sequence of non-negative functions in $L^{1}(\Omega, \mathcal{F}, \mu)$. In addition, let the function $f$ belong to $L^{1}(\Omega, \mathcal{F}, \mu)$. Suppose that $f(x)=$ $\lim _{n \rightarrow \infty} f_{n}(x)$ for $\mu$-almost all $x \in \Omega$. The following assertions are equivalent:
(i) $\lim _{n \rightarrow \infty} \int\left|f_{n}-f\right| d \mu=0$;
(ii) The sequence $\left(f_{n}: n \in \mathbb{N}\right)$ is uniformly integrable;
(iii) $\lim _{n \rightarrow \infty} \int f_{n} d \mu=\int f d \mu$.

Instead of uniformly integrable the term equi-integrable is often used. A family $\left(f_{\alpha}: \alpha \in \mathcal{A}\right)$ in $L^{1}(\Omega, \mathcal{F}, \mu)$ is uniformly integrable, if for every $\epsilon>0$ there exists a function $g \geqslant 0$ in $L^{1}(\Omega, \mathcal{F}, \mu)$ such that $\int_{\left\{f_{\alpha} \geqslant g\right\}}\left|f_{\alpha}\right| d \mu \leqslant \epsilon$ for all $\alpha \in \mathcal{A}$.
5.83. Proposition. If $\mu$ is a probability measure, then a family $\left(f_{\alpha}: \alpha \in \mathcal{A}\right)$ in $L^{1}(\Omega, \mathcal{F}, \mu)$ is uniformly integrable, if and only if for every $\epsilon>0$ there exists a constant $M_{\varepsilon} \geqslant 0$ such that $\int_{\left\{\left|f_{\alpha}\right| \geqslant M_{\varepsilon}\right\}}\left|f_{\alpha}\right| d \mu \leqslant \epsilon$ for all $\alpha \in \mathcal{A}$.
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Proof. The sufficiency is clear: choose for $g_{\varepsilon}$ a constant function $M_{\varepsilon}$. Next we show that, if the family $\left(f_{\alpha}: \alpha \in \mathcal{A}\right)$ is uniformly integrable, then necessarily for every $\varepsilon>0$ there exists a constant $M_{\varepsilon}$ such that

$$
\begin{equation*}
\int_{\left\{\left|f_{\alpha}\right| \geqslant M_{\varepsilon}\right\}}\left|f_{\alpha}\right| d \mu \leqslant \varepsilon, \quad \alpha \in \mathcal{A} \tag{5.152}
\end{equation*}
$$

Fix $\varepsilon>0$. By hypothesis we know that there exists a function $g_{\varepsilon} \in L^{1}(\Omega, \mathcal{F}, \mu)$, $g_{\varepsilon}>0$, such that

$$
\begin{equation*}
\int_{\left\{\left|f_{\alpha}\right| \geqslant g_{\varepsilon}\right\}}\left|f_{\alpha}\right| d \mu \leqslant \frac{\varepsilon}{2}, \quad \alpha \in \mathcal{A} \tag{5.153}
\end{equation*}
$$

Then we choose $M_{\varepsilon}$ so large that

$$
\begin{equation*}
\int_{\left\{g_{\varepsilon} \geqslant M_{\varepsilon}\right\}} g_{\varepsilon} d \mu \leqslant \frac{\varepsilon}{2} . \tag{5.154}
\end{equation*}
$$

Then by (5.153) and (5.154) we have

$$
\begin{align*}
\int_{\left\{\left|f_{\alpha}\right| \geqslant M_{\varepsilon}\right\}}\left|f_{\alpha}\right| d \mu & =\int_{\left\{M_{\varepsilon} \leqslant\left|f_{\alpha}\right|<\max \left(M_{\varepsilon}, g_{\varepsilon}\right)\right\}}\left|f_{\alpha}\right| d \mu+\int_{\left\{\left|f_{\alpha}\right| \geqslant \max \left(M_{\varepsilon}, g_{\varepsilon}\right)\right\}}\left|f_{\alpha}\right| d \mu \\
& \leqslant \int_{\left\{g_{\varepsilon}>M_{\varepsilon}\right\}} g_{\varepsilon} d \mu+\int_{\left\{\left|f_{\alpha}\right| \geqslant g_{\varepsilon}\right\}}\left|f_{\alpha}\right| d \mu \leqslant \frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon \tag{5.155}
\end{align*}
$$

The inequality in ( 5.155 completes the proof of Proposition 5.83.
Proof of Theorem 5.82. (i) $\Rightarrow$ (ii). Put $g=\sup _{n \in \mathbb{N}} f_{n}$. The following inequalities hold for $m \in \mathbb{N}$ :

$$
\begin{align*}
\int_{\left\{f_{n} \geqslant m f\right\}} f_{n} d \mu & \leqslant \int_{\left\{f_{n} \geqslant m f\right\}}\left|f_{n}-f\right| d \mu+\int_{\left\{f_{n} \geqslant m f\right\}} f d \mu \\
& \leqslant \int\left|f_{n}-f\right| d \mu+\int_{\left\{f_{n} \geqslant m f\right\}} f d \mu \\
& \leqslant \int\left|f_{n}-f\right| d \mu+\int_{\{g \geqslant m f\}} f d \mu . \tag{5.156}
\end{align*}
$$

Let $\epsilon>0$, but arbitrary. By (i) there exists $N(\epsilon) \in \mathbb{N}$ such that $\int\left|f_{n}-f\right| d \mu \leqslant$ $\epsilon / 2$ for $n \geqslant N(\epsilon)+1$. The inequalities below then follow for $m \geqslant M(\epsilon)$ :

$$
\begin{equation*}
\int_{\{g \geqslant m f\}} f d \mu \leqslant \epsilon / 2, \quad \text { and } \quad \int_{\left\{f_{n} \geqslant m f\right\}} f_{n} d \mu \leqslant \epsilon, \quad 1 \leqslant n \leqslant N(\epsilon) . \tag{5.157}
\end{equation*}
$$

From (5.156) and (5.157) we see $\int_{\left\{f_{n} \geqslant M(\epsilon) f\right\}} f_{n} d \mu \leqslant \epsilon$. But this means that the sequence ( $f_{n}: n \in \mathbb{N}$ ) is uniformly integrable.
(ii) $\Rightarrow$ (iii). Let $\epsilon>0$ be arbitrary and choose a function $g_{\epsilon} \in L^{1}(\Omega, \mathcal{F}, \mu)$ such that

$$
\begin{equation*}
\int_{\left\{f_{n} \geqslant g_{\epsilon}\right\}} f_{n} d \mu+\int_{\left\{f_{n} \geqslant g_{\epsilon}\right\}} f d \mu \leqslant \epsilon . \tag{5.158}
\end{equation*}
$$

From (5.158) we obtain

$$
\left|\int f_{n} d \mu-\int f d \mu\right| \leqslant \int_{\left\{f_{n} \leqslant g_{\epsilon}\right\}}\left|f_{n}-f\right| d \mu+\int_{\left\{f_{n} \geqslant g_{\epsilon}\right\}} f_{n} d \mu+\int_{\left\{f_{n} \geqslant g_{\epsilon}\right\}} f d \mu
$$

$$
\begin{equation*}
\leqslant \int_{\left\{f_{n} \leqslant g_{\epsilon}\right\}}\left|f_{n}-f\right| d \mu+\epsilon \tag{5.159}
\end{equation*}
$$

By the theorem of dominated convergence, it follows from (5.159) that

$$
\limsup _{n \rightarrow \infty}\left|\int f_{n} d \mu-\int f d \mu\right| \leqslant \epsilon
$$

Since $\epsilon$ is arbitrary assertion (iii) follows. The same argumentation shows the implication (ii) $\Rightarrow$ (i).
(iii) $\Rightarrow$ (i). The equality

$$
\left|f_{n}-f\right|=f_{n}-f+2\left(f-\min \left(f, f_{n}\right)\right)
$$

is obvious. From (iii) together with the theorem of dominated convergence it then follows that

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \int\left|f_{n}-f\right| d \mu \\
& =\lim _{n \rightarrow \infty} \int\left(f_{n}-f\right) d \mu+2 \int \lim _{n \rightarrow \infty}\left(f-\min \left(f, f_{n}\right)\right) d \mu=0
\end{aligned}
$$

The proof of Theorem 5.82 is now complete.
5.84. Corollary. Let $\left(\mu_{m}: m \in \mathbb{N}\right)$ be a sequence of probability measures on the Borel $\sigma$-field of $\mathbb{R}^{\nu}$. Let every measure $\mu_{m}$ have a probability density $g_{m}$ relative to the Lebesgue measure $\lambda$. Furthermore, let $g \geqslant 0$ be a probability density. Suppose that for $\lambda$-almost all $x \in \mathbb{R}^{\nu}$ the equality $\lim _{m \rightarrow \infty} g_{m}(x)=g(x)$ is true. Let the measure $\mu$ have density $g$. Then the sequence $\left(\mu_{m}: m \in \mathbb{N}\right)$ converges weakly to $\mu$.

Proof. From the theorem of Scheffé (Theorem 5.82) we see

$$
\lim _{m \rightarrow \infty} \int\left|g_{m}(x)-g(x)\right| d x=0
$$

Let $f$ be a bounded continuous function. Then
$\left|\int f d \mu_{m}-\int f d \mu\right|=\left|\int\left(f(x) g_{m}(x)-f(x) g(x)\right) d x\right| \leqslant\|f\|_{\infty} \int\left|g_{m}(x)-g(x)\right| d x$.
The assertion in Corollary 5.84 follows from (5.160).
5.85. Theorem. Let $\left(X_{m}: m \in \mathbb{N}\right)$ be a sequence of stochastic variables, which are defined a probability space $(\Omega, \mathcal{F}, \mathbb{P})$.
(a) If the sequence $\left(X_{m}: m \in \mathbb{N}\right)$ converges in probability to a stochastic variable $X$, then the sequence of probability measures ( $\mathbb{P}_{X_{m}}: m \in \mathbb{N}$ ) converges weakly to the distribution $\mathbb{P}_{X}$;
(b) If the sequence $\left(\mathbb{P}_{X_{m}}: m \in \mathbb{N}\right)$ converges vaguely to the Dirac-measure $\delta_{a}$, then the sequence $\left(X_{m}: m \in \mathbb{N}\right)$ converges in probability to a stochastic variable $X$, which is $\mathbb{P}$-almost surely equal to the constant $a$.

Proof. (a) Suppose that the sequence ( $X_{m}: m \in \mathbb{N}$ ) converges in probability to $X$. We pick $f \in C_{00}\left(\mathbb{R}^{\nu}\right)$ and we will prove that $\lim _{m \rightarrow \infty} \int f d \mathbb{P}_{X_{m}}=$ $\int f d \mathbb{P}_{X}$. The latter is equivalent to $\lim _{m \rightarrow \infty} \int f\left(X_{m}\right) d \mathbb{P}=\int f(X) d \mathbb{P}$. The function $f$ is uniformly continuous. So, for $\epsilon>0$ given, there exists $\delta>0$ such that

$$
\begin{equation*}
\left|x_{2}-x_{1}\right| \leqslant \delta \quad \text { impliceert } \quad\left|f\left(x_{2}\right)-f\left(x_{1}\right)\right| \leqslant \epsilon \tag{5.161}
\end{equation*}
$$

Put $A_{m}=\left\{\left|X-X_{m}\right| \geqslant \delta\right\}$. For $\omega \notin A_{m}$ the inequality

$$
\left|f\left(X_{m}(\omega)\right)-f(X(\omega))\right| \leqslant \epsilon
$$

holds. From this it follows that

$$
\begin{align*}
\left|\int f d \mathbb{P}_{X_{m}}-\int f d \mathbb{P}_{X}\right| & \leqslant \int_{A_{m}^{c}}\left|f(X)-F\left(X_{m}\right)\right| d \mathbb{P}+\int_{A_{m}}\left|f(X)-f\left(X_{m}\right)\right| d \mathbb{P} \\
& \leqslant \epsilon \mathbb{P}\left(A_{m}^{c}\right)+2\|f\|_{\infty} \mathbb{P}\left\{\left|X_{m}-X\right| \geqslant \delta\right\} \\
& \leqslant \epsilon+2\|f\|_{\infty} \mathbb{P}\left\{\left|X_{m}-X\right| \geqslant \delta\right\} \tag{5.162}
\end{align*}
$$

The assertion in (a) follows from (5.162) together with assertion (3) in Theorem 5.43.

(b) Suppose that the sequence $\left(\mathbb{P}_{X_{m}}: m \in \mathbb{N}\right)$ vaguely converges to the Diracmeasure $\delta_{a}$. Let $I(\epsilon)$ be the interval $I(\epsilon)=[a-\epsilon, a+\epsilon]$ and choose functions $f$ and $g \in C_{00}\left(\mathbb{R}^{\nu}\right)$ such that $f \leqslant 1_{I} \leqslant g$ and such that $f(a)=g(a)=1$. Then the equalities follow:

$$
\begin{align*}
f(a) & =\liminf _{m} \int f d \mathbb{P}_{X_{m}} \leqslant \liminf _{m} \mathbb{P}_{X_{m}}(I) \leqslant \limsup _{m} \mathbb{P}_{X_{m}}(I) \\
& \leqslant \limsup _{m} \int g d \mathbb{P}_{X_{m}}=g(a) . \tag{5.163}
\end{align*}
$$

From (5.163) it follows that

$$
\lim _{m} \mathbb{P}\left(\left|X_{m}-a\right| \leqslant \epsilon\right)=1
$$

which amounts to the same as

$$
\lim _{m} \mathbb{P}\left(\left|X_{m}-a\right|>\epsilon\right)=0
$$

This proves assertion (b). So the proof of Theorem 5.85 is now complete.

## 6. Stochastic processes

We begin with some definitions.
5.86. Definition. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, and let $(E, \mathcal{E})$ be a locally compact Hausdorff space, that satisfies the second countability axiom, with Borel $\sigma$-field $\mathcal{E}$. Often $E$ will be chosen as $\mathbb{R}$ or as $\mathbb{R}^{\nu}$. A stochastic process $X$ with values in the state space $E$ is a mapping $X:[0, \infty) \times \Omega \rightarrow E$. For every $\omega \in \Omega$ the mapping $t \mapsto X(t, \omega)$ defines a path of the process. A path is sometimes also called a realization. If we fix $n \in \mathbb{N}$, then the mappings $\mathbb{P}_{t_{1}, \ldots, t_{n}}: \underbrace{\mathcal{E} \otimes \cdots \otimes \mathcal{E}}_{n \times} \rightarrow[0,1]$, where $\left(t_{1}, \ldots, t_{n}\right)$ varies over $[0, \infty)^{n}$, and which are defined by

$$
\begin{equation*}
\mathbb{P}_{t_{1}, \ldots, t_{n}}(B)=\mathbb{P}\left\{\left(X\left(t_{1}\right), \ldots, X\left(t_{n}\right)\right) \in B\right), \quad B \in \underbrace{\mathcal{E} \otimes \cdots \otimes \mathcal{E}}_{n \times}, \tag{5.164}
\end{equation*}
$$

are called the $n$-dimensional distributions of the process $X$. Here $X(t)$ is the mapping $X(t)(\omega)=X(t, \omega), \omega \in \Omega$.

Sometimes we write $X_{t}$ instead of $X(t)$. If $n=1$, then the distributions in (5.164) are also called the marginal distributions, or marginals. However, notice that a process is much more than the corresponding collection of finitedimensional distributions. In particular the paths or realizations of a process are very important. For example, the continuity properties of the paths are relevant. Often we will suppose that the paths are continuous, or that they are continuous from the right, and possess limits from the left \{càdlàg paths\}, or cadlag paths. So that the process $X$ is cadlag provided that for all $t \geqslant 0$ the equality $\lim _{s \downarrow t} X(s)=X(t)$ holds $\mathbb{P}$-almost surely (this is continuity from the right, or continue à droite in French) and if the limit $\lim _{s \uparrow t} X(s)$ exists in $E$ (this means that the left limits exist in $E$, limité à gauche in French).
5.87. Definition. A family sub- $\sigma$-fields $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ of $\mathcal{F}$ is called a filtration (or, sometimes, also called history), if $t<s$ implies $\mathcal{F}_{t} \subset \mathcal{F}_{s}$. Thus the probability $\mathbb{P}$ is defined on all $\sigma$-fields $\mathcal{F}_{t}$. With $\mathcal{F}_{\infty}$, or also $\mathcal{F}_{\infty-}$ the $\sigma$-field generated by $\bigcup_{t \geqslant 0} \mathcal{F}_{t}$ is meant. If for every $t \geqslant 0$ the equality $\mathcal{F}_{t}=\bigcap_{s>t} \mathcal{F}_{s}$ holds, then the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ is called continuous from the right, or rightcontinuous. Let $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ be a filtration, and put $\mathcal{F}_{t+}=\bigcap_{s>t} \mathcal{F}_{s}$. Then the family $\left(\mathcal{F}_{t+}: t \geqslant 0\right)$ is a right-continuous filtration. This filtration is called the right closure of the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$. A subset $A$ of $\Omega$ is called a $\mathbb{P}$-null set if there exists a subset $A_{0} \in \mathcal{F}$ with the following properties: $A \subseteq A_{0}$ and $\mathbb{P}\left[A_{0}\right]=0$. Usually this is expressed by saying that $A$ is a null set instead of $A$ is a $\mathbb{P}$-null set. Often it is assumed that $\mathcal{F}_{0}$ contains all null sets, and that the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ is right-continuous. Sometimes it i said that $\mathcal{F}_{0}$ has the usual properties. The process $X$ is called adapted to the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ if for every $t \geqslant 0$ the state variable $X(t)$ is measurable with respect to $\sigma$-fields $\mathcal{F}_{t}$ and $\mathcal{E}$. Let $\mathcal{H}_{t}=\sigma(X(u): 0 \leqslant u \leqslant t)$ be the $\sigma$-field generated by the state variables $X(u), 0 \leqslant u \leqslant t$. The filtration $\left(\mathcal{H}_{t}: t \geqslant 0\right)$ is called the internal history of the process $X$. If $t>0$ is given, then $\mathcal{H}_{t}$ is called the (information from the) past, $\sigma(X(t))$ is called the (information from the) present, and $\sigma(X(u): u \geqslant t)$ the (information from the) future. The process $X$ is adapted if and only if $\mathcal{H}_{t} \subseteq \mathcal{F}_{t}$ for every $t \geqslant 0$.
5.88. Definition. Let $X$ and $Y$ be two processes. The processes $X$ and $Y$ are said to be non-P-distinguishable or $\mathbb{P}$-indistinguishable provided there exists a $\mathbb{P}$-null subset $N$ with the property that for every $\omega \notin N$ and for every $t \geqslant 0$ the equality $X(t, \omega)=Y(t, \omega)$ holds. The process $X$ is called a modification of the process $Y$ (or also $Y$ is a modification of $X$ ) if for every $t \geqslant 0$ there exists a $\mathbb{P}$-null set $N_{t}$ with the property that $X(t, \omega)=Y(t, \omega)$ for $\omega \notin N_{t}$. Thus the null set is $t$-dependent. If the processes $X$ and $Y$ are not distinguishable, then $X$ is a modification of $Y$. In general, the converse statement is not true.
5.89. Theorem. Suppose that the process $X$ as well as the process $Y$ possesses right-continuous paths. If $X$ is a modification of $Y$, then $X$ and $Y$ are not distinguishable (also called stochastically equivalent).

Proof. Let $X$ be a modification of the process $Y$. For every $t \geqslant 0$ there then exists a null set $N_{t}$ such that $X(t)=Y(t)$ on the complement of $N_{t}$. Put $N=\bigcup_{t \in \mathbb{Q}} N_{t}$. Then $\mathbb{P}(N)=0$ and for every $t \in \mathbb{Q}$ the equality $X(t)=Y(t)$ holds on the complement of $N$. By right-continuity of the paths it then follows that

$$
X(t)=\lim _{s \downarrow 0, s \in \mathbb{Q}} X(s)=\lim _{s \backslash t, s \in \mathbb{Q}} Y(s)=Y(t)
$$

on the complement of $N$ and completes the proof of Theorem 5.89.
5.90. Definition. Let $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ be a filtration and let $T: \Omega \rightarrow[0, \infty]$ be a "stochastic time". The function $T$ is called a stopping time for the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ if for every fixed time $t$ the event $\{T \leqslant t\}$ belongs to $\mathcal{F}_{t}$. Since the event $\{T<\infty\}=\bigcup_{n \in \mathbb{N}}\{T \leqslant n\}$ belongs to $\mathcal{F}_{\infty}$, the complementary event $\{T=\infty\}$ is also an element of $\mathcal{F}_{\infty}$.
5.91. Theorem. Let $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ be a filtration. Let $\left(\mathcal{F}_{t+}: t \geqslant 0\right)$ be the so-called right closure of the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$. Then a stochastic time $T: \Omega \rightarrow[0, \infty]$ is a stopping time for the filtration $\left(\mathcal{F}_{t+}: t \geqslant 0\right)$ if and only if, for every $t>0$, the event $\{T<t\}$ belongs to $\mathcal{F}_{t}$.

Proof. "Sufficiency" Suppose that for every $t \geqslant 0$ the event $\{T<t\}$ belongs to $\mathcal{F}_{t}$. Then the event $\{T \leqslant t\}=\bigcap_{n \in \mathbb{N}}\left\{T<1+\frac{1}{n}\right\}$ belongs to the $\sigma$-field $\bigcap_{n \in \mathbb{N}} \mathcal{F}_{t+n^{-1}}=\mathcal{F}_{t}$.
"Necessity" Assume that for every $t \geqslant 0$ the event $\{T \leqslant t\}$ belongs to $\mathcal{F}_{t+}$. Then the event $\{T<t\}=\bigcup_{n \in \mathbb{N}}\left\{T \leqslant 1-\frac{1}{n}\right\}$ belongs to $\bigcup_{n \in \mathbb{N}} \mathcal{F}_{t-n^{-1}+} \subset \mathcal{F}_{t}$. This completes the proof of Theorem 5.91.
5.92. Corollary. Let $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ be a right-continuous filtration. Then the stochastic time $T$ is a $\left(\mathcal{F}_{t}: t \geqslant 0\right)$-stopping time if and only if for every $t \geqslant 0$ the event $\{T<t\}$ belongs to $\mathcal{F}_{t}$ and this is the case for every $t>0$ if and only if for every $t>0$ the event $\{T \leqslant t\}$ belongs to $\mathcal{F}_{t}$.
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5.93. Theorem. Let $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ be a right-continuous filtration, let $X$ be an adapted cadlag process, let $G$ be an open subset and let $F$ be a closed subset of $E$. In addition, let $\left(G_{n}: n \in \mathbb{N}\right)$ be a sequence of open subsets of $E$ such that $F=\bigcap_{n} G_{n}$ and such that $G_{n} \supset G_{n+1}, n \in \mathbb{N}$. Finally, let $\left(F_{n}: n \in \mathbb{N}\right)$ be an increasing sequence of closed subsets with the property that $G=\bigcup_{n} F_{n}$. Define the times $S, S_{n}, T$ and $T_{n}$ by means of the equalities:

$$
\begin{align*}
S & =\inf \{s \geqslant 0: X(s) \in F \text { or } X(s-) \in F\} ; \\
S_{n} & =\inf \left\{s \geqslant 0: X(s) \in F_{n} \text { or } X(s-) \in F_{n}\right\} ; \\
T_{n} & =\inf \left\{s \geqslant 0: X(s) \in G_{n}\right\} \quad \text { and } T=\inf \{s \geqslant 0: X(s) \in G\} . \tag{5.165}
\end{align*}
$$

Then these times are stopping times and the following assertions hold: $S_{n} \downarrow T$ and $T_{n} \uparrow S$.

Proof. Let $t>0$. Since the paths are continuous from the right se see

$$
\{T<t\}=\bigcup_{0<r<t}\{X(r) \in G\}=\bigcup_{0<r<t, r \mathbb{Q}}\{X(r) \in G\} \in \mathcal{F}_{t} .
$$

This proves that $T$ is a stopping time. Since

$$
\{S \leqslant t\}=\{X(t) \in F \text { or } X(t-) \in F\} \cup\left(\bigcap_{n \in \mathbb{N}} \bigcup_{r<t, r \in \mathbb{Q}}\left\{X(r) \in G_{n}\right\}\right) \in \mathcal{F}_{t}
$$

it follows that $S$ is a stopping time as well. Since $G_{n} \supset G_{n+1}$ it follows that $T_{n+1} \geqslant T_{n}$. Put $S_{0}=\sup T_{n}$. The ultimate equalities in

$$
\begin{aligned}
\left\{S_{0}<t\right\} & =\bigcup_{m=1}^{\infty} \bigcap_{n=1}^{\infty} \bigcup_{0 \leqslant s \leqslant t-m^{-1}}\left\{X(s) \in G_{n}\right\} \\
& =\bigcup_{m=1}^{\infty} \bigcup_{0 \leqslant s \leqslant t-m^{-1}}\{X(s) \in F \text { of } X(s-) \in F\} \\
& =\bigcup_{0 \leqslant s<t}\{X(s) \in F \text { of } X(s-) \in F\}=\{S<t\}
\end{aligned}
$$

prove the equalities $\left\{S_{0}<t\right\}=\{S<t\}$ for all $t>0$ and hence, $S=S_{0}$. The fact that $S_{n} \downarrow T$ is left to the reader as an exercise. This completes the proof of Theorem 5.93.
5.94. Theorem. Let $S$ and $T$ be stopping times for the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$. Then $\min (S, T), \max (S, T)$ and $S+T$ are also stopping times for this filtration. If $\left(S_{n}: n \in \mathbb{N}\right)$ is a sequence of stopping times, then $\sup _{n} S_{n}$ is also a stopping time, and if, moreover, the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ is right continuous, then $\inf _{n} S_{n}$ is stopping time as well.

Proof. The proof is left as an exercise for the reader.
5.95. Definition. Let $T$ be a stopping time for the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$. The $\sigma$-field of events which precedes $T$ is defined by

$$
\mathcal{F}_{T}:=\bigcap_{t \geqslant 0}\left\{A \in \mathcal{F}_{\infty}: A \cap\{T \leqslant t\} \in \mathcal{F}_{t}\right\} .
$$

Indeed, the collection $\mathcal{F}_{T}$ is a $\sigma$-field and if $T=t$ is a fixed time, then $\mathcal{F}_{T}=\mathcal{F}_{t}$. If $S \leqslant T$ is also a stopping time, then $\mathcal{F}_{S} \subset \mathcal{F}_{T}$. If the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ is continuous from the right, then an event $A$ belongs to $\mathcal{F}_{T}$ if and only if $A$ belongs to $\mathcal{F}_{\infty}$, and if for every $t>0$ the event $A \cap\{T<t\}$ belongs to $\mathcal{F}_{t}$. If $S$ and $T$ are stopping times, then $\mathcal{F}_{\min (S, T)}=\mathcal{F}_{S} \cap \mathcal{F}_{T}$. If the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ is right continuous and if $\left(S_{n}: n \in \mathbb{N}\right)$ is a sequence of stopping times which converges downward to $S$, then $S$ is a stopping time and $\bigcap_{n \in \mathbb{N}} \mathcal{F}_{S_{n}}=\mathcal{F}_{S}$.
5.96. Definition. A process $X:[0, \infty) \times \Omega \rightarrow E$ is called progressively measurable for the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ if for every $t>0$ the restriction of $X$ to $[0, t] \times \Omega$ is measurable for the $\sigma$-fields $\mathcal{B}[0, t] \otimes \mathcal{F}_{t}$ and $\mathcal{E}$.
5.97. Theorem. If $X$ is right-continuous adapted process, then $X$ is progressively measurable.

Proof. Define the sequence of processes $\left(X^{n}: n \in \mathbb{N}\right)$ by means of the formula:

$$
X^{n}(u, \omega)= \begin{cases}X\left(\frac{k+1}{2^{n}} t, \omega\right), & \text { if } k 2^{-n} t<u \leqslant(k+1) 2^{-n} t, 0 \leqslant k \leqslant 2^{n}-1  \tag{5.166}\\ 0, & \text { if } u=0\end{cases}
$$

Let $B \in \mathcal{E}$. Then we have

$$
\begin{align*}
& \left\{X^{n} \in B\right\} \\
& =\{0\} \times\{X(0) \in B\} \cup \bigcup_{0 \leqslant k \leqslant 2^{n}-1}\left(\left(\frac{k}{2^{n}}, \frac{k+1}{2^{n}}\right] \times\left\{X\left(\frac{k+1}{2^{n}}\right) \in B\right\}\right) \\
& \in \mathcal{B}[0, t] \otimes \mathcal{F}_{t} . \tag{5.167}
\end{align*}
$$

So $X^{n}$ is progressively measurable. Because the process $X$ is $\mathbb{P}$-almost surely right-continuous it follows that $\lim _{n \rightarrow \infty} X^{n}=X$, and, consequently, $X$ is progressively measurable. This completes the proof of Theorem 5.97.
5.98. Theorem. Suppose that $X$ is progressively measurable for the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$. Let $T$ be a stopping time. The the state variable $X(T): \omega \mapsto$ $X(T(\omega), \omega)$ measurable for the $\sigma$-fields $\mathcal{E}$ and $\mathcal{F}_{T}$.

Proof. On the event $\{T \leqslant t\}$ the mapping $\omega \mapsto X(T(\omega), \omega)$ is the composition of the mapping $\omega \mapsto(T(\omega), \omega)$, which goes from $\{T \leqslant t\}$ to $[0, t] \times \Omega$ and which is measurable for the $\sigma$-fields $\mathcal{F}_{t}$ and $\mathcal{B}[0, t] \otimes \mathcal{F}_{t}$, and the mapping $(u, \omega) \mapsto X(u, \omega)$, which goes from $[0, t] \times \Omega$ to $E$ and which is measurable for the $\sigma$-fields $\mathcal{B}[0, t] \otimes \mathcal{F}_{t}$ and $\mathcal{E}$. (In the latter argument the progressive measurability of $X$ was used.) The composition of measurable mappings is again measurable, and hence $X(T)$ is measurable for de $\sigma$-fields $\mathcal{F}_{T}$ and $\mathcal{E}$.

This completes the proof of Theorem 5.98.
5.99. Corollary. If $T$ is a stopping time and if $X$ is progressively measurable, then the process $X^{T}$ defined by $X^{T}(u)=X(\min (T, u))$ is adapted to the stopped filtration $\left(\mathcal{F}_{\min (T, u)}: u \geqslant 0\right)$.

Proof. The proof is left as an exercise for the reader.

The next lemma is often employed instead of the monotone class theorem.
5.100. Lemma. Let $\mathcal{F}$ be a $\sigma$-field on $\Omega$ and $H$ a vector space consisting of $\mathcal{F}$-measurable real-valued bounded functions on $\Omega$. Suppose that the following hypotheses are fulfilled:
(1) $H$ contains the constant functions;
(2) If $f$ and $g$ belong to $H$, then the product $f g$ belongs to $H$;
(3) If $f$ is the pointwise limit of a sequence of functions $\left(f_{n}: n \in \mathbb{N}\right)$ in $H$, for which $\left|f_{n}\right| \leqslant 1$, then $f$ belongs to $H$;
(4) $\mathcal{F}=\sigma(f: f \in H)$.

Then $H$ contains all bounded $\mathcal{F}$-measurable functions.

Proof. Let $\mathcal{D}$ be the collection $\mathcal{D}=\left\{A \in \mathcal{F}: 1_{A} \in H\right\}$. Then $\mathcal{D}$ is a Dynkin system and by (2) $\mathcal{D}$ is closed for taking finite intersections. So $\mathcal{D}$ is a $\sigma$-field. Pick $f \in H$ and let $a \in \mathbb{R}$. We will prove that the set $\{f \geqslant a\}$ belongs to $\mathcal{D}$. By taking an appropriate combination of $f$ and the constant function $\mathbf{1}$ we may assume that $0 \leqslant f \leqslant 1$ and that $0 \leqslant a \leqslant 1$. Let $p$ be a polynomial. By (2) $p(f)$ belongs to $H$. Let $\varphi:[0,1] \rightarrow \mathbb{R}$ be a continuous function. By the theorem of Stone-Weierstrass there exists a sequence of polynomials ( $p_{n}: n \in \mathbb{N}$ ) such that $\sup _{x \in[0,1]}\left|\varphi(x)-p_{n}(x)\right| \leqslant n^{-1}$. Consequently, $\varphi(f)$ belongs to $H$. Since the function $1_{[a, \infty)}$ is a (decreasing) pointwise limit of a sequence of continuous functions, it follows that $1_{[a, \infty)}(f)=1_{\{f \geqslant a\}}$ belongs to $H$. So the set $\{f \geqslant a\}$ belongs to $\mathcal{D}$. From which it follows that $\mathcal{D}=\mathcal{F}$. But then we infer $\mathcal{F} \subset$ $\left\{A \in \mathcal{F}: 1_{A} \in H\right\}$. From this the assertion in Lemma 5.100 immediately follows.
5.101. Definition. Let $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ be a filtration on the probability space

$$
(\Omega, \mathcal{F}, \mathbb{P})
$$

and let $X$ be an adapted process.
(i) The process $X$ is called a martingale (relative to $\mathbb{P}$ and to the filtration $\left.\left(\mathcal{F}_{t}: t \geqslant 0\right)\right)$ if for every $t \geqslant 0$ the variable $X(t)$ belongs to $L^{1}(\Omega, \mathcal{F}, \mathbb{P})$ and if for every pair $0 \leqslant s<t$ the equality $X(s)=\mathbb{E}\left(X(t) \mid \mathcal{F}_{s}\right)$ holds $\mathbb{P}$-almost surely.
(ii) The process $X$ is called a sub-martingale (relative to $\mathbb{P}$ and to the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ ) if for every $t \geqslant 0$ the variable $X(t)$ belongs to $L^{1}(\Omega, \mathcal{F}, \mathbb{P})$ and if for every $s<t$ the inequality $X(s) \leqslant \mathbb{E}\left(X(t) \mid \mathcal{F}_{s}\right)$ holds $\mathbb{P}$-almost surely.
(iii) The process $X$ is called a super-martingale (relative to $\mathbb{P}$ and to the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ ) if for every $t \geqslant 0$ the variable $X(t)$ belongs to $L^{1}(\Omega, \mathcal{F}, \mathbb{P})$ and if for every $s<t$ the inequality $X(s) \geqslant \mathbb{E}\left(X(t) \mid \mathcal{F}_{s}\right)$ holds $\mathbb{P}$-almost surely.

Instead of assuming $X(t) \in L^{1}(\Omega, \mathcal{F}, \mathbb{P})$ in (ii) it is sometimes assumed that the variable $X(t)^{+}=\max (X(t), 0)$ belongs to $L^{1}(\Omega, \mathcal{F}, \mathbb{P})$. In (iii) it is sometimes only assumed that $X(t)^{-}=\max (-X(t), 0)$ belongs to $L^{1}(\Omega, \mathcal{F}, \mathbb{P})$. If $T$ is a (discrete) subset of $[0, \infty)$ and if $\left(X(t), \mathcal{F}_{t}\right)_{t \geqslant 0}$ is a martingale (sub-martingale, super-martingale), then the process $\left(X(t), \mathscr{F}_{t}\right)_{t \in T}$ is so as well. Then we can use "discrete results" and via a limiting procedure we then obtain results in the "continuous case".
5.102. Definition. Let $f:[0, \infty) \rightarrow \mathbb{R}$ be a function, let $T \subseteq[0, \infty)$ and let $a<b$ be real numbers. Define the number of upcrossings $U_{T}(f, a, b)$ of $\left.f\right|_{T}$ between $a$ and $b$ by
$U_{T}(f, a, b)$
$=\sup \left\{m\right.$ : there exist $\left.t_{1}<t_{2}<\ldots<t_{2 m}, t_{j} \in T f\left(t_{2 k-1}\right) \leqslant a, f\left(t_{2 k}\right) \geqslant b\right\}$.
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5.103. Lemma. Let $D$ by the set of non-negative dyadic numbers and let $f: D \rightarrow$ $\mathbb{R}$ be a function, which is bounded on $D \cap[0, n]$ for all $n \in \mathbb{N}$. Assume that, for all $n \in \mathbb{N}$ and for all real numbers $a<b$, with $a$ and $b$ (dyadic) rational, the number of upcrossings $U_{D \cap[0, n]}(f, a, b)$ of $f$ is finite. Then the following assertions are true:
(a) For every $t \in \mathbb{R}$ the following left and right limits exist:

$$
\begin{equation*}
\lim _{s \uparrow t, s \in D} f(s) \quad \text { and } \quad \lim _{s \downarrow t, s \in D} f(s) ; \tag{5.169}
\end{equation*}
$$

(b) Define the function $g$ by $g(t)=\lim _{s \downarrow t, s \in D} f(s)$. Then $g$ is right-continuous and for every $t>0$ the left limit $\lim _{s \uparrow t} g(s)$ exists.

Proof. (a) We will show that the $\operatorname{limit}^{\lim } \lim _{s \downarrow, s>t} f(s)$ exists. Since the function $f$ is bounded it suffices to prove that $\lim \inf _{s \downarrow t, s>t} f(s)=\lim \sup _{s \downarrow t, s>t} f(s)$. Assume that this not the case. Then there exist dyadic rational numbers $a$ and $b$ such that $\liminf _{s \downarrow t, s>t} f(s)<a<b<\lim \sup _{s \downarrow t, s>t} f(s)$. This means that there exists $s_{0}>t, s_{0} \in D$, with $f\left(s_{0}\right)>b$. There also exists $s_{1}<s_{0}, s_{1}>t$, $s_{1} \in D$, such that $f\left(s_{1}\right)<a$. In general we obtain $t<s_{2 k-1}<s_{2 k-2}, s_{2 k-1} \in D$, for which $f\left(s_{2 k-1}\right)<a$ and we obtain $t<s_{2 k}<s_{2 k-1}, s_{2 k} \in D$, with $f\left(s_{2 k}\right)>b$. For $m \in \mathbb{N}$ we write $t_{2 m}=s_{0}, t_{2 m-1}=s_{1}, \ldots, t_{2}=s_{2 m-1}, t_{1}=s_{2 m-1}$. Pick $n>s_{0}$. Then we have $U_{D \cap[0, n]}(f, a, b) \geqslant m$. Since $m \in \mathbb{N}$ is arbitrary it follows that $U_{D \cap[0, n]}(f, a, b)=\infty$. So we obtain a contradiction. The existence of the left limit can be treated similarly.
(b) Put $g(t)=\lim _{s \downarrow t, s>t, s \in D} f(s)$. By (a) this function is well defined. Since, for every $n \in \mathbb{N}$, the function $f$ is bounded on the set $D \cap[0, n]$ the function $g$ possesses this property as well. Let now $\left(t_{n}: n \in \mathbb{N}\right)$ be a sequence that decreases to $t$ and for which $t_{n}>t$ for all $n \in \mathbb{N}$. We will prove $\lim _{n \rightarrow \infty} g\left(t_{n}\right)=$ $g(t)$. Then this shows that $g$ is right-continuous at $t$. Assume $\liminf _{n \rightarrow \infty} g\left(t_{n}\right)<$ $g(t)$. This will lead to a contradiction. By passing to a subsequence, which we call again ( $t_{n}: n \in \mathbb{N}$ ), we may suppose that $\liminf _{n \rightarrow \infty} g\left(t_{n}\right)=\lim _{n \rightarrow \infty} g\left(t_{n}\right)$ and that there are numbers $a$ and $b \in D$ such that for all $n \in \mathbb{N}, g\left(t_{n}\right)<$ $a<b<g(t)$. Then pick $s_{0}>t_{0}$ such that $f\left(s_{0}\right)<a$ : this possible, because $g\left(t_{0}\right)<a$. The pick $s_{0}>t_{0}>s_{1}>t$ in such a way that $f\left(s_{1}\right)>b$ : this is possible, because $g(t)>b$. Then choose $t_{n_{2}}, s_{1}>t_{n_{2}}>t$, with $g\left(t_{n_{2}}\right)<a$. Then there exists $s_{1}>s_{2}>t_{n_{2}}$, such that $f\left(s_{2}\right)<a$. This is so because $g\left(t_{n_{2}}\right)<a$. This procedure can be continued. Like in (a) we arrive at $U_{D \cap[0, n]}(f, a, b)=\infty$, for a certain $n \mathbb{N}, n>t$. This is a contradiction. But then it follows that $\liminf _{n \rightarrow \infty} g\left(t_{n}\right) \geqslant g(t)$. In the same fashion we see that $\limsup _{n \rightarrow \infty} g\left(t_{n}\right) \leqslant$ $g(t)$. Consequently, $g(t)=\lim _{n \rightarrow \infty} g\left(t_{n}\right)$. In order to prove the existence of the left limit of the function $g$ at $t$, we choose a sequence ( $t_{n}: n \in \mathbb{N}$ ), that increases to $t$, and which has the property that $t_{n}<t$ for all $n \in \mathbb{N}$. Assuming that $\liminf _{n \rightarrow \infty} g\left(t_{n}\right)<\lim \sup _{n \rightarrow \infty} g\left(t_{n}\right)$, then, as above, we arrive at the conclusion that, for certain dyadic numbers $a<b$, for which $\liminf _{n \rightarrow \infty} g\left(t_{n}\right)<a<b<$ $\lim \sup _{n \rightarrow \infty} g\left(t_{n}\right)$, the number of upcrossings of the function $f$ on the interval $D \cap[0, n]$ with $n>t$ is infinite.

This completes the proof of Lemma 5.103.
5.104. Theorem (Doob's optional time theorem for sub-martingales). Let

$$
(X(j): j \in \mathbb{N})
$$

be a sub-martingale relative to the filtration $\left(\mathcal{F}_{n}: n \in \mathbb{N}\right)$, and let $T \geqslant S$ be stopping times. Suppose that $\mathbb{E}[|X(T)|]<\infty$ and also $\mathbb{E}[|X(S)|]<\infty$. If, additionally, $\lim _{m \rightarrow \infty} \mathbb{E}[X(m): T \geqslant m \geqslant S]=0$, then $X(S)$ is measurable for the $\sigma$-field $\mathcal{F}_{S}$ and the inequality $\mathbb{E}\left[X(T) \mid \mathcal{F}_{S}\right] \geqslant X(S)$ holds $\mathbb{P}$-almost surely.

Proof. Let $A$ be an event in $\mathcal{F}_{S}$. For every $j, j \geqslant 1$, and for every $\ell \in \mathbb{N}$, $\ell \geqslant 0$, the event $A \cap\{T \geqslant \ell+j\} \cap\{S=\ell\} \cap A$ then belongs to the $\sigma$-field $\mathcal{F}_{\ell+j-1}$. To see this, observe that the event $\{T \geqslant k\}=\Omega \backslash\{T \leqslant k-1\}$ belongs to $\mathcal{F}_{k-1}$. Since

$$
\begin{aligned}
& (X(\min (T, m))-X(\min (S, m))) 1_{A} \\
& =\sum_{\ell=0}^{m} \sum_{j=1}^{m-\ell}(X(\ell+j)-X(\ell+j-1)) 1_{\{T \geqslant \ell+j\} \cap\{S=\ell\} \cap A},
\end{aligned}
$$

it follows that

$$
\begin{aligned}
& \mathbb{E}\left((X(\min (T, m))-X(\min (S, m))) 1_{A}\right) \\
& =\sum_{\ell=0}^{m} \sum_{j=1}^{m-\ell} \mathbb{E}\left((X(\ell+j)-X(\ell+j-1)) 1_{\{T \geqslant \ell+j\} \cap\{S=\ell\} \cap A}\right) .
\end{aligned}
$$

Hence, $\mathbb{E}\left((X(\min (T, m))-X(\min (S, m))) 1_{A}\right) \geqslant 0$. Since, in addition,

$$
\begin{aligned}
& \mathbb{E}(X(T)-X(S)-X(\min (T, m))+X(\min (S, m))) \\
& =\mathbb{E}(X(T)-X(S): S \geqslant m)+\mathbb{E}(X(T)-X(m): T \geqslant m>S),
\end{aligned}
$$

the claim in Theorem 5.104 follows.
5.105. Proposition. Let $(X(n): n \in \mathbb{N})$ be a (sub-)martingale relative to the discrete filtration $\left(\mathcal{F}_{n}: n \in \mathbb{N}\right)$.
(a) Let $H=(H(n): n \in \mathbb{N}, n \geqslant 1)$ be a positive bounded process with the property that $H_{n}$ is measurable for the $\sigma$-field $\mathcal{F}_{n-1}$. Define the process $(Y(n): n \in \mathbb{N}) b y$

$$
Y(0)=X(0), \quad Y(n)=X(0)+\sum_{k=1}^{n} H(k)(X(k)-X(k-1)), \quad n \geqslant 1 .
$$

Then the process $Y$ is a (sub-)martingale. By putting $H(n)=1_{\{n \leqslant T\}}$, where $T$ is a stopping time we see that process

$$
X^{T}:=(X(\min (T, n)): n \in \mathbb{N})
$$

is a (sub-)martingale.
(b) Let $S$ and $T$ be a pair of bounded stopping times such that $0 \leqslant S \leqslant T$. Then

$$
\begin{equation*}
X(S) \leqslant \mathbb{E}\left(X(T) \mid \mathcal{F}_{S}\right), \quad \mathbb{P} \text {-almost surely } \tag{5.170}
\end{equation*}
$$

and if $X$ is a martingale, then there is an equality in (5.170).
Moreover, an adapted and integrable process $X$ is a martingale if and only if $\mathbb{E}(X(T))=\mathbb{E}(X(S))$ for each pair of bounded stopping times $S$ and $T$ for which $S \leqslant T$.

Proof. (a) The first assertion in (a) is easy to see. To understand the second assertion we observe that $1_{\{T \geqslant n\}}=1-1_{\{T \leqslant n-1\}}$ is measurable for the $\sigma$-field $\mathcal{F}_{n-1}$ and we notice that $X(0)+\sum_{k=1}^{n} 1_{\{T \geqslant k\}}(X(k)-X(k-1))=X(\min (T, n))$. This proves assertion (a) in Proposition 5.105.
(b) De inequality $X(S) \leqslant \mathbb{E}\left(X(T) \mid \mathcal{F}_{S}\right)$, $\mathbb{P}$-almost surely was already proved in Theorem 5.104 and can be obtained from (a) by putting $H(n)=1_{\{T \geqslant n\}}-1_{\{S \geqslant n\}}$. If we use the equality $\mathbb{E}\left(X\left(S^{B}\right)\right)=\mathbb{E}\left(X\left(T^{B}\right)\right)$ for de times $S^{B}=S 1_{B}+M 1_{B^{c}}$ and $T^{B}=T 1_{B}+M 1_{B^{c}}$, where $B$ belongs to $\mathcal{F}_{S}$ and where $M \geqslant T \geqslant S$, then we get

$$
\mathbb{E}\left(X(T) 1_{B}+X(M) 1_{B^{c}}\right)=\mathbb{E}\left(X(S) 1_{B}+X(M) 1_{B^{c}}\right) .
$$

But, then it follows that $\mathbb{E}\left(X(T) 1_{B}\right)=\mathbb{E}\left(X(S) 1_{B}\right)$ for all $B \in \mathcal{F}_{S}$ and hence $X(S)=\mathbb{E}\left(X(T) \mid \mathcal{F}_{S}\right)$.
The proof of Proposition 5.105 is now complete.

5.106. Theorem (Doob-Meyer decomposition for discrete sub-martingales). Let $(X(j): j \in \mathbb{N})$ be a sub-martingale. Then there exists a unique martingale $M=(M(k): k \in \mathbb{N})$ together with a unique predictable increasing process $A=(A(k): k \in \mathbb{N})$, with $A(0)=0$, such that $X(k)=M(k)+A(k)$, for $k \in \mathbb{N}$.
5.107. Remark. This theorem is, in an appropriate form, also true for submartingales $X$ of de form $X=(X(t): t \geqslant 0)$ (continuous time). A process $A=(A(k): k \in \mathbb{N})$ is called predictable, if $A(k)$ is measurable for $\mathcal{F}_{k-1}$, and this for every $k \in \mathbb{N}$.

Proof. Existence Define the process $A$ by $A(0)=0$ and

$$
A(k)=\sum_{j=1}^{k} \mathbb{E}\left(X(j)-X(j-1) \mid \mathcal{F}_{j-1}\right)
$$

Define the process $M$ by $M(k)=X(k)-A(k)$. Then the process $M$ is a martingale and the process $A$ is increasing (i.e. non-decreasing) and predictable. Moreover, the equality $X=M+A$ holds.
Uniqueness Let the process $X$ be such that $X=M+A$ where $M$ is a martingale and where $A$ is predictable and increasing. In addition, suppose that $A(0)=0$. Then the equalities

$$
\begin{aligned}
& \sum_{j=1}^{k} \mathbb{E}\left(X(j)-X(j-1) \mid \mathcal{F}_{j-1}\right) \\
& =\sum_{j=1}^{k} \mathbb{E}\left(M(j)-M(j-1) \mid \mathcal{F}_{j-1}\right)+\sum_{j=1}^{k} \mathbb{E}\left(A(j)-A(j-1) \mid \mathcal{F}_{j-1}\right) \\
& =\sum_{j=1}^{k}(A(j)-A(j-1))=A(k)
\end{aligned}
$$

hold for $k \geqslant 1$. So the proof of Theorem 5.106 is complete now.
5.108. Theorem. Let $X=(X(k): 1 \leqslant k \leqslant N)$ be a sub-martingale. Then the following inequality holds:

$$
\mathbb{E}\left(U_{\{1, \ldots, N\}}(X, a, b)\right) \leqslant \frac{\mathbb{E}[\max (X(N)-a, 0)]}{b-a}
$$

Proof. For a proof we refer the reader to Proposition 3.71 of Chapter 3. Notice that, with $X$ the process $\max (X-a, 0)$ is also a sub-martingale.
5.109. Theorem. Let $X=(X(t): t \geqslant 0)$ be a sub-martingale for the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$. For $a<b$ the inequality

$$
\mathbb{E}\left(U_{D \cap[0, N]}(X, a, b)\right) \leqslant \frac{\mathbb{E}[\max (X(N)-a, 0)]}{b-a}
$$

holds.

Proof. Write $D_{n}=\frac{\mathbb{Z}}{2^{n}}$ and define $U_{n}$ by $U_{n}=U_{D_{n} \cap[0, N]}(X, a, b)$. The sequence $U_{n}$ then increases to $U_{D \cap[0, N]}(X, a, b)$. So it follows that

$$
\mathbb{E}\left(U_{D \cap[0, n]}\right)=\lim _{n \rightarrow \infty} \mathbb{E}\left(U_{n}\right) \leqslant \frac{\mathbb{E}[\max (X(N)-a, 0)]}{b-a}
$$

This completes the proof of Theorem 5.109.
The following theorem contains Doob's maximal inequalities for submartingales. 5.110. Theorem. Let $X=(X(0), \ldots, X(n))$ be a sub-martingale. Then the following maximal inequalities of Doob hold:

$$
\begin{align*}
\mathbb{P}\left(\max _{0 \leqslant j \leqslant n} X_{j} \geqslant \lambda\right) & \leqslant \frac{1}{\lambda} \mathbb{E}(X(n))  \tag{a}\\
\mathbb{P}\left(\max _{0 \leqslant j \leqslant n}\left|X_{j}\right| \geqslant \lambda\right) & \leqslant \frac{2}{\lambda} \mathbb{E}(5|X(n)|-2 X(0)) \tag{b}
\end{align*}
$$

and if $X$ is a martingale

$$
\begin{equation*}
\mathbb{P}\left(\max _{0 \leqslant j \leqslant n}\left|X_{j}\right| \geqslant \lambda\right) \leqslant \frac{1}{\lambda}\{\mathbb{E}(|X(n)|)\} . \tag{c}
\end{equation*}
$$

Proof. We begin with a proof of (c). Consider the mutually disjoint events

$$
A_{0}=\left\{\left|X_{0}\right|>\lambda\right\}, \text { and } A_{k}:=\left\{|X(k)|>\lambda, \max _{0 \leqslant j \leqslant k-1}|X(j)| \leqslant \lambda\right\}
$$

$1 \leqslant k \leqslant n$. Then $\bigcup_{k=0}^{n} A_{k}=\left\{\max _{0 \leqslant j \leqslant n}|X(j)| \geqslant \lambda\right\}$. Therefore

$$
\mathbb{P}\left[\max _{0 \leqslant j \leqslant n}|X(j)| \geqslant \lambda\right]=\sum_{j=0}^{n} \mathbb{P}\left(A_{j}\right),
$$

and so, using the martingale property

$$
\mathbb{P}\left(A_{k}\right)=\mathbb{E}\left(1_{A_{k}}\right) \leqslant \frac{1}{\lambda} \mathbb{E}\left[1_{A_{k}}|X(k)|\right]
$$

(martingale property)

$$
\begin{equation*}
=\frac{1}{\lambda} \mathbb{E}\left[1_{A_{k}}|X(n)| \mid \mathcal{F}_{k}\right] \leqslant \frac{1}{\lambda} \mathbb{E}\left[1_{A_{k}} \mathbb{E}\left(|X(n)| \mid \mathcal{F}_{k}\right)\right]=\frac{1}{\lambda} \mathbb{E}\left[1_{A_{k}}|X(n)|\right] . \tag{5.171}
\end{equation*}
$$

By summing over $k$ in (5.171)we get (c).
(a) The proof of (a) follows almost the same lines, except that in the definitions of the events $A_{k}$ the absolute value signs have to be omitted.
(b) For the proof of this assertion we employ the Doob-Meyer decomposition theorem (Theorem 5.106). Write $X=M+A$ with $M$ a martingale, and $A$ (predictable) increasing process. We let $M(0)=X(0)$. Then we see

$$
\mathbb{P}\left(\max _{0 \leqslant j \leqslant n}|X(j)| \geqslant \lambda\right) \leqslant \mathbb{P}\left(\max _{0 \leqslant j \leqslant n}|M(j)| \geqslant \frac{\lambda}{2}\right)+\mathbb{P}\left(A(n) \geqslant \frac{\lambda}{2}\right)
$$

(by (c))

$$
\begin{aligned}
& \leqslant \frac{2}{\lambda} \mathbb{E}|M(n)|+\frac{2}{\lambda} \mathbb{E}\left(A_{n}\right) \\
& \leqslant \frac{2}{\lambda} \mathbb{E}(|M(n)|-M(n)+X(n)) \\
& \leqslant \frac{2}{\lambda} \mathbb{E}(2|X(n)|+2 A(n)+X(n)) \\
& \leqslant \frac{2}{\lambda} \mathbb{E}(5|X(n)|-2 X(0)) .
\end{aligned}
$$

This proves assertion (b).
The proof of Theorem 5.110 is complete now.
5.111. Lemma. Let $\left(\mathcal{A}_{n}: n \in \mathbb{N}\right)$ be a sequence of $\sigma$-fields decreasing to the $\sigma$ field $\mathcal{A}_{\infty}$. So that $\mathcal{A}_{n+1} \subseteq \mathcal{A}_{n}, n \in \mathbb{N}$, and $\mathcal{A}_{\infty}=\bigcap_{n \in \mathbb{N}} \mathcal{A}_{n}$. Let $\left(f_{n}: n \in \mathbb{N}\right) \cup$ $\left\{f_{\infty}\right\}$ be a sequence of stochastic variables with the following properties:
(i) $f_{n}$ is $\mathcal{A}_{n}$-measurable, $n \in \mathbb{N}$, and $f_{\infty}$ is $\mathcal{A}_{\infty}$-measurable;
(ii) $f_{m} \leqslant \mathbb{E}\left(f_{n} \mid \mathcal{A}_{m}\right)$, for all $m \geqslant n$, and $f_{\infty} \leqslant \mathbb{E}\left(f_{n} \mid \mathcal{A}_{\infty}\right)$, $n \in \mathbb{N}$;
(iii) $\lim _{n \rightarrow \infty} \mathbb{E}\left(f_{n}\right)=\mathbb{E}\left(f_{\infty}\right)$.

Then the sequence $\left(f_{n}: n \in \mathbb{N}\right)$ is uniformly integrable.
Proof. For $m=1,2, \ldots, \infty$ we have

$$
f_{m} \leqslant \mathbb{E}\left(f_{1} \mid \mathcal{A}_{m}\right) \text { and } \max \left(f_{m}, 0\right) \leqslant \mathbb{E}\left(\max \left(f_{m}, 0\right) \mid \mathcal{A}_{m}\right)
$$

From this it follows that the sequence $\left(\max \left(f_{m}, 0\right): 1 \leqslant m \leqslant \infty\right)$ is dominated by an integrable function (in fact by $\mathbb{E}\left(\max \left(f_{1}, 0\right)\right)$ ). So it follows that this sequence is uniformly integrable. The fact that the sequence $\left(\max \left(-f_{n}, 0\right): n \in \mathbb{N}\right)$ is also uniformly integrable, is much less trivial. To this end we consider

$$
\begin{align*}
& -\lambda \mathbb{P}\left(f_{n}<-\lambda\right) \geqslant \mathbb{E}\left(f_{n}: f_{n}<-\lambda\right)=\mathbb{E}\left(f_{n}\right)-\mathbb{E}\left(f_{n}: f_{n} \geqslant-\lambda\right) \\
& \geqslant \mathbb{E}\left(\mathbb{E}\left(f_{n} \mid \mathcal{A}_{\infty}\right)\right)-\mathbb{E}\left(\mathbb{E}\left(f_{1} \mid \mathcal{A}_{n}\right): f_{n} \geqslant-\lambda\right) \\
& \geqslant \mathbb{E}\left(f_{\infty}\right)-\mathbb{E}\left(f_{1}: f_{n} \geqslant-\lambda\right) \\
& \geqslant \mathbb{E}\left(f_{\infty}\right)-\mathbb{E}\left(\max \left(f_{1}, 0\right)\right) . \tag{5.172}
\end{align*}
$$

From (5.172) it follows that

$$
\lambda \mathbb{P}\left(f_{n}<-\lambda\right) \leqslant \mathbb{E}\left(\max \left(f_{1}, 0\right)+\max \left(-f_{\infty}, 0\right)\right)<\infty .
$$

Then choose $\epsilon>0$ and $m_{0}$ in such a way that $\mathbb{E}\left(f_{m_{0}}\right) \leqslant \mathbb{E}\left(f_{\infty}\right)+\epsilon$. For $n \geqslant m_{0}$ we then see $\mathbb{E}\left(f_{m_{0}}\right) \leqslant \mathbb{E}\left(f_{n}\right)+\epsilon$. Hence, $\mathbb{E}\left(f_{n}\right) \geqslant \mathbb{E}\left(f_{m_{0}}\right)-\epsilon$. Then choose $\delta>0$ such that $\mathbb{P}(A) \leqslant \delta$ implies $\mathbb{E}\left(\left|f_{k}\right|: A\right) \leqslant \epsilon$ for $k=1, \ldots, m_{0}$. After that choose $\lambda_{0}$ so large that $\mathbb{P}\left(f_{k}<\lambda\right) \leqslant \delta$ for all $k \in \mathbb{N}$ and for all $\lambda \geqslant \lambda_{0}$. For $1 \leqslant k \leqslant m_{0}$ we then get $\mathbb{E}\left(\left|f_{k}\right|: f_{k} \leqslant-\lambda\right) \leqslant \epsilon, \lambda \geqslant \lambda_{0}$. For $k \geqslant m_{0}$ we see

$$
\begin{align*}
& \mathbb{E}\left(f_{k}: f_{k}<-\lambda\right)=\mathbb{E}\left(f_{k}\right)-\mathbb{E}\left(f_{k}: f_{k} \geqslant \lambda\right)  \tag{5.173}\\
& \geqslant \mathbb{E}\left(f_{m_{0}}\right)-\mathbb{E}\left(\mathbb{E}\left(f_{m_{0}} \mid \mathcal{A}_{k}\right): f_{k} \geqslant-\lambda\right)-\epsilon \geqslant \mathbb{E}\left(f_{m_{0}}: f_{k}<-\lambda\right)-\epsilon
\end{align*}
$$

By (5.173) we obtain

$$
\begin{aligned}
& \mathbb{E}\left(\left|f_{k}\right|: f_{k}<-\lambda\right)=-\mathbb{E}\left(f_{k}: f_{k}<-\lambda\right) \\
& \leqslant\left|\mathbb{E}\left(f_{m_{0}}: f_{k}<-\lambda\right)\right|+\epsilon \leqslant 2 \epsilon
\end{aligned}
$$

for a certain $\lambda>0$. Thus we see that the sequence $\left(\max \left(-f_{n}, 0\right): n \in \mathbb{N}\right)$ is also uniformly integrable. This yields the desired result in Lemma 5.111.
5.112. Theorem. Let, relative to the right-continuous filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$, the process $X$ be a sub-martingale. Suppose that $\mathcal{F}_{0}$ contains the zero-sets, and that the function $t \mapsto \mathbb{E}(X(t))$ is right-continuous. Then there exists a process $Y=(Y(t): t \geqslant 0)$ which is cadlag is which cannot be distinguished from $X$. So for every $t \geqslant 0$ the equality $Y(t)=X(t)$ holds $\mathbb{P}$-almost surely.

Proof. There exists an event $\Omega^{\prime}$ in $\Omega$, with $\mathbb{P}\left(\Omega^{\prime}\right)=1$, such that on $\Omega^{\prime}$ the following claims hold:

$$
\begin{aligned}
& \sup _{t \in D \cap[0, n]}|X(t)|<\infty, \text { for all } n \in \mathbb{N} ; \\
& U_{D \cap[0, n]}(X, a, b)<\infty, \text { or all } n \in \mathbb{N} \text { and for all } a<b, a \text { and } b \text { rational. }
\end{aligned}
$$

Since $\mathbb{P}\left(\Omega^{\prime}\right)=1$ we see that $\Omega^{\prime}$ belongs to $\mathcal{F}_{0}$ and, hence $\Omega^{\prime}$ belongs to $\mathcal{F}_{t}$ for all $t \geqslant 0$. On $\Omega^{\prime}$ we define the process $Y=(Y(t) ; t \geqslant 0)$ as follows: $Y(t)=$ $\lim _{s \downarrow t, s>t, s \in D} X(s)$. Then $Y(t)$ is measurable for all $\sigma$-fields $\mathcal{F}_{u}$ with $u>t$. By the right continuity of the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ we then see that $Y(t)$ is measurable for the $\sigma$-field $\mathcal{F}_{t}$. Then take $t=\lim _{n \rightarrow \infty} s_{n}$, where $s_{n} \downarrow t$, and where, for every $n \in \mathbb{N}, s_{n}$ belongs to $D$. Then $Y(t)=\lim _{n \rightarrow \infty} X\left(s_{n}\right)$ in probability. Then apply Lemma 5.111 to conclude that the sequence $\left(X\left(s_{n}\right): n \in \mathbb{N}\right)$ is uniformly integrable, and hence $Y(t)=L^{1}-\lim _{n \rightarrow \infty} X\left(s_{n}\right)$. We may apply Lemma 5.111. for $f_{n}:=X\left(s_{n}\right), f_{\infty}=Y(t), \mathcal{A}_{\infty}=\mathcal{F}_{t}$ and $\mathcal{A}_{n}=\mathcal{F}_{s_{n}}$. Then notice that $X(t) \leqslant \mathbb{E}\left(X\left(s_{n}\right) \mid \mathcal{F}_{t}\right), \mathbb{P}$-almost surely. By $L^{1}$-convergence, from the latter we see that $X(t) \leqslant \mathbb{E}\left(Y(t) \mid \mathcal{F}_{t}\right)$ and thus $X(t) \leqslant Y(t) \mathbb{P}$-almost surely. Since, in addition, $\mathbb{E}(Y(t))=\lim _{n \rightarrow \infty} \mathbb{E}\left(X\left(s_{n}\right)\right)=\mathbb{E}(X(t))$, the equality $Y(t)=X(t)$ follows $\mathbb{P}$-almost surely.
This completes the proof of Theorem 5.112.
5.113. Theorem. Let $X=(X(t): t \geqslant 0)$ be a sub-martingale with property that $\sup _{t \geqslant 0} \mathbb{E}\left[X(t)^{+}\right]<\infty$. The following assertions hold true.
(a) The limit $X(\infty):=\lim _{s \rightarrow \infty, s \in D} X(s)$ exists $\mathbb{P}$-almost surely.
(b) If $X$ is a cadlag process, then the limit $X(\infty):=\lim _{s \rightarrow \infty}$ exists $\mathbb{P}$-almost surely.
(c) If, in addition, the process $\left(X(t)^{+}: t \geqslant 0\right)$ is uniformly integrable, then the inequality $X(t) \leqslant \mathbb{E}\left(X(\infty) \mid \mathcal{F}_{t}\right)$ holds.

Proof. (a) From the maximal inequality of Doob it follows that, for $\lambda>0$, the following inequality holds:

$$
\begin{equation*}
\lambda \mathbb{P}\left(\sup _{t \in D \cap[0, n]}|X(t)|>\lambda\right) \leqslant 10 \mathbb{E}\left(X(n)^{+}+X(0)^{-}\right) . \tag{5.174}
\end{equation*}
$$

By letting $n$ tend to $\infty$ in (5.174) we obtain

$$
\lambda \mathbb{P}\left(\sup _{t \in D}|X(t)|>\lambda\right) \leqslant 10 \sup _{n} \mathbb{E}\left(X(n)^{+}+X(0)^{-}\right)
$$

and hence, $\sup _{t \in D}|X(t)|<\infty \mathbb{P}$-almost surely. In the same manner we see

$$
\begin{equation*}
\mathbb{E}\left(U_{D \cap[0, \infty)}(X, a, b)\right) \leqslant \sup _{n} \frac{\mathbb{E}(X(n)-a)^{+}}{b-a} . \tag{5.175}
\end{equation*}
$$

From (5.175) we see that $U_{D \cap[0, \infty)}(X, a, b)<\infty \mathbb{P}$-almost surely. As we proved regularity starting from (5.175) and (5.174) (in fact from their consequences), we now obtain that $X(\infty):=\lim _{s \rightarrow \infty, s \in D} X(s)$ exists.
(b) If $X$ is cadlag, then, like in the proof of the regularity, the limit $X(\infty)=$ $\lim _{s \rightarrow \infty} X(s)$ exists.


(c) Since the process $\left(X(t)^{+}: t \geqslant 0\right)$ is uniformly integrable, it also follows that the process $t \mapsto \max (X(t), a)=(X(t)-a)^{+}+a$ is uniformly integrable as well. So, for $A \in \mathcal{F}_{t}$ and for $u>t$, the (in-)equalities

$$
\begin{aligned}
& \int_{A} \max (X(t), a) d \mathbb{P} \leqslant \lim _{u \rightarrow \infty} \int_{A} \max (X(u), a) d \mathbb{P} \\
& =\int_{A} \lim _{u \rightarrow \infty} \max (X(u), a) d \mathbb{P}=\int_{A} \max (X(\infty), a) d \mathbb{P}
\end{aligned}
$$

hold true. Since

$$
\int X(\infty)^{+} d \mathbb{P}=\lim _{u \rightarrow \infty} \int X(u)^{+} d \mathbb{P}<\infty
$$

we see that $X(\infty)^{+}$belongs to $L^{1}(\Omega, \mathcal{F}, \mathbb{P})$. But then we get

$$
\begin{align*}
\int_{A} X(t) d \mathbb{P} & =\lim _{a \rightarrow-\infty} \int_{A} \max (X(t), a) d \mathbb{P} \leqslant \lim _{a \rightarrow-\infty} \int_{A} \max (X(\infty), a) d \mathbb{P} \\
& =\int_{A} X(\infty) d \mathbb{P} \tag{5.176}
\end{align*}
$$

From (5.176) the inequality $X(t) \leqslant \mathbb{E}\left(X(\infty) \mid \mathcal{F}_{t}\right)$ follows. This proves item (c). The proof of Theorem 5.113 is now complete.
5.114. Theorem. Let $X=(X(t): t \geqslant 0)$ be a sub-martingale with the property that the process $\left(X(t)^{+}: t \geqslant 0\right)$ is uniformly integrable. In addition, suppose that $X$ is cadlag.If $S$ and $T$ are a pair of stopping times such that $0 \leqslant S \leqslant T \leqslant \infty$, then the following inequality holds: $X(S) \leqslant \mathbb{E}\left(X(T) \mid \mathcal{F}_{S}\right)$.

Proof. Put $S_{n}=2^{-n}\left\lceil 2^{n} T\right\rceil$ and, similarly, $T_{n}=2^{-n}\left\lceil 2^{n} T\right\rceil$. Then the stopping times $S_{n}$ and $T_{n}$ attain exclusively discrete values (in fact they take their values in $2^{-n} \mathbb{N}$ ). It is true that $S_{n} \downarrow S$ (if $n \rightarrow \infty$ ) and the same is true for the sequence $\left(T_{n}: n \in \mathbb{N}\right)$. Moreover, $S_{n} \leqslant T_{m}$ for $n \geqslant m$. From Doob's theorem about discrete optional stopping times it follows that

$$
\begin{aligned}
& X\left(S_{n}\right) \leqslant \mathbb{E}\left(X\left(T_{m}\right) \mid \mathcal{F}_{S_{n}}\right), \quad X\left(S_{n}\right) \leqslant \mathbb{E}\left(X(\infty) \mid \mathcal{F}_{S_{n}}\right) \\
& X\left(S_{n}\right) \leqslant \mathbb{E}\left(X(\infty) \mid \mathcal{F}_{S_{n}}\right)
\end{aligned}
$$

From this it follows that the processes $\left(X\left(S_{n}\right)^{+}: n \in \mathbb{N}\right)$ and $\left(X\left(T_{n}\right)^{+}: n \in \mathbb{N}\right)$ are uniformly integrable. For all $n, m$ in $\mathbb{N}, n \geqslant m$, the following inequality holds for $A \in \mathcal{F}_{S}$ :

$$
\begin{equation*}
\int_{A} \max \left(X\left(S_{n}\right), a\right) d \mathbb{P} \leqslant \int_{A} \max \left(X\left(T_{m}\right), a\right) d \mathbb{P} \tag{5.177}
\end{equation*}
$$

(let $n$ tend to $\infty$ in (5.177) to obtain)

$$
\begin{equation*}
\int_{A} \max (X(S), a) d \mathbb{P} \leqslant \int_{A} \max \left(X\left(T_{m}\right), a\right) d \mathbb{P} \tag{5.178}
\end{equation*}
$$

(in (5.178) let $m$ tend to $\infty$ to obtain)

$$
\begin{equation*}
\int_{A} \max (X(S), a) d \mathbb{P} \leqslant \int_{A} \max (X(T), a) d \mathbb{P} \tag{5.179}
\end{equation*}
$$

(in (5.179) let $a$ tend to $-\infty$ to obtain)

$$
\begin{equation*}
\int_{A} X(S) d \mathbb{P} \leqslant \int_{A} X(T) d \mathbb{P} \tag{5.180}
\end{equation*}
$$

and that $\lim _{n \rightarrow \infty} X\left(S_{n}\right)=X(S)$ and that the same is true for the stopping time $T$. By (5.180) we then see $X(S) \leqslant \mathbb{E}\left(X(T) \mid \mathcal{F}_{S}\right)$. This completes the proof of Theorem 5.114.
5.115. Corollary. Let $X=(X(s): 0 \leqslant s \leqslant t)$ be a cadlag martingale and let $0 \leqslant S \leqslant T \leqslant t$ be two stopping times. The following equalities are true:

$$
X(S)=\mathbb{E}\left(X(T) \mid \mathcal{F}_{S}\right) \text { and } \mathbb{E}(X(T))=\mathbb{E}(X(\infty))=\mathbb{E}(X(0))
$$

Proof. The proof is left as an exercise for the reader. Among other things notice that the martingale $(X(s): 0 \leqslant s \leqslant t)$ is uniformly integrable.
5.116. Corollary. Let $X$ be a cadlag martingale in $L^{1}(\Omega, \mathcal{F}, \mathbb{P})$ which is uniformly integrable. Then the limit $X(\infty):=\lim _{t \rightarrow \infty} X(t)$ exists $\mathbb{P}$-almost surely, and if $S$ and $T$ are stopping times such that $0 \leqslant S \leqslant T \leqslant \infty$, then the following equalities hold:

$$
X(S)=\mathbb{E}\left(X(T) \mid \mathcal{F}_{S}\right) \text { and } \mathbb{E}(X(T))=\mathbb{E}(X(\infty))=\mathbb{E}(X(0))
$$

Proof. The proof of this corollary is left as an exercise for the reader. Observe that for $n \in \mathbb{N}$ fixed the martingale $(X(\min (n, t)): t \geqslant 0)$ is uniformly integrable.

In what follows the process $X:[0, \infty) \times \Omega \rightarrow \mathbb{R}^{\nu}$ is a process with values in $\mathbb{R}^{\nu}$, where $\nu$ may be 1 .
5.117. Definition. Let $X$ be a stochastic process, which is adapted to the filtration ( $\left.\mathcal{F}_{t}: t \geqslant 0\right)$. The process $X$ is said to be a Lévy process if $X$ possesses the following properties:
(a) For all $s<t$ the variable $X(t)-X(s)$ is independent of $\mathcal{F}_{s}$;
(b) For all $s \leqslant t$ the variable $X(t)-X(s)$ has the same distribution as $X(t-s)$;
(c) For all $t \geqslant 0$ and for every sequence $\left(t_{n}: n \in \mathbb{N}\right)$ in $[0, \infty)$ that converges to $t$, the limit $\lim _{n \rightarrow \infty} X\left(t_{n}\right)=X$ exists in $\mathbb{P}$-law (or in $\mathbb{P}$-measure). Sometimes this is denoted by $\mathbb{P}-\lim _{n \rightarrow \infty} X\left(t_{n}\right)=X(t)$.
5.118. Theorem. Let $X$ be a stochastic process, which is adapted to the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$, and which takes it values in $\mathbb{R}^{\nu}$. The following assertions are true:
(a) Let $X$ be a Lévy-process. Define for $t \geqslant 0$ the probability measure $\mu_{t}$ as being the distribution of $X(t)$. So $\mu_{t}(B)=\mathbb{P}(X(t) \in B)$, where $B$ is a Borel subset of $\mathbb{R}^{\nu}$. Then the family $\left\{\mu_{t}: t \geqslant 0\right\}$ is a vaguely continuous semigroup of probability measures.
(b) Conversely, let $\left\{\mu_{t}: t \geqslant 0\right\}$ be a vaguely continuous semigroup of probability measures on $\mathbb{R}^{\nu}$. Then there exists a Lévy-process

$$
X=\{X(t): t \geqslant 0\}
$$

with cadlag paths such that $\mu_{t}(B)=\mathbb{P}(X(t) \in B)$ for all Borel subsets $B$ of $\mathbb{R}^{\nu}$.

Proof. (a) Define for $t \geqslant 0$ the characteristic function $f_{t}$ of $X(t)$ as being the Fourier transform of the $\mathbb{P}$-distribution of $X(t)$. So that

$$
f_{t}(\xi)=\mathbb{E}(\exp (-i\langle\xi, X(t)\rangle)), \quad \xi \in \mathbb{R}^{\nu}
$$

Since, for $t, s \in[0, \infty), X(s+t)=X(s+t)-X(s)+X(s)$, since, in addition, $X(s+t)-X(s)$ is independent of $X(t)$, and because $X(s+t)-X(s)$ possesses the same distribution as $X(t)$ we infer

$$
\begin{align*}
f_{s+t}(\xi) & =\mathbb{E}(\exp (-i\langle\xi, X(s+t)\rangle)) \\
& =\mathbb{E}(\exp (-i\langle\xi, X(s+t)-X(s)\rangle) \exp (-i\langle\xi, X(s)\rangle)) \\
& =\mathbb{E}(\exp (-i\langle\xi, X(s+t)-X(s)\rangle)) \mathbb{E}(\exp (-i\langle\xi, X(s)\rangle)) \\
& =\mathbb{E}(\exp (-i\langle\xi, X(t)\rangle)) \mathbb{E}(\exp (-i\langle\xi, X(s)\rangle)) \\
& =f_{t}(\xi) f_{s}(\xi) . \tag{5.181}
\end{align*}
$$

Since $X(0)$ and $X(0)-X(0)=0$ have the same distribution we see $f_{0}(\xi)=1$. Since $\mathbb{P}-\lim _{u \downarrow 0} X(u)=X(0)$ we see, for example by Theorem 5.85 in combination with the implication $(1) \Rightarrow(9)$ of Theorem 5.43, that $\lim _{s \downarrow 0} f_{s}(\xi)=f_{0}(\xi)=1$. From (5.181) it then follows that

$$
\lim _{t \downarrow s} f_{t}(\xi)-f_{s}(\xi)=\lim _{t \downarrow s} f_{s}(\xi)\left(f_{t-s}(\xi)-f_{0}(\xi)\right)=0
$$

for all $s \geqslant 0$. Because, by applying equality (5.181) repeatedly, we see $f_{t}(\xi)=$ $\left(f_{t 2^{-n}}(\xi)\right)^{2^{n}}$. In addition we have $\lim _{s \downarrow 0} f_{s}(\xi)=1$. So it follows that for no value of $t \in[0, \infty)$ the function $f_{t}(\xi)$ vanishes for any $\xi$. Since, for $t<s, f_{t}(\xi)-f_{s}(\xi)=$ $\left(f_{0}(\xi)-f_{s-t}(\xi)\right) f_{t}(\xi)$, it also follows that $\lim _{t \uparrow s} f_{t}(\xi)=f_{s}(\xi)$, for $s>0$. From the previous considerations it follows that the function $t \mapsto f_{t}(\xi), t \in[0, \infty)$, is a continuous function, which satisfies the relation $f_{s+t}(\xi)=f_{s}(\xi) f_{t}(\xi)$ for all $s, t \geqslant 0$ and this for all $\xi \in \mathbb{R}^{\nu}$. Furthermore, we define the family of measures $\left\{\mu_{t}: t \geqslant 0\right\}$ as being the $\mathbb{P}$-distributions of the Lévy-process $X$. So that $\mu_{t}(B)=\mathbb{P}(X(t) \in B), B$ Borel subset of $\mathbb{R}^{\nu}$. From the previous arguments it then follows that

$$
\begin{equation*}
\widehat{\mu}_{s+t}(\xi)=f_{s+t}(\xi)=f_{s}(\xi) f_{t}(\xi)=\widehat{\mu}_{s}(\xi) \widehat{\mu}_{t}(\xi) \tag{5.182}
\end{equation*}
$$

and that $\lim _{s \downarrow 0} \hat{\mu}_{s}(\xi)=1$. So that the family $\left\{\mu_{t}: t \geqslant 0\right\}$ is a vaguely continuous semigroup of probability measures on $\mathbb{R}^{\nu}$. By Theorem 5.31 there then exists a continuous negative-definite function $\psi$ such that $f_{t}(\xi)=\widehat{\mu}_{t}(\xi)=\exp (-t \psi(\xi))$.
(b) Define $(\Omega, \mathcal{F}, \mathbb{P})$ as in Proposition 5.36. Likewise we define the state variables $X(t): \Omega \rightarrow \mathbb{R}^{\nu}$ as in Proposition 5.36. Let the filtration ( $\left.\mathcal{F}_{t}: t \geqslant 0\right)$ be determined by $\mathcal{F}_{t}=\sigma(X(u): 0 \leqslant u \leqslant t)$. So the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ is the internal history of the process $X$. Then $X$ is a Lévy-process, which possesses the properties as described in (b). The fact that for $t>s$ the variable $X(t)-X(s)$ is independent of $\mathcal{F}_{s}$ was proved in Theorem 5.37. We must show
that, for $\epsilon>0$ fixed, $\lim _{s \downarrow 0} \mathbb{P}(|X(s)-X(0)|>\epsilon)=0$. Therefore, notice first that $\mathbb{P}(X(0)=0)=\mu_{0}\{0\}=1$. Hence, with $B(\epsilon)=\left\{x \in \mathbb{R}^{\nu}:|x| \leqslant \epsilon\right\}$, we have

$$
\begin{align*}
\mathbb{P}(|X(s)-X(0)|>\epsilon) & =\mathbb{P}(|X(s)-X(0)|>\epsilon, X(0)=0) \\
& =\mathbb{P}(|X(s)|>\epsilon, X(0)=0) \\
& =\mathbb{P}(|X(s)|>\epsilon) \\
& =\mu_{s}\left\{\mathbb{R}^{\nu} \backslash B(\epsilon)\right\}=1-\mu_{s}\{B(\epsilon)\} . \tag{5.183}
\end{align*}
$$

Since the convolution semigroup $\left\{\mu_{t}: t \geqslant 0\right\}$ is vaguely continuous it follows that $\lim _{s \downarrow 0} \mu_{s}\{B(\epsilon)\}=1$. From (5.183) we then see that $\lim _{s \downarrow 0} \mathbb{P}(|X(s)-X(0)|>\epsilon)=$ 0 . The only problem which is still left, is the fact that the process $X$ is not necessarily cadlag. In the following propositions and lemmas we will, among other things, resolve this problem. From Theorem 5.121 it follows that the process $X$ is also a Lévy process for the filtration $\left(\mathcal{G}_{t}: t \geqslant 0\right)$, where $\mathcal{G}_{t}=\mathcal{F}_{t} \cup \mathcal{N}$. By Theorem 5.123 we then see that the process $X$ possesses a cadlag version.
The proof of Theorem 5.118 is now complete.

5.119. Proposition. Suppose $0 \leqslant s_{1}<\cdots<s_{m}$ and choose $t \geqslant 0$. Let $X$ be a Lévy process for the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$, where $\mathcal{F}_{t}=\sigma\{X(u): 0 \leqslant u \leqslant t\}$. Let $\left\{\mu_{t}: t \geqslant 0\right\}$ be the corresponding convolution semigroup and $\psi$ the corresponding negative-definite function. So $\mu_{t}(B)=\mathbb{P}(X(t) \in B)$ for all Borel subsets $B$ and $\widehat{\mu}_{t}(\xi)=\exp (-t \psi(\xi))$ for all $t \geqslant 0$. For $\xi^{1}, \ldots, \xi^{m}$ in $\mathbb{R}^{\nu}$ the following equalities hold:

$$
\begin{align*}
& \mathbb{E}\left[\exp \left(-i \sum_{j=1}^{m}\left\langle\xi^{j}, X\left(t+s_{j}\right)\right\rangle\right) \mid \mathcal{F}_{t}\right] \\
& =\mathbb{E}\left[\exp \left(-i \sum_{j=1}^{m}\left\langle\xi^{j}, X\left(t+s_{j}\right)\right\rangle\right) \mid \mathcal{F}_{t+}\right] \\
& =\exp \left(-i\left\langle\sum_{j=1}^{m} \xi^{j}, X(t)\right\rangle\right) \exp \left(-\sum_{j=1}^{m}\left(s_{j}-s_{j-1}\right) \psi\left(\sum_{k=j}^{m} \xi^{k}\right)\right) \tag{5.184}
\end{align*}
$$

Here we write $\mathcal{F}_{t+}=\bigcap_{s>t} \mathcal{F}_{s}$ and $s_{0}=0$.
Proof. We apply induction with respect to $m$. We begin with the conditioning on $\mathcal{F}_{t}$. For $m=1$ we have

$$
\begin{aligned}
& \mathbb{E}\left[\exp \left(-i\left\langle\xi^{1}, X\left(t+s_{1}\right)\right\rangle\right) \mid \mathcal{F}_{t}\right] \\
& =\mathbb{E}\left[\exp \left(-i\left\langle\xi^{1}, X\left(t+s_{1}\right)-X(t)\right\rangle\right) \mid \mathcal{F}_{t}\right] \exp \left(-i\left\langle\xi^{1}, X(t)\right\rangle\right)
\end{aligned}
$$

$\left(X\left(t+s_{1}\right)-X(t)\right.$ does not depend on $\left.\mathcal{F}_{t}\right)$

$$
=\mathbb{E}\left[\exp \left(-i\left\langle\xi^{1}, X\left(t+s_{1}\right)-X(t)\right\rangle\right)\right] \exp \left(-i\left\langle\xi^{1}, X(t)\right\rangle\right)
$$

$\left(X\left(t+s_{1}\right)-X(t)\right.$ has the same distribution as $\left.X\left(s_{1}\right)\right)$

$$
\begin{align*}
& =\mathbb{E}\left[\exp \left(-i\left\langle\xi^{1}, X\left(s_{1}\right)\right\rangle\right)\right] \exp \left(-i\left\langle\xi^{1}, X(t)\right\rangle\right) \\
& =\widehat{\mu}_{s_{1}}\left(\xi^{1}\right) \exp \left(-i\left\langle\xi^{1}, X(t)\right\rangle\right) \\
& =\exp \left(-s_{1} \psi\left(\xi^{1}\right)\right) \exp \left(-i\left\langle\xi^{1}, X(t)\right\rangle\right) \\
& =\exp \left(-\left(s_{1}-s_{0}\right) \psi\left(\xi^{1}\right)\right) \exp \left(-i\left\langle\xi^{1}, X(t)\right\rangle\right) . \tag{5.185}
\end{align*}
$$

Notice that (5.185) is the same as the equality in (5.184) for $m=1$. Suppose now that we already know (5.184) for every $t \geqslant 0$, for every $m$-tuple $s_{1}<\cdots<s_{m}$ and for every $m$-tuple $\xi^{1}, \ldots, \xi^{m}$ in $\mathbb{R}^{\nu}$. We keep working with the original filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$. For $s_{m+1}>s_{m}$ and for $\xi^{m+1} \in \mathbb{R}^{\nu}$ we then see

$$
\begin{aligned}
& \mathbb{E}\left[\exp \left(-i \sum_{j=1}^{m+1}\left\langle\xi^{j}, X\left(t+s_{j}\right)\right\rangle\right) \mid \mathcal{F}_{t}\right] \\
& =\mathbb{E}\left[\exp \left(-i \sum_{j=1}^{m}\left\langle\xi^{j}, X\left(t+s_{j}\right)\right\rangle\right)\right. \\
& \left.\quad \mathbb{E}\left[\exp \left(-i\left\langle\xi^{m+1}, X\left(t+s_{m+1}\right)\right\rangle\right) \mid \mathcal{F}_{t+s_{m}}\right] \mid \mathcal{F}_{t}\right]
\end{aligned}
$$

(employ (5.185) for $t+s_{m+1}$ instead of $t$ )

$$
\begin{aligned}
=\mathbb{E} & {\left[\exp \left(-i \sum_{j=1}^{m}\left\langle\xi^{j}, X\left(t+s_{j}\right)\right\rangle\right)\right.} \\
& \left.\quad \exp \left(-i\left\langle\xi^{m+1}, X\left(t+s_{m+1}\right)\right\rangle\right) \exp \left(-\left(s_{m+1}-s_{m}\right) \psi\left(\xi^{m+1}\right)\right) \mid \mathcal{F}_{t}\right]
\end{aligned}
$$

(induction hypothesis)

$$
\begin{equation*}
=\exp \left(-i\left\langle\sum_{j=1}^{m+1} \xi^{j}, X(t)\right\rangle\right) \exp \left(-\sum_{j=1}^{m+1}\left(s_{j}-s_{j-1}\right) \psi\left(\sum_{k=j}^{m+1} \xi^{k}\right)\right) \tag{5.186}
\end{equation*}
$$

But (5.186) is the same as (5.184) with $m$ replaced by $m+1$. Next we look at the situation for the filtration $\left\{\mathcal{F}_{t+}: t \geqslant 0\right\}$ which is closed from the right. Without loss of generality we may assume that $s_{1}>0$. In case $s_{1}=0$ we have indeed

$$
\begin{aligned}
& \mathbb{E}\left[\exp \left(-i \sum_{j=1}^{m}\left\langle\xi^{j}, X\left(t+s_{j}\right)\right\rangle\right) \mid \mathcal{F}_{t+}\right] \\
& =\exp \left(-i\left\langle\xi^{1}, X(t)\right\rangle\right) \mathbb{E}\left[\exp \left(-i \sum_{j=2}^{m}\left\langle\xi^{j}, X\left(t+s_{j}\right)\right\rangle\right) \mid \mathcal{F}_{t+}\right]
\end{aligned}
$$

So assume that $s_{1}>0$ and choose $n \in \mathbb{N}$ such that $s_{1}>n^{-1}$. Then we see, by (5.184) for $t+n^{-1}$ instead of $t$,

$$
\begin{align*}
& \mathbb{E}\left[\exp \left(-i \sum_{j=1}^{m}\left\langle\xi^{j}, X\left(t+s_{j}\right)\right\rangle\right) \mid \mathcal{F}_{t+}\right]  \tag{5.187}\\
& =\mathbb{E}\left[\mathbb{E}\left[\exp \left(-i \sum_{j=1}^{m}\left\langle\xi^{j}, X\left(t+s_{j}\right)\right\rangle\right) \mid \mathcal{F}_{t+n^{-1}}\right] \mid \mathcal{F}_{t+}\right]
\end{align*}
$$

(write $s_{0}=n^{-1}$ in what follows)

$$
\begin{aligned}
&=\mathbb{E}\left[\exp \left(-i\left\langle\sum_{j=1}^{m} \xi^{j}, X\left(t+n^{-1}\right)\right\rangle\right)\right. \\
&\left.\exp \left(-\sum_{j=1}^{m}\left(s_{j}-s_{j-1}\right) \psi\left(\sum_{k=j}^{m} \xi^{k}\right)\right) \mid \mathcal{F}_{t+}\right]
\end{aligned}
$$

In (5.187) we let $n$ tend to $\infty$. Apparently it follows that

$$
\begin{aligned}
& \mathbb{E}\left[\exp \left(-i \sum_{j=1}^{m}\left\langle\xi^{j}, X\left(t+s_{j}\right)\right\rangle\right) \mid \mathcal{F}_{t+}\right] \\
& =\mathbb{E}\left[\exp \left(-i\left\langle\sum_{j=1}^{m} \xi^{j}, X(t)\right\rangle\right) \exp \left(-\sum_{j=1}^{m}\left(s_{j}-s_{j-1}\right) \psi\left(\sum_{k=j}^{m} \xi^{k}\right)\right) \mid \mathcal{F}_{t+}\right]
\end{aligned}
$$

$$
\begin{equation*}
=\exp \left(-i\left\langle\sum_{j=1}^{m} \xi^{j}, X(t)\right\rangle\right) \exp \left(-\sum_{j=1}^{m}\left(s_{j}-s_{j-1}\right) \psi\left(\sum_{k=j}^{m} \xi^{k}\right)\right) . \tag{5.188}
\end{equation*}
$$

From (5.188) it then follows that (5.184) holds for the filtration $\left\{\mathcal{F}_{t+}: t \geqslant 0\right\}$ which is closed from the right.

This completes the proof of Proposition 5.119.
5.120. Corollary. Let the assumptions and hypotheses be as in Proposition 5.119. For every bounded complex-valued random variable $Y$, that is measurable for the $\sigma$-field $\sigma\{X(u): u \geqslant 0\}$ the following equality holds $\mathbb{P}$-almost surely de equality:

$$
\begin{equation*}
\mathbb{E}\left[Y \mid \mathcal{F}_{t}\right]=\mathbb{E}\left[Y \mid \mathcal{F}_{t+}\right] \tag{5.189}
\end{equation*}
$$

Proof. Put $Y=\exp \left(-i \sum_{j=1}^{m}\left\langle\xi^{j}, X\left(s_{j}\right)\right\rangle\right)$. By Proposition 5.119 we see that for all such random variables $Y$ the equality in (5.189) holds, provided that $s_{j} \geqslant t$, for $1 \leqslant j \leqslant m$. By splitting and using the standard properties of a conditional expectation we see that the restriction $s_{j} \geqslant t$ is superfluous. In other words the equality in (5.189) holds for all variables $Y$ of the form $Y=\exp \left(-i \sum_{j=1}^{m}\left\langle\xi^{j}, X\left(s_{j}\right)\right\rangle\right)$ where all $s_{j}$ belong to $[0, \infty)$ and where all $\xi^{j}$ are members of $\mathbb{R}^{\nu}$. Let $Y_{0}$ be a bounded complex-valued random variable, which belongs to the linear span of variables of the form $\exp \left(-i \sum_{j=1}^{m}\left\langle\xi^{j}, X\left(s_{j}\right)\right\rangle\right)$. Then consider the vector space $\mathcal{H}\left(Y_{0}\right)$ defined by
$\mathcal{H}\left(Y_{0}\right)$
$=\{Y: \Omega \rightarrow \mathbb{C}: Y$ is bounded and measurable for the $\sigma$-field $\sigma\{X(u): u \geqslant 0\}$ and $\left.\mathbb{E}\left(Y Y_{0} \mid \mathcal{F}_{t}\right)=\mathbb{E}\left(Y Y_{0} \mid \mathcal{F}_{t+}\right)\right\}$.
By employing Lemma 5.100 or, even better, the monotone class theorem we see that $\mathcal{H}\left(Y_{0}\right)$ contains all complex-valued bounded random variables, which are measurable for the $\sigma$-field $\sigma\{X(u): u \geqslant 0\}$. Among others we may put $Y_{0}=1$, and the claim in Corollary 5.120 follows.
5.121. Theorem. Let $X=\{X(t): t \geqslant 0\}$ be a Lévy-process. Let $\mathcal{H}=\left\{\mathcal{H}_{t}: t \geqslant 0\right\}$ be the internal history of the process $X$. Let $\mathcal{N}$ be the null sets in $\mathcal{H}_{\infty}$. Then the filtration $\mathcal{G}$, with $G_{t}=\sigma\left\{\mathcal{H}_{t} \cup \mathcal{N}\right\}$, is continuous from the right.

Proof. Let $A \in \mathcal{G}_{t+}$. By Corollary 5.120 we have $1_{A}=\mathbb{E}\left(1_{A} \mid \mathcal{F}_{t}\right)$. Let $B \in \mathcal{F}_{t}$ be such that $1_{B}=\mathbb{E}\left(1_{A} \mid \mathcal{F}_{t}\right), \mathbb{P}$-almost surely. Then $\mathbb{P}(A \triangle B)=0$. Since $A=B \triangle(A \triangle B)$, we see that $A$ in fact belongs to $\mathcal{G}_{t}$.
5.122. Lemma. Let $\left(x_{n}: n \in \mathbb{N}\right)$ be a sequence of vectors in $\mathbb{R}^{\nu}$ with the property that the sequence $\left(\exp \left(-i\left\langle\xi, x_{n}\right\rangle\right): n \in \mathbb{N}\right)$ converges for almost all $\xi \in \mathbb{R}^{\nu}$. Then the sequence $\left(x_{n}: n \in \mathbb{N}\right)$ converges.

Proof. Fix $1 \leqslant j \leqslant \nu$, and let $U^{j}$ be a vector valued stochastic variable which is zero for the coordinates $k \neq j$ and with the property that $U_{j}^{j}$ is uniformly distributed on the interval $[0,1]$. The following inequalities are true for

$$
\begin{aligned}
0<\delta & <1: \\
& 2 \operatorname{Re} \mathbb{E}\left(1-\exp \left(-i\left\langle U^{j}, x_{n}-x_{m}\right\rangle\right)\right)=\mathbb{E}\left|1-\exp \left(-i\left\langle U^{j}, x_{n}-x_{m}\right\rangle\right)\right|^{2} \\
& =4 \mathbb{E}\left(\sin ^{2} \frac{1}{2}\left\langle U^{j}, x_{n}-x_{m}\right\rangle\right) \geqslant 4 \delta^{2} \mathbb{P}\left\{\sin ^{2} \frac{1}{2}\left\langle U^{j}, x_{n}-x_{m}\right\rangle \geqslant \delta^{2}\right\} \\
& \geqslant 4 \delta^{2} \mathbb{P}\left\{\left(\frac{2}{\pi}\right)^{2} \min \left(\frac{1}{4}\left\langle U^{j}, x_{n}-x_{m}\right\rangle^{2}, \frac{\pi^{2}}{4}\right) \geqslant \delta^{2}\right\} \\
& \geqslant 4 \delta^{2} \mathbb{P}\left\{\left|\left\langle U^{j}, x_{n}-x_{m}\right\rangle\right| \geqslant \delta \pi\right\} \\
& =4 \delta^{2} \max \left(1-\frac{\delta \pi}{\left|x_{n, j}-x_{m, j}\right|}, 0\right) .
\end{aligned}
$$

Since this inequality holds for every $0<\delta<1$, it follows that the $j$-th coordinate $\left(x_{n, j}: n \in \mathbb{N}\right)$ of the sequence $\left(x_{n}: n \in \mathbb{N}\right)$ converges. This holds for $1 \leqslant j \leqslant$ $\nu$. Hence, the limit $\lim _{n \rightarrow \infty} x_{n}$ exists. This makes the proof of Lemma 5.122 complete.

Among other things, in Theorem 5.123 the proof of item (b) in 5.118 is completed.
5.123. Theorem. Let $\left(X(t), \mathcal{F}_{t}\right)_{t \geqslant 0}$ be a Lévy-process. Suppose that the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ is right-continuous, and that $\mathcal{F}_{0}$ contains the null sets. Then there exists a cadlag modification of $X=(X(t): t \geqslant 0)$.
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The result in Theorem 5.123 can be applied in case we take the internal history, completed with null sets, as the filtration $\left(\mathcal{F}_{t}\right)_{t \geqslant 0}$.

Proof of Theorem 5.123. We will make use of the following product set:

$$
E=\mathbb{C}^{\mathbb{Q}_{+}}=\left\{\left(\alpha_{t}\right)_{t \in \mathbb{Q}_{+}}: \alpha_{t} \in \mathbb{C} \text { for all } t \in \mathbb{Q}_{+}\right\},
$$

endowed with the product- $\sigma$-field $\mathcal{E}=\otimes_{t \in \mathbb{Q}_{+}} \mathcal{B}(\mathbb{C})$. Put

$$
D=\left\{\left(\alpha_{t}\right)_{t \in \mathbb{Q}_{+}}: \exists \varphi:[0, \infty) \rightarrow \mathbb{C} \text { cadlag with } \varphi(t)=\alpha_{t} \text { for all } t \in \mathbb{Q}_{+}\right\}
$$

Upon writing $\varphi$ as the pointwise limit $\varphi(t)=\lim _{n \rightarrow \infty} \varphi_{n}(t)$, where

$$
\varphi_{n}(t)=\sum_{k=0}^{\infty} \varphi\left((k+1) 2^{-n}\right) 1_{\left[k 2^{-n},(k+1) 2^{-n}\right)}(t)
$$

it can be proved that $D$ belongs to the $\sigma$-field $\mathcal{E}$. Consider the mapping:

$$
\Phi: \mathbb{R}^{\nu} \times \Omega \rightarrow E
$$

defined by

$$
\begin{equation*}
\Phi(\xi, \omega)=\exp (-i\langle\xi, X(t)\rangle)=: \alpha_{t} . \tag{5.190}
\end{equation*}
$$

The mapping $\Phi$ is measurable for the $\sigma$-fields $\mathcal{F}_{\infty}$ and $\mathcal{E}$. As a consequence $\Lambda:=\Phi^{-1}(D)$ belongs to the $\sigma$-field $\mathcal{B}\left(\mathbb{R}^{\nu}\right) \otimes \mathcal{F}_{\infty}$. So for every pair $(\xi, \omega) \in \mathbb{R}^{\nu} \times \Omega$ there exists a cadlag function $f:[0, \infty) \rightarrow \mathbb{C}$ with the property that the equality $f(t)=\exp (-i\langle\xi, X(t)\rangle)$ holds for all $t \in \mathbb{Q}_{+}$. Now let the negative-definite function corresponding to the process $X$ be given by $\psi$. Then the process $t \mapsto \exp (-i\langle\xi, X(t)\rangle+t \psi(\xi))$ is a martingale. This is so, because, for $0 \leqslant s<t$, we have the following equalities:

$$
\begin{aligned}
& \mathbb{E}\left(\exp (-i\langle\xi, X(t)\rangle+t \psi(\xi)) \mid \mathcal{F}_{s}\right) \\
& =\mathbb{E}\left(\exp (-i\langle\xi, X(t)-X(s)\rangle+(t-s) \psi(\xi)) \mid \mathcal{F}_{s}\right) \exp (-i\langle\xi, X(s)\rangle+s \psi(\xi))
\end{aligned}
$$

$\left(X(t)-X(s)\right.$ does not depend on $\left.\mathcal{F}_{s}\right)$

$$
=\mathbb{E}(\exp (-i\langle\xi, X(t)-X(s)\rangle+(t-s) \psi(\xi))) \exp (-i\langle\xi, X(s)\rangle+s \psi(\xi))
$$

$(X(t)-X(s)$ heeft dezelfde distribution als $X(t-s))$

$$
=\mathbb{E}(\exp (-i\langle\xi, X(t-s)\rangle+(t-s) \psi(\xi))) \exp (-i\langle\xi, X(s)\rangle+s \psi(\xi))
$$

(definition of $\psi$ )

$$
\begin{equation*}
=\exp (-i\langle\xi, X(s)\rangle+s \psi(\xi)) \tag{5.191}
\end{equation*}
$$

From martingale theory it follows that there exists a cadlag version $M^{\xi}=$ $\left(M^{\xi}(t): t \geqslant 0\right)$ of the martingale $t \mapsto \exp (-i\langle\xi, X(t)\rangle+t \psi(\xi))$. By this we mean that for every $(\xi, t) \in \mathbb{R}^{\nu} \times[0, \infty)$ there exists an event $N_{t, \xi}$ with the following properties: $\mathbb{P}\left(N_{t, \xi}\right)=0$ and for $\omega \notin N_{t, \xi}^{c}$ the equality $M^{\xi}(t)(\omega)=$
$\exp (-i\langle\xi, X(t, \omega)\rangle+t \psi(\xi))$ holds. Hence, for every $\xi \in \mathbb{R}^{\nu}$ there exists a $\mathbb{P}$-null set $N_{\xi}$ such that for every $t \in[0, \infty) \cap \mathbb{Q}$ the equality

$$
M^{\xi}(t)(\omega)=\exp (-i\langle\xi, X(t, \omega)\rangle+t \psi(\xi))
$$

holds for all $\omega \notin N_{\xi}$. In other words for all $\xi \in \mathbb{R}^{\nu}$ the equality:

$$
\begin{equation*}
\mathbb{P}\{\omega:(\xi, \omega) \in \Lambda\} \geqslant \mathbb{P}\left\{N_{\xi}^{c}\right\}=1 \tag{5.192}
\end{equation*}
$$

holds. From (5.192) it then follows that

$$
\begin{equation*}
0=\int_{\mathbb{R}^{\nu}} d \xi \int_{\Omega} d \mathbb{P} 1_{\Lambda^{c}}=\int_{\Omega} d \mathbb{P} \int_{\mathbb{R}^{\nu}} 1_{\Lambda^{c}} d \xi \tag{5.193}
\end{equation*}
$$

The equality in (5.193) implies that for $\mathbb{P} \otimes \lambda$-almost all $(\omega, \xi)$ the function $t \mapsto \exp (-i\langle\xi, X(t, \omega)\rangle)$ belongs to $D$. By Lemma 5.122 we see that $\mathbb{P}$-almost surely the following limits exist for all $t \geqslant 0$ :

$$
\lim _{\substack{s \downarrow t \\ s \in \mathbb{Q}}} X(s) \text { and } \lim _{\substack{s \uparrow t \\ s \in \mathbb{Q}}} X(s) .
$$

Define the process $Y$ by $Y(t)=\lim _{s \downarrow t, s \in \mathbb{Q}} X(s)$. Then the process $Y$ is cadlag: see (the proof of) Lemma 5.103 (b). Furthermore, $X(t)=\lim _{s \downarrow t, s \in \mathbb{Q}} X(s)$ (in $\mathbb{P}_{-}$ distributional sense), and thus $X(t)=Y(t) \mathbb{P}$-almost surely. The proof of Theorem 5.123 is now complete.
5.124. Theorem (Dynkin-Hunt). Let $\left(X(t), \mathcal{F}_{t}\right)_{t \geqslant 0}$ be a cadlag Lévy process with a right-continuous filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$. Let $T: \Omega \rightarrow[0, \infty)$ be a stopping time which is not identically $\infty$. So that $\mathbb{P}\{T<\infty\}>0$. On the event $\{T<\infty\}$ the process $Y=\{Y(t): t \geqslant 0\}$ is defined by $Y(t)=X(t+T)-X(T)$.
(a) Under $\widetilde{\mathbb{P}}$ the process $Y$ has the same distribution as the process $X$ under $\mathbb{P}$.
(b) The $\sigma$-fields $\mathcal{F}_{T}$ and $\sigma\{Y(s): s \geqslant 0\}$ are $\mathbb{P}$-independent.

Proof. (a) For $n \in \mathbb{N}$ we write $T_{n}=2^{-n}\left\lceil 2^{n} T\right\rceil$. Then ( $T_{n}: n \in \mathbb{N}$ ) is a sequence of stopping times with the following properties:
(i) $\left\{T_{n}<\infty\right\}=\{T<\infty\}$;
(ii) $T \leqslant T_{n+1} \leqslant T_{n} \leqslant T+2^{-n}, n \in \mathbb{N}$.

Define the sequence of processes $\left(Y^{n}: n \in \mathbb{N}\right)$ via the formula:

$$
Y^{n}(t)=X\left(t+T_{n}\right)-X\left(T_{n}\right) \text { op de event }\left\{T_{n}<\infty\right\}=\{T<\infty\} .
$$

Let now $f:\left(\mathbb{R}^{\nu}\right)^{m} \rightarrow \mathbb{C}$ be a bounded continuous function, let $A$ be an event in $\mathcal{F}_{T} \subseteq \mathcal{F}_{T_{n}}$, and let $s_{1}<\cdots<s_{m}$ be an increasing sequence of fixed times. Then the following equalities hold:

$$
\begin{aligned}
& \mathbb{E}\left[f\left(Y^{n}\left(s_{1}\right), Y^{n}\left(s_{2}\right)-Y^{n}\left(s_{1}\right), \ldots, Y^{n}\left(s_{m}\right)-Y^{n}\left(s_{m-1}\right)\right) 1_{A \cap\{T<\infty\}}\right] \\
& =\sum_{k=0}^{\infty} \mathbb{E}\left[1 _ { A \cap \{ T _ { n } = k 2 ^ { - n } \} } f \left(X\left(s_{1}+k 2^{-n}\right)-X\left(k 2^{-n}\right), \ldots\right.\right. \\
& \left.\left.\quad, X\left(s_{m}+k 2^{-m}\right)-X\left(s_{m-1}+k 2^{-m}\right)\right)\right]
\end{aligned}
$$

$$
\begin{align*}
& \left(X\left(s_{j}+k 2^{-n}\right)-X\left(s_{j-1}+k 2^{-n}\right) \text { does not depend on } \mathcal{F}_{s_{j-1}+k 2^{-n}}\right) \\
& =\sum_{k=0}^{\infty} \mathbb{P}\left[A \cap\left\{T_{n}=k 2^{-n}\right\}\right] \\
& \quad \mathbb{E}\left[f\left(X\left(s_{1}+k 2^{-n}\right)-X\left(k 2^{-n}\right), \ldots, X\left(s_{m}+k 2^{-m}\right)-X\left(s_{m-1}+k 2^{-m}\right)\right)\right] \\
& \left(X\left(s_{j}+k 2^{-n}\right)-X\left(s_{j-1}+k 2^{-n}\right) \text { has the same distribution as } X\left(s_{j}\right)-X\left(s_{j-1}\right)\right) \\
& =\sum_{k=0}^{\infty} \mathbb{P}\left[A \cap\left\{T_{n}=k 2^{-n}\right\}\right] \mathbb{E}\left[f\left(X\left(s_{1}\right)-X(0), \ldots, X\left(s_{m}\right)-X\left(s_{m-1}\right)\right)\right] \\
& =\mathbb{P}\left[A \cap\left\{T_{n}<\infty\right\}\right] \mathbb{E}\left[f\left(X\left(s_{1}\right)-X(0), \ldots, X\left(s_{m}\right)-X\left(s_{m-1}\right)\right)\right] \\
& =\mathbb{P}[A \cap\{T<\infty\}] \mathbb{E}\left[f\left(X\left(s_{1}\right)-X(0), \ldots, X\left(s_{m}\right)-X\left(s_{m-1}\right)\right)\right] . \tag{5.194}
\end{align*}
$$

In (5.194) we let $n$ tend to $\infty$. Since the process $X$ is right-continuous it follows that $\lim _{n \rightarrow \infty} Y^{n}(t)=Y(t) \mathbb{P}$-almost surely on the event $\{T<\infty\}$. By the continuity of the function $f$ the equality

$$
\begin{align*}
& \mathbb{E}\left[f\left(Y\left(s_{1}\right), Y\left(s_{2}\right)-Y\left(s_{1}\right), \ldots, Y\left(s_{m}\right)-Y\left(s_{m-1}\right)\right) 1_{A \cap\{T<\infty\}}\right] \\
& =\mathbb{P}[A \cap\{T<\infty\}] \mathbb{E}\left[f\left(X\left(s_{1}\right)-X(0), \ldots, X\left(s_{m}\right)-X\left(s_{m-1}\right)\right)\right] \tag{5.195}
\end{align*}
$$

follows. By taking, in (5.195), the function $f$ of the form $f=f_{0} \circ V_{m}$, where $V_{m}:\left(\mathbb{R}^{\nu}\right)^{m} \rightarrow\left(\mathbb{R}^{\nu}\right)^{m}$ is give by $\left.V_{m}\left(x_{1}, \ldots, x_{m}\right)\right)=\left(x_{1}, \ldots, x_{1}+\cdots+x_{m}\right)$ we see

$$
\begin{align*}
& \widetilde{\mathbb{E}}\left[f_{0}\left(Y\left(s_{1}\right), \ldots, Y\left(s_{m}\right)\right) 1_{A \cap\{T<\infty\}}\right] \\
& =\mathbb{P}[A \cap\{T<\infty\}] \mathbb{E}\left[f_{0}\left(X\left(s_{1}\right), \ldots, X\left(s_{m}\right)\right)\right] \tag{5.196}
\end{align*}
$$

Here $f_{0}:\left(\mathbb{R}^{\nu}\right)^{m} \rightarrow \mathbb{C}$ is an arbitrary bounded continuous function. By passing to limits (5.196) follows for arbitrary bounded Borel measurable functions $f_{0}$ : $\left(\mathbb{R}^{\nu}\right)^{m} \rightarrow \mathbb{C}$. Via the monotone class theorem the assertion in (a) follows.
(b) By taking the function $f$ of the form $f=f_{0} \circ V_{m}$, where $V_{m}:\left(\mathbb{R}^{\nu}\right)^{m} \rightarrow\left(\mathbb{R}^{\nu}\right)^{m}$ is given by $\left.V_{m}\left(x_{1}, \ldots, x_{m}\right)\right)=\left(x_{1}, \ldots, x_{1}+\cdots x_{m}\right)$ in (5.195), we get

$$
\begin{align*}
& \widetilde{\mathbb{E}}\left[f_{0}\left(Y\left(s_{1}\right), \ldots, Y\left(s_{m}\right)\right) 1_{A \cap\{T<\infty\}}\right] \\
& =\mathbb{P}[A \cap\{T<\infty\}] \mathbb{E}\left[f_{0}\left(X\left(s_{1}\right), \ldots, X\left(s_{m}\right)\right)\right], \tag{5.197}
\end{align*}
$$

where $f_{0}:\left(\mathbb{R}^{\nu}\right)^{m} \rightarrow \mathbb{C}$ is an arbitrary bounded continuous function. Then choose $A=\Omega$ and divide by $\mathbb{P}\{T<\infty\}$. We get

$$
\begin{equation*}
\widetilde{\mathbb{E}}\left[f_{0}\left(Y\left(s_{1}\right), \ldots, Y\left(s_{m}\right)\right)\right]=\mathbb{E}\left[f_{0}\left(X\left(s_{1}\right), \ldots, X\left(s_{m}\right)\right)\right] . \tag{5.198}
\end{equation*}
$$

Inserting the result in (5.198) into (5.197) entails

$$
\begin{equation*}
\widetilde{\mathbb{E}}\left[f_{0}\left(Y\left(s_{1}\right), \ldots, Y\left(s_{m}\right)\right) 1_{A}\right)=\widetilde{\mathbb{E}}\left[f_{0}\left(Y\left(s_{1}\right), \ldots, Y\left(s_{m}\right)\right)\right] \widetilde{\mathbb{P}}(A) \tag{5.199}
\end{equation*}
$$

From (5.199) it follows that the $\sigma$-field $\mathcal{F}_{T}$ is independent of the one generated by $\{Y(s): s \geqslant 0\}$ : for this employ the monotone class theorem.

This completes the proof of Theorem 5.124.

## 7. Markov processes

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and let $X, Y$ and $Z$ be stochastic variables on $\Omega$ with values in a topological Hausdorff space $E$. We assume that $E$ is locally compact and that $E$ is second countable, or, what is the same, that $E$ satisfies the second countability axiom. In other words $E$ has a countable basis for its topology. The space $E$ is supplied with the Borel $\sigma$-field $\mathcal{E}$ and we suppose that the variables $X, Y$ and $Z$ are measurable for the $\sigma$-fields $\mathcal{F}$ and $\mathcal{E}$. The symbol $\mathbb{P}_{X}$ stands for the image measure on $\mathcal{E}$ of the probability $\mathbb{P}$ under the mapping $X$. So $\mathbb{P}_{X}(B)=\mathbb{P}(X \in B), B \in \mathcal{E}$. The symbol $\mathbb{P}_{\left.Y\right|_{X}}$ is a probability kernel from $\Omega$ to $E$ with the property that

$$
\int_{B} \mathbb{P}_{Y \mid X}(x, C) \mathbb{P}_{X}(d x)=\mathbb{P}(Y \in C, X \in B)
$$

for all $B$ and $C$ in $\mathcal{E}$. As function of the first variable the probability kernel $\mathbb{P}_{Y \mid X}$ is $\mathbb{P}_{X^{\prime}}$-almost surely determined. Putting it differently, the function $x \mapsto \mathbb{P}_{Y \mid X}(x, C)$ is the Radon-Nikodym derivative of the measure $B \mapsto$ $\mathbb{P}(Y \in C, X \in B)$ with respect to the measure $B \mapsto \mathbb{P}_{X}(B)=\mathbb{P}(X \in B)$. In the following proposition we collect some useful formulas for (conditional) probability kernels.

5.125. Proposition. Let $(\Omega, \mathcal{F}, \mathbb{P}), E, X, Y$ and $Z$ be as described above. Let $g: E \times E \rightarrow \mathbb{C}$ be a bounded measurable function and let $B$ and $C$ belong to $\mathcal{E}$. Then the following equalities hold:

$$
\begin{align*}
\iint g(x, y) \mathbb{P}_{Y \mid X}(x, d y) \mathbb{P}_{X}(d x) & =\mathbb{E}(g(X, Y))  \tag{5.200}\\
\int_{B} \mathbb{P}_{Y \mid X}(x, C) \mathbb{P}_{X}(d x) & =\mathbb{E}\left(1_{C}(Y), X \in B\right)  \tag{5.201}\\
\mathbb{P}_{Y \mid X}(X, C) & =\mathbb{E}\left(1_{C}(Y) \mid \sigma(X)\right)  \tag{5.202}\\
\int \mathbb{P}_{Z \mid Y}(y, C) \mathbb{P}_{Y \mid X}(x, d y) & =\mathbb{P}_{Z \mid X}(x, C), \quad \mathbb{P}_{X} \text {-almost surely, } \tag{5.203}
\end{align*}
$$

provided that $\mathbb{E}(Z \mid \sigma(Y))=\mathbb{E}(Z \mid \sigma(X, Y))$.
Proof. The equality in (5.201) follows in fact from the definition of $\mathbb{P}_{Y \mid X}$. By choosing the function $g$ of the form $g(x, y)=1_{B}(x) 1_{C}(y)$ in (5.200) we see that (5.200) coincides with (5.201). An arbitrary bounded measurable function $g$ can be approximated by linear combinations of functions of the form $(x, y) \mapsto$ $1_{B}(x) 1_{C}(y)$ i, with $B$ and $C$ in $\mathcal{E}$. Let $g: E \rightarrow E$ be a bounded measurable function. Then the following equalities hold:

$$
\begin{equation*}
\mathbb{E}\left(g(X) \mathbb{P}_{Y \mid X}(X, C)\right)=\int g(x) \mathbb{P}_{Y \mid X}(x, C) \mathbb{P}_{X}(d x)=\mathbb{E}\left(g(X) 1_{C}(Y)\right) \tag{5.204}
\end{equation*}
$$

From (5.204) the equality in (5.202) follows. Let $g: E \rightarrow \mathbb{C}$ be a bounded measurable function. Then by, among others, (5.202) the following equalities are true:

$$
\begin{align*}
& \int g(x) \int \mathbb{P}_{Z \mid Y}(y, C) \mathbb{P}_{Y \mid X}(x, d y) \mathbb{P}_{X}(d x) \\
& =\mathbb{E}\left(\mathbb{P}_{Z \mid Y}(Y, C) g(X)\right)=\mathbb{E}\left(\mathbb{E}\left(1_{C}(Z) \mid \sigma(Y)\right) g(X)\right) \\
& =\mathbb{E}\left(\mathbb{E}\left(1_{C}(Z) \mid \sigma(X, Y)\right) g(X)\right)=\mathbb{E}\left(\mathbb{E}\left(1_{C}(Z) g(X) \mid \sigma(X, Y)\right)\right) \\
& =\mathbb{E}\left(1_{C}(Z) g(X)\right)=\int g(x) \mathbb{P}_{Z \mid X}(x, C) \mathbb{P}_{X}(d x) . \tag{5.205}
\end{align*}
$$

From (5.205) the equality in (5.203) follows, and completes the proof of Proposition 5.125.
5.126. Theorem. Let $(\Omega, \mathcal{F}, \mathbb{P})$ and $(E, \mathcal{E})$ be as above. Let $X=\{X(t): t \geqslant 0\}$ be a stochastic process with values in the state space $E$ adapted to the filtration $\left(\mathcal{F}_{t}: t \geqslant 0\right)$. So every state variable $X(t)$ is a mapping from $\Omega$ to $E$, measurable for the $\sigma$-fields $\mathcal{F}_{t}$ and $\mathcal{E}$. In addition, suppose that the family of operators $\left\{\vartheta_{t}: t \geqslant 0\right\}$ from $\Omega$ to $\Omega$ satisfies the translation property $X(s) \circ \vartheta_{t}=X(s+t)$ for all $s$ and $t \geqslant 0$. Then the following assertions are equivalent (for the implication (iii) $\Rightarrow$ (i) it is assumed that $\left.\mathcal{F}_{t}=\sigma\{X(u): 0 \leqslant u \leqslant t\}\right)$ :
(i) For every $C \in \mathcal{E}$ and every s and $t \geqslant 0$ the following equality holds: $\mathbb{E}\left[1_{C}(X(s+t)) \mid \mathcal{F}_{t}\right]=\mathbb{E}\left[1_{C}(X(s+t)) \mid \sigma(X(t))\right] \mathbb{P}$-almost surely; (5.206)
(ii) For every bounded random variable $Y: \Omega \rightarrow \mathbb{C}$, that is measurable for $\mathcal{F}_{\infty}$ and $\mathcal{E}$, and for every $t \geqslant 0$ the following equality holds:
$\mathbb{E}\left[Y \circ \vartheta_{t} \mid \mathcal{F}_{t}\right]=\mathbb{E}\left[Y \circ \vartheta_{t} \mid \sigma(X(t))\right] \mathbb{P}$-almost surely;
(iii) For every $m \in \mathbb{N}$ and for all $(m+1)$-tuple of bounded Borel measurable functions $f_{0}, \ldots, f_{m}: E \rightarrow \mathbb{C}$ the equality:

$$
\begin{align*}
& \mathbb{E}\left[f_{0}(X(0)) f_{1}\left(X\left(s_{1}\right)\right) \ldots f_{m}\left(X\left(s_{m}\right)\right)\right]  \tag{5.208}\\
& =\underbrace{\iint \ldots \mathbb{P}_{X\left(s_{m}\right) \mid X\left(s_{m-1}\right)}^{\int} f_{0}\left(x_{m-1}, d x_{m}\right) \ldots \mathbb{P}_{X\left(s_{1}\right) \mid X(0)}\left(x_{0}, d x_{1}\right) \mathbb{P}_{X(0)}\left(d x_{0}\right),}_{m+1 \text { times }}
\end{align*}
$$

holds for every $s_{1}<\cdots<s_{m}$ in $[0, \infty)$.
If the process $X$ is right-continuous, then (i) and (ii) are also equivalent with the following assertions:
(iv) For every bounded Borel measurable function $f: E \rightarrow \mathbb{C}$ and for every stopping time $T: \Omega \rightarrow[0, \infty]$ the following equality holds $\mathbb{P}$-almost surely on the event $\{T<\infty\}$ :

$$
\mathbb{E}\left[f(X(s+T)) \mid \mathcal{F}_{T}\right]=\mathbb{E}[f(X(s+T)) \mid \sigma(T, X(T))] ;
$$

(v) For every bounded random variable $Y: \Omega \rightarrow \mathbb{C}$, which is measurable for $\mathcal{F}_{\infty}$, and for every stopping time $T: \Omega \rightarrow[0, \infty]$ the equality

$$
\begin{equation*}
\mathbb{E}\left[Y \circ \vartheta_{T} \mid \mathcal{F}_{T}\right]=\mathbb{E}\left[Y \circ \vartheta_{T} \mid \sigma(T, X(T))\right] \tag{5.209}
\end{equation*}
$$

holds $\mathbb{P}$-almost surely on the event $\{T<\infty\}$.
If the process $X$ is right-continuous and if as filtration the internal history is chosen, then all assertions (i) through (v) are equivalent.

Proof. (i) $\Rightarrow$ (ii). Upon invoking the monotone class theorem it suffices to prove (ii) for functions $Y: \Omega \rightarrow \mathbb{C}$ of the form $Y=\prod_{j=1}^{m} f_{j}\left(X\left(s_{j}\right)\right)$, where the functions $f_{j}, 1 \leqslant j \leqslant m$ are bounded and measurable. For $m=1$ (i) is clearly equivalent with (ii). Next we prove (ii) for $Y=\prod_{j=1}^{m+1} f_{j}\left(X\left(s_{j}\right)\right)$ starting from (ii), but with $Y=\prod_{j=1}^{k} f_{j}\left(X\left(s_{j}\right)\right)$, with $1 \leqslant k \leqslant m$. The equalities below then show that (5.207) follows for $Y=\prod_{j=1}^{m+1} f_{j}\left(X\left(s_{j}\right)\right)$ :

$$
\begin{aligned}
& \mathbb{E}\left[\prod_{j=1}^{m+1} f_{j}\left(X\left(s_{j}+t\right)\right) \mid \mathcal{F}_{t}\right] \\
& \quad=\mathbb{E}\left[\mathbb{E}\left(\prod_{j=1}^{m+1} f_{j}\left(X\left(s_{j}+t\right)\right) \mid \mathcal{F}_{s_{m}+t}\right) \mid \mathcal{F}_{t}\right] \\
& \quad=\mathbb{E}\left[\prod_{j=1}^{m} f_{j}\left(X\left(s_{j}+t\right)\right) \mathbb{E}\left(f_{m+1}\left(X\left(s_{m+1}+t\right)\right) \mid \mathcal{F}_{s_{m}+t}\right) \mid \mathcal{F}_{t}\right]
\end{aligned}
$$

(the equality in (5.207) for $Y=f_{m+1}\left(X\left(s_{m+1}\right)\right)$ )

$$
=\mathbb{E}\left[\prod_{j=1}^{m} f_{j}\left(X\left(s_{j}+t\right)\right) \mathbb{E}\left[f_{m+1}\left(X\left(s_{m+1}+t\right)\right) \mid \sigma\left(X\left(s_{m}+t\right)\right)\right] \mid \mathcal{F}_{t}\right]
$$

(the equality in (5.207) for $Y=\prod_{j=1}^{m} g_{j}\left(X\left(s_{j}\right)\right)$, where $g_{j}=f_{j}, 1 \leqslant j \leqslant m-1$, and where $\left.g_{m}(x)=f_{m}(x) \int f_{m+1}(y) \mathbb{P}_{X\left(s_{m+1}+t\right) \mid X\left(s_{m}+t\right)}(x, d y)\right)$

$$
\begin{align*}
& =\mathbb{E}\left[\prod_{j=1}^{m} f_{j}\left(X\left(s_{j}+t\right)\right) \mathbb{E}\left(f_{m+1}\left(X\left(s_{m+1}+t\right)\right)\left|\sigma\left(X\left(s_{m}+t\right)\right)\right| \sigma(X(t))\right]\right. \\
& =\mathbb{E}\left[\prod_{j=1}^{m} f_{j}\left(X\left(s_{j}+t\right)\right) \mathbb{E}\left(f_{m+1}\left(X\left(s_{m+1}+t\right)\right) \mid \mathcal{F}_{s_{m}+t}\right) \mid \sigma(X(t))\right] \\
& =\mathbb{E}\left[\mathbb{E}\left(\prod_{j=1}^{m} f_{j}\left(X\left(s_{j}+t\right)\right) f_{m+1}\left(X\left(s_{m+1}+t\right)\right) \mid \mathcal{F}_{s_{m}+t}\right) \mid \sigma(X(t))\right] \\
& =\mathbb{E}\left[\prod_{j=1}^{m} f_{j}\left(X\left(s_{j}+t\right)\right) f_{m+1}\left(X\left(s_{m+1}+t\right)\right) \mid \sigma(X(t))\right] . \tag{5.210}
\end{align*}
$$

Then observe that (5.210) is the same as (5.207), but for $Y=\prod_{j=1}^{m+1} f_{j}\left(X\left(s_{j}\right)\right)$.
This proves the implication (i) $\Rightarrow$ (ii).
(ii) $\Rightarrow$ (i). This implication follows by putting $Y=1_{C}(X(s))$.
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(ii) $\Rightarrow$ (iii). The equality in (5.208) is correct for $m=0$ and for $m=1$. This is a consequence of Proposition 5.125. Again we will apply induction with respect to $m$. We assume that (5.208) is correct for $m$ and for the increasing $m$-tuple $s_{1}<s_{2}<\cdots s_{m}$. Then we see

$$
\begin{aligned}
& \mathbb{E}\left[\prod_{j=0}^{m+1} f_{j}\left(X\left(s_{j}\right)\right)\right]=\mathbb{E}\left[\mathbb{E}\left(\prod_{j=0}^{m+1} f_{j}\left(X\left(s_{j}\right)\right) \mid \mathcal{F}_{s_{m}}\right)\right] \\
& =\mathbb{E}\left[\prod_{j=0}^{m} f_{j}\left(X\left(s_{j}\right)\right) \mathbb{E}\left(f_{m+1}\left(X\left(s_{m+1}\right)\right) \mid \mathcal{F}_{s_{m}}\right)\right] \\
& =\mathbb{E}\left[\prod_{j=0}^{m} f_{j}\left(X\left(s_{j}\right)\right) \mathbb{E}\left(f_{m+1}\left(X\left(s_{m+1}\right)\right) \mid \sigma\left(X\left(s_{m}\right)\right)\right)\right]
\end{aligned}
$$

(Proposition 5.125)

$$
\begin{align*}
& =\mathbb{E}\left[\prod_{j=0}^{m} f_{j}\left(X\left(s_{j}\right)\right) \int f_{m+1}\left(x_{m+1}\right) \mathbb{P}_{X\left(s_{m+1}\right) \mid X\left(s_{m}\right)}\left(X\left(s_{m}\right), d x_{m+1}\right)\right] \\
& =\underbrace{\iint \ldots \int}_{m+2 \text { times }} f_{0}\left(x_{0}\right) \ldots f_{m+1}\left(x_{m+1}\right) \mathbb{P}_{X\left(s_{m+1}\right) \mid X\left(s_{m}\right)}\left(x_{m}, d x_{m+1}\right) \ldots \\
& \mathbb{P}_{X\left(s_{1}\right) \mid X(0)}\left(x_{0}, d x_{1}\right) \mathbb{P}_{X(0)}\left(d x_{0}\right) . \tag{5.211}
\end{align*}
$$

From the equality in (5.208) for $m$ the equality in (5.200) follows for $m+1$ instead of $m$.
(iii) $\Rightarrow$ (i). Let $C \in \mathcal{E}$ and let $s$ and $t>0$. Starting from (iii) we will prove that the following equality holds $\mathbb{P}$-almost surely:

$$
\begin{equation*}
\mathbb{E}\left(1_{C}(X(s+t)) \mid \mathcal{F}_{t}\right)=\mathbb{E}\left(1_{C}(X(s+t)) \mid \sigma(X(t))\right) . \tag{5.212}
\end{equation*}
$$

Choose $0<t_{1}<\cdots<t_{m}=t$ and choose bounded Borel measurable functions $f_{0}, \ldots, f_{m}$. The following equality is a consequence of (iii):

$$
\begin{aligned}
& \mathbb{E}\left(f_{0}\left(X_{0}\right) \ldots f_{m}\left(X\left(t_{m}\right)\right) 1_{C}(X(s+t))\right) \\
& =\underbrace{\iint \ldots \iint}_{m+2 \text { times }} f_{0}\left(x_{0}\right) \ldots f_{m}\left(x_{m}\right) 1_{C}\left(x_{m+1}\right) \\
& \mathbb{P}_{X(s+t) \mid X\left(t_{m}\right)}\left(x_{m}, d x_{m+1}\right) \mathbb{P}_{X\left(t_{m}\right) \mid X\left(t_{m-1}\right)}\left(x_{m-1}, d x_{m}\right) \ldots \\
& \mathbb{P}_{X\left(t_{1}\right) \mid X(0)}\left(x_{0}, d x_{1}\right) \mathbb{P}_{X(0)}\left(d x_{0}\right) \\
& \\
& =\underbrace{\mathbb{P}_{X(s+t) \mid X\left(t_{m}\right)}\left(x_{m}, C\right) \mathbb{P}_{X\left(t_{m}\right) \mid X\left(t_{m-1}\right)}\left(x_{m-1}, d x_{m}\right) \ldots}_{\operatorname{P}_{m+1 \text { times }}^{\iint \ldots \iint} f_{0}\left(x_{0}\right) \ldots f_{m}\left(x_{m}\right)} \\
& \mathbb{P}_{X\left(t_{1}\right) \mid X(0)}\left(x_{0}, d x_{1}\right) \mathbb{P}_{X(0)}\left(d x_{0}\right)
\end{aligned}
$$

$$
\begin{equation*}
=\mathbb{E}\left[f_{0}\left(X_{0}\right) \ldots f_{m}\left(X\left(t_{m}\right)\right) \mathbb{P}_{X(s+t) \mid X(t)}\left(X\left(t_{m}\right), C\right)\right] \tag{5.213}
\end{equation*}
$$

The monotone class theorem applies to the effect that (5.212) follows from (5.213), provided that the internal history is chosen as filtration.
(iv) $\Rightarrow$ (v). By the monotone class theorem it suffices to prove (ii) for functions $Y: \Omega \rightarrow \mathbb{C}$ of the form $Y=\prod_{j=1}^{m} f_{j}\left(X\left(s_{j}\right)\right)$, where the functions $f_{j}, 1 \leqslant j \leqslant m$ are bounded and measurable. For $m=1$ it is clear that (iv) is equivalent to (v). We prove (v) for $Y=\prod_{j=1}^{m+1} f_{j}\left(X\left(s_{j}\right)\right)$ starting from (iv), but with $Y=\prod_{j=1}^{k} f_{j}\left(X\left(s_{j}\right)\right)$, for $1 \leqslant k \leqslant m$. The following equalities show that the equality (5.209) then follows for $Y=\prod_{j=1}^{m+1} f_{j}\left(X\left(s_{j}\right)\right)$ :
$\mathbb{E}\left[\prod_{j=1}^{m+1} f_{j}\left(X\left(s_{j}+T\right)\right) \mid \mathcal{F}_{T}\right]$
$=\mathbb{E}\left[\mathbb{E}\left(\prod_{j=1}^{m+1} f_{j}\left(X\left(s_{j}+T\right)\right) \mid \mathcal{F}_{s_{m}+T}\right) \mid \mathcal{F}_{T}\right]$
$=\mathbb{E}\left[\prod_{j=1}^{m} f_{j}\left(X\left(s_{j}+T\right)\right) \mathbb{E}\left[f_{m+1}\left(X\left(s_{m+1}+T\right)\right) \mid \mathcal{F}_{s_{m}+T}\right] \mid \mathcal{F}_{T}\right]$
(apply equality (5.209) for $Y=f_{m+1}\left(X\left(s_{m+1}\right)\right)$ )
$=\mathbb{E}\left[\prod_{j=1}^{m} f_{j}\left(X\left(s_{j}+T\right)\right) \mathbb{E}\left[f_{m+1}\left(X\left(s_{m+1}+T\right)\right) \mid \sigma\left(s_{m}+T, X\left(s_{m}+T\right)\right)\right] \mid \mathcal{F}_{T}\right]$
(use equality (5.209) for $Y=\prod_{j=1}^{m} g_{j}\left(X\left(s_{j}\right)\right)$, where $g_{j}=f_{j}, 1 \leqslant j \leqslant m-1$, and where $\left.g_{m}(x)=f_{m}(x) \int f_{m+1}(y) \mathbb{P}_{\left(s_{m}+T, X\left(s_{m+1}+T\right)\right) \mid\left(s_{m}+T, X\left(s_{m}+T\right)\right)}(x, d y)\right)$

$$
\begin{align*}
& =\mathbb{E}\left[\prod_{j=1}^{m} f_{j}\left(X\left(s_{j}+T\right)\right) \mathbb{E}\left[f_{m+1}\left(X\left(s_{m+1}+T\right)\right) \mid \sigma\left(T, X\left(s_{m}+T\right)\right)\right] \mid\right. \\
& \sigma(T, X(T))] \\
& =\mathbb{E}\left[\prod_{j=1}^{m} f_{j}\left(X\left(s_{j}+T\right)\right) \mathbb{E}\left[f_{m+1}\left(X\left(s_{m+1}+T\right)\right) \mid \mathcal{F}_{s_{m}+T}\right] \mid \sigma(T, X(T))\right] \\
& =\mathbb{E}\left[\mathbb{E}\left[\prod_{j=1}^{m} f_{j}\left(X\left(s_{j}+T\right)\right) f_{m+1}\left(X\left(s_{m+1}+T\right)\right) \mid \mathcal{F}_{s_{m}+T}\right] \mid \sigma(T, X(T))\right] \\
& =\mathbb{E}\left[\prod_{j=1}^{m} f_{j}\left(X\left(s_{j}+T\right)\right) f_{m+1}\left(X\left(s_{m+1}+T\right)\right) \mid \sigma(T, X(T))\right] . \tag{5.214}
\end{align*}
$$

Then realize that (5.214) is the same as (5.209) for $Y=\prod_{j=1}^{m+1} f_{j}\left(X\left(s_{j}\right)\right)$. This proves the implication (iv) $\Rightarrow(\mathrm{v})$. The implication (v) $\Rightarrow$ (iv) is again trivial.
(i) $\Rightarrow$ (iv). By the fact $E$ satisfies the second countability axiom, and by the fact $\mathcal{E}$ is the Borel field it suffices to prove (iv) for functions $f \in C_{0}(E)$ instead of $1_{C}$ (verify this precisely). So we have to show the following equality:

$$
\begin{equation*}
\mathbb{E}\left[f(X(s+T)) \mid \mathcal{F}_{T}\right] 1_{\{T<\infty\}}=\mathbb{E}[f(X(s+T)) \mid \sigma(T, X(T))] 1_{\{T<\infty\}}, \tag{5.215}
\end{equation*}
$$

for $f \in C_{0}(E)$ and for $s \geqslant 0$. By employing the right-continuity of paths, it suffices to prove (5.215) for the stopping times $T_{n}:=2^{-n}\left[2^{n} T\right], n \in \mathbb{N}$, instead of $T$. The equality for $T$ then follows from those of $T_{n}$ by letting $n$ tend to $\infty$. For this notice that $0 \leqslant T-T_{n+1} \leqslant T-T_{n} \leqslant 2^{-n}$. Choose the event $A \in \mathcal{F}_{T_{n}}$. Then the event $A \cap\left\{T_{n}=k 2^{-n}\right\}$ belongs to $\mathcal{F}_{k 2^{-n}}$ and the following equalities hold:

$$
\begin{align*}
\mathbb{E} & {\left[f\left(X\left(s+T_{n}\right)\right), A \cap\left\{T_{n}=k 2^{-n}\right\}\right] } \\
& =\mathbb{E}\left[\mathbb{E}\left(f\left(X\left(s+T_{n}\right)\right) \mid \mathcal{F}_{k 2^{-n}}\right), A \cap\left\{T_{n}=k 2^{-n}\right\}\right] \\
& =\mathbb{E}\left[\int f(y) \mathbb{P}_{X\left(s+k 2^{-n}\right) \mid X\left(k 2^{-n}\right)}\left(X\left(k 2^{-n}\right), d y\right), A \cap\left\{T_{n}=k 2^{-n}\right\}\right] \\
& =\mathbb{E}\left[\omega \mapsto \int f(y) \mathbb{P}_{X\left(s+T_{n}(\omega)\right) \mid X\left(T_{n}(\omega)\right)}\left(X\left(T_{n}\right)(\omega), d y\right) 1_{\left\{A \cap\left\{T_{n}=k 2^{-n}\right\}\right\}}(\omega)\right] . \tag{5.216}
\end{align*}
$$
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We also have

$$
\begin{aligned}
& \mathbb{E}\left[f\left(X\left(s+T_{n}\right)\right), A \cap\left\{T_{n}=k 2^{-n}\right\}\right] \\
& \quad=\mathbb{E}\left[\mathbb{E}\left(f\left(X\left(s+k 2^{-n}\right)\right) \mid \mathcal{F}_{k 2^{-n}}\right), A \cap\left\{T_{n}=k 2^{-n}\right\}\right]
\end{aligned}
$$

(because of (i))

$$
\begin{align*}
& =\mathbb{E}\left[\mathbb{E}\left(f\left(X\left(s+k 2^{-n}\right)\right) \mid \sigma\left(X\left(k 2^{-n}\right)\right)\right), A \cap\left\{T_{n}=k 2^{-n}\right\}\right] \\
& =\mathbb{E}\left[\int f(y) \mathbb{P}_{X\left(s+k 2^{-n}\right) \mid X\left(k 2^{-n}\right)}\left(X\left(k 2^{-n}\right), d y\right), A \cap\left\{T_{n}=k 2^{-n}\right\}\right] \\
& =\mathbb{E}\left[\omega \mapsto \int f(y) \mathbb{P}_{X\left(s+T_{n}(\omega)\right) \mid X\left(T_{n}(\omega)\right)}\left(X\left(T_{n}\right)(\omega), d y\right) 1_{\left\{A \cap\left\{T_{n}=k 2^{-n}\right\}\right\}}(\omega)\right] . \tag{5.217}
\end{align*}
$$

We see that (5.216) and (5.217) are the same. It follows that the assertion in (iv) is proved for $T_{n}$ instead of $T$. By letting $n$ tend to $\infty$ we then obtain (iv) for $T$ (by employing the right-continuity of paths of the process).
So the proof of Theorem 5.126 is complete now.
We continue with some definitions.
5.127. Definition. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, and let $E$ be a locally compact Hausdorff space with a countable basis for its topology. In addition, let $\left(\mathcal{F}_{t}: t \geqslant 0\right)$ be a filtration on $\Omega$. Let $X=\{X(t): t \geqslant 0\}$ be a process attaining values in $E$. The state space $E$ is equipped with the Borel filed and it is assumed that $X$ is an adapted process. Suppose that for every $x \in E$ the (sub-)probability kernel $\mathbb{P}_{X(s+t) \mid X(t)}(x, C), C \in \mathcal{E}$, is defined. Here the (sub-)probability kernel $\mathbb{P}_{Y \mid X}(x, C)$ possesses the following defining property:

$$
\int_{B} \mathbb{P}_{Y \mid X}(x, C) \mathbb{P}(X \in d x)=\mathbb{P}\{Y \in C, X \in B\}
$$

where $B$ and $C$ are Borel subsets of $E$ and where $X$ and $Y$ are stochastic variables with values in $E$. In addition, it is assumed that there are so-called translation operators $\vartheta_{t}: \Omega \rightarrow \Omega$ with the property that $X(s) \circ \vartheta_{t}=X(s+t)$ for all $s, t \geqslant 0$. Moreover, by hypothesis the process $X$ is cadlag. We say that the process $X$ is a Markov process if for every $C \in \mathcal{E}$ and every $t \geqslant 0$ the equality

$$
\begin{equation*}
\mathbb{E}\left[1_{C}(X(s+t)) \mid \mathcal{F}_{t}\right]=\mathbb{E}\left[1_{C}(X(s+t)) \mid \sigma(X(t))\right] \tag{5.218}
\end{equation*}
$$

is $\mathbb{P}$-almost surely true for all $s \geqslant 0$. The process $X$ is called a strong Markov process if equality (5.218) also holds for stopping times. More precisely, if for every $s \geqslant 0$, for every $C \in \mathcal{E}$ and for every stopping time $T: \Omega \rightarrow[0, \infty]$ the equality

$$
\mathbb{E}\left[1_{C}(X(s+T)) \mid \mathcal{F}_{T}\right]=\mathbb{E}\left[1_{C}(X(s+T)) \mid \sigma(T, X(T))\right]
$$

holds $\mathbb{P}$-almost surely on the event $\{T<\infty\}$. If the process $X$ is cadlag is, then a Markov process is automatically a strong Markov: see Theorem 5.126. We
say that a Markov process $X$ is time homogeneous if for all $C \in \mathcal{E}$ and for all $s$ and $t \geqslant 0$ the equality

$$
\begin{equation*}
\mathbb{P}_{X(s+t) \mid X(t)}(x, C)=\mathbb{P}_{X(s) \mid X(0)}(x, C) \tag{5.219}
\end{equation*}
$$

is true for all $x \in E$. In what follows we always suppose that $X$ is a cadlag, time homogeneous Markov process. Furthermore we define the operators $\{P(t): t \geqslant 0\}$ via the formula

$$
\begin{equation*}
[P(s) f](x)=\int f(y) \mathbb{P}_{X(s) \mid X(0)}(x, d y) \tag{5.220}
\end{equation*}
$$

Here $s \geqslant 0$ and $f$ belongs to $C_{0}(E)$. Since we have (see equality (5.203) in Proposition 5.125)

$$
\begin{equation*}
\int \mathbb{P}_{X(s+t) \mid X(t)}(y, C) \mathbb{P}_{X(t) \mid X(0)}(x, d y)=\mathbb{P}_{X(s+t) \mid X(0)}(x, C), \quad \mathbb{P}_{X(0) \text {-almost surely },} \tag{5.221}
\end{equation*}
$$

we get, for a time-homogeneous Markov process $X$ the following equalities:

$$
\begin{aligned}
{[P(s) P(t) f](x) } & =\int[P(t) f](y) \mathbb{P}_{X(s) \mid X(0)}(x, d y) \\
& =\iint f(z) \mathbb{P}_{X(t) \mid X(0)}(y, d z) \mathbb{P}_{X(s) \mid X(0)}(x, d y)
\end{aligned}
$$

( $X$ is time homogeneous)

$$
=\iint f(z) \mathbb{P}_{X(s+t) \mid X(s)}(y, d z) \mathbb{P}_{X(s) \mid X(0)}(x, d y)
$$

(employ equality (5.221))

$$
=\iint f(z) \mathbb{P}_{X(s+t) \mid X(0)}(x, d z)=[P(s+t) f](x)
$$

The cadlag property of $X$ implies $\lim _{s \downarrow 0}[P(s) f](x)=f(x)$ for all $f \in C_{0}(E)$ and for all $x \in E$. If $P(s) f$ belongs to $C_{0}(E)$ for every $f \in C_{0}(E)$ and for every $s \geqslant 0$, then the family $\{P(t): t \geqslant 0\}$ apparently constitutes a Feller semigroup. Put $P(s, x, C)=\mathbb{P}_{X(s) \mid X(0)}(x, C), s \geqslant 0, x \in E, C \in \mathcal{E}$. Let the expectation values of $\mathbb{E}_{x}(Y), x \in E, Y=\prod_{j=1}^{m} f_{j}\left(X\left(s_{j}\right)\right), s_{1}<s_{2}<\ldots<s_{m}$, be determined by the formula:

$$
\begin{align*}
& \mathbb{E}_{x}\left(\prod_{j=1}^{m} f_{j}\left(X\left(s_{j}\right)\right)\right) \\
& =\int \ldots \int \prod_{j=1}^{m} f_{j}\left(x_{j}\right) P\left(s_{1}, x, d x_{1}\right) \ldots P\left(s_{m}-s_{m-1}, x_{m-1}, d x_{m}\right) . \tag{5.222}
\end{align*}
$$

Instead of (5.222) most of the time we write $\mathbb{E}_{x}(Y)=\mathbb{E}[Y \mid X(0)=x]$, for a bounded stochastic variable $Y$. Since $X$ is a time homogeneous Markov process we see that the following equality also holds $\mathbb{P}_{x}$-almost surely:

$$
\begin{equation*}
\mathbb{E}_{x}\left(Y \circ \vartheta_{t} \mid \mathcal{F}_{t}\right)=\mathbb{E}_{X(t)}(Y) \tag{5.223}
\end{equation*}
$$

for all $t \geqslant 0$ and for all bounded random variables $Y$. The equality in (5.223) is first proved for random variables $Y$ of the form $Y=\prod_{j=1}^{m} f_{j}\left(X\left(s_{j}\right)\right)$, where the functions $f_{j}, 1 \leqslant j \leqslant m$, are bounded Borel functions. Equality (5.223) is also true if $\mathbb{P}_{x}$ and $\mathbb{E}_{x}$ are replaced by $\mathbb{P}$ and $\mathbb{E}$ respectively.
5.128. Remark. The expectation value $\mathbb{E}_{x}(Y)$ is in fact the Radon-Nikodym derivative of de measure $B \mapsto \mathbb{E}[Y, X(0) \in B]$ with respect to the measure $B \mapsto$ $\mathbb{P}[X(0) \in B]$. If in this definition we take for $Y$ the variable $Y=1_{C}(X(s))$, then we obtain the probability kernel $\mathbb{P}_{X(s) \mid X(0}(x, C)$. Hence, these quantities are defined as Radon-Nikodym derivatives. So, in general, the expression $\mathbb{P}_{X(s) \mid X(0)}(x, C)$ is not defined for every $x \in E$. However, we will assume that these probability kernels exist for every $x \in E$ indeed, and that the corresponding semigroup is a Feller. Many authors define a (time homogeneous) Markov process $X$ relative to a family of probability measures $\left\{\mathbb{P}_{x}: x \in E\right\}$ by means of the following equality:

$$
\begin{equation*}
\mathbb{E}_{x}\left(Y \circ \vartheta_{t} \mid \mathcal{F}_{t}\right)=\mathbb{E}_{X(t)}(Y), \tag{5.224}
\end{equation*}
$$

$\mathbb{P}_{x}$-almost surely for all $x \in E$, for all $t \geqslant 0$ and for all bounded random variables $Y: \Omega \rightarrow \mathbb{C}$. In fact we also do this. In the time homogeneous case the equality in (5.224) also holds for stopping times $T$ :

$$
\begin{equation*}
\mathbb{E}_{x}\left(Y \circ \vartheta_{T} \mid \mathcal{F}_{T}\right)=\mathbb{E}_{X(T)}(Y), \tag{5.225}
\end{equation*}
$$

$\mathbb{P}_{x}$-almost surely on the event $\{T<\infty\}$, provided that the process $X$ is cadlag.


The equality in (5.225) can be proved in the same manner as equality (5.209) in Theorem 5.126. Therefore pick $f \in C_{0}(E)$ and a stopping time $T: \Omega \rightarrow[0, \infty]$. Consider the stopping times $T_{n}:=2^{-n}\left[2^{n} T\right\rceil, n \in \mathbb{N}$, instead of $T$. Then, for an event $A \in \mathcal{F}_{T_{n}}$, we have

$$
\begin{align*}
& \mathbb{E}_{x}\left[f\left(X\left(s+T_{n}\right)\right) 1_{A \cap\left\{T_{n}=k 2^{-n}\right\}}\right] \\
& =\mathbb{E}_{x}\left[f\left(X\left(s+k 2^{-n}\right)\right) 1_{A \cap\left\{T_{n}=k 2^{-n}\right\}}\right] \\
& =\mathbb{E}_{x}\left[\mathbb{E}_{x}\left(f\left(X\left(s+k 2^{-n}\right)\right) \mid \mathcal{F}_{k 2^{-n}}\right) 1_{A \cap\left\{T_{n}=k 2^{-n}\right\}}\right] \\
& =\mathbb{E}_{x}\left[\mathbb{E}_{x}\left(f\left(X\left(s+k 2^{-n}\right)\right) \mid \mathcal{F}_{k 2^{-n}}\right) 1_{A \cap\left\{T_{n}=k 2^{-n}\right\}}\right] \\
& =\mathbb{E}_{x}\left[\mathbb{E}_{X\left(k 2^{-n}\right)}(f(X(s))) 1_{A \cap\left\{T_{n}=k 2^{-n}\right\}}\right] \\
& =\mathbb{E}_{x}\left[\mathbb{E}_{X\left(T_{n}\right)}(f(X(s))) 1_{A \cap\left\{T_{n}=k 2^{-n}\right\}}\right] . \tag{5.226}
\end{align*}
$$

From (5.226) it follows that (5.225) for $Y=f(X(s))$ and for $T_{n}$ in the place of $T$. By taking the limit in (5.226) for $n \rightarrow \infty$ the equality in (5.225) follows for $Y=f(X(s))$. Precisely as in the proof of the implication (iv) $\Rightarrow(\mathrm{v})$ in Theorem 5.126 the equality in (5.225) then follows for arbitrary random variables $Y: \Omega \rightarrow$ $\mathbb{C}$, which are bounded and measurable for the $\sigma$-field $\mathcal{F}_{\infty}$.

## 8. The Doob-Meyer decomposition via Komlos theorem

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $\left\{\mathcal{F}_{t}: t \geqslant 0\right\}$ be a right continuous filtration in $\mathcal{F}$ and let $\{X(t): t \geqslant 0\}$ be a real-valued $\mathcal{F}_{t}$-submartingale. The DoobMeyer decomposition theorem states that there exists an $\mathcal{F}_{t}$-martingale $\{M(t)$ : $t \geqslant 0\}$ together with an increasing predictable adapted process $\{A(t): t \geqslant 0\}$, which is right continuous $\mathbb{P}$-almost surely, such that $X(t)=M(t)+A(t), t \geqslant 0$, provided that the process $\{X(t): t \geqslant 0\}$ is of class (DL). The latter means that for every $t>0$ the family $\{X(\tau): 0 \leqslant \tau \leqslant t, \tau$ stopping time $\}$ is uniformly integrable. Moreover this decomposition is unique in case we assume that $A(0)=0$. By Doob's optional sampling theorem every martingale is automatically of class (DL) (see e.g. Ikeda and Watanabe [61], p.35, Ethier and Kurtz [54], p.74). An interesting discussion of the Doob-Meyer decomposition and (sub-)martingale theory can be found in Kopp [74]. For a nice account of the Doob-Meyer decomposition theorem the reader may also consult van Neerven [148].

We shall employ the following result of Komlos [73]. In fact it can be interpreted as kind of a law of large numbers.
5.129. Theorem (Komlos). Let $\left\{f_{k}: k \in \mathbb{N}\right\}$ be a sequence in $L^{1}(\Omega, \mathcal{F}, \mathbb{P})$ such that

$$
\sup \left\{\mathbb{E}\left(\left|f_{k}\right|\right): k \in \mathbb{N}\right\}<\infty .
$$

Then there exists an infinite large subset $\Lambda_{0}$ of $\mathbb{N}$ together with a function $f$ in $L^{1}(\Omega, \mathcal{F}, \mathbb{P})$ such that for every infinite subset $\Lambda$ of $\Lambda_{0}$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} f_{j}=f, \quad \mathbb{P} \text {-almost surely. } \tag{5.227}
\end{equation*}
$$

Examples show that this limit need not be an $L^{1}$-limit. Set $\Omega=\mathbb{N}$ with the discrete $\sigma$-field and with $\mathbb{P}\{k\}=2^{-k}, k \in \mathbb{N}$. Let $\left\{f_{k}: k \in \mathbb{N}\right\}$ be the sequence defined by $f_{k}=2^{k} e_{k}, k \in \mathbb{N}$, where $\left\{e_{k}: k \in \mathbb{N}\right\}$ is the sequence of the unit vectors. Then $n^{-1} \sum_{j=1}^{n} f_{j} \rightarrow 0$ pointwise, but $n^{-1} \int \sum_{j=1}^{n} f_{j} d \mathbb{P}=1, n \in \mathbb{N}$.

Standard results on continuity properties of submartingales yield the existence of a realization (version) which is continuous from the right and possesses left limits $\mathbb{P}$-almost surely. Henceforth we shall assume that the $\mathcal{F}_{t}$-submartingale $\{X(t): t \geqslant 0\}$ is continuous from the right and has left limits $\mathbb{P}$-almost surely. We shall prove that there exists a predictable increasing process $\{A(t): t \geqslant 0\}$ together with an infinite $\Lambda_{0}$ of $\mathbb{N}$ such that for every infinite subset $\Lambda$ of $\Lambda_{0}$ and every $t \geqslant 0$ the variable $A(t)$ is given as the limit:

$$
\begin{equation*}
A(t)=\lim _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} A_{j}(t) \tag{5.228}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{j}(t)=\sum_{0 \leqslant k<2^{j} t}\left\{\mathbb{E}\left(\left.X\left(\frac{k+1}{2^{j}}\right) \right\rvert\, \mathcal{F}_{k 2^{-j}}\right)-X\left(\frac{k}{2^{j}}\right)\right\} \tag{5.229}
\end{equation*}
$$

Moreover the process $\{X(t)-A(t): t \geqslant 0\}$ is an $\mathcal{F}_{t}$-martingale. The limit in (5.228) is a point-wise almost sure limit as well as an $L^{1}$-limit.

Again let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $\left\{\mathcal{F}_{t}: t \geqslant 0\right\}$ be a right-continuous filtration in $\mathcal{F}$ and let $\{X(t): t \geqslant 0\}$ be right continuous submartingale of class (DL) which possesses almost sure left limits. We want to prove the following version of the Doob-Meyer decomposition theorem.
5.130. Theorem. There exists a unique predictable right continuous increasing process $\{A(t): t \geqslant 0\}$ with $A(0)=0$ such that the process $\{X(t)-A(t): t \geqslant 0\}$ is an $\mathcal{F}_{t}$-martingale.

It is perhaps useful to insert the following proposition.
5.131. Proposition. Processes of the form $M(t)+A(t)$, with $M$ a martingale and with $A$ an increasing process in $L^{1}(\Omega, \mathcal{F}, \mathbb{P})$ are of class $(D L)$.

Proof of Proposition 5.131. Let $\{X(t)=M(t)+A(t): t \geqslant 0\}$ be the decomposition of the submartingale $\{X(t): t \geqslant 0\}$ in a martingale $\{M(t): t \geqslant$ $0\}$ and an increasing process $\{A(t): t \geqslant 0\}$ with $A(0)=0$ and $0 \leqslant \tau \leqslant t$ be any $\mathcal{F}_{t}$-stopping time. Here $t$ is some fixed time. For $N \in \mathbb{N}$ we have

$$
\begin{align*}
\mathbb{E}(|X(\tau)|:|X(\tau)| \geqslant N) & \leqslant \mathbb{E}(|M(\tau)|:|X(\tau)| \geqslant N)+\mathbb{E}(A(\tau):|X(\tau)| \geqslant N) \\
& \leqslant \mathbb{E}(|M(t)|:|X(\tau)| \geqslant N)+\mathbb{E}(A(\tau):|X(\tau)| \geqslant N) \\
& \leqslant \mathbb{E}(|M(t)|+A(t):|X(\tau)| \geqslant N) \\
& \leqslant \mathbb{E}\left(|M(t)|+A(t): \sup _{0 \leqslant s \leqslant t}|X(s)| \geqslant N\right) . \tag{5.230}
\end{align*}
$$

Since $N \times \mathbb{P}\left\{\sup _{0 \leqslant s \leqslant t}|X(s)| \geqslant N\right\} \leqslant \mathbb{E}(|X(t)|)$, it follows that

$$
\lim _{N \rightarrow \infty} \sup \{\mathbb{E}(|X(\tau)|:|X(\tau)| \geqslant N): 0 \leqslant \tau \leqslant t, \tau \quad \text { stopping time }\}=0
$$

This shows Proposition 5.131
Similarly we have the following result.
5.132. Proposition. Let $\{X(t): t \geqslant 0\}$ be an $\mathcal{F}_{t}$-submartingale. For any real number $N$ the process $\{\max (X(t), N): t \geqslant 0\}$ is an $\mathcal{F}_{t}$-submartingale which is of class (DL).

Next we come to the heart of the matter. The symbol $\lceil x\rceil, x \in \mathbb{R}$, denotes the integer $k$ with $k<x \leqslant k+1$.
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 NetherlandsProof of Theorem 5.130. It will be convenient to introduce the following processes:

$$
\begin{align*}
X_{j}(t) & =\mathbb{E}\left(\left.X\left(\frac{\left\lceil 2^{j} t\right\rceil}{2^{j}}\right) \right\rvert\, \mathcal{F}_{t}\right), t \geqslant 0, j \in \mathbb{N}  \tag{5.232}\\
A_{j}(t) & =\sum_{0 \leqslant k<2^{j} t}\left\{\mathbb{E}\left(\left.X\left(\frac{k+1}{2^{j}}\right) \right\rvert\, \mathcal{F}_{k 2^{-j}}\right)-X\left(\frac{k}{2^{j}}\right)\right\} . \tag{5.233}
\end{align*}
$$

The processes $\left\{A_{j}(t): t \geqslant 0\right\}$ are right continuous and have left limits. The processes $\left\{A_{j}(t): t \geqslant 0\right\}$ are predictable in the sense that, for $j, N$ in $\mathbb{N}$, the functions $(t, \omega) \mapsto A_{j}(t, \omega)$ are measurable with respect to the $\sigma$-field generated by the collection $\left\{1_{(a, b]} \times A: 0 \leqslant a<b, A \in \mathcal{F}_{a}\right\}$ : see e.g. Durrett [44], p. 49. Moreover it is readily verified that the process

$$
\begin{equation*}
\left\{X_{j}(t)-A_{j}(t): t \geqslant 0\right\} \tag{5.234}
\end{equation*}
$$

is an $\mathcal{F}_{t}$-martingale and that

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \mathbb{E}\left(A_{j}(t)-A_{j}(t-)\right)=0 \tag{5.235}
\end{equation*}
$$

Equality (5.235) is true because

$$
\begin{equation*}
\lim _{s \downarrow t} \mathbb{E}(X(s))=\mathbb{E}(X(t)) \tag{5.236}
\end{equation*}
$$

Equality (5.236) can be proved in the following manner. Put

$$
X^{\prime \prime}(t)=\lim _{h \downarrow 0} \mathbb{E}\left(X(t+h) \mid \mathcal{F}_{t}\right)=\inf _{h>0} \mathbb{E}\left(X(t+h) \mid \mathcal{F}_{t}\right)
$$

Then $X^{\prime \prime}(t) \geqslant X(t), \mathbb{P}$-almost surely. The following argument shows that $X^{\prime \prime}(t)=X(t), \mathbb{P}$-almost surely. Define for $m \in \mathbb{N}$ the stopping time $\tau_{m}$ by

$$
\tau_{m}=\inf \{s>0:|X(s)|>m\} .
$$

Then, $\mathbb{P}$-almost surely, $\tau_{m} \uparrow \infty$. Moreover, we have

$$
\begin{align*}
\mathbb{E} & {\left[X^{\prime \prime}(t)-X(t): \tau_{m}>t\right] }  \tag{5.237}\\
= & \lim _{h \downarrow 0} \mathbb{E}\left[\mathbb{E}\left(X(t+h) \mid \mathcal{F}_{t}\right)-X(t): \tau_{m}>t\right] \\
= & \lim _{h \downarrow 0} \mathbb{E}\left[\mathbb{E}\left((X(t+h)-X(t)) 1_{\left\{\tau_{m}>t\right\}}\right) \mid \mathcal{F}_{t}\right] \\
= & \lim _{h \downarrow 0} \mathbb{E}\left[X(t+h)-X(t): \tau_{m}>t\right] \\
= & \lim _{h \downarrow 0}\left\{\mathbb{E}\left[X(t+h)-X(t): \tau_{m}>t+h\right]\right. \\
& \left.+\mathbb{E}\left[X(t+h)-X(t): t<\tau_{m} \leqslant t+h\right]\right\} \\
\leqslant & \lim _{h \downarrow 0}\left\{\mathbb{E}\left[X(t+h)-X(t): \tau_{m}>t+h\right]\right. \\
& \left.+\mathbb{E}\left[\mathbb{E}\left(X(t+1) \mid \mathcal{F}_{t+h}\right)-X(t): t<\tau_{m} \leqslant t+h\right]\right\} \\
= & \lim _{h \downarrow 0}\left\{\mathbb{E}\left[X(t+h)-X(t): \tau_{m}>t+h\right]\right. \\
& \left.+\mathbb{E}\left[X(t+1)-X(t): t<\tau_{m} \leqslant t+h\right]\right\}=0,
\end{align*}
$$

by dominated convergence (twice: on $\left\{\tau_{m}>t+h\right\}$ we have $|X(t+h)-X(t)| \leqslant$ $2 m, \mathbb{P}$-almost surely). Consequently

$$
\begin{equation*}
0 \leqslant \mathbb{E}\left(X^{\prime \prime}(t)-X(t)\right)=\lim _{m \rightarrow \infty} \mathbb{E}\left(X^{\prime \prime}(t)-X(t): \tau_{m}>t\right)=0 \tag{5.238}
\end{equation*}
$$

and hence $X^{\prime \prime}(t)=X(t), \mathbb{P}$-almost surely. We also infer

$$
\begin{align*}
\mathbb{E}(X(t)) & =\mathbb{E}\left(X^{\prime \prime}(t)\right)=\mathbb{E}\left(\lim _{h \downarrow 0} \mathbb{E}\left(X(t+h) \mid \mathcal{F}_{t}\right)-X(t)\right)+\mathbb{E}(X(t)) \\
& =\mathbb{E}\left(\lim _{h \downarrow 0} \mathbb{E}\left((X(t+h)-X(t)) \mid \mathcal{F}_{t}\right)\right)+\mathbb{E}(X(t)) \\
& =\lim _{h \downarrow 0} \mathbb{E}\left(\mathbb{E}\left((X(t+h)-X(t)) \mid \mathcal{F}_{t}\right)\right)+\mathbb{E}(X(t)) \\
& =\lim _{h \downarrow 0} \mathbb{E}(X(t+h)-X(t))+\mathbb{E}(X(t))=\lim _{h \downarrow 0} \mathbb{E}(X(t+h)) . \tag{5.239}
\end{align*}
$$

This proves (5.236). In addition we write

$$
\begin{equation*}
f(t)=\mathbb{E}(X(t)-X(0)) \tag{5.240}
\end{equation*}
$$

and we define the countable dense subset $D$ of $[0, \infty)$ by

$$
\begin{equation*}
D=\{t \geqslant 0: t \in \mathbb{Q}\} \cup\{t \geqslant 0: f(t+)>f(t-)\} . \tag{5.241}
\end{equation*}
$$

(Notice that the functions $f$ is increasing.)
Let $\Lambda_{0}$ be any infinite subset of $\mathbb{N}$ and let $\left\{A_{\Lambda_{0}}(t): t \in D\right\}$ be a process such that for every infinite subset $\Lambda$ of $\Lambda_{0}$ and $\mathbb{P}$-almost surely,

$$
\begin{equation*}
A_{\Lambda_{0}}(t)=\lim _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} A_{j}(t), \quad t \in D \tag{5.242}
\end{equation*}
$$

By Komlos' theorem (Theorem 5.129) and a diagonal procedure such a subset $\Lambda_{0}$ exists. We shall prove that for $t \in D$ the limit in (5.241) also exists in $L^{1}$ sense. In view of a theorem of Scheffé (Corollary 2.12.5 in Bauer [10], p. 105, it suffices to prove that

$$
\begin{equation*}
\mathbb{E}\left(A_{\Lambda_{0}}(t)\right)=\lim _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} \mathbb{E}\left(A_{j}(t)\right) . \tag{5.243}
\end{equation*}
$$

It is readily verified that

$$
\begin{equation*}
\mathbb{E}\left(A_{j}(t)\right)=\mathbb{E}\left(X\left(\frac{\left\lceil 2^{j} t\right\rceil}{2^{j}}\right)\right)-\mathbb{E}(X(0)) \tag{5.244}
\end{equation*}
$$

so that

$$
\begin{equation*}
\left.\lim _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} \mathbb{E}\left(A_{j}(t)\right)=f(t+), \quad t \in D .\right) \tag{5.245}
\end{equation*}
$$

On the other hand we have, by Fatou's lemma,

$$
\begin{equation*}
\mathbb{E}\left(A_{\Lambda_{0}}(t)\right) \leqslant \liminf _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} \mathbb{E}\left(A_{j}(t)\right)=f(t+) \tag{5.246}
\end{equation*}
$$

In addition we have for $\lambda>0$

$$
\mathbb{E}\left(A_{\Lambda_{0}}(t)\right) \geqslant \mathbb{E}\left(\limsup _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} A_{j}(t)\right)
$$

$$
\begin{equation*}
\geqslant \mathbb{E}\left(\limsup _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} A_{j}\left(\min \left(t, \tau_{\lambda}\right)-\right)\right), \tag{5.247}
\end{equation*}
$$

where $\tau_{\lambda}$ is the stopping time defined by

$$
\begin{equation*}
\tau_{\lambda}=\inf \left\{s>0: s \in D, \sup _{n \in \mathbb{N}} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} A_{j}(s) \geqslant \lambda\right\} \tag{5.248}
\end{equation*}
$$

Since

$$
\begin{equation*}
\frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} A_{j}\left(\min \left(t, \tau_{\lambda}\right)-\right) \leqslant \lambda, \tag{5.249}
\end{equation*}
$$

we infer from (5.247) and (5.235) that, for any $\lambda>0$,

$$
\begin{align*}
\mathbb{E}\left(A_{\Lambda_{0}}(t)\right) & \geqslant \limsup _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} \mathbb{E}\left(A_{j}\left(\min \left(t, \tau_{\lambda}\right)-\right)\right) \\
& \geqslant \mathbb{E}\left(X(t): \tau_{\lambda}>t\right)+\mathbb{E}\left(X\left(\min \left(\tau_{\lambda}, t\right)\right): \tau_{\lambda} \leqslant t\right)-\mathbb{E}(X(0)) . \tag{5.250}
\end{align*}
$$

Since $\tau_{\lambda} \uparrow \infty, \mathbb{P}$-almost surely, as $\lambda$ tends to infinity, we infer from (5.250) together with the fact that the collection $\{X(\tau): \tau \leqslant t, \tau$ stopping time $\}$ is uniformly integrable,

$$
\begin{equation*}
\mathbb{E}\left(A_{\Lambda_{0}}(t)\right) \geqslant \mathbb{E}(X(t)-X(0))=f(t) . \tag{5.251}
\end{equation*}
$$


(In fact in (5.250) we first take the sum, then we write $\Omega=\left\{\tau_{\lambda}>t\right\} \cup\left\{\tau_{\lambda} \leqslant t\right\}$.) The right continuity of the submartingale $\{X(t): t \geqslant 0\}$ together with (5.236) implies the equality

$$
\begin{equation*}
f(t)=f(t+) \tag{5.252}
\end{equation*}
$$

Hence the equality in (5.243) now follows from (5.251), (5.252) and (5.246). So the limit in (5.241) is also an $L^{1}$-limit. Since the submartingale $\{X(t): t \geqslant 0\}$ is continuous from the right we also deduce

$$
\begin{align*}
\limsup _{j \rightarrow \infty} \mathbb{E}\left(\left|X_{j}(t)-X(t)\right|\right) & =\limsup _{j \rightarrow \infty} \mathbb{E}\left(X\left(\frac{\left\lceil 2^{j} t\right\rceil}{2^{j}}\right)\right)-\mathbb{E}(X(t)) \\
& =\lim _{s \downarrow t} f(s)-f(t)=0 . \tag{5.253}
\end{align*}
$$

Hence the $L^{1}$-convergence in the equality

$$
\begin{aligned}
& \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} X_{j}(t) \\
& =\frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} M_{j}(t)+\frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} A_{j}(t)
\end{aligned}
$$

yields

$$
\begin{equation*}
X(t)=M_{\Lambda_{0}}(t)+A_{\Lambda_{0}}(t), \quad t \in D, \tag{5.254}
\end{equation*}
$$

where the process $\left\{A_{\Lambda_{0}}(t): t \in D\right\}$ is increasing and predictable. We shall extend (5.254) to all $t \geqslant 0$ and we shall prove that the process $\left\{A_{\Lambda_{0}}(t): t \in D\right\}$ has right continuous extensions to all of $[0, \infty)$. In order to achieve this fix $t_{0} \notin D, t_{0}>0$, and let $s, t$ be arbitrary numbers in $D$ with $0<s<t_{0}<t<\infty$. Then

$$
\begin{align*}
A_{\Lambda_{0}}(s) & \leqslant \liminf _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} A_{j}(s) \\
& \leqslant \liminf _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} A_{j}\left(t_{0}\right) \\
& \leqslant \limsup _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} A_{j}(t) \leqslant A_{\Lambda_{0}}(t) . \tag{5.255}
\end{align*}
$$

From (5.255) it follows that

$$
\begin{align*}
& \mathbb{E}\left(\limsup _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} A_{j}\left(t_{0}\right)-\liminf _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} A_{j}\left(t_{0}\right)\right) \\
& \quad \leqslant \mathbb{E}\left(A_{\Lambda_{0}}(t)-A_{\Lambda_{0}}(s)\right)=\mathbb{E}(X(t)-X(s))=f(t)-f(s) . \tag{5.256}
\end{align*}
$$

So that
$\mathbb{E}\left(\limsup _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} A_{j}\left(t_{0}\right)-\liminf _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} A_{j}\left(t_{0}\right)\right)$
$\leqslant f\left(t_{0}+\right)-f\left(t_{0}-\right)=f\left(t_{0}\right)-f\left(t_{0}\right)=0$,
since $t_{0}$ does not belong to $D$. Hence, for every $t_{0} \geqslant 0$,

$$
\begin{align*}
A_{\Lambda_{0}}\left(t_{0}\right) & =\limsup _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} A_{j}\left(t_{0}\right) \\
& =\liminf _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} A_{j}\left(t_{0}\right), \tag{5.258}
\end{align*}
$$

$\mathbb{P}$-almost surely. In addition, as above we also have

$$
\begin{equation*}
\left.\mathbb{E}\left(A_{\Lambda_{0}}(t)\right)=f(t), \quad t \geqslant 0,\right) \tag{5.259}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\mathbb{E}\left(A_{\Lambda_{0}}(t)-A_{\Lambda_{0}}(s)\right)=f(t)-f(s) . \tag{5.260}
\end{equation*}
$$

So that the process $\left\{A_{\Lambda_{0}}(t): t \geqslant 0\right\}$ is almost surely right continuous. Again we have decomposition (5.254) for all $t \geqslant 0$. From (5.236) and (5.258) it follows that, $\mathbb{P}$-almost surely,

$$
A_{\Lambda_{0}}\left(t_{0}\right)=\lim _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} A_{j}\left(t_{0}-\right)
$$

and consequently the process $\left\{A_{\Lambda_{0}}(t): t \geqslant 0\right\}$ is predictable.

The uniqueness of the Doob-Meyer decomposition does not depend on the (DL)property. So the processes $\left\{M_{\Lambda_{0}}(t): t \geqslant 0\right\}$ and $\left\{A_{\Lambda_{0}}(t): t \geqslant 0\right\}$ do not depend on the particular choice of $\Lambda_{0}$. Henceforth we write

$$
\begin{equation*}
X(t)=M(t)+A(t), \quad t \geqslant 0, \tag{5.261}
\end{equation*}
$$

where $\{M(t): t \geqslant 0\}$ is an $\mathcal{F}_{t}$-martingale and where $\{A(t): t \geqslant 0\}$ is an increasing right continuous process which is predictable. Proposition 5.131 shows that the process $\{X(t): t \geqslant 0\}$ must possess the (DL)-property. Let $D_{0}$ be the countable dense subset of $[0, \infty)$ given by

$$
\begin{equation*}
D_{0}=\{t \in \mathbb{Q}: t \geqslant 0\} \cup\{t \geqslant 0: f(t+)>f(t-)\} \tag{5.262}
\end{equation*}
$$

and choose $\Lambda_{0} \subseteq \mathbb{N},\left|\Lambda_{0}\right|=\infty$, and the process $\left\{B(t): t \in D_{0}\right\}$ in such a way that for every infinite subset $\Lambda$ of $\Lambda_{0}$,

$$
\begin{equation*}
B(t)=\lim _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} A_{j}(t), \quad t \in D_{0} \tag{5.263}
\end{equation*}
$$

Then, as in the case of $\left\{A_{j}(t): j \in \mathbb{N}\right\}$ it follows that the convergence in (5.263) is an $L^{1}$-convergence as well. Again as above the convergence in (5.263) occurs for all $t \geqslant 0$. Consequently the process $\{X(t)-B(t): t \geqslant 0\}$ is a martingale, because the processes $\left\{X_{j}(t)-A_{j}(t): t \geqslant 0\right\}, j \in \mathbb{N}$, are martingales. Here

$$
X_{j}(t)=\mathbb{E}\left[\left.X\left(\frac{\left\lceil 2^{j} t\right\rceil}{2^{j}}\right) \right\rvert\, \mathcal{F}_{t}\right] .
$$

These remarks prove the following corollary.
5.133. Corollary. Write a submartingale $\{X(t): t \geqslant 0\}$ in the form $X(t)=$ $M(t)+A(t), t \geqslant 0$, where the process $\{M(t): t \geqslant 0\}$ is a martingale and where $\{A(t): t \geqslant 0\}$ is a right continuous increasing predictable process with $A(0)=0$. Then there exists an infinite subset $\Lambda_{0}$ of $\mathbb{N}$ such that for every infinite subset $\Lambda$ of $\Lambda_{0}$ and every $t \geqslant 0$ :

$$
\begin{equation*}
A(t)=\lim _{n \rightarrow \infty} \frac{1}{|\Lambda \cap[1, n]|} \sum_{j \in \Lambda \cap[1, n]} A_{j}(t) . \tag{5.264}
\end{equation*}
$$

Here

$$
A_{j}(t)=\sum_{0 \leqslant k<2^{j} t}\left(\mathbb{E}\left(\left.X\left(\frac{k+1}{2^{j}}\right) \right\rvert\, \mathcal{F}_{k 2^{-j}}\right)-X\left(\frac{k}{2^{j}}\right)\right)
$$

and the convergence in (5.264) is a $\mathbb{P}$-almost sure as well as an $L^{1}$-convergence. Of course the process $\{A(t): t \geqslant 0\}$ does not depend on the particular choice of $\Lambda_{0}$ for which all the limits in (5.264) exist.

Next the uniqueness part of the Doob-Meyer decomposition will follow from Proposition 5.134.
5.134. Proposition. Let $Z=\{Z(t): t \geqslant 0\}$ be a bounded martingale and let $A=\{A(t): t \geqslant 0\}$ and $\{B(t): t \geqslant 0\}$ be adapted increasing processes such that $B-A$ is a martingale. Also suppose that $\mathbb{E}(A(t))<\infty$, for $t \geqslant 0$. Then

$$
\begin{align*}
& \mathbb{E}[Z(t+)(B(t+)-A(t+))-Z(0)(B(0)-A(0))] \\
& =\mathbb{E}\left(\int_{0}^{t}(Z(s+)-Z(s-)) d(B-A)(s)\right) \tag{5.265}
\end{align*}
$$

5.135. Remark. The integral $\int_{0}^{t}(Z(s+)-Z(s-)) d(B-A)(s)$ should be interpreted as follows:

$$
\begin{aligned}
& \int_{0}^{t}(Z(s+)-Z(s-)) d(B-A)(s) \\
& \quad=\int_{0}^{\infty}(Z(s+)-Z(s-)) 1_{(0, t]}(s) d B(s)-\int_{0}^{\infty}(Z(s+)-Z(s-)) 1_{(0, t]}(s) d A(s)
\end{aligned}
$$

Proof of Proposition 5.134. Let $n \in \mathbb{N}$. Since $Z$ is a martingale we have:

$$
\begin{aligned}
\mathbb{E} & {\left[Z\left(\left[2^{n} t\right] 2^{-n}\right)\left(B\left(\left[2^{n} t\right] 2^{-n}\right)-A\left(\left[2^{n} t\right] 2^{-n}\right)\right)\right]-\mathbb{E}[Z(0)(B(0)-A(0))] } \\
= & \mathbb{E}\left[\sum_{0 \leqslant j<\left[2^{n} t\right]} Z\left((j+1) 2^{-n}\right)\right. \\
& \left.\left\{\left(B\left((j+1) 2^{-n}\right)-B\left(j 2^{-n}\right)\right)-\left(A\left((j+1) 2^{-n}\right)-A\left(j 2^{-n}\right)\right)\right\}\right] .
\end{aligned}
$$

Since $B-A$ is a martingale, it follows that:

$$
\begin{aligned}
& \mathbb{E}\left[Z\left(\left[2^{n} t\right\rceil 2^{-n}\right)\left(B\left(\left[2^{n} t\right] 2^{-n}\right)-B(0)-A\left(\left[2^{n} t\right] 2^{-n}\right)+A(0)\right)\right] \\
& \quad \quad-\mathbb{E}[Z(0)(B(0)-A(0))] \\
& =\mathbb{E}\left(\sum_{0 \leq j<\left[2^{n} t\right]}\left(Z\left((j+1) 2^{-n}\right)-Z\left(j 2^{-n}\right)\right)\right. \\
& \left.\quad\left(\left(B\left((j+1) 2^{-n}\right)-B\left(j 2^{-n}\right)\right)-\left(A\left((j+1) 2^{-n}\right)-A\left(j 2^{-n}\right)\right)\right)\right)
\end{aligned}
$$

Put

$$
\begin{aligned}
& Z_{n}^{+}(s)=Z\left(\left[2^{n} s\right\rceil 2^{-n}\right)=\sum_{j=0}^{\infty} Z\left((j+1) 2^{-n}\right) 1_{\left(j 2^{-n},(j+1) 2^{-n}\right]}(s), \quad \text { and } \\
& Z_{n}^{-}(s)=Z\left(\left(\left[2^{n} s\right\rceil-1\right) 2^{-n}\right)=\sum_{j=0}^{\infty} Z\left(j 2^{-n}\right) 1_{\left(j 2^{-n},(j+1) 2^{-n}\right]}(s) .
\end{aligned}
$$

Then we obtain

$$
\begin{aligned}
& \mathbb{E}\left(Z\left(\left[2^{n} t\right] 2^{-n}\right)\left(B\left(\left[2^{n} t\right] 2^{-n}\right)-A\left(\left[2^{n} t\right] 2^{-n}\right)\right)\right)-\mathbb{E}[Z(0)(B(0)-A(0))] \\
& =\mathbb{E}\left(\int_{0}^{\infty}\left(Z_{n}^{+}(s)-Z_{n}^{-}(s)\right) 1_{\left(0,\left[2^{n} t \mid 2^{-n}\right]\right.}(s) d(B(s)-A(s))\right)
\end{aligned}
$$

So, upon letting $n$ tend to infinity, Proposition 5.134 follows.
5.136. Proposition. In addition to the hypotheses in Proposition 5.134, suppose that the martingale $B-A$ is predictable. Then $B(t+)=A(t+) \mathbb{P}$-almost surely. So that, if $B-A$ is right-continuous, then $B=A \mathbb{P}$-almost surely, provided $B(0)=A(0)=0$.

Proof. First we prove that $\mathbb{E}\left(\int_{0}^{t}(Z(s+)-Z(s-)) d(B-A)(s)\right)=0$. Here we shall employ the predictability of the process $B-A$. It suffices to prove that, for all $s>0$,

$$
\begin{equation*}
\mathbb{E}((Z(s+)-Z(s-))(B(s+)-A(s+)-B(s-)+A(s-)))=0 \tag{5.266}
\end{equation*}
$$

Since the predictable field on $\Omega \times[0, \infty)$ is generated by the collection $\{C \times(a, b]$ : $\left.C \in \mathcal{F}_{a}, 0 \leqslant a<b\right\}$ it suffices to prove (5.266) for all $s \geqslant 0$ if $B-A$ is of the form

$$
\begin{equation*}
B(s)-A(s)=1_{C} \times 1_{(a+\varepsilon, \infty)}(s), \quad C \in \mathcal{F}_{a} \tag{5.267}
\end{equation*}
$$

So let $C$ belong to $\mathcal{F}_{a}$ and let $B(s)-A(s)=1_{C} \times 1_{(a+\varepsilon, \infty)}(s)$. Then, for $s=a+\varepsilon$ (and $C \in \mathcal{F}_{a}$ ), we have by the martingale property of $Z$,

$$
\begin{align*}
& \mathbb{E}\left(Z((a+\varepsilon)+)-Z((a+\varepsilon)-) 1_{C}\right) \\
& =\mathbb{E}\left(\mathbb{E}\left(Z\left(((a+\varepsilon)+)-Z((a+\varepsilon)-) \mid \mathcal{F}_{a}\right) 1_{C}\right)\right. \\
& =\mathbb{E}\left((Z(a)-Z(a)) 1_{C}\right)=0 . \tag{5.268}
\end{align*}
$$

Notice that, for $s=a+\varepsilon$,

$$
\begin{gathered}
\mathbb{E}((Z(s+)-Z(s-))(B(s+)-A(s+)-B(s)+A(s))) \\
=\mathbb{E}\left((Z((a+\varepsilon)+)-Z((a+\varepsilon)-)) 1_{C}\right)
\end{gathered}
$$

From Proposition 5.134 it now follows that

$$
\mathbb{E}(Z(t+)(B(t+)-A(t+)))=\mathbb{E}[Z(0)(B(0)-A(0))]=0 .
$$

Next, fix $t>0$ and define the martingale $Z(s)$ by

$$
Z(s)=\mathbb{E}\left(\left.\frac{B(t+)-A(t+)}{|B(t+)-A(t+)|+1} \right\rvert\, \mathcal{F}_{s}\right)
$$

Then

$$
0=\mathbb{E}(Z(t+)(B(t+)-A(t+)))=\mathbb{E}\left(\frac{|B(t+)-A(t+)|^{2}}{|B(t+)-A(t+)|+1}\right)
$$

and hence $B(t+)=A(t+), \mathbb{P}$-almost surely for all $t \geqslant 0$. It also follows that $B(t-)=A(t-), \mathbb{P}$-almost surely for all $t>0$. If the process $B-A$ is right continuous almost surely, we infer $B(t)=A(t), t \geqslant 0, \mathbb{P}$-almost surely. This completes the proof of Proposition 5.136.

As a special case the following result contains the uniqueness part of the DoobMeyer decomposition theorem.
5.137. Proposition. Let $A$ and $B$ be increasing adapted processes. Suppose that $B-A$ is a predictable right continuous martingale. Then $B(t)=A(t)+$ $B(0)-A(0), \mathbb{P}$-almost surely.

Proof. This result is an immediate consequence of Proposition 5.134 and Proposition 5.136.
5.138. Corollary. There is only one way to write a semi-martingale $Y$ in the form $Y=M+A$, where $M$ is a (local) martingale and where $A$ is a predictable right continuous process of finite variation locally with $A(0)=0$.
5.139. Remark. An increasing, predictable right continuous real-valued process $\{A(t): t \geqslant 0\}$, with $\mathbb{E}(A(t))<\infty$ for $t \geqslant 0$, is called a Meyer process.

It is perhaps worthwhile to isolate the following result in the existence part of Doob-Meyer decomposition theorem: notation is that of the proof of Theorem 5.130. We also use $A_{\Lambda}(t)=\frac{1}{|\Lambda|} \sum_{n \in \Lambda} A_{n}(t)$, for a finite subset $\Lambda$ of $\mathbb{N}$.
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5.140. Theorem. Let $\{X(t): t \geqslant 0\}$ be a right continuous submartingale of class (DL). For every infinite subset $\Lambda_{0}$ of $\mathbb{N}$ there exists an infinite subset $\Lambda$ of $\Lambda_{0}$ such that for every further infinite subset $\Lambda^{\prime}$ of $\Lambda$, the limit

$$
A_{\Lambda}(t):=\lim _{N \rightarrow \infty} A_{\Lambda^{\prime} \cap[1, N]}(t), \quad \text { exists } \mathbb{P} \text {-almost surely, }
$$

and does not depend on the choice of $\Lambda^{\prime}$. Moreover, since we are dealing with (DL)-submartingales, $\lim _{N \rightarrow \infty} \mathbb{E}\left[\left|A_{\Lambda}(t)-A_{\Lambda^{\prime} \cap[1, N]}(t)\right|\right]=0$. In addition, the process $\left\{A_{\Lambda}(t): t \geqslant 0\right\}$ is predictable and right continuous.

Proof. Write

$$
Q^{\prime}=\left\{t_{\ell}: \ell \in \mathbb{N}\right\}=\{t \geqslant 0: \mathbb{E}(X(t+))>\mathbb{E}(X(t-))\} \bigcup(\mathbb{Q} \cap[0, \infty)) .
$$

Define the measure $\mu$ on $Q^{\prime}$ by

$$
\mu(I)=\sum_{\ell \in I} \frac{1}{2^{\ell}} \frac{1}{1+\mathbb{E}\left(X\left(t_{\ell}\right)-X(0)\right)} .
$$

Let $\Lambda_{0}$ be an infinite subset of $\mathbb{N}$. Komlos' theorem, applied to the sequence $\left\{A_{n}\left(t_{\ell}\right): \ell \in \mathbb{N}\right\}_{n \in \mathbb{N}}$ on the measure space $\{\mathbb{N} \times \Omega, \mathcal{P}(\mathbb{N}) \otimes \mathcal{F}, \mu \otimes \mathbb{P}\}$ applies to the effect that there exists an infinite subset $\Lambda$ of $\Lambda_{0}$ such that for every further infinite subset $\Lambda^{\prime}$ of $\Lambda, A_{\Lambda}(t)=\lim _{N \rightarrow \infty} A_{\Lambda^{\prime} \cap[1, N]}\left(t_{\ell}\right)$ exists for $\ell=1,2, \ldots$ and does not depend on the particular choice of $\Lambda^{\prime}$. In addition,

$$
\lim _{N \rightarrow \infty} \mathbb{E}\left(\left|A_{\Lambda}\left(t_{\ell}\right)-A_{\Lambda^{\prime} \cap[1, N]}\left(t_{\ell}\right)\right|\right)=0 .
$$

Next let $t \geqslant 0$ be arbitrary with $\mathbb{E}(X(t))=\mathbb{E}(X(t-))=\mathbb{E}(X(t+))$ and let $\Lambda^{\prime} \subseteq \Lambda_{0}, \Lambda^{\prime}$ infinitely large. For $t^{\prime}<t<t^{\prime \prime}, t^{\prime}, t^{\prime \prime}$ in $Q^{\prime}$, we have

$$
\begin{aligned}
& \mathbb{E}\left(\limsup _{N \rightarrow \infty} A_{\Lambda^{\prime} \cap[1, N]}(t)\right) \leqslant \mathbb{E}\left(\limsup _{N \rightarrow \infty} A_{\Lambda^{\prime} \cap[1, N]}\left(t^{\prime \prime}\right)\right) \\
& =\mathbb{E}\left(\liminf _{N \rightarrow \infty} A_{\Lambda^{\prime} \cap[1, N]}\left(t^{\prime \prime}\right)\right) \leqslant \mathbb{E}\left(X\left(t^{\prime \prime}\right)-X(0)\right) .
\end{aligned}
$$

Similarly we have

$$
\begin{aligned}
\mathbb{E} & \left(\liminf _{N \rightarrow \infty} A_{\Lambda^{\prime} \cap[1, N]}(t)\right) \geqslant \mathbb{E}\left(\liminf _{N \rightarrow \infty} A_{\Lambda^{\prime} \cap[1, N]}\left(t^{\prime}\right)\right) \\
& =\mathbb{E}\left(\limsup _{N \rightarrow \infty} A_{\Lambda^{\prime} \cap[1, N]}\left(t^{\prime}\right)\right) \geqslant \mathbb{E}\left(X\left(t^{\prime}\right)-X(0)\right) .
\end{aligned}
$$

Since $\mathbb{E}(X(t+))=\mathbb{E}(X(t-))$, it follows that the limit

$$
A_{\Lambda^{\prime}}(t):=\lim _{N \rightarrow \infty} A_{\Lambda^{\prime} \cap[1, N]}(t)
$$

exists $\mathbb{P}$-almost surely. Consequently, the limits

$$
A_{\Lambda}(t):=\lim _{N \rightarrow \infty} A_{\Lambda^{\prime} \cap[1, N]}(t), \quad t \geqslant 0,
$$

all exist $\mathbb{P}$-almost surely and $\lim _{N \rightarrow \infty} \mathbb{E}\left(\left|A_{\Lambda}(t)-A_{\Lambda^{\prime} \cap[1, N]}(t)\right|\right)=0$. Finally we shall prove that the process $\left\{A_{\Lambda}(t): t \geqslant 0\right\}$ is right continuous. Fix $t_{0} \geqslant 0$ and let $t>t_{0}$. Then

$$
\mathbb{E}\left(A_{\Lambda}(t)-A_{\Lambda}\left(t_{0}\right)\right)=\mathbb{E}\left(X(t)-X\left(t_{0}\right)\right) \geqslant 0 .
$$

Since $t \mapsto \mathbb{E}(X(t))$ is right continuous we infer that $\lim _{t \downarrow t_{0}} \mathbb{E}\left(A_{\Lambda}(t)-A_{\Lambda}\left(t_{0}\right)\right)=$ 0 . It follows that, $\mathbb{P}$-almost surely, $\lim _{t \downarrow t_{0}} A_{\Lambda}(t)=A_{\Lambda}\left(t_{0}\right)$.

This completes the proof of Theorem 5.140.
5.141. Corollary. Let $X=M+A$ be the Doob-Meyer decomposition of a submartingale into a martingale and an increasing right continuous predictable process $A$. Then, for an appropriate sequence $\left(n_{\ell}: \ell \in \mathbb{N}\right)$ in $\mathbb{N}$,

$$
A(t)=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{k=1}^{N} \sum_{j=0}^{\infty}\left(\mathbb{E}\left(A\left((j+1) 2^{-n_{k}}\right) \mid \mathcal{F}_{j 2^{-n_{k}}}\right)-A\left(j 2^{-n_{k}}\right)\right) 1_{\left(j 2^{\left.-n_{k}, \infty\right)}\right.}(t) .
$$

This limit is an $\mathbb{P}$-almost sure limit as well as a limit in $L^{1}(\Omega, \mathcal{F}, \mathbb{P})$.
Proof. A combination of the existence and uniqueness of the Doob-Meyer decomposition yields the desired result. Notice that by Proposition 5.131 a process of the form $M+A$, where $M$ is a martingale and where $A$ is an increasing adapted process in $L^{1}(\Omega, \mathcal{F}, \mathbb{P})$ is of class (DL): see (5.230) and (5.231). So the proof of Corollary 5.141 is complete now.

Another corollary is the following one.
5.142. Corollary. Let $\{X(t): t \geqslant 0\}$ be a right continuous submartingale of class ( $D L$ ) with left limits. Fix $t_{0}>0$ and let $\left\{\tau_{\ell}: \ell \in \mathbb{N}\right\}$ be sequence of stopping times which increases to the fixed time $t_{0}$. Suppose $\tau_{\ell}<t_{0}, \mathbb{P}$-almost surely, for all $\ell \in \mathbb{N}$. Then $\mathbb{E}\left(\left|X\left(t_{0}-\right)\right|\right)<\infty$ and $\lim _{\ell \rightarrow \infty} \mathbb{E}\left(\left|X\left(\tau_{\ell}\right)-X\left(t_{0}-\right)\right|\right)=0$. In addition, $\lim _{h \downarrow 0} \mathbb{E}\left(\left|X\left(t_{0}+h\right)-X\left(t_{0}\right)\right|\right)=0$.

The following result also follows from our discussion.
5.143. Corollary. Let $\{X(t): t \geqslant 0\}$ be a submartingale. If the function $t \mapsto$ $\mathbb{E}(X(t))$ is $\mathbb{P}$-almost surely continuous, then the process $\{A(t): t \geqslant 0\}$ is $\mathbb{P}$ almost surely continuous as well.
5.144. Remark. Several people have reformulated and extended Komlos' result as a principle of subsequences, e.g. see Chatterji [30]. Others have treated an infinite dimensional version, e.g. see Balder [7]. In [96], Exercise 3, p. 103 the authors give an example of a submartingale which is not of class (DL). In fact Métivier and Pellaumail give the following example. Let $\Omega$ be the interval $[0,1]$ with Lebesgue measure and let $0=t_{0}<t_{1}<\ldots<t_{n}<\ldots<1$ be a sequence such that $\lim _{n \rightarrow \infty} t_{n}=1$. Define the process $X$ by

$$
X(t, \omega)=-\sum_{n=1}^{\infty} 2^{n} 1_{\left[t_{n-1}, t_{n}\right)}(t) 1_{\left(1-2^{-n}, 1\right]}(\omega), \quad \omega \in[0,1], \quad t \geqslant 0 .
$$

Then $X$ is a submartingale, $X$ is not of class (DL) and $X$ is a martingale on the interval $[0,1)$. If $t_{n-1} \leqslant t<t_{n}$, we write $\mathcal{F}_{t}$ for the $\sigma$-field generated by $\left.\left\{(j-1) 2^{-n}, j 2^{n}\right]: 1 \leqslant j \leqslant 2^{n}\right\}$. If $t \geqslant 1$, then $\mathcal{F}_{t}$ is the Borel field of $[0,1]$.
5.145. Definition. Let $\{Y(t): t \geqslant 0\}$ be a martingale in $L^{2}(\Omega, \mathcal{F}, \mathbb{P})$. Then $\left\{|Y(t)|^{2}: t \geqslant 0\right\}$ is a submartingale of class (DL). So by Theorem 5.130 there
exists a unique martingale $\{M(t): t \geqslant 0\}$ with $M(0)=|Y(0)|^{2}$ and an increasing predictable right-continuous process $\{\langle Y\rangle(t): t \geqslant 0\}$ in $L^{1}(\Omega, \mathcal{F}, \mathbb{P})$ such that

$$
|Y(t)|^{2}=M(t)+\langle Y\rangle(t), \quad \mathbb{P} \text {-almost surely. }
$$

The process $\{\langle Y\rangle(t): t \geqslant 0\}$ is called the (quadratic) variation or variance process of $\{Y(t): t \geqslant 0\}$.
5.146. Example. Let $\{B(t): t \geqslant 0\}$ be $\nu$-dimensional Brownian motion. Then the process $\{t \mapsto \nu t: t \geqslant 0\}$ is the corresponding quadratic variation process.
5.147. Example. let $t \mapsto \int_{0}^{t} F_{1}(s) d B(s)$ and $t \mapsto \int_{0}^{t} F_{2}(s) d B(s)$ be two local martingales. Then the process $t \mapsto \int_{0}^{t} F_{1}(s) F_{2}(s) d s$ is the corresponding covariation process.


## Subjects for further research and presentations

The following topics may be of interest for a presentation and/or further research:
(1) Certain pseudo-differential operators of order less than or equal to 2 can be put into correspondence with space-homogeneous or non-spacehomogeneous Markov processes. A detailed exposition can be found in Jacob [62, 63, 64].
(2) Viscosity solutions to partial differential equations. The standard reference for this subject is Crandall, Ishii, and Lions [35]. This topic can also be treated in the context of Backward Stochastic Differential Equations (BSDEs): see, e.g., Pardoux [109].
(3) Elliptic differential operators of second order (and Markov processes); see, e.g., Øksendael [106].
(4) Parabolic differential operators (of second order and Markov processes). An interesting article in this context is Bossy and Champagnat [23]. The abstract of this paper reads: "We present the main concepts of the theory of Markov processes: transition semigroups, Feller processes, infinitesimal generator, Kolmogorov's backward and forward equations, and Feller diffusion. We also give several classical examples including stochastic differential equations (SDEs) and backward stochastic differential equations (BSDEs) and describe the links between Markov processes and parabolic partial differential equations (PDEs). In particular, we state the Feynman-Kac formula for linear PDEs and BSDEs, and we give some examples of the correspondence between stochastic control problems and Hamilton-Jacobi-Bellman (HJB) equations and between optimal stopping problems and variational inequalities. Several examples of financial applications are given to illustrate each of these results, including European options, Asian options, and American put options."
(5) Solutions to stochastic differential equations and the corresponding second order differential equation (of parabolic type) satisfied by the onedimensional distributions.
(6) Backward stochastic differential equations and their viscosity solutions; see, e.g. Pardoux [109], Van Casteren [147], Boufoussi and Van Casteren $[\mathbf{2 4}, \mathbf{2 5}]$, Boufoussi, Van Casteren and Mhardy [26].
(7) Heat equation on a Riemannian manifold. A relevant book in this context is [59]. For connections with stochastic differential equations on manifolds see, e.g., Elworthy [52, 53].
(8) Oscillatory integrals and related path integrals. There is a lot of literature on this subject. Nice papers on this topic are Albeverio and Mazzucchi [1, 2]. Interesting books are, e.g., Mazzucchi [95], Johnson and Lapidus [65], and Kleinert [69].
(9) Malliavin calculus, or stochastic calculus of variations, and applications to regularity properties of integral kernels. For details see e.g.

Nualart $[\mathbf{1 0 3}, \mathbf{1 0 4}]$. Other references which contain results on and applications of Malliavin calculus include: Cruzeiro and Malliavin [36], Stroock [127, 128, 129], Cruzeiro and Zambrini [37], [38]. Of course the original work by Malliavin should not be forgotten: [92]. The book by Bismut [18] combines Malliavin calculus with the theory of large deviations. For a discussion on Malliavin calculus in relation to Lévy processes see, e.g., Osswald [108]. A rather elementary approach to Malliavin calculus can be found in Friz [56]. For application to stochastic differential equations see, e.g., Takeuchi [135]. For applications of Malliavin calculus to operator semigroups see, e.g., Léandre [83, 84]. For Malliavin calculus without probability theory see [82].
(10) Books and papers with literature on financial mathematics include: León, Solé, Utzet, and Vives [85], Nualart and Schoutens [105], Malliavin and Thalmaier [93], Karatsas and Shreve [66], Gulisashvili [60], El Karoui and Mazliak [51], El Karoui, Pardoux and Quenez [49], Lim [87]. Other references include Zhang and Zhou (editors) [155] and Tsoi, Nualart and Yin [138].
(11) Another interesting subject is "Ergodic theory" and, correspondingly, invariant measures. We mention some references: Krengel [75], Karlin and Taylor $[\mathbf{6 7}]$, Meyn and Tweedie [ $\mathbf{9 7}]$, Eisner and Nagel [48], Van Casteren [146], Seidler [119], Goldys [58], [115].
(12) Central limit theorems and related results are also relevant. Again we mention some references: Bhattaraya and Waymire [15], Nourdin and Peccati [101], Barbour and Chen [8], Berckmoes, Lowen and Van Casteren $[11,12,13,14]$, Tao [137], Stein $[124,125]$, Chen, Goldstein and Shao [31], Barbour and Hall [9].
(13) Investigate Markov processes with a Polish space as state space: see, e.g., Sharpe [120], Swart and Winter [134], Van Casteren [146], Bovier [27].
(14) Discuss and make a careful study of the Skorohod space as described in Remark 3.40. Try to include applications to convergence properties of stochastic processes.
(15) Discuss stochastic analysis in the infinite-dimensional context. A nice and relevant survey paper is [150] written by van Neerven, Veraar and Weis. A simplified version in Dutch is authored by van Neerven: see [149].
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$D$ : dyadic rational numbers, 380
K: strike price, 191
$N(\cdot)$ : normal distribution, 191
$P^{\prime}(\Omega)$ : compact metrizable Hausdorff space, 129
$S$ : spot price, 191
$T$ : maturity time, 191
$\lambda$-system, 1, 68
$\mathcal{G}_{\delta}$-set, 332,334
$\mathcal{M}$ : space of complex measures on $\mathbb{R}^{\nu}, 298$
$\mu_{0, t}^{x, y}, 103$
$\pi$-system, 68
$\sigma$-algebra, 1, 3
$\sigma$-field, 1,3
$\sigma$ : volatility, 191
$r$ : risk free interest rate, 191
(DL)-property, 416
adapted process, 17, 374, 389, 406
additive process, 23,24
affine function, 8
affine term structure model, 210
Alexandroff compactification, 301
almost sure convergence of sub-martingales, 386
arbitrage-free, 190
backward propagator, 197
Banach algebra, 298, 303
Bernoulli distributed random variable, 56
Bernoulli topology, 310
Beurling-Gelfand formula, 302, 303
Birkhoff's ergodic theorem, 74
birth-dearth process, 35
Black-Scholes model, 187, 190
Black-Scholes parameters, 193
Black-Scholes PDE, 190
Bochner's theorem, 90, 91, 308, 314
Boolean algebra of subsets, 361
Borel-Cantelli's lemma, 42, 105
Brownian bridge, 94, 98, 99, 101
Brownian bridge measure
conditional, 103
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continuous, 104
distribution of, 107
geometric, 188
Hölder continuity of, 154
pinned, 98
standard, 70
Brownian motion with drift, 98
cadlag modification, 395
cadlag process, 376
Cameron-Martin Girsanov formula, 277
Cameron-Martin transformation, 182, 280
canonical process, 109
Carathéodory measurable set, 363
Carathéodory's extension theorem, 361, 362, 364
central limit theorem, 74
multivariate, 70
Chapman-Kolmogorov identity, 16, 25, 81, 107, 116, 149
characteristic function, $76,102,390$
characteristic function (Fourier transform), 98
classification properties of Markov chains, 35
closed martingale, 17, 150
compact-open topology, 310
complex Radon measure, 296
conditional Brownian bridge measure, 103
conditional expectation, 2, 3, 78
conditional expectation as orthogonal projection, 5
conditional expectation as projection, 5
conditional probability kernel, 399
consistent family of probability spaces, 66
consistent system of probability measures, 13, 360
content, 362
exended, 362
continuity theorem of Lévy, 324
contractive operator, 197
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convex function and affine functions, 8
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convolution semigroup of probability measures, 391
coupling argument, 288
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decomposition theorem of Doob-Meyer, 20
delta hedge portfolio, 190
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discrete state space, 25
discrete stopping time, 19
dispersion matrix, 94
dissipative operator, 118
distribution of random variable, 102
distributional solution, 266
Doléans measure, 168
Donsker's invariance principle, 71
Doob's convergence theorem, 17, 18
Doob's maximal inequality, 21, 23, 160, 384
Doob's maximality theorem, 21
Doob's optional sampling theorem, 20, 86, 381, 388, 409
Doob-Meyer decomposition
for discrete sub-martingales, 383
Doob-Meyer decomposition theorem, 148, $149,295,384,410,419,421$
downcrossing, 157
Dynkin system, 1, 68, 111, 300, 378
Elementary renewal theorem, 38
equi-integrable family, 369
ergodic theorem, 295
ergodic theorem in $L^{2}, 342$
ergodic theorem of Birkhoff, 76, 340, 344, 354
European call option, 188
European put option, 188
event, 1
exit time, 84
exponential Brownian motion, 186
exponential local martingale, 254, 255
exponential martingale probability measure, 192
extended content, 362
extension theorem
of Kolmogorov, 360
exterior measure, 364
face value, 210
Feller semigroup, 79, 113, 114, 120, 121, 140, 264
conservative, 114
generator of, 118, 137, 140, 143, 144
strongly continuous, 113
Feller-Dynkin semigroup, 79, 122, 264
Feynman-Kac formula, 181
filtration, 109, 264
right closure of, 109
finite partition, 3
finite-dimensional distribution, 373
first hitting time, 18
forward propagator, 197
forward rate, 214
Fourier transform, 90, 93, 96, 102, 251
Fubini's theorem, 199
full history, 109
function
positive-definite, 305
functional central limit theorem (FCLT), 70, 71

Gaussian kernel, 16, 107
Gaussian process, 89, 110, 115, 200, 203
Gaussian variable, 153
Gaussian vector, 76, 93, 94
GBM, 186
geometric Brownian motion, 189
generator of Feller semigroup, 118, 137, $140,144,228,230,231,233$
generator of Markov process, 200, 203
geometric Brownian motion, 188
geometric Brownian motion $=$ GBM, 186
Girsanov transformation, 182, 243, 280
Girsanov's theorem, 193
graph, 232
Gronwall's inequality, 246
Hölder continuity of Brownian motion, 154
Hölder continuity of processes, 151
Hahn decomposition, 295
Hahn-Kolmogorov's extension theorem, 364
harmonic function, 86
hedging strategy, 188
Hermite polynomial, 258
Hilbert cube, 333, 334
hitting time, 18
i.i.d. random variables, 24
index set, 11
indistinguishable processes, 104, 374, 386
information from the future, 374
initial reward, 40
integration by parts formula, 282
interest rate model, 204
internal history, 374, 394
invariant measure, $35,48,51,201,204$
minimal, 50
irreducible Markov chain, 48, 51, 54
Itô calculus, 87, 278, 279
Itô isometry, 162
Itô representation theorem, 274
Itô's lemma, 189, 270
Jensen inequality, 149
Kolmogorov backward equation, 26
Kolmogorov forward equation, 26
Kolmogorov matrix, 26
Kolmogorov's extension theorem, 13, 17, 89-91, 93, 125, 130, 357, 360, 361, 366
Komlos' theorem, 295, 409, 420
Lévy's weak convergence theorem, 115
Lévy process, 89, 389, 390, 392
Lévy's characterization of Brownian motion, 194, 249
law of random variable, 102
Lebesgue-Stieltjes measure, 364
lemma of Borel-Cantelli, 10, 152
lexicographical ordering, 333
life time, 79,117
local martingale, 194, 252, 264, 267, 268, 271, 278, 280
local time, 292
locally compact Hausdorff space, 15
marginal distribution, 373
marginal of process, 13
Markov chain, 35, 44, 58, 59, 66
irreducible, 48, 54
recurrent, 48
Markov chain recurrent, 48
Markov process, 1, 16, 29, 30, 61, 79, 89, $102,110,113,115,119,144,202,406$, 408
strong, 119, 406
time-homogeneous, 407
Markov property, 25, 26, 30, 31, 46, 82, $110,113,142$
strong, 44
martingale, $1,17,20,80-82,85-88,103$, 109, 243, 280, 281, 378, 382, 396
(DL)-property, 227
closed, 17
local, 194
maximal inequality for, 225
martingale measure, 209, 281
martingale problem, 118, 128, 137, 140,
$143,144,228,230,231,235,264,265$
uniquely solvable, 118
well-posed, 118
martingale property, 131
martingale representation theorem, 263, 275
maximal ergodic theorem, 351
maximal inequality of Doob, 386
maximal inequality of Lévy, 104
maximal martingale inequality, 225
maximum principle, 118, 140, 141, 143, 232
measurable mapping, 377
measure
invariant, 48, 201, 204
mesaure
invariant, 204
mesure
stationary, 204
metrizable space, 15
Meyer process, 419
minimal invariant measure, 50
modification, 374
monotone class theorem, 69, 103, 107, $110,112,116,378,394,398,401,404$
alternative, 378
multiplicative process, 23, 24, 79
multivariate classical central limit theorem, 70
multivariate normal distributed vector, 76
multivariate normally distributed random vector, 93
negative-definite function, 314, 316, 396
no-arbitrage assumption, 209
non-null recurrent state, 51
non-null state, 47
non-positive recurrent random walk, 57
non-time-homogeneous process, 23
normal cumulative distribution, 188
normal distribution, 197
Novikov condition, 281
Novikov's condition, 209
null state, 47
numéraire, 215
number of upcrossings, 156, 379, 380
one-point compactification, 15
operator
dissipative, 118
operator which maximally solves the martingale problem, 118, 140, 228
Ornstein-Uhlenbeck process, 98, 102, 200, 201, 210
orthogonal projection, 340
oscillator process, 98, 99
outer measure, 363, 364
partial reward, 40
partition, 4
path, 373
path space, 117
pathwise solutions to SDE, 288, 289
unique, 291, 292
pathwise solutions to SDE's, 244
payoff process
discounted, 193
PDE for bond price in the Vasicek model, 213
pe-measure, 362
persistent state, 47
pinned Brownian motion, 98
Poisson process, 26, 27, 29, 36, 89, 159
Polish space, 15, 90, 123, 334, 335, 360, 361, 366
portfolio
delta hedge, 190
positive state, 47
positive-definite function, $297,302,305$, 314
positive-definite matrix, $90,96,197$
positivity preserving operators, 345
pre-measure, 363,364
predictable process, 20, 193, 418
probability kernel, 399, 408
probability measure, 1
probability space, 1
process
Gaussian, 200, 203
increasing, 21
predictable, 20
process adapted to filtration, 374
process of class (DL), 20, 21, 148, 149, 161, 409-411, 420, 421
progressively measurable process, 377
Prohorov set, 72, 335, 337-339
projective system of probability measures, $13,121,360$
projective system of probability spaces, 125
propagator
backward, 197
quadratic covariation process, 249, 264, 279
quadratic variation process, 253
Radon-Nikodym derivative, 11, 408
Radon-Nikodym theorem, 4, 78, 408
random walk, 58
realization, 25,373
recurrent Markov chain, 48
recurrent state, 47
recurrent symmetric random walk, 55
reference measure, $80,81,83$
reflected Brownian motion, 228
renewal function, 35
renewal process, 35,40
renewal-reward process, 39, 40
renewal-reward theorem, 41
resolvent family, 122
return time, 55
reward
initial, 40
partial, 40
terminal, 40
reward function, 40
Riemann-Stieltjes integral, 364
Riesz representation theorem, 295, 296, 305
right closure of filtration, 109
right-continuous filtration, 374
right-continuous paths, 19
ring of subsets, 361
risk-neutral measure, 193, 209
risk-neutral probability measure, 192
running maximum, 23
sample path, 25
sample path space, 11,25
sample space, 25
semi-martingale, 419
semi-ring, 364
semi-ring of subsets, 361,362
semigroup
Feller, 264
Feller-Dynkin, 264
shift operator, 109, 117
Skorohod space, 117, 122, 128
Skorohod-Dudley-Wichura representation theorem, 283, 286
Souslin space, $90,361,365,366$
space-homogeneous process, 29
spectral radius, 303
standard Brownian motion, 70
state
non-null, 47
null, 47
persistent, 47
positive, 47
recurrent, 47
state space, $11,17,79,117,400,406$
discrete, 25
state variable, 11, 25, 117
state variables, 125
state:transient, 47
stationary distribution, 25, 51
stationary measure, 204
stationary process, 11
step functions with unit jumps, 159
Stieltjes measure, 364
Stirling's formula, 54
stochastic differential equation, 182
stochastic integral, 102, 253
stochastic process, 10
stochastic variable, 11, 371
stochastically continuous process, 159
stochastically equivalent processes, 374
stopped filtration, 377
stopping time, $18,20,44,58,64,68,112$, 252, 374-377, 381, 382, 405
discrete, 19
terminal, 18, 24
strong law of large numbers, $41,76,155$, 340, 344
strong law of large numbers (SLLN), 38
strong Markov process, 102, 119, 121, 140, 406
strong Markov property, 44, 48, 113
strong solution to SDE, 244
strong solutions to SDE
unique, 244
strong time-dependent Markov property, 113, 120
strongly continuous Feller semigroup, 113
sub-martingale, 378, 381, 384
sub-probability kernel, 406
sub-probability measure, 1
submartingale, $17,20,227$
submartingale convergence theorem, 158
submartingale of class (DL), 421
super-martingale, 378
supermartingale, 17, 20
Tanaka's example, 292
terminal reward, 40
terminal stopping time, 18, 24, 83
theorem
Itô representation, 274
Kolmogorov's extension, 278
martingale representation, 275
of Arzela-Ascoli, 72, 73
of Bochner, 90, 304, 308
of Doob-Meyer, 20
of Dynkin-Hunt, 397
of Fernique, 221
of Fubini, 199, 330
of Girsanov, 277, 280
of Helly, 334
of Komlos, 409
of Lévy, 253, 270, 290
of Prohorov, 72
of Radon-Nikodym, 290
of Riemann-Lebesgue, 300
of Scheffé, 39, 278, 369
of Schoenberg, 314
of Stone-Weierstrass, 301, 305
Skorohod-Dudley-Wichura
representation, 283, 286
time, 11
time change, 19
stochastic, 19
time-dependent Markov process, 200, 203
time-homogeneous process, 11, 29
time-homogeneous transition probability, 25
time-homogenous Markov process, 407
topology of uniform convergence on compact subsets, 310
tower property of conditional expectation, 5
transient non-symmetric random walk, 57
transient state, 47
transient symmetric random walk, 55
transition function, 119
transition matrix, 51
translation operator, 11, 25, 109, 117, 400, 406
translation variables, 125
uniformly distributed random variable, 394
uniformly integrable family, $5,6,20,39$, 369, 388
uniformly integrable martingale, 389
uniformly integrable sequence, 385
unique pathwise solutions to SDE, 244
uniqueness of the Doob-Meyer decomposition, 417
unitary operator, 340, 342
upcrossing inequality, 156, 157, 383
upcrossing times, 156
upcrossings, 156
vague convergence, 371
vague topology, 310, 334
vaguely continuous convolution semigroup of measures, 315
vaguely continuous convolution semigroup of probability measures, 389,390
Vasicek model, 204, 210
volatility, 188
von Neumann's ergodic theorem, 340
Wald's equation, 36
weak convergence, 325
weak law of large numbers, 75,340
weak solutions, 264
weak solutions to SDE's, 244, 277, 280, 288
unique, 265, 292
weak solutions to stochastic differential equations, 265
weak topology, 310
weak*-topology, 334
weakly compact set, 338, 339
Wiener process, 98
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