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## Preface

The project of revising Kempthorne's 1952 book Design and Analysis of Experiments started many years ago. Our desire was to not only make minor changes to what had become a very successful book but to update it and incorporate new developments in the field of experimental design. Our involvement in teaching this topic to graduate students led us soon to the decision to separate the book into two volumes, one for instruction at the MS level and one for instruction and reference at the more advanced level.

Volume 1 (Hinkelmann and Kempthorne, 1994) appeared as an Introduction to Experimental Design. It lays the philosophical foundation and discusses the principles of experimental design, going back to the ground-breaking work of the founders of this field, R. A. Fisher and Frank Yates. At the basis of this development lies the randomization theory as advocated by Fisher and the further development of these ideas by Kempthorne in the form of derived linear models. All the basic error control designs, such as completely randomized design, block designs, Latin square type designs, split-plot designs, and their associated analyses are discussed in this context. In doing so we draw a clear distinction among the three components of an experimental design: the error control design, the treatment design, and the sampling design.

Volume 2 builds upon these foundations and provides more details about certain aspects of error control and treatment designs and the connections between them. Much of the effort is concentrated on the construction of incomplete block designs for various types of treatment structures, including "ordinary" treatments, control and test treatments, and factorial treatments. This involves, by necessity, a certain amount of combinatorics and leads, almost automatically, to the notions of balancedness, partial balancedness, orthogonality, and uniformity. These, of course, are also generally desirable properties of experimental designs and aspects of their analysis.

In our discussion of ideas and methods we always emphasize the historical developments of and reasons for the introduction of certain designs. The development of designs was often dictated by computational aspects of the ensuing analysis, and this, in turn, led to the properties mentioned above. Even though
in the age of powerful computers and the wide availability of statistical computer software these concerns no longer play the dominant feature, we remind the reader that such properties have general statistical appeal and often serve as starting points for new developments. Moreover, we caution the reader that not all software can be trusted all the time when it comes to the analysis of data from completely unstructured designs, apart from the fact that the interpretation of the results may become difficult and ambiguous.

The development and introduction of new experimental designs in the last 50 years or so has been quite staggering, brought about, in large part, by an everwidening field of applications and also by the mathematical beauty and challenge that some of these designs present. Whereas many designs had their origin in agricultural field experiments, it is true now that these designs as well as modifications, extensions, and new developments were initiated by applications in almost all types of experimental research, including industrial and clinical research. It is for this reason that books have been written with special applications in mind. We, on the other hand, have tried to keep the discussion in this book as general as possible, so that the reader can get the general picture and then apply the results in whatever area of application is desired.

Because of the overwhelming amount of material available in the literature, we had to make selections of what to include in this book and what to omit. Many special designs or designs for special cases (parameters) have been presented in the literature. We have concentrated, generally speaking, on the more general developments and results, providing and discussing methods of constructing rather large classes of designs. Here we have built upon the topics discussed in Kempthorne's 1952 book and supplemented the material with more recent topics of theoretical and applications oriented interests. Overall, we have selected the material and chosen the depth of discussion of the various topics in order to achieve our objective for this book, namely to serve as a textbook at the advanced graduate level and as a reference book for workers in the field of experimental design. The reader should have a solid foundation in and appreciation of the principles and fundamental notions of experimental design as discussed, for example, in Volume 1. We realize that the material presented here is more than can be covered in a one-semester course. Therefore, the instructor will have to make choices of the topics to be discussed.

In Chapters 1 through 6 we discuss incomplete block and row-column designs at various degrees of specificity. In Chapter 1 we lay the general foundation for the notion and analysis of incomplete block designs. This chapter is essential because its concepts permeate through almost every chapter of the book, in particular the ideas of intra- and interblock analyses. Chapters 2 through 5 are devoted to balanced and partially balanced incomplete block designs, their special features and methods of construction. In Chapter 6 we present some other types of incomplete block designs, such as $\alpha$-designs and control-test treatment comparison designs. Further, we discuss various forms of row-column designs as examples of the use of additional blocking factors.

In Chapters 7 through 13 we give a general discussion of the most fundamental and important ideas of factorial designs, beginning with factors at two levels (Chapters 7 through 9), continuing with the case of factors with three levels (Chapter 10) through the general case of symmetrical and asymmetrical factorial designs (Chapters 11 and 12), and concluding with the important concept of fractional factorial designs (Chapter 13). In these chapters we return often to the notion of incomplete block designs as we discuss various systems of confounding of interaction effects with block effects.

Additional topics involving factorial designs are taken up in Chapters 14 through 17. In Chapter 14 we discuss the important concept of main effect plans and their construction. This notion is then extended to supersaturated designs (Chapter 15) and incorporated in the ideas of search designs (Chapter 16) and robust-design or Taguchi experiments (Chapter 17). We continue with an extensive chapter about lattice designs (Chapter 18), where the notions of factorial and incomplete block designs are combined in a unique way. We conclude the book with a chapter on crossover designs (Chapter 19) as an example where the ideas of optimal incomplete row-column designs are complemented by the notion of carryover effects.

In making a selection of topics for teaching purposes the instructor should keep in mind that we consider Chapters 1, 7, 8, 10, and 13 to be essential for the understanding of much of the material in the book. This material should then be supplemented by selected parts from the remaining chapters, thus providing the student with a good understanding of the methods of constructing various types of designs, the properties of the designs, and the analyses of experiments based on these designs. The reader will notice that some topics are discussed in more depth and detail than others. This is due to our desire to give the student a solid foundation in what we consider to be fundamental concepts.

In today's computer-oriented environment there exist a number of software programs that help in the construction and analysis of designs. We have chosen to use the Statistical Analysis System (SAS) for these purposes and have provided throughout the book examples of input statements and output using various procedures in SAS, both for constructing designs as well as analyzing data from experiments based on these designs. For the latter, we consider, throughout, various forms of the analysis of variance to be among the most important and informative tools.

As we have mentioned earlier, Volume 2 is based on the concepts developed and described in Volume 1. Nevertheless, Volume 2 is essentially self-contained. We make occasional references to certain sections in Volume 1 in the form (I.xx.yy) simply to remind the reader about certain notions. We emphasize again that the entire development is framed within the context of randomization theory and its approximation by normal theory inference. It is with this fact in mind that we discuss some methods and ideas that are based on normal theory.

There exist a number of books discussing the same types of topics that we exposit in this book, some dealing with only certain types of designs, but perhaps present more details than we do. For some details we refer to these books
in the text. A quite general, but less detailed discussion of various aspects of experimental design is provided by Cox and Reid (2000).

Even though we have given careful attention to the selection of material for this book, we would be remiss if we did not mention that certain areas are completely missing. For example, the reader will not find any discussion of Bayesian experimental design. This is, in part, due to our philosophical attitude toward the Bayesian inferential approach (see Kempthorne, 1984; Hinkelmann, 2001). To explain, we strongly believe that design of experiment is a Bayesian experimentation process, not a Bayesian inference process, but one in which the experimenter approaches the experiment with some beliefs, to which he accommodates the design. It is interesting to speculate whether precise mathematical formulation of informal Bayesian thinking will be of aid in design. Another area that is missing is that of sequential design. Here again, we strongly believe and encourage the view that most experimentation is sequential in an operational sense. Results from one, perhaps exploratory, experiment will often lead to further, perhaps confirmatory, experimentation. This may be done informally or more formally in the context of sequential probability ratio tests, which we do not discuss explicitly. Thus, the selection and emphases are to a certain extent subjective and reflect our own interests as we have taught over the years parts of the material to our graduate students.

As mentioned above, the writing of this book has extended over many years. This has advantages and disadvantages. My (K.H.) greatest regret, however, is that the book was not completed before the death of my co-author, teacher, and mentor, Oscar Kempthorne. I only hope that the final product would have met with his approval.

This book could not have been completed without the help from others. First, we would like to thank our students at Virginia Tech, Iowa State University, and the University of Dortmund for their input and criticism after being exposed to some of the material. K.H. would like to thank the Departments of Statistics at Iowa State University and the University of Dortmund for inviting him to spend research leaves there and providing him with support and a congenial atmosphere to work. We are grateful to Michele Marini and Ayca Ozol-Godfrey for providing critical help with some computer work. Finally, we will never be able to fully express our gratitude to Linda Breeding for her excellent expert word-processing skills and her enormous patience in typing the manuscript, making changes after changes to satisfy our and the publisher's needs. It was a monumental task and she did as well as anybody possibly could.

## CHAPTER1

## General Incomplete Block Design

### 1.1 INTRODUCTION AND EXAMPLES

One of the basic principles in experimental design is that of reduction of experimental error. We have seen (see Chapters I. 9 and I.10) that this can be achieved quite often through the device of blocking. This leads to designs such as randomized complete block designs (Section I.9.2) or Latin square type designs (Chapter I.10). A further reduction can sometimes be achieved by using blocks that contain fewer experimental units than there are treatments.

The problem we shall be discussing then in this and the following chapters is the comparison of a number of treatments using blocks the size of which is less than the number of treatments. Designs of this type are called incomplete block designs (see Section I.9.8). They can arise in various ways of which we shall give a few examples.

In the case of field plot experiments, the size of the plot is usually, though by no means always, fairly well determined by experimental and agronomic techniques, and the experimenter usually aims toward a block size of less than 12 plots. If this arbitrary rule is accepted, and we wish to compare 100 varieties or crosses of inbred lines, which is not an uncommon situation in agronomy, we will not be able to accommodate all the varieties in one block. Instead, we might use, for example 10 blocks of 10 plots with different arrangements for each replicate (see Chapter 18).

Quite often a block and consequently its size are determined entirely on biological or physical grounds, as, for example, a litter of mice, a pair of twins, an individual, or a car. In the case of a litter of mice it is reasonable to assume that animals from the same litter are more alike than animals from different litters. The litter size is, of course, restricted and so is, therefore, the block size. Moreover, if one were to use female mice only for a certain investigation, the block size would be even more restricted, say to four or five animals. Hence,

[^0]comparing more than this number of treatments would require some type of incomplete block design.

Suppose we wish to compare seven treatments, $T_{1}, T_{2}, T_{3}, T_{4}, T_{5}, T_{6}, T_{7}$, say, using female mice, and suppose we have several litters with four females. We then could use the following incomplete block design, which, as will be explained later, is a balanced incomplete block design:

|  | Animal |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Litter | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| 1 | $T_{1}$ | $T_{4}$ | $T_{7}$ | $T_{6}$ |
| 2 | $T_{3}$ | $T_{6}$ | $T_{5}$ | $T_{7}$ |
| 3 | $T_{7}$ | $T_{1}$ | $T_{2}$ | $T_{5}$ |
| 4 | $T_{1}$ | $T_{2}$ | $T_{3}$ | $T_{6}$ |
| 5 | $T_{2}$ | $T_{7}$ | $T_{3}$ | $T_{4}$ |
| 6 | $T_{5}$ | $T_{3}$ | $T_{4}$ | $T_{1}$ |
| 7 | $T_{2}$ | $T_{4}$ | $T_{5}$ | $T_{6}$ |

Notice that with this arrangement every treatment is replicated four times, and every pair of treatments occurs together twice in the same block; for example, $T_{1}$ and $T_{2}$ occur together in blocks 3 and 4.

Many sociological and psychological studies have been done on twins because they are "alike" in many respects. If they constitute a block, then the block size is obviously two. A number of incomplete block designs are available for this type of situation, for example, Kempthorne (1953) and Zoellner and Kempthorne (1954).

Blocks of size two arise also in some medical studies, when a patient is considered to be a block and his eyes or ears or legs are the experimental units.

With regard to a car being a block, this may occur if we wish to compare brands of tires, using the wheels as the experimental units. In this case one may also wish to take the effect of position of the wheels into account. This then leads to an incomplete design with two-way elimination of heterogeneity (see Chapters 6 and I.10).

These few examples should give the reader some idea why and how the need for incomplete block designs arises quite naturally in different types of research. For a given situation it will then be necessary to select the appropriate design from the catalogue of available designs. We shall discuss these different types of designs in more detail in the following chapters along with the appropriate analysis.

Before doing so, however, it seems appropriate to trace the early history and development of incomplete block designs. This development has been a remarkable achievement, and the reader will undoubtedly realize throughout the next chapters that the concept of incomplete block designs is fundamental to the understanding of experimental design as it is known today.

The origins of incomplete block designs go back to Yates (1936a) who introduced the concept of balanced incomplete block designs and their analysis utilizing both intra- and interblock information (Yates, 1940a). Other incomplete block designs were also proposed by Yates (1936b, 1937a, 1940b), who referred to these designs as quasi-factorial or lattice designs. Further contributions in the early history of incomplete block designs were made by Bose $(1939,1942)$ and Fisher (1940) concerning the structure and construction of balanced incomplete block designs. The notion of balanced incomplete block design was generalized to that of partially balanced incomplete block designs by Bose and Nair (1939), which encompass some of the lattice designs introduced earlier by Yates. Further extensions of the balanced incomplete block designs and lattice designs were made by Youden (1940) and Harshbarger (1947), respectively, by introducing balanced incomplete block designs for eliminating heterogeneity in two directions (generalizing the concept of the Latin square design) and rectangular lattices some of which are more general designs than partially balanced incomplete block designs. After this there has been a very rapid development in this area of experimental design, and we shall comment on many results more specifically in the following chapters.

### 1.2 GENERAL REMARKS ON THE ANALYSIS OF INCOMPLETE BLOCK DESIGNS

The analysis of incomplete block designs is different from the analysis of complete block designs in that comparisons among treatment effects and comparisons among block effects are no longer orthogonal to each other (see Section I.7.3). This is referred to usually by simply saying that treatments and blocks are not orthogonal. This nonorthogonality leads to an analysis analogous to that of the two-way classification with unequal subclass numbers. However, this is only partly true and applies only to the analysis that has come to be known as the intrablock analysis.

The name of the analysis is derived from the fact that contrasts in the treatment effects are estimated as linear combinations of comparisons of observations in the same block. In this way the block effects are eliminated and the estimates are functions of treatment effects and error (intrablock error) only. Coupled with the theory of least squares and the Gauss-Markov theorem (see I.4.16.2), this procedure will give rise to the best linear unbiased intrablock estimators for treatment comparisons. Historically, this has been the method first used for analyzing incomplete block designs (Yates, 1936a). We shall derive the intrablock analysis in Section 1.3.

Based upon considerations of efficiency, Yates (1939) argued that the intrablock analysis ignores part of the information about treatment comparisons, namely that information contained in the comparison of block totals. This analysis has been called recovery of interblock information or interblock analysis.

Yates $(1939,1940 a)$ showed for certain types of lattice designs and for the balanced incomplete block design how these two types of analyses can be combined to yield more efficient estimators of treatment comparisons. Nair (1944) extended these results to partially balanced incomplete block designs, and Rao (1947a) gave the analysis for any incomplete block design showing the similarity between the intrablock analysis and the combined intra- and interblock analysis.

The intrablock analysis, as it is usually presented, is best understood by assuming that the block effects in the underlying linear model are fixed effects. But for the recovery of interblock information the block effects are then considered to be random effects. This leads sometimes to confusion with regard to the assumptions in the combined analysis, although it should be clear from the previous remark that then the block effects have to be considered random effects for both the intra- and interblock analysis. To emphasize it again, we can talk about intrablock analysis under the assumption of either fixed or random block effects. In the first case ordinary least squares (OLS) will lead to best linear unbiased estimators for treatment contrasts. This will, at least theoretically, not be true in the second case, which is the reason for considering the interblock information in the first place and using the Aitken equation (see I.4.16.2), which is also referred to as generalized (weighted) least squares.

We shall now derive the intrablock analysis (Section 1.3), the interblock analysis (Section 1.7), and the combined analysis (Section 1.8) for the general incomplete block design. Special cases will then be considered in the following chapters.

### 1.3 THE INTRABLOCK ANALYSIS

### 1.3.1 Notation and Model

Suppose we have $t$ treatments replicated $r_{1}, r_{2}, \ldots, r_{t}$ times, respectively, and $b$ blocks with $k_{1}, k_{2}, \ldots, k_{b}$ units, respectively. We then have

$$
\sum_{i=1}^{t} r_{i}=\sum_{j=1}^{b} k_{j}=n
$$

where $n$ is the total number of observations.
Following the derivation of a linear model for observations from a randomized complete block design (RCBD), using the assumption of additivity in the broad sense (see Sections I.9.2.2 and I.9.2.6), an appropriate linear model for observations from an incomplete block design is

$$
\begin{equation*}
y_{i j \ell}=\mu+\tau_{i}+\beta_{j}+e_{i j \ell} \tag{1.1}
\end{equation*}
$$

$\left(i=1,2, \ldots, t ; j=1,2, \ldots, b ; \ell=0,1, \ldots, n_{i j}\right)$, where $\tau_{i}$ is the effect of the $i$ th treatment, $\beta_{j}$ the effect of the $j$ th block, and $e_{i j \ell}$ the error associated with the
observation $y_{i j \ell}$. As usual, the $e_{i j \ell}$ contain both experimental and observational (sampling) error, that is, using notation established in Volume 1,

$$
e_{i j \ell}=\epsilon_{i j \ell}+\eta_{i j \ell}
$$

with $\epsilon_{i j \ell}$ representing experimental error and $\eta_{i j \ell}$ representing observational error. Also, based on previous derivations (see I.6.3.4), we can treat the $e_{i j \ell}$ as i.i.d. random variables with mean zero and variance $\sigma_{e}^{2}=\sigma_{\epsilon}^{2}+\sigma_{\eta}^{2}$. Note that because $n_{i j}$, the elements of the incidence matrix $N$, may be zero, not all treatments occur in each block which is, of course, the definition of an incomplete block design.

Model (1.1) can also be written in matrix notation as

$$
\begin{equation*}
\boldsymbol{y}=\mu \mathcal{J}+\boldsymbol{X}_{\tau} \boldsymbol{\tau}+\boldsymbol{X}_{\beta} \boldsymbol{\beta}+\boldsymbol{e} \tag{1.2}
\end{equation*}
$$

where $\mathfrak{J}$ is a column vector consisting of $n$ unity elements, $\boldsymbol{X}_{\beta}$ is the observationblock incidence matrix

$$
\boldsymbol{X}_{\beta}=\left[\begin{array}{llll}
\mathfrak{J}_{k_{1}} & & & \\
& \boldsymbol{J}_{k_{2}} & & \\
& & \ddots & \\
& & & \mathfrak{J}_{k_{b}}
\end{array}\right]
$$

with $\mathfrak{J}_{k_{j}}$ denoting a column vector of $k_{j}$ unity elements $(j=1,2, \ldots, b)$ and

$$
\boldsymbol{X}_{\tau}=\left(x_{1}, x_{2}, \ldots, x_{t}\right)
$$

is the observation-treatment incidence matrix, where $\boldsymbol{x}_{i}$ is a column vector with $r_{i}$ unity elements and $\left(n-r_{i}\right)$ zero elements such that $\boldsymbol{x}_{i}^{\prime} \boldsymbol{x}_{i}=r_{i}$ and $\boldsymbol{x}_{i}^{\prime} \boldsymbol{x}_{i^{\prime}}=0$ for $i \neq i^{\prime}\left(i, i^{\prime}=1,2, \ldots, t\right)$.

### 1.3.2 Normal and Reduced Normal Equations

The normal equations (NE) for $\mu, \tau_{i}$, and $\beta_{j}$ are then

$$
\begin{align*}
n \widehat{\mu}+\sum_{i=1}^{t} r_{i} \widehat{\tau}_{i}+\sum_{j=1}^{b} k_{j} \widehat{\beta}_{j}=G \\
r_{i} \widehat{\mu}+r_{i} \widehat{\tau}_{i}+\sum_{j=1}^{b} n_{i j} \widehat{\beta}_{j}=T_{i} \quad(i=1,2, \ldots, t)  \tag{1.3}\\
k_{j} \widehat{\mu}+\sum_{i=1}^{t} n_{i j} \widehat{\tau}_{i}+k_{j} \widehat{\beta}_{j}=B_{j} \quad(j=1,2, \ldots, b)
\end{align*}
$$

where

$$
\begin{aligned}
T_{i} & =\sum_{j \ell} y_{i j \ell}=i \text { th treatment total } \\
B_{j} & =\sum_{i \ell} y_{i j \ell}=j \text { th block total } \\
G=\sum_{i} T_{i} & =\sum_{j} B_{j}=\text { overall total }
\end{aligned}
$$

Equations (1.3) can be written in matrix notation as

$$
\left(\begin{array}{lll}
\mathfrak{J}_{n}^{\prime} \mathfrak{J}_{n} & \mathfrak{J}_{n}^{\prime} \boldsymbol{X}_{\tau} & \mathfrak{J}_{n}^{\prime} \boldsymbol{X}_{\beta}  \tag{1.4}\\
\boldsymbol{X}_{\tau}^{\prime} \mathfrak{J}_{n} & \boldsymbol{X}_{\tau}^{\prime} \boldsymbol{X}_{\tau} & \boldsymbol{X}_{\tau}^{\prime} \boldsymbol{X}_{\beta} \\
\boldsymbol{X}_{\beta}^{\prime} \mathfrak{J}_{n} & \boldsymbol{X}_{\beta}^{\prime} \boldsymbol{X}_{\tau} & \boldsymbol{X}_{\beta}^{\prime} X_{\beta}
\end{array}\right)\left(\begin{array}{l}
\widehat{\mu} \\
\widehat{\boldsymbol{\tau}} \\
\widehat{\boldsymbol{\beta}}
\end{array}\right)=\left(\begin{array}{c}
\mathfrak{J}_{n}^{\prime} \boldsymbol{y} \\
\boldsymbol{X}_{\tau}^{\prime} \boldsymbol{y} \\
\boldsymbol{X}_{\beta}^{\prime} \boldsymbol{y}
\end{array}\right)
$$

which, using the properties of $\mathfrak{J}, \mathbf{X}_{\tau}, \mathbf{X}_{\beta}$, can be written as

$$
\left[\begin{array}{ccc}
\mathcal{J}_{n}^{\prime} \mathfrak{J}_{n} & \mathfrak{J}_{\tau}^{\prime} \boldsymbol{R} & \mathfrak{J}_{b}^{\prime} \boldsymbol{K}  \tag{1.5}\\
\boldsymbol{R} J_{t} & \boldsymbol{R} & \boldsymbol{N} \\
\boldsymbol{K} \mathfrak{J}_{b} & \boldsymbol{N}^{\prime} & \boldsymbol{K}
\end{array}\right] \cdot\left[\begin{array}{l}
\widehat{\mu} \\
\widehat{\boldsymbol{\tau}} \\
\widehat{\boldsymbol{\beta}}
\end{array}\right]=\left[\begin{array}{l}
G \\
\boldsymbol{T} \\
\boldsymbol{B}
\end{array}\right]
$$

where

$$
\begin{array}{ll}
\boldsymbol{R}=\operatorname{diag}\left(r_{i}\right) & t \times t \\
\boldsymbol{K} & =\operatorname{diag}\left(k_{j}\right) \\
\boldsymbol{N}=\left(n_{i j}\right) & b \times b \\
\boldsymbol{T}^{\prime}=\left(T_{1}, T_{2}, \ldots, T_{t}\right) & t \times b \quad \text { (the incidence matrix) } \\
\boldsymbol{B}^{\prime}=\left(B_{1}, B_{2}, \ldots, B_{b}\right) \\
\boldsymbol{\tau}^{\prime}=\left(\tau_{1}, \tau_{2}, \ldots, \tau_{t}\right) \\
\boldsymbol{\beta}^{\prime}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{b}\right) &
\end{array}
$$

and the $\mathfrak{J}$ 's are column vectors of unity elements with dimensions indicated by the subscripts. From the third set of equations in (1.5) we obtain

$$
\begin{equation*}
\widehat{\mu} \boldsymbol{J}_{b}+\widehat{\boldsymbol{\beta}}=\boldsymbol{K}^{-1}\left(\boldsymbol{B}-\boldsymbol{N}^{\prime} \widehat{\boldsymbol{\tau}}\right) \tag{1.6}
\end{equation*}
$$

Substituting (1.6) into the second set of (1.5), which can also be expressed as $\boldsymbol{N} \boldsymbol{J}_{b} \widehat{\mu}+\boldsymbol{N} \widehat{\boldsymbol{\beta}}+\boldsymbol{R} \widehat{\boldsymbol{\tau}}=\boldsymbol{T}$ (since $\boldsymbol{N J} \boldsymbol{J}_{b}=\boldsymbol{R} \boldsymbol{J}_{t}$ ), leads to the reduced normal equations (RNE) (see Section I.4.7.1) for $\boldsymbol{\tau}$

$$
\begin{equation*}
\left(\boldsymbol{R}-\boldsymbol{N} \boldsymbol{K}^{-1} \boldsymbol{N}^{\prime}\right) \widehat{\boldsymbol{\tau}}=\boldsymbol{T}-\boldsymbol{N} \boldsymbol{K}^{-1} \boldsymbol{B} \tag{1.7}
\end{equation*}
$$

Standard notation for (1.7) is

$$
\begin{equation*}
C \widehat{\boldsymbol{\tau}}=Q \tag{1.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{C}=\boldsymbol{R}-\boldsymbol{N} \boldsymbol{K}^{-1} \boldsymbol{N}^{\prime} \tag{1.9}
\end{equation*}
$$

and

$$
\begin{equation*}
Q=T-N K^{-1} B \tag{1.10}
\end{equation*}
$$

the $\left(i, i^{\prime}\right)$ element of $\boldsymbol{C}$ being

$$
c_{i i^{\prime}}=\delta_{i i^{\prime}} r_{i}-\sum_{j=1}^{b} \frac{n_{i j} n_{i^{\prime} j}}{k_{j}}
$$

with $\delta_{i i^{\prime}}=1$ for $i=i^{\prime}$ and $=0$ otherwise, and the $i$ th element of $\boldsymbol{Q}$ being

$$
Q_{i}=T_{i}-\sum_{j=1}^{b} \frac{n_{i j} B_{j}}{k_{j}}
$$

And $Q_{i}$ is called the $i$ th adjusted treatment total, the adjustment being due to the fact that the treatments do not occur the same number of times in the blocks.

### 1.3.3 The $C$ Matrix and Estimable Functions

We note that the matrix $\boldsymbol{C}$ of (1.9) is determined entirely by the specific design, that is, by the incidence matrix $N$. It is, therefore, referred to as the $\boldsymbol{C}$ matrix (sometimes also as the information matrix) of that design. The $\boldsymbol{C}$ matrix is symmetric, and the elements in any row or any column of $\boldsymbol{C}$ add to zero, that is, $\boldsymbol{C J}=\mathbf{0}$, which implies that $r(\boldsymbol{C})=\operatorname{rank}(\boldsymbol{C}) \leq t-1$. Therefore, $\boldsymbol{C}$ does not have an inverse and hence (1.8) cannot be solved uniquely. Instead we write a solution to (1.8) as

$$
\begin{equation*}
\widehat{\tau}=C^{-} Q \tag{1.11}
\end{equation*}
$$

where $\boldsymbol{C}^{-}$is a generalized inverse for $\boldsymbol{C}$ (see Section 1.3.4).

If we write $\boldsymbol{C}=\left(\boldsymbol{c}_{1}, \boldsymbol{c}_{2}, \ldots, \boldsymbol{c}_{t}\right)$, where $\boldsymbol{c}_{i}$ is the $i$ th column of $\boldsymbol{C}$, then the set of linear functions

$$
\left\{\boldsymbol{c}_{i}^{\prime} \boldsymbol{\tau}, i=1,2, \ldots, t\right\}
$$

which span the totality of estimable functions of the treatment effects, has dimensionality $r(\boldsymbol{C})$. Let $\boldsymbol{c}^{\prime} \boldsymbol{\tau}$ be an estimable function and $\boldsymbol{c}^{\prime} \widehat{\boldsymbol{\tau}}$ its estimator, with $\widehat{\boldsymbol{\tau}}$ from (1.11). Then

$$
\begin{aligned}
E\left(\boldsymbol{c}^{\prime} \widehat{\boldsymbol{\tau}}\right) & =E\left(\boldsymbol{c}^{\prime} \boldsymbol{C}^{-} \boldsymbol{Q}\right) \\
& =\boldsymbol{c}^{\prime} \boldsymbol{C}^{-} E(\boldsymbol{Q}) \\
& =\boldsymbol{c}^{\prime} \boldsymbol{C}^{-} \boldsymbol{C} \boldsymbol{\tau}
\end{aligned}
$$

For $\boldsymbol{c}^{\prime} \widehat{\boldsymbol{\tau}}$ to be an unbiased estimator for $\boldsymbol{c}^{\prime} \boldsymbol{\tau}$ for any $\boldsymbol{\tau}$, we then must have

$$
\begin{equation*}
c^{\prime} C^{-} C=c^{\prime} \tag{1.12}
\end{equation*}
$$

Since $\boldsymbol{C J}=0$, it follows from (1.12) that $\boldsymbol{c}^{\prime} \mathcal{J}=0$. Hence, only treatment contrasts are estimable. If $r(\boldsymbol{C})=t-1$, then all treatment contrasts are estimable. In particular, all differences $\tau_{i}-\tau_{i^{\prime}}\left(i \neq i^{\prime}\right)$ are estimable, there being $t-1$ linearly independent estimable functions of this type. Then the design is called a connected design (see also Section I.4.13.3).

### 1.3.4 Solving the Reduced Normal Equations

In what follows we shall assume that the design is connected; that is, $r(\boldsymbol{C})=$ $t-1$. This means that $\boldsymbol{C}$ has $t-1$ nonzero (positive) eigenvalues and one zero eigenvalue. From

$$
\boldsymbol{C}\left[\begin{array}{c}
1 \\
1 \\
\vdots \\
1
\end{array}\right]=\mathbf{0}=0\left[\begin{array}{c}
1 \\
1 \\
\vdots \\
1
\end{array}\right]
$$

it follows then that $(1,1, \ldots, 1)^{\prime}$ is an eigenvector corresponding to the zero eigenvalue. If we denote the nonzero eigenvalues of $\boldsymbol{C}$ by $d_{1}, d_{2}, \ldots, d_{t-1}$ and the corresponding eigenvectors by $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}, \ldots, \boldsymbol{\xi}_{t-1}$ with $\boldsymbol{\xi}_{i}^{\prime} \boldsymbol{\xi}_{i}=1 \quad(i=$ $1,2, \ldots, t-1)$ and $\boldsymbol{\xi}_{i}^{\prime} \boldsymbol{\xi}_{i^{\prime}}=0\left(i \neq i^{\prime}\right)$, then we can write $\boldsymbol{C}$ in its spectral decomposition as

$$
\begin{equation*}
\boldsymbol{C}=\sum_{i=1}^{t-1} d_{i} \boldsymbol{\xi}_{i} \boldsymbol{\xi}_{i}^{\prime} \tag{1.13}
\end{equation*}
$$

or with $d_{t}=0$ and $\xi_{t}^{\prime}=1 / \sqrt{t}(1,1, \ldots, 1)$, alternatively as

$$
\begin{equation*}
\boldsymbol{C}=\sum_{i=1}^{t} d_{i} \boldsymbol{\xi}_{i} \xi_{i}^{\prime} \tag{1.14}
\end{equation*}
$$

We note that $\xi_{t}^{\prime} \xi_{t}=1$ and $\xi_{i}^{\prime} \xi_{t}=0$ for $i=1,2, \ldots, t-1$.
We now return to (1.8) and consider a solution to these equations of the form given by (1.11). Although there are many methods of finding generalized inverses, we shall consider here one particular method, which is most useful in connection with incomplete block designs, especially balanced and partially balanced incomplete block designs (see following chapters). This method is based on the following theorem, which is essentially due to Shah (1959).

Theorem 1.1 Let $\boldsymbol{C}$ be a $t \times t$ matrix as given by (1.9) with $r(\boldsymbol{C})=t-1$. Then $\widetilde{\boldsymbol{C}}=\boldsymbol{C}+a \boldsymbol{J J}^{\prime}$, where $a \neq 0$ is a real number, admits an inverse $\widetilde{\boldsymbol{C}}^{-1}$, and $\widetilde{\boldsymbol{C}}^{-1}$ is a generalized inverse for $\boldsymbol{C}$.

## Proof

(a) We can rewrite $\widetilde{C}$ as

$$
\widetilde{\boldsymbol{C}}=\boldsymbol{C}+a \mathfrak{J J}^{\prime}=\boldsymbol{C}+a\left[\begin{array}{c}
1 \\
1 \\
\vdots \\
1
\end{array}\right](1,1, \ldots, 1)=\boldsymbol{C}+a t \boldsymbol{\xi}_{t} \boldsymbol{\xi}_{t}^{\prime}
$$

and because of (1.13)

$$
\begin{equation*}
\widetilde{\boldsymbol{C}}=\sum_{i=1}^{t-1} d_{i} \xi_{i} \xi_{i}^{\prime}+a t \xi_{t} \xi_{t}^{\prime} \tag{1.15}
\end{equation*}
$$

Clearly, $\widetilde{\boldsymbol{C}}$ has nonzero roots $d_{1}, d_{2}, \ldots, d_{t-1}, d_{t}=a t$ and hence is nonsingular. Then

$$
\begin{equation*}
\widetilde{\boldsymbol{C}}^{-1}=\sum_{i=1}^{t-1} \frac{1}{d_{i}} \xi_{i} \xi_{i}^{\prime}+\frac{1}{a t} \xi_{t} \xi_{t}^{\prime} \tag{1.16}
\end{equation*}
$$

(b) To show that $\widetilde{\boldsymbol{C}}^{-1}=\boldsymbol{C}^{-}$we consider $\boldsymbol{C} \widetilde{\boldsymbol{C}}^{-1} \boldsymbol{C}$. From (1.13), (1.15), and (1.16) we have

$$
\widetilde{\boldsymbol{C}} \widetilde{\boldsymbol{C}}^{-1}=\boldsymbol{I}=\sum_{i=1}^{t} \xi_{i} \xi_{i}^{\prime}
$$

and

$$
\begin{aligned}
\boldsymbol{C} \widetilde{\boldsymbol{C}}^{-1} & =\sum_{i=1}^{t-1} \xi_{i} \xi_{i}^{\prime}=\boldsymbol{I}-\boldsymbol{\xi}_{t} \xi_{t}^{\prime}=\boldsymbol{I}-\frac{1}{t} \mathfrak{J J}^{\prime} \\
\boldsymbol{C} \widetilde{\boldsymbol{C}}^{-1} \boldsymbol{C} & =\boldsymbol{C}
\end{aligned}
$$

which implies

$$
\widetilde{\boldsymbol{C}}^{-1}=\boldsymbol{C}^{-}
$$

We remark here already that determining $\boldsymbol{C}^{-}$for the designs in the following chapters will be based on (1.17) rather than on (1.14).

Substituting $\widetilde{\boldsymbol{C}}^{-1}$ into (1.13) then yields a solution of the RNE (1.8); that is,

$$
\begin{equation*}
\widehat{\boldsymbol{\tau}}=\widetilde{\boldsymbol{C}}^{-1} \boldsymbol{Q} \tag{1.18}
\end{equation*}
$$

We note that because of (1.8) and (1.16)

$$
\begin{aligned}
E(\widehat{\boldsymbol{\tau}}) & =E\left(\widetilde{\boldsymbol{C}}^{-1} \boldsymbol{Q}\right) \\
& =\widetilde{\boldsymbol{C}}^{-1} E(\boldsymbol{Q}) \\
& =\widetilde{\boldsymbol{C}}^{-1} E(\boldsymbol{C} \widehat{\boldsymbol{\tau}}) \\
& =\widetilde{\boldsymbol{C}}^{-1} \boldsymbol{C} \boldsymbol{\tau} \\
& =\left(\boldsymbol{I}-\frac{1}{t} \mathcal{J J}^{\prime}\right) \boldsymbol{\tau} \\
& =\left[\begin{array}{c}
\tau_{1}-\bar{\tau} \\
\tau_{2}-\bar{\tau} \\
\vdots \\
\tau_{t}-\bar{\tau}
\end{array}\right]
\end{aligned}
$$

with $\bar{\tau}=1 / t \sum_{i} \tau_{i}$; that is, $E(\widehat{\boldsymbol{\tau}})$ is the same as if we had obtained a generalized inverse of $\boldsymbol{C}$ by imposing the condition $\sum_{i} \widehat{\tau_{i}}=0$.

### 1.3.5 Estimable Functions of Treatment Effects

We know from the Gauss-Markov theorem (see Section I.4.16.2) that for any linear estimable function of the treatment effects, say $\boldsymbol{c}^{\prime} \boldsymbol{\tau}$,

$$
\begin{equation*}
E\left(\boldsymbol{c}^{\prime} \widehat{\boldsymbol{\tau}}\right)=\boldsymbol{c}^{\prime} \boldsymbol{\tau} \tag{1.19}
\end{equation*}
$$

is independent of the solution to the NE (see Section I.4.4.4). We have further

$$
\begin{equation*}
\operatorname{var}\left(\boldsymbol{c}^{\prime} \widehat{\boldsymbol{\tau}}\right)=\boldsymbol{c}^{\prime} \widetilde{\boldsymbol{C}}^{-1} \boldsymbol{c} \sigma_{e}^{2} \tag{1.20}
\end{equation*}
$$

with a corresponding result (but same numerical value) for any other solution obtained, using an available software package (see Section 1.14). We shall elaborate on this point briefly.

Let us rewrite model (1.2) as

$$
\begin{align*}
\boldsymbol{y} & =\mu \mathcal{J}+\boldsymbol{X}_{\beta} \boldsymbol{\beta}+\boldsymbol{X}_{\tau} \boldsymbol{\tau}+\boldsymbol{e} \\
& =\left(\mathcal{J} \boldsymbol{X}_{\beta} \boldsymbol{X}_{\tau}\right)\left(\begin{array}{c}
\boldsymbol{\mu} \\
\boldsymbol{\beta} \\
\boldsymbol{\tau}
\end{array}\right)+\boldsymbol{e} \\
& \equiv \boldsymbol{X} \boldsymbol{\Theta}+\boldsymbol{e} \tag{1.21}
\end{align*}
$$

with

$$
\begin{equation*}
\boldsymbol{X}=\left(\mathcal{J}: \boldsymbol{X}_{\beta}: \boldsymbol{X}_{\tau}\right) \tag{1.22}
\end{equation*}
$$

and

$$
\boldsymbol{\Theta}^{\prime}=\left(\mu, \boldsymbol{\beta}^{\prime}, \boldsymbol{\tau}^{\prime}\right)
$$

The NE for model (1.21) are

$$
\begin{equation*}
\boldsymbol{X}^{\prime} \boldsymbol{X} \boldsymbol{\Theta}^{*}=\boldsymbol{X}^{\prime} \boldsymbol{y} \tag{1.23}
\end{equation*}
$$

A solution to (1.23) is given by, say,

$$
\boldsymbol{\Theta}^{*}=\left(\boldsymbol{X}^{\prime} \boldsymbol{X}\right)^{-} \boldsymbol{X}^{\prime} \boldsymbol{y}
$$

for some $\left(\boldsymbol{X}^{\prime} \boldsymbol{X}\right)^{-}$. Now $\left(\boldsymbol{X}^{\prime} \boldsymbol{X}\right)^{-}$is a $(1+b+t) \times(1+b+t)$ matrix that we can partition conformably, using the form of $\boldsymbol{X}$ as given in (1.22), as

$$
\left(\boldsymbol{X}^{\prime} \boldsymbol{X}\right)^{-}=\left(\begin{array}{ccc}
\boldsymbol{A}_{\mu \mu} & \boldsymbol{A}_{\mu \beta} & \boldsymbol{A}_{\mu \tau}  \tag{1.24}\\
\boldsymbol{A}_{\mu \beta}^{\prime} & \boldsymbol{A}_{\beta \beta} & \boldsymbol{A}_{\beta \tau} \\
\boldsymbol{A}_{\mu \tau}^{\prime} & \boldsymbol{A}_{\beta \tau}^{\prime} & \boldsymbol{A}_{\tau \tau}
\end{array}\right)
$$

Here, $\boldsymbol{A}_{\tau \tau}$ is a $t \times t$ matrix that serves as the variance-covariance matrix for obtaining

$$
\begin{equation*}
\operatorname{var}\left(\boldsymbol{c}^{\prime} \boldsymbol{\tau}^{*}\right)=\boldsymbol{c}^{\prime} \boldsymbol{A}_{\tau \tau} \boldsymbol{c} \sigma_{e}^{2} \tag{1.25}
\end{equation*}
$$

For any estimable function $\boldsymbol{c}^{\prime} \boldsymbol{\tau}$ we have $\boldsymbol{c}^{\prime} \widehat{\boldsymbol{\tau}}=\boldsymbol{c}^{\prime} \boldsymbol{\tau}^{*}$ and also the numerical values for (1.20) and (1.25) are the same. If we denote the $\left(i, i^{\prime}\right)$ element of $\widehat{\boldsymbol{C}}^{-1}$ by $c^{i i^{\prime}}$ and the corresponding element of $\boldsymbol{A}_{\tau \tau}$ in (1.24) by $a^{i i^{\prime}}$, then we have, for example, for $\boldsymbol{c}^{\prime} \boldsymbol{\tau}=\tau_{i}-\tau_{i^{\prime}}$

$$
\begin{equation*}
\operatorname{var}\left(\widehat{\tau} \widehat{\tau}_{i}-\widehat{\tau}_{i^{\prime}}\right)=\left(c^{i i}-2 c^{i i^{\prime}}+c^{i^{\prime} i^{\prime}}\right) \sigma_{e}^{2}=\left(a^{i i}-2 a^{i i^{\prime}}+a^{i^{\prime} i^{\prime}}\right) \sigma_{e}^{2} \tag{1.26}
\end{equation*}
$$

For a numerical example and illustration of computational aspects, see Section 1.13.

### 1.3.6 Analyses of Variance

It follows from general principles (see Section I.4.7.1) that the two forms of analysis of variance are as given in Tables 1.1 and 1.2. We shall henceforth refer to the analysis of variance in Table 1.1 as the treatment-after-block ANOVA or $\mathrm{T} \mid \mathrm{B}-A N O V A$ as it is associated with the ordered model

$$
\boldsymbol{y}=\mu \mathfrak{J}+\boldsymbol{X}_{\beta} \boldsymbol{\beta}+\boldsymbol{X}_{\tau} \boldsymbol{\tau}+\boldsymbol{e}
$$

whereas the analysis of variance in Table 1.2 is associated with the ordered model

$$
\boldsymbol{y}=\boldsymbol{\mu} \mathcal{J}+\boldsymbol{X}_{\tau} \tau+\boldsymbol{X}_{\beta} \boldsymbol{\beta}+\boldsymbol{e}
$$

and hence shall be referred to as the block-after-treatment ANOVA or B|TANOVA. To indicate precisely the sources of variation and the associated sums of squares, we use the notation developed in Section I.4.7.2 for the general case as it applies to the special case of the linear model for the incomplete block

Table 1.1 T|B-ANOVA for Incomplete Block Design

| Source | d.f. $^{a}$ | SS | $E(\mathrm{MS})$ |
| :--- | :---: | :--- | :---: |
| $\boldsymbol{X}_{\beta} \mid \boldsymbol{J}$ | $b-1$ | $\sum_{j=1}^{b} \frac{B_{j}^{2}}{k_{j}}-\frac{G^{2}}{n}$ |  |
| $\boldsymbol{X}_{\tau} \mid \boldsymbol{J}, \boldsymbol{X}_{\beta}$ | $t-1$ | $\sum_{i=1}^{t} \widehat{\tau}_{i} Q_{i}$ | $\sigma_{e}^{2}+\frac{\boldsymbol{\tau}^{\prime} \boldsymbol{C} \boldsymbol{\tau}}{t-1}$ |
| $\boldsymbol{I} \mid \mathfrak{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\tau}$ | $n-b-t+1$ | Difference | $\sigma_{e}^{2}$ |
| Total | $n-1$ | $\sum_{i j \ell} y_{i j \ell}^{2}-\frac{G^{2}}{n}$ |  |

${ }^{a}$ d.f. $=$ degrees of freedom.

Table 1.2 B|T-ANOVA for Incomplete Block Design

| Source | d.f. | SS |
| :--- | :---: | :--- |
| $\boldsymbol{X}_{\tau} \mid \mathfrak{J}$ | $t-1$ | $\sum_{i=1}^{t} \frac{T_{i}^{2}}{r_{i}}-\frac{G^{2}}{n}$ |
| $\boldsymbol{X}_{\beta} \mid \mathfrak{J}, \boldsymbol{X}_{\tau}$ | $b-1$ | Difference |
| $\boldsymbol{I} \mid \mathfrak{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\tau}$ | $n-b-t+1$ | From Table 1.1 |
| Total | $n-1$ | $\sum_{i j \ell} y_{i j \ell}^{2}-\frac{G^{2}}{n}$ |

design, thereby avoiding the commonly used but not always clearly understood terms blocks ignoring treatments for ( $\boldsymbol{X}_{\beta} \mid \mathfrak{J}$ ), treatments eliminating blocks for $\left(\boldsymbol{X}_{\tau} \mid \mathcal{J}, \boldsymbol{X}_{\beta}\right)$, and blocks eliminating treatments for $\left(\boldsymbol{X}_{\beta} \mid \mathcal{J}, \boldsymbol{X}_{\tau}\right)$.

The T | B-ANOVA follows naturally from the development of the RNE for the treatment effects. It is the appropriate ANOVA for the intrablock analysis as it allows to test the hypothesis

$$
H_{0}: \tau_{1}=\tau_{2}=\cdots=\tau_{t}
$$

by means of the (approximate) $F$ test (see I.9.2.5)

$$
\begin{equation*}
F=\frac{\operatorname{SS}\left(\boldsymbol{X}_{\tau} \mid \mathfrak{J}, \boldsymbol{X}_{\beta}\right) /(t-1)}{\operatorname{SS}\left(\boldsymbol{I} \mid \mathfrak{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\tau}\right) /(n-b-t+1)} \tag{1.27}
\end{equation*}
$$

Also $\operatorname{MS}($ Error $)=\operatorname{SS}\left(\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\tau}\right) /(n-b-t+1)$ is an estimator for $\sigma_{e}^{2}$ to be used for estimating $\operatorname{var}\left(\boldsymbol{c}^{\prime} \widehat{\boldsymbol{\tau}}\right)$ of (1.20).

The usefulness of the $\mathrm{B} \mid \mathrm{T}$-ANOVA in Table 1.2 will become apparent when we discuss specific aspects of the combined intra- and interblock analysis in Section 1.10. At this point we just mention that $\operatorname{SS}\left(\boldsymbol{X}_{\beta} \mid, \mathcal{J}, \boldsymbol{X}_{\tau}\right)$ could have been obtained from the RNE for block effects. Computationally, however, it is more convenient to use the fact that $\operatorname{SS}\left(\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\tau}\right)=\operatorname{SS}\left(\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\tau}, \boldsymbol{X}_{\beta}\right)$ and then obtain $\operatorname{SS}\left(\boldsymbol{X}_{\beta} \mid \mathcal{J}, \boldsymbol{X}_{\tau}\right)$ by subtraction.

Details of computational procedures using SAS PROC GLM and SAS PROC Mixed (SAS1999-2000) will be described in Section 1.14.

### 1.4 INCOMPLETE DESIGNS WITH VARIABLE BLOCK SIZE

In the previous section we discussed the intrablock analysis of the general incomplete block design; that is, a design with possibly variable block size and possibly variable number of replications. Although most designed experiments use blocks of equal size, $k$ say, there exist, however, experimental situations where blocks of unequal size arise quite naturally. We shall distinguish between two reasons why this can happen and why caution may have to be exercised before the analysis as outlined in the previous section can be used:

1. As pointed out by Pearce (1964, p. 699):

With much biological material there are natural units that can be used as blocks and they contain plots to a number not under the control of the experimenter. Thus, the number of animals in a litter or the number of blossoms in a truss probably vary only within close limits.
2. Although an experiment may have been set up using a proper design, that is, a design with equal block size, missing plots due to accidents during the course of investigation will leave one for purpose of analysis with a design of variable block size.

In both cases there are two alternatives to handle the situation. In case 1 one may wish to reduce all blocks to a constant size, thereby reducing the number of experimental units available. If experimental units are at a premium, this may not be the most desirable course of action. The other alternative is to use the natural blocks and then use the analysis as given in the previous section. Before doing so we mention that its validity will depend on one very important assumption, and that is the constancy of the variance $\sigma_{e}^{2}$ for all blocks. In general, the size of $\sigma_{e}^{2}$ will depend on the size of the blocks: The larger the blocks, the larger $\sigma_{e}^{2}$ will be since it is in part a measure of the variability of the experimental units within blocks (see I.9.2.4). In fact, this is the reason for reducing the block size since it may also reduce the experimental error. Experience shows that such a reduction in $\sigma_{e}^{2}$ is not appreciable for only modest reduction in block size. It is therefore quite reasonable to assume that $\sigma_{e}^{2}$ is constant for blocks of different size if the number of experimental units varies only slightly.

In case 2 one possibility is to estimate the missing values and then use the analysis for the proper design. Such a procedure, however, would only be approximate. The exact analysis then would require the analysis with variable block size as in case 1 . Obviously, the assumption of constancy of experimental error is satisfied here if is was satisfied for the original proper design.

### 1.5 DISCONNECTED INCOMPLETE BLOCK DESIGNS

In deriving the intrablock analysis of an incomplete block design in Section 1.3.4 we have made the assumption that the $\boldsymbol{C}$ matrix of (1.9) has maximal rank $t-1$, that is, the corresponding design is a connected design. Although connectedness is a desirable property of a design and although most designs have this property, we shall encounter designs (see Chapter 8) that are constructed on purpose as disconnected designs. We shall therefore comment briefly on this class of designs.

Following Bose (1947a) a treatment and a block are said to be associated if the treatment is contained in that block. Two treatments are said to be connected if it is possible to pass from one to the other by means of a chain consisting alternately of treatments and blocks such that any two adjacent members of the chain are associated. If this holds true for any two treatments, then the design is said to be connected, otherwise it is said to be disconnected (see Section I.4.13.3 for a more formal definition and Srivastava and Anderson, 1970). Whether a design is connected or disconnected can be checked easily by applying the definition given above to the incidence matrix $N$ : If one can connect two nonzero elements of $N$ by means of vertical and horizontal lines such that the vertices are at nonzero elements, then the two treatments are connected. In order to check whether a design is connected, it is sufficient to check whether a given treatment is connected to all the other $t-1$ treatments. If a design is disconnected, it follows then that (possibly after suitable relabeling of the treatments) the matrix $N N^{\prime}$ and hence $\boldsymbol{C}$ consist of disjoint block diagonal matrices such that the treatments associated with one of these submatrices are connected with each other.

Suppose $\boldsymbol{C}$ has $m$ submatrices, that is,

$$
\boldsymbol{C}=\left[\begin{array}{llll}
\boldsymbol{C}_{1} & & & \\
& \boldsymbol{C}_{2} & & \\
& & \ddots & \\
& & & \boldsymbol{C}_{m}
\end{array}\right]
$$

where $\boldsymbol{C}_{v}$ is $t_{v} \times t_{v}\left(\sum_{v=1}^{m} t_{v}=t\right)$. It then follows that rank $\left(\boldsymbol{C}_{v}\right)=t_{v}-1(v=$ $1,2, \ldots, m)$ and hence $\operatorname{rank}(\boldsymbol{C})=t-m$. The RNE is still of the form (1.8) with a solution given by (1.11), where in $\boldsymbol{C}^{-}=\widetilde{\boldsymbol{C}}^{-1}$ we now have, modifying Theorem 1.1,

$$
\widetilde{\boldsymbol{C}}=\boldsymbol{C}+\left[\begin{array}{llll}
a_{1} \mathfrak{J J}^{\prime} & & & \\
& a_{2} \mathfrak{J J}^{\prime} & & \\
& & \ddots & \\
& & & a_{m} \mathfrak{J J}^{\prime}
\end{array}\right]
$$

Table 1.3 T|B-ANOVA for Disconnected Incomplete Block Design

| Source | d.f. | SS |
| :--- | :---: | :--- |
| $\boldsymbol{X}_{\beta} \mid \mathfrak{J}$ | $b-1$ | $\sum_{j} \frac{B_{j}^{2}}{k_{j}}-\frac{G^{2}}{n}$ |
| $\boldsymbol{X}_{\tau} \mid \mathfrak{J}, \boldsymbol{X}_{\beta}$ | $t-m$ | $\sum_{i} \widehat{\tau}_{i} Q_{i}$ |
| $\boldsymbol{I} \mid \mathfrak{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\tau}$ | $n-b-t+m$ | Difference |
| Total | $n-1$ | $\sum_{i j \ell} y_{i j \ell}^{2}-\frac{G^{2}}{n}$ |

Table 1.4 B|T-ANOVA for Disconnected Incomplete Block Design

| Source | d.f. | SS |
| :--- | :---: | :--- |
| $\boldsymbol{X}_{\tau} \mid \mathfrak{J}$ | $t-1$ | $\sum_{i} \frac{T_{i}^{2}}{r_{i}}-\frac{G^{2}}{n}$ |
| $\boldsymbol{X}_{\beta} \mid \mathfrak{J}, \boldsymbol{X}_{\tau}$ | $b-m$ | Difference |
| $\boldsymbol{I} \mid \mathfrak{J}, \boldsymbol{X}_{\tau}, \boldsymbol{X}_{\beta}$ | $n-t-b+m$ | From Table 1.3 |
| Total | $n-1$ | $\sum_{i j \ell} y_{i j \ell}^{2}-\frac{G^{2}}{n}$ |

with $a_{v}(v=1,2, \ldots, m)$ arbitrary constants $(\neq 0)$ and the $\mathfrak{J J '}^{\prime}$ matrices are of appropriate dimensions. Following the development in Section 1.3.6, this then leads to the ANOVA tables as given in Tables 1.3 and 1.4.

### 1.6 RANDOMIZATION ANALYSIS

So far we have derived the analysis of data from incomplete block designs using a Gauss-Markov linear model as specified in (1.1). We have justified the appropriate use of such an infinite population theory model in our earlier discussions of error control designs (see, e.g., Sections I.6.3 and I.9.2) as a substitute for a derived, that is, finite, population theory model that takes aspects of randomization into account. In this section we shall describe in mathematical terms the randomization procedure for an incomplete block design, derive an appropriate linear model, and apply it to the analysis of variance. This will show again, as we have argued in Section I.9.2 for the RCBD, that treatment effects and block effects cannot be considered symmetrically for purposes of statistical inference.

### 1.6.1 Derived Linear Model

Following Folks and Kempthorne (1960) we shall confine ourselves to proper (i.e., all $k_{j}=k$ ), equireplicate (i.e., all $r_{i}=r$ ) designs. The general situation is then as follows: We are given a set of $b$ blocks, each of constant size $k$; a master plan specifies $b$ sets of $k$ treatments; these sets are assigned at random to the blocks; in each block the treatments are assigned at random to the experimental units (EU). This randomization procedure is described more formally by the following design random variables:

$$
\alpha_{j}^{u}= \begin{cases}1 & \text { if the } u \text { th set is assigned to the } j \text { th block }  \tag{1.28}\\ 0 & \text { otherwise }\end{cases}
$$

and

$$
\delta_{j \ell}^{u v}= \begin{cases}1 & \begin{array}{l}
\text { if the } u v \text { treatment is assigned to the } \\
\ell \text { th unit of the } j \text { th block }
\end{array}  \tag{1.29}\\
0 & \text { otherwise }\end{cases}
$$

The $u v$ treatment is one of the $t$ treatments that, for a given design, has been assigned to the $u$ th set.

Assuming additivity in the strict sense (see Section I.6.3), the conceptual response of the $u v$ treatment assigned to the $\ell$ th EU in the $j$ th block can be written as

$$
\begin{equation*}
T_{j \ell u v}=U_{j \ell}+T_{u v} \tag{1.30}
\end{equation*}
$$

where $U_{j \ell}$ is the contribution from the $\ell$ th EU in the $j$ th block and $T_{u v}$ is the contribution from treatment $u v$. We then write further

$$
\begin{align*}
T_{j \ell u v} & =\bar{U}_{. .}+\left(\bar{U}_{j .}-\bar{U}_{. .}\right)+\left(U_{j \ell}-\bar{U}_{j .}\right)+\bar{T}_{. .}+\left(T_{u v}-\bar{T}_{. .}\right) \\
& =\mu+b_{j}+\tau_{u v}+u_{j \ell} \tag{1.31}
\end{align*}
$$

where

$$
\begin{gathered}
\mu=\bar{U}_{. .}+\bar{T}_{. .} \text {is the overall mean } \\
b_{j}=\bar{U}_{j .}-\bar{U}_{. .} \text {is the effect of the } j \text { th block } \\
\quad(j=1,2, \ldots, b) \\
\tau_{u v}=t_{u v}-\bar{T}_{. .} \text {is the effect of the } u v \text { treatment } \\
\quad(u=1,2, \ldots, b ; v=1,2, \ldots, k) \\
u_{j \ell}=U_{j \ell}-\bar{U}_{j .} \text { is the unit error } \\
\quad(\ell=1,2, \ldots, k)
\end{gathered}
$$

with $\sum_{j} b_{j}=0=\sum_{u v} \tau_{u v}=\sum_{\ell} u_{j \ell}$. We then express the observed response for the $u v$ treatment, $y_{u v}$, as

$$
\begin{align*}
y_{u v} & =\sum_{j} \sum_{\ell} \alpha_{j}^{u} \delta_{j \ell}^{u v} T_{j \ell u v} \\
& =\mu+\tau_{u v}+\sum_{j} \alpha_{j}^{u} b_{j}+\sum_{j} \sum_{\ell} \alpha_{j}^{u} \delta_{j \ell}^{u v} u_{j \ell} \\
& =\mu+\tau_{u v}+\beta_{u}+\omega_{u v} \tag{1.32}
\end{align*}
$$

where

$$
\begin{equation*}
\beta_{u}=\sum_{j} \alpha_{j}^{u} b_{j} \tag{1.33}
\end{equation*}
$$

is a random variable with

$$
E\left(\beta_{u}\right)=0 \quad E\left(\beta_{u}^{2}\right)=\frac{1}{b} \sum_{j} b_{j}^{2} \quad E\left(\beta_{u} \beta_{u^{\prime}}\right)=\frac{1}{b(b-1)} \sum_{j} b_{j}^{2} \quad\left(u \neq u^{\prime}\right)
$$

Also,

$$
\begin{equation*}
\omega_{u v}=\sum_{j} \sum_{\ell} \alpha_{j}^{u} \delta_{j \ell}^{u v} u_{j \ell} \tag{1.34}
\end{equation*}
$$

is a random variable with

$$
\begin{aligned}
E\left(\omega_{u v}\right) & =0 \quad E\left(\omega_{u v}^{2}\right)=\frac{1}{b k} \sum_{j \ell} u_{j \ell}^{2} \\
E\left(\omega_{u v} \omega_{u v^{\prime}}\right) & =-\frac{1}{b k(k-1)} \sum_{j} \sum_{\ell} u_{j \ell}^{2} \quad\left(v \neq v^{\prime}\right) \\
E\left(\omega_{u v} \omega_{u^{\prime} v^{\prime}}\right) & =0 \quad\left(u \neq u^{\prime}\right)
\end{aligned}
$$

In deriving the properties of the random variables $\beta_{u}$ and $\omega_{u v}$ we have used, of course, the familiar distributional properties of the design random variables $\alpha_{j}^{u}$ and $\delta_{j \ell}^{u v}$, such as

$$
\begin{array}{cc}
P\left(\alpha_{j}^{u}=1\right)=\frac{1}{b} & \\
P\left(\alpha_{j}^{u}=1 \mid \alpha_{j^{\prime}}^{u}=1\right)=0 & \left(j \neq j^{\prime}\right) \\
P\left(\alpha_{j}^{u}=1 \mid \alpha_{j^{\prime}}^{u^{\prime}}=1\right)=\frac{1}{b(b-1)} & \left(u \neq u^{\prime}, j \neq j^{\prime}\right) \\
P\left(\delta_{j \ell}^{u v}=1\right)=\frac{1}{k} & \left(\ell \neq \ell^{\prime}\right) \\
P\left(\delta_{j \ell}^{u v}=1\right) \mid\left(\delta_{j \ell^{\prime}}^{u v}=1\right)=0 & \left(\ell \neq \ell^{\prime}, v \neq v^{\prime}\right) \\
P\left(\delta_{j \ell}^{u v}=1\right) \left\lvert\,\left(\delta_{j \ell^{\prime}}^{u v^{\prime}}=1\right)=\frac{1}{k(k-1)}\right. & \left(j \neq j^{\prime}, u \neq u^{\prime}\right) \\
P\left(\delta_{j \ell}^{u v}=1\right) \left\lvert\,\left(\delta_{j^{\prime} \ell^{\prime}}^{u^{\prime} v^{\prime}}=1\right)=\frac{1}{k^{2}}\right. &
\end{array}
$$

and so on.

### 1.6.2 Randomization Analysis of ANOVA Tables

Using model (1.32) and its distributional properties as induced by the design random variables $\alpha_{j}^{u}$ and $\delta_{j \ell}^{u v}$, we shall now derive expected values of the sums of squares in the analyses of variance as given in Tables 1.1 and 1.2:

1. $E($ SS Total $)=E \sum_{u v}\left(y_{u v}-\bar{y}_{. .}\right)^{2}$

$$
\begin{aligned}
& =E \sum_{u v}\left(\tau_{u v}+\beta_{u}+\omega_{u v}\right)^{2} \\
& =\sum_{u v} \tau_{u v}^{2}+k \sum_{j} b_{j}^{2}+\sum_{j \ell} u_{j \ell}^{2}
\end{aligned}
$$

2. $E\left[\operatorname{SS}\left(\boldsymbol{X}_{\beta} \mid \boldsymbol{J}\right)\right]=E \sum_{u v}\left(\bar{y}_{u .}-\bar{y}_{. .}\right)^{2}$

$$
\begin{aligned}
& =k E \sum_{u}\left(\bar{\tau}_{u .}+\beta_{u}+\frac{1}{k} \sum_{v} \omega_{u v}\right)^{2} \\
& =k \sum_{u} \bar{\tau}_{u .}^{2}+k \sum_{j} b_{j}^{2}
\end{aligned}
$$

3. $E\left[\operatorname{SS}\left(\boldsymbol{I} \mid \mathcal{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\tau}\right)\right]=\frac{n-t-b+1}{b(k-1)} \sum_{j \ell} u_{j \ell}^{2}$
since the incomplete block designs considered are unbiased.
4. $E\left[\operatorname{SS}\left(\boldsymbol{X}_{\tau} \mid \mathcal{J}, \boldsymbol{X}_{\beta}\right)\right]$ can be obtained by subtraction.
5. To obtain $E\left[\operatorname{SS}\left(\boldsymbol{X}_{\tau} \mid \mathfrak{J}\right)\right]$ let

$$
\begin{gathered}
\gamma_{u v}^{w}= \begin{cases}1 & \text { if the } w \text { th treatment corresponds to the } \\
0 & \begin{array}{l}
u v \text { index } \\
\text { otherwise }
\end{array} \quad(w=1,2, \ldots, t)\end{cases} \\
\gamma_{u}^{w}= \begin{cases}1 & \text { if the } w \text { th treatment occurs in the } u \text { th block } \\
0 & \text { otherwise }\end{cases}
\end{gathered}
$$

where

$$
\sum_{v} \gamma_{u v}^{w}=\gamma_{u}^{w}
$$

and

$$
\sum_{u} \gamma_{u}^{w}=r
$$

Then

$$
\begin{aligned}
E\left[\operatorname{SS}\left(\boldsymbol{X}_{\tau} \mid \mathfrak{J}\right)\right] & =E\left[\frac{1}{r} \sum_{w}\left(\sum_{u v} \gamma_{u v}^{w} y_{u v}-\frac{1}{t} \sum_{w} \sum_{u v} \gamma_{u v}^{w} y_{u v}\right)^{2}\right] \\
& =E\left[\frac{1}{r} \sum_{w}\left(r \tau_{w}+\sum_{u} \gamma_{u}^{w} \beta_{u}+\sum_{u v} \gamma_{u v}^{w} \omega_{u v}\right)^{2}\right] \\
& =r \sum_{w} \tau_{w}^{2}+\frac{1}{r} \sum_{w} E\left(\sum_{u} \gamma_{u}^{w} \beta_{u}\right)^{2}+\frac{1}{r} \sum_{w} E\left(\sum_{u v} \gamma_{u v}^{w} \omega_{u v}\right)^{2}
\end{aligned}
$$

$$
\begin{gathered}
=r \sum_{w} \tau_{w}^{2}+\frac{1}{r} \sum_{w} E\left(\sum_{u} \gamma_{u}^{w} \beta_{u}^{2}+\sum_{\substack{u u^{\prime} \\
u \neq u^{\prime}}} \gamma_{u}^{w} \gamma_{u^{\prime}}^{w} \beta_{u} \beta_{u^{\prime}}\right) \\
+\frac{1}{r} \sum_{w} E\left(\sum_{u v} \gamma_{u v}^{w} \omega_{u v}^{2}+\sum_{u} \sum_{\substack{v v^{\prime} \\
u \neq v^{\prime}}} \gamma_{u v}^{w} \gamma_{u v^{\prime}}^{w} \omega_{u v} \omega_{u v^{\prime}}\right. \\
\left.+\sum_{\substack{u u^{\prime} \\
u \neq u^{\prime}}} \sum_{v v^{\prime}} \gamma_{u v}^{w} \gamma_{u^{\prime} v^{\prime}}^{w} \omega_{u v} \omega_{u^{\prime} v^{\prime}}\right)
\end{gathered}
$$

Now

$$
\begin{aligned}
E\left[\sum_{u} \gamma_{u}^{w} \beta_{u}^{2}\right] & =r \frac{1}{b} \sum_{j} b_{j}^{2} \\
E\left[\sum_{\substack{u u^{\prime} \\
u \neq u^{\prime}}} \gamma_{u}^{w} \gamma_{u^{\prime}}^{w} \beta_{u} \beta_{u^{\prime}}\right] & =-\sum_{\substack{u u^{\prime} \\
u \neq u^{\prime}}} \gamma_{u}^{w} \gamma_{u^{\prime}}^{w} \frac{1}{b(b-1)} \sum_{j} b_{j}^{2} \\
& =-\sum_{u} \gamma_{u}^{w}\left(r-\gamma_{u}^{w}\right) \frac{1}{b(b-1)} \sum_{j} b_{j}^{2} \\
& =-\frac{r(r-1)}{b(b-1)} \sum_{j} b_{j}^{2} \\
E\left[\sum_{u v} \gamma_{u v}^{w} \omega_{u v}^{2}\right] & =r \frac{1}{b k} \sum_{j \ell} u_{u \ell}^{2} \\
E\left[\sum_{u}^{u} \sum_{\substack{v v^{\prime} \\
v \neq v^{\prime}}} \gamma_{u v}^{w} \gamma_{u v^{\prime}}^{w} \omega_{u v}^{w} \omega_{u v^{\prime}}\right] & =0 \text { since } \gamma_{u v}^{w} \gamma_{u v^{\prime}}^{w}=0 \\
E\left[\sum_{\substack{u u^{\prime} \\
u \neq u^{\prime}}} \gamma_{u v}^{w} \gamma_{u^{\prime} v^{\prime}}^{w} \omega_{u v} \omega_{u^{\prime} v^{\prime}}\right] & =0
\end{aligned}
$$

and hence

$$
E\left[\left(\boldsymbol{X}_{\tau} \mid \mathcal{J}\right]=r \sum_{w} \tau_{w}^{2}+\frac{t(b-r)}{b(b-1)} \sum_{j} b_{j}^{2}+\frac{t}{b k} \sum_{j \ell} u_{j \ell}^{2}\right.
$$

Thus, we have for the mean squares (MS) from Tables 1.1 and 1.2 the expected values under randomization theory as given in Tables 1.5 and 1.6, respectively.

Table 1.5 E(MS) for T|B-ANOVA

| Source | $E(\mathrm{MS})$ |
| :--- | :--- |
| $\boldsymbol{X}_{\beta} \mid \boldsymbol{J}$ | $\frac{k}{b-1} \sum_{u} \bar{\tau}_{u .}^{2}+\frac{k}{b-1} \sum_{j} b_{j}^{2}$ |
| $\boldsymbol{X}_{\tau} \mid \boldsymbol{J}, \boldsymbol{X}_{\beta}$ | $\frac{1}{b(k-1)} \sum_{j \ell} u_{j \ell}^{2}+\left(\sum_{u v} \tau_{u v}^{2}-k \sum_{u} \bar{\tau}_{u .}^{2}\right) /(t-1)$ |
| $\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\tau}$ | $\frac{1}{b(k-1)} \sum_{j \ell} u_{j \ell}^{2}$ |

Table 1.6 $E(\mathrm{MS})$ for B|T-ANOVA

| Source | $E(\mathrm{MS})$ |
| :--- | :--- |
| $\boldsymbol{X}_{\tau} \mid \mathcal{J}$ | $\frac{t}{b k(t-1)} \sum_{j \ell} u_{j \ell}^{2}+\frac{t(b-r)}{b(b-1)(t-1)} \sum_{j} b_{j}^{2}+\frac{r}{t-1} \sum_{w} \tau_{w}^{2}$ |
| $\boldsymbol{X}_{\beta} \mid \mathfrak{J}, \boldsymbol{X}_{\tau}$ | $\frac{t-k}{b(b-1) k(k-1)} \sum_{j \ell} u_{j \ell}^{2}+\frac{b k-t}{(b-1)^{2}} \sum_{j} b_{j}^{2}$ |
| $\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\tau}$ | $\frac{1}{b(k-1)} \sum_{j \ell} u_{j \ell}^{2}$ |

If we define

$$
\frac{1}{b(k-1)} \sum_{j \ell} u_{j \ell}^{2}=\sigma_{u}^{2}
$$

and

$$
\frac{1}{b-1} \sum_{j} b_{j}^{2}=\sigma_{\beta}^{2}
$$

we can then express the expected values for the three important mean squares in ANOVA Tables 1.5 and 1.6 as

$$
\begin{align*}
E\left[\operatorname{MS}\left(\boldsymbol{X}_{\tau} \mid \boldsymbol{J}, \boldsymbol{X}_{\beta}\right)\right] & =\sigma_{u}^{2}+\frac{\sum_{u v} \tau_{u v}^{2}-k \sum_{u} \bar{\tau}_{u .}^{2}}{t-1}  \tag{1.35}\\
E\left[\operatorname{MS}\left(\boldsymbol{X}_{\beta} \mid \boldsymbol{J}, \boldsymbol{X}_{\tau}\right)\right] & =\frac{t-k}{(b-1) k} \sigma_{u}^{2}+\frac{n-t}{b-1} \sigma_{\beta}^{2}  \tag{1.36}\\
E\left[\operatorname{MS}\left(\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\tau}\right)\right] & =\sigma_{u}^{2} \tag{1.37}
\end{align*}
$$

We make the following observations:

1. The quadratic form in the $\tau_{u v}$ in (1.35) is just a different way of writing $\boldsymbol{\tau}^{\prime} \mathbf{C} \boldsymbol{\tau}$ in Table 1.1. Both expressions indicate that the quadratic form depends on the particular design chosen, and both equal zero when all the treatment effects are the same.
2. It follows from (1.35) and (1.37) that, based on the equality of the $E$ (MS) under $H_{0}: \tau_{1}=\tau_{2}=\cdots=\tau_{t}$, the ratio

$$
\begin{equation*}
\operatorname{MS}\left(\boldsymbol{X}_{\tau} \mid \mathfrak{J}, \boldsymbol{X}_{\beta}\right) / \operatorname{MS}\left(\boldsymbol{I} \mid \mathcal{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\tau}\right) \tag{1.38}
\end{equation*}
$$

provides a test criterion for testing the above hypothesis. In fact, Ogawa (1974) has shown that the asymptotic randomization distribution of (1.38) is an $F$ distribution with $t-1$ and $n-t-b+1$ d.f. We interpret this again to mean that the usual $F$ test is an approximation to the randomization test based on (1.38).
3. Considering (1.36) and (1.37), there does not exist an exact test for testing the equality of block effects. This is in agreement with our discussion in Section I.9.2 concerning the asymmetry of treatment and block effects.
4. For $k=t$ and $r=b$, that is, for the RCBD, the results of Tables 1.5 and 1.6 agree with those in Table 9.1 of Section I.9.2.
5. With treatment-unit additivity in the broad sense (see Section I.6.3.3) the expressions in (1.35), (1.36), and (1.37) are changed by adding $\sigma_{v}^{2}+\sigma_{\eta}^{2}$ to the right-hand sides (recall that $\sigma_{u}^{2}+\sigma_{v}^{2}+\sigma_{\eta}^{2} \equiv \sigma_{\epsilon}^{2}+\sigma_{\eta}^{2} \equiv \sigma_{e}^{2}$ ). Remarks (2) and (3) above remain unchanged.
6. For the recovery of interblock information (to be discussed in Section 1.7), we need to estimate $\sigma_{\beta}^{2}$ (or a function of $\sigma_{\beta}^{2}$ ). Clearly, under the assumption of additivity in the broad sense, this cannot be done considering that

$$
E\left[\operatorname{MS}\left(\boldsymbol{X}_{\beta} \mid \mathcal{J}, \boldsymbol{X}_{\tau}\right)\right]=\sigma_{v}^{2}+\sigma_{\eta}^{2}+\frac{t-k}{(b-1) k} \sigma_{u}^{2}+\frac{n-t}{b-1} \sigma_{\beta}^{2}
$$

It is for this reason only that we shall resort to the approximation

$$
\begin{equation*}
E\left[\operatorname{MS}\left(\boldsymbol{X}_{\beta} \mid \mathcal{J}, \boldsymbol{X}_{\tau}\right)\right] \approx \sigma_{v}^{2}+\sigma_{\eta}^{2}+\sigma_{u}^{2}+\frac{n-t}{b-1} \sigma_{\beta}^{2}=\sigma_{e}^{2}+\frac{n-t}{b-1} \sigma_{\beta}^{2} \tag{1.39}
\end{equation*}
$$

which is the expected value based on an infinite population theory model [see (1.49) and (1.50)].

For a different approach to randomization analysis, see Calinski and Kageyama (2000).

### 1.7 INTERBLOCK INFORMATION IN AN INCOMPLETE BLOCK DESIGN

### 1.7.1 Introduction and Rationale

As mentioned earlier, Yates (1939, 1940a) has argued that for incomplete block designs comparisons among block totals (or averages) contain some information about treatment comparisons, and he referred to this as recovery of interblock information. The basic idea is as follows.

Consider, for purposes of illustration, the following two blocks and their observations from some design:

| Block 1: | $y_{51}$, | $y_{31}$, | $y_{11}$ |
| :--- | :--- | :--- | :--- |
| Block 2: | $y_{22}$, | $y_{42}$, | $y_{32}$ |

Let

$$
B_{1}=y_{51}+y_{31}+y_{11}
$$

and

$$
B_{2}=y_{22}+y_{42}+y_{32}
$$

represent the block totals. Using model (1.1) we can write

$$
\begin{aligned}
B_{1}-B_{2}= & \left(\tau_{5}+\tau_{2}+\tau_{1}\right)-\left(\tau_{2}+\tau_{4}+\tau_{3}\right) \\
& +3 \beta_{1}-3 \beta_{2}+\left(e_{51}+e_{31}+e_{11}\right) \\
& -\left(e_{22}+e_{42}+e_{32}\right)
\end{aligned}
$$

Assuming now that the $\beta_{j}$ are random effects with mean zero, we find

$$
E\left(B_{1}-B_{2}\right)=\tau_{1}+\tau_{5}-\tau_{2}-\tau_{4}
$$

It is in this sense that block comparisons contain information about treatment comparisons. We shall now formalize this procedure.

### 1.7.2 Interblock Normal Equations

Consider the model equation (1.1)

$$
\boldsymbol{y}=\mu \mathfrak{J}+\boldsymbol{X}_{\tau} \boldsymbol{\tau}+\boldsymbol{X}_{\beta} \boldsymbol{\beta}+\boldsymbol{e}
$$

where $\boldsymbol{\beta}$ is now assumed to be a random vector with $E(\boldsymbol{\beta})=\mathbf{0}$ and $\operatorname{var}(\boldsymbol{\beta})=$ $\sigma_{\beta}^{2} \boldsymbol{I}$. As pointed out above the interblock analysis is based on block totals rather
than on individual observations, that is, we now consider

$$
\boldsymbol{X}_{\beta}^{\prime} \boldsymbol{y}=\left(\begin{array}{c}
k_{1}  \tag{1.40}\\
k_{2} \\
\vdots \\
k_{b}
\end{array}\right) \mu+\boldsymbol{N}^{\prime} \boldsymbol{\tau}+\boldsymbol{K} \boldsymbol{\beta}+\boldsymbol{X}_{\beta}^{\prime} \boldsymbol{e}
$$

We then have

$$
E\left(\boldsymbol{X}_{\beta}^{\prime} \boldsymbol{y}\right)=\left(\begin{array}{c}
k_{1}  \tag{1.41}\\
k_{2} \\
\vdots \\
k_{b}
\end{array}\right) \mu+\boldsymbol{N}^{\prime} \boldsymbol{\tau}
$$

and the variance-covariance matrix under what we might call a double error structure with both $\boldsymbol{\beta}$ and $\boldsymbol{e}$ being random vectors

$$
\begin{aligned}
\operatorname{var}\left(\boldsymbol{X}_{\beta}^{\prime} \boldsymbol{y}\right) & =\boldsymbol{K}^{2} \sigma_{\beta}^{2}+\boldsymbol{K} \sigma_{e}^{2} \\
& =\boldsymbol{K}\left(\boldsymbol{I}+\frac{\sigma_{\beta}^{2}}{\sigma_{e}^{2}} \boldsymbol{K}\right) \sigma_{e}^{2} \\
& =\boldsymbol{L} \sigma_{e}^{2}
\end{aligned}
$$

and

$$
\boldsymbol{L}=\operatorname{diag}\left\{\ell_{j}\right\}=\operatorname{diag}\left\{k_{j}\left(1+\frac{\sigma_{\beta}^{2}}{\sigma_{e}^{2}} k_{j}\right)\right\}=\operatorname{diag}\left\{\left(k_{j} \frac{w}{w_{j}^{\prime}}\right)\right\}=\operatorname{diag}\left\{k_{j} \rho_{j}\right\}
$$

with

$$
\begin{equation*}
w=\frac{1}{\sigma_{e}^{2}} \tag{1.42}
\end{equation*}
$$

and

$$
\begin{equation*}
w_{j}^{\prime}=\frac{1}{\sigma_{e}^{2}+k_{j} \sigma_{\beta}^{2}} \tag{1.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho_{j}=\frac{w}{w_{j}^{\prime}}=\frac{\sigma_{e}^{2}+k_{j} \sigma_{\beta}^{2}}{\sigma_{e}^{2}} \tag{1.44}
\end{equation*}
$$

The quantities $w$ and $w_{j}^{\prime}$ of (1.42) and (1.43) are referred to as intrablock and interblock weights, respectively, as $w$ is the reciprocal of the intrablock variance,
$\sigma_{e}^{2}$, and $w_{j}^{\prime}$ is the reciprocal of the interblock variance, that is, $\operatorname{var}\left(B_{j}\right)$ on a per observation basis, or $\operatorname{var}\left(B_{j} / k_{j}\right)=\sigma_{e}^{2}+k_{j} \sigma_{\beta}^{2}$. We then use as our "observation" vector

$$
\begin{equation*}
z=\boldsymbol{L}^{-1 / 2} \boldsymbol{X}_{\beta}^{\prime} \boldsymbol{y} \tag{1.45}
\end{equation*}
$$

which has

$$
\operatorname{var}(z)=\boldsymbol{I} \sigma_{e}^{2}
$$

and hence satisfies the Gauss-Markov conditions.
If we write (1.41) as

$$
E\left(\boldsymbol{X}_{\beta}^{\prime} \boldsymbol{y}\right)=\left(\boldsymbol{k} \boldsymbol{N}^{\prime}\right)\binom{\mu}{\boldsymbol{\tau}}
$$

with $\boldsymbol{k}=\left(k_{1}, k_{2}, \ldots, k_{b}\right)^{\prime}$, we have from (1.45) that

$$
E(z)=\boldsymbol{L}^{-1 / 2}\left(\boldsymbol{k} \boldsymbol{N}^{\prime}\right)\binom{\mu}{\boldsymbol{\tau}}
$$

The resulting NE, which we shall refer to as the interblock NE, is then given by

$$
\begin{equation*}
\binom{\boldsymbol{k}^{\prime}}{N} \boldsymbol{L}^{-1}\left(\boldsymbol{k} \boldsymbol{N}^{\prime}\right)\binom{\mu^{*}}{\boldsymbol{\tau}^{*}}=\binom{\boldsymbol{k}^{\prime}}{\boldsymbol{N}} \boldsymbol{L}^{-1} \boldsymbol{X}_{\beta}^{\prime} \boldsymbol{y} \tag{1.46}
\end{equation*}
$$

or explicitly as

$$
\left[\begin{array}{cccc}
\sum_{j} \frac{k_{j}^{2}}{\ell_{j}} & \sum_{j} n_{1 j} \frac{k_{j}}{\ell_{j}} & \cdots & \sum_{j} n_{t j} \frac{k_{j}}{\ell_{j}}  \tag{1.47}\\
\sum_{j} n_{1 j} \frac{k_{j}}{\ell_{j}} & \sum_{j} \frac{n_{1 j}^{2}}{\ell_{j}} & \cdots & \sum_{j} \frac{n_{1 j} n_{t j}}{\ell_{j}} \\
\vdots & \vdots & & \vdots \\
\sum_{j} n_{t j} \frac{k_{j}}{\ell_{j}} & \sum_{j} \frac{n_{1 j} n_{t j}}{\ell_{j}} & \cdots & \sum_{j} \frac{n_{t j}^{2}}{\ell_{j}}
\end{array}\right]\left[\begin{array}{c}
\mu^{*} \\
\tau_{1}^{*} \\
\vdots \\
\tau_{t}^{*}
\end{array}\right]=\left[\begin{array}{c}
\sum_{j} \frac{k_{j}}{\ell_{j}} B_{j} \\
\sum_{j} \frac{n_{1 j}}{\ell_{j}} B_{j} \\
\vdots \\
\sum_{j} \frac{n_{t} j}{\ell_{j}} B_{j}
\end{array}\right]
$$

It can be seen easily that the rank of the coefficient matrix in (1.47) is $t$. To solve the interblock NE, we take $\mu^{*}=0$ and hence reduce the set to the following $t$
equations in $\tau_{1}^{*}, \tau_{2}^{*}, \ldots, \tau_{t}^{*}$ where we have used the fact that $\ell_{j}=k_{j} \rho_{j}$ :

$$
\begin{align*}
& {\left[\begin{array}{cccc}
\sum n_{1 j}^{2} \frac{\rho_{j}^{-1}}{k_{j}} & \sum n_{1 j} n_{2 j} \frac{\rho_{j}^{-1}}{k_{j}} & \cdots & \sum n_{1 j} n_{t j} \frac{\rho_{j}^{-1}}{k_{j}} \\
\sum n_{2 j} n_{1 j} \frac{\rho_{j}^{-1}}{k_{j}} & \sum n_{2 j}^{2} \frac{\rho_{j}^{-1}}{k_{j}} & \cdots & \sum n_{2 j} n_{t j} \frac{\rho_{j}^{-1}}{k_{j}} \\
\vdots & \vdots & \vdots \\
\sum n_{t j} n_{1 j} \frac{\rho_{j}^{-1}}{k_{j}} & \sum n_{t j} n_{2 j} \frac{\rho_{j}^{-1}}{k_{j}} & \cdots & \sum n_{t j}^{2} \frac{\rho_{j}^{-1}}{k_{j}}
\end{array}\right]\left[\begin{array}{c}
\tau_{1}^{*} \\
\tau_{2}^{*} \\
\vdots \\
\tau_{t}^{*}
\end{array}\right]} \\
& =\left[\begin{array}{c}
\sum_{j} \frac{\rho_{j}^{-1}}{k_{j}} n_{1 j} B_{j} \\
\sum_{j} \frac{\rho_{j}^{-1}}{k_{j}} n_{2 j} B_{j} \\
\vdots \\
\sum_{j} \frac{\rho_{j}^{-1}}{k_{j}} n_{t j} B_{j}
\end{array}\right] \tag{1.48}
\end{align*}
$$

The solution to the equations (1.48) is referred to as the interblock information about the treatment effects, with

$$
E\left(\tau_{i}^{*}\right)=\mu+\tau_{i}+\text { const. } \cdot \sum_{i^{\prime}=1}^{t}\left(\mu+\tau_{i^{\prime}}\right)
$$

Hence

$$
E\left(\sum_{i} c_{i} \tau_{i}^{*}\right)=\sum_{i} c_{i} \tau_{i} \quad \text { for } \quad \sum c_{i}=0
$$

We note here that typically (see Kempthorne, 1952) the interblock analysis is derived not in terms of the "observations" $z$ [as given in (1.45)] but rather in terms of the block totals $\boldsymbol{X}_{\beta}^{\prime} \boldsymbol{y}$. The resulting NE are then simply obtained by using $\boldsymbol{L}=\boldsymbol{I}$ in (1.46) and subsequent equations. The reason why we prefer our description is the fact that then the intra- and interblock information can be combined additively to obtain the so-called combined analysis (see Section 1.8) rather than in the form of a weighted average (see Kempthorne, 1952).

### 1.7.3 Nonavailability of Interblock Information

We conclude this section with the following obvious remarks:

1. For the special case $k_{j}=t$ for all $j, r_{i}=b$ for all $i$ and all $n_{i j}=1$, we have, of course, the RCBD. Then the elements in the coefficient matrix of (1.48) are all identical, and so are the right-hand sides. Consequently, (1.48) reduces to a single equation

$$
b \sum_{i} \tau_{i}^{*}=\sum_{j} B_{j}
$$

and no contrasts among the $\tau_{i}$ are estimable. Expressed differently, any contrast among block totals estimates zero, that is, no interblock information is available.
2. For a design with $b<t$ (and such incomplete block designs exist as we shall see in Chapter 4; see also the example in Section 1.7.1), the rank of the coefficient matrix of (1.48), $\boldsymbol{N} \boldsymbol{L}^{-1} \boldsymbol{N}^{\prime}$, is less than $t$. Hence not all $\mu+\tau_{i}$ are estimable using block totals, which means that interblock information is not available for all treatment contrasts.

### 1.8 COMBINED INTRA- AND INTERBLOCK ANALYSIS

### 1.8.1 Combining Intra- and Interblock Information

The two types of information about treatment effects that we derived in Sections 1.3.2 and 1.7.2 can be combined to yield the "best" information about estimable functions of treatment effects. All we need to do is to add the coefficient matrices from the intrablock RNE (1.8) and the interblock NE (1.48) and do the same for the corresponding right-hand sides. This will lead to a system of equations in $\tau_{1}^{* *}, \tau_{2}^{* *}, \ldots, \tau_{t}^{* *}$, say, and the solution to these equations will lead to the combined intra- and interblock estimators for treatment contrasts.

In the following section we shall derive the equations mentioned above more directly using the method of generalized least squares, that is, by using the Aitken equations described in Section I.4.16.2

### 1.8.2 Linear Model

In order to exhibit the double error structure that characterizes the underlying assumptions for the combined analysis, we rewrite model (1.1) as

$$
\begin{equation*}
y_{j \ell}=\mu+\tau_{j \ell}+\beta_{j}+e_{j \ell} \tag{1.49}
\end{equation*}
$$

where $j=1,2, \ldots, b ; \ell=1,2, \ldots, k_{j} ; \tau_{j \ell}$ denotes the effect of the treatment applied to the $\ell$ th experimental unit in the $j$ th block, the $\beta_{j}$ are assumed to be i.i.d. random variables with $E\left(\beta_{j}\right)=0, \operatorname{var}\left(\beta_{j}\right)=\sigma_{\beta}^{2}$, and the $e_{j \ell}$ are i.i.d.
random variables with $E\left(e_{j \ell}\right)=0, \operatorname{var}\left(e_{j \ell}\right)=\sigma_{e}^{2}$. We then have

$$
\begin{equation*}
E\left(y_{j \ell}\right)=\mu+\tau_{j \ell} \tag{1.50}
\end{equation*}
$$

and

$$
\operatorname{cov}\left(y_{j \ell}, y_{j^{\prime} \ell^{\prime}}\right)= \begin{cases}\sigma_{\beta}^{2}+\sigma_{e}^{2} & \text { for } j=j^{\prime}, \ell=\ell^{\prime}  \tag{1.51}\\ \sigma_{\beta}^{2} & \text { for } j=j^{\prime}, \ell \neq \ell^{\prime} \\ 0 & \text { otherwise }\end{cases}
$$

To use matrix notation it is useful to arrange the observations according to blocks, that is, write the observation vector as

$$
\boldsymbol{y}=\left(y_{11}, y_{12}, \ldots, y_{1 k_{1}}, y_{21}, y_{22}, \ldots, y_{b 1}, y_{b 2}, \ldots, y_{b k_{b}}\right)^{\prime}
$$

Letting

$$
\boldsymbol{X}=\left(\begin{array}{ll}
\mathcal{J} & \boldsymbol{X}_{\tau}
\end{array}\right)
$$

we rewrite (1.50) as

$$
\begin{equation*}
E(\boldsymbol{y})=X\binom{\mu}{\boldsymbol{\tau}} \tag{1.52}
\end{equation*}
$$

and the variance-covariance (1.51) as

$$
\operatorname{var}(\boldsymbol{y})=\left[\begin{array}{llll}
\boldsymbol{V}_{1} & & &  \tag{1.53}\\
& \boldsymbol{V}_{2} & & \mathbf{0} \\
& & \ddots & \\
\mathbf{0} & & & \boldsymbol{V}_{b}
\end{array}\right] \sigma_{e}^{2} \equiv \boldsymbol{V} \sigma_{e}^{2}
$$

where $\boldsymbol{V}_{j}$ is given by

$$
\begin{equation*}
\boldsymbol{V}_{j}=\boldsymbol{I}_{k_{j}}+\frac{\sigma_{\beta}^{2}}{\sigma_{e}^{2}} \boldsymbol{J}_{k_{j}} \boldsymbol{J}_{k_{j}}^{\prime} \tag{1.54}
\end{equation*}
$$

### 1.8.3 Normal Equations

Applying now the principles of least squares to the model (1.52) with covariance structure (1.53) yields the Aitken equations (see Section I.4.16):

$$
\begin{equation*}
\left(\boldsymbol{X}^{\prime} \boldsymbol{V}^{-1} \boldsymbol{X}\right)\binom{\widehat{\widehat{\mu}}}{\widehat{\widehat{\tau}}}=\boldsymbol{X}^{\prime} \boldsymbol{V}^{-1} \boldsymbol{y} \tag{1.55}
\end{equation*}
$$

where

$$
\boldsymbol{V}^{-1}=\operatorname{diag}\left(\boldsymbol{V}_{1}^{-1}, \boldsymbol{V}_{2}^{-1}, \ldots, \boldsymbol{V}_{b}^{-1}\right)
$$

and

$$
\begin{equation*}
\boldsymbol{V}_{j}^{-1}=\boldsymbol{I}_{k_{j}}-\frac{\sigma_{\beta}^{2}}{\sigma_{e}^{2}+k_{j} \sigma_{\beta}^{2}} \mathfrak{J}_{k_{j}} \boldsymbol{J}_{k_{j}}^{\prime} \tag{1.56}
\end{equation*}
$$

With

$$
\frac{1}{\sigma_{e}^{2}}=w \quad \frac{1}{\sigma_{e}^{2}+k_{j} \sigma_{\beta}^{2}}=w_{j}^{\prime}
$$

and

$$
\frac{w_{j}^{\prime}}{w}=\rho_{j}^{-1}
$$

Eq. (1.56) can be written as

$$
\boldsymbol{V}_{j}^{-1}=\boldsymbol{I}_{k_{j}}-\frac{1-\rho_{j}^{-1}}{k_{j}} \boldsymbol{J}_{k_{j}} \boldsymbol{J}_{k_{j}}^{\prime}
$$

and hence

$$
\begin{align*}
\boldsymbol{V}^{-1}=\boldsymbol{I}_{n} & -\operatorname{diag}\left(\frac{1-\rho_{1}^{-1}}{k_{1}} \mathfrak{J}_{k_{1}} \mathfrak{J}_{k_{1}}^{\prime}\right. \\
& \left.\frac{1-\rho_{2}^{-1}}{k_{2}} \boldsymbol{J}_{k_{2}} \mathfrak{J}_{k_{2}}^{\prime}, \ldots, \frac{1-\rho_{b}^{-1}}{k_{b}} \mathfrak{J}_{k_{b}} \mathfrak{J}_{k_{b}}^{\prime}\right) \tag{1.57}
\end{align*}
$$

Further, if we let $\left(1-p_{j}^{-1}\right) / k_{j}=\delta_{j}(j=1,2, \ldots, b)$, we have

$$
\boldsymbol{X}^{\prime} \boldsymbol{V}^{-1}=\boldsymbol{X}^{\prime}-\left[\begin{array}{ccccc}
\left(1-\rho_{1}^{-1}\right) \boldsymbol{J}_{k_{1}}^{\prime} & \left(1-\rho_{2}^{-1}\right) \boldsymbol{J}_{k_{2}}^{\prime} & \cdots & \left(1-\rho_{b}^{-1}\right) \mathfrak{J}_{k_{b}}^{\prime} & \\
\delta_{1} n_{11} \mathfrak{J}_{k_{1}}^{\prime} & \delta_{2} n_{12} \mathfrak{J}_{k_{2}}^{\prime} & \cdots & \delta_{b} n_{1 b} \mathfrak{J}_{k_{b}}^{\prime} & \\
\ldots & \ldots & \cdots & \cdots & \cdots \\
\delta_{1} n_{t 1} \mathfrak{J}_{k_{1}}^{\prime} & \delta_{2} n_{t 2} \mathfrak{J}_{k_{2}}^{\prime} & \cdots & \delta_{b} n_{t b} \mathfrak{J}_{k_{b}}^{\prime} &
\end{array}\right]
$$

and

$$
\begin{align*}
& \boldsymbol{X}^{\prime} \boldsymbol{V}^{-1} \boldsymbol{X} \\
& \quad=\left[\begin{array}{ccccc}
\sum k_{j} \rho_{j}^{-1} & \sum n_{1 j} \rho_{j}^{-1} & \sum n_{2 j} \rho_{j}^{-1} & \cdots & \sum n_{t j} \rho_{j}^{-1} \\
\sum n_{1 j} \rho_{j}^{-1} & r_{1}-\sum \delta_{j} n_{1 j}^{2} & -\sum \delta_{j} n_{1 j} n_{2 j} & \cdots & -\sum \delta_{j} n_{1 j} n_{t j} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\sum n_{t j} \rho_{j}^{-1} & -\sum \delta_{j} n_{1 j} n_{t j} & -\sum \delta_{j} n_{2 j} n_{t j} & \cdots & r_{t}-\sum \delta_{j} n_{t j}^{2}
\end{array}\right] \tag{1.58}
\end{align*}
$$

$$
\boldsymbol{X}^{\prime} \mathbf{V}^{-1} \boldsymbol{y}=\left[\begin{array}{c}
\sum \rho_{j}^{-1} B_{j}  \tag{1.59}\\
T_{1}-\sum \delta_{j} n_{1 j} B_{j} \\
\vdots \\
T_{t}-\sum \delta_{j} N_{t j} B_{j}
\end{array}\right]
$$

By inspection one can verify that in the coefficient matrix (1.58) the elements in rows 2 to $t+1$ add up to the elements in row 1 , which shows that (1.55) is not of full rank; in fact, it is of rank $t$. The easiest way to solve these equations then is to impose the condition $\widehat{\widehat{\mu}}=0$. This means that we eliminate the first row and first column from (1.58) and the first element in (1.59) and solve the resulting system of $t$ equations in the $t$ unknowns $\widehat{\widehat{\tau}}_{1}, \widehat{\widehat{\tau}}_{2}, \ldots, \widehat{\widehat{\tau}}_{t}$. If we define $\boldsymbol{S}=\operatorname{diag}\left(\rho_{j}\right)$, then this system of equations resulting from (1.58) and (1.59) can be written as

$$
\begin{equation*}
\left[R-N K^{-1}\left(I-S^{-1}\right)\right] \widehat{\hat{\tau}}=T-N K^{-1}\left(I-S^{-1}\right) B \tag{1.60}
\end{equation*}
$$

which we write for short as

$$
\begin{equation*}
A \widehat{\widehat{\tau}}=P \tag{1.61}
\end{equation*}
$$

with $\boldsymbol{A}$ and $\boldsymbol{P}$ as described above. The solution then is

$$
\begin{equation*}
\widehat{\widehat{\boldsymbol{\tau}}}=A^{-1} \boldsymbol{P} \tag{1.62}
\end{equation*}
$$

or, in terms of a generalized inverse for the original set of NE (1.55)

$$
\left[\begin{array}{c}
\widehat{\widehat{\mu}}  \tag{1.63}\\
\widehat{\boldsymbol{\tau}}
\end{array}\right]=\left[\begin{array}{cc}
0 & 0^{\prime} \\
0 & A^{-1}
\end{array}\right] \boldsymbol{X}^{\prime} \boldsymbol{V}^{-1} \boldsymbol{y}
$$

with

$$
E\left(\widehat{\widehat{\tau}}_{i}\right)=\mu+\tau_{i} \quad(i=1,2, \ldots, t)
$$

If we denote the $\left(i, i^{\prime}\right)$ element of $\boldsymbol{A}^{-1}$ by $a^{i i^{\prime}}$, then

$$
\begin{equation*}
\operatorname{var}\left(\widehat{\tau_{i}-\tau_{i^{\prime}}}\right)=\operatorname{var}\left(\widehat{\widehat{\tau}}_{i}-\widehat{\widehat{\tau}}_{i^{\prime}}\right)=\left(a^{i i}+a^{i^{\prime} i^{\prime}}-2 a^{i i^{\prime}}\right) \sigma_{e}^{2} \tag{1.64}
\end{equation*}
$$

More generally, the treatment contrast $\mathbf{c}^{\prime} \boldsymbol{\tau}$ is estimated by $\mathbf{c}^{\prime} \widehat{\widehat{\boldsymbol{\tau}}}$ with variance

$$
\begin{equation*}
\operatorname{var}\left(\boldsymbol{c}^{\prime} \widehat{\hat{\boldsymbol{\tau}}}\right)=\boldsymbol{c}^{\prime} \boldsymbol{A}^{-1} \boldsymbol{c} \sigma_{e}^{2} \tag{1.65}
\end{equation*}
$$

Expression (1.65) looks deceptively simple, but the reader should keep in mind that the elements of $\boldsymbol{A}^{-1}$ depend on $\sigma_{\beta}^{2}$ and $\sigma_{e}^{2}$. We shall return to estimating (1.65) in Section 1.10.

Finally, we note that the equations (1.60) show a striking similarity to the intrablock NE (1.7), except that the system (1.60) is of full rank and the elements of its coefficient matrix depend on the unknown parameters $\sigma_{\beta}^{2}$ and $\sigma_{e}^{2}$.

### 1.8.4 Some Special Cases

As a special case of the above derivations we mention explicitly the equireplicate, proper design, that is, the design with all $r_{i}=r$ and all $k_{j}=k$. We then define

$$
\begin{equation*}
w^{\prime}=\frac{1}{\sigma_{e}^{2}+k \sigma_{\beta}^{2}} \tag{1.66}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho=\frac{w}{w^{\prime}} \tag{1.67}
\end{equation*}
$$

and write (1.60) as

$$
\begin{equation*}
\left[r \boldsymbol{I}-\frac{1}{k}\left(1-\rho^{-1}\right) \boldsymbol{N} \boldsymbol{N}^{\prime}\right] \widehat{\boldsymbol{\tau}}=\boldsymbol{T}-\frac{1}{k}\left(1-\rho^{-1}\right) \boldsymbol{N} \boldsymbol{B} \tag{1.68}
\end{equation*}
$$

We shall comment briefly on the set of equations (1.68) for two special cases:

1. If $\rho^{-1}=0$, that is, $\sigma_{\beta}^{2}=\infty$, then (1.68) reduces to the $N E$ (1.7) for the intrablock analysis. This means, of course, that in this case no interblock information is available. This is entirely plausible and suggests further that for "large" $\sigma_{\beta}^{2}$ the interblock information is very weak and perhaps not worthwhile considering.
2. If $\rho^{-1}=1$, that is, $\sigma_{\beta}^{2}=0$, the solution to (1.68) is the same as that obtained for the completely randomized design (CRD) with the restriction $\hat{\mu}=0$. This, of course, is a formal statement and should not imply that in this case the observations should be analyzed as if a CRD had been used.

### 1.9 RELATIONSHIPS AMONG INTRABLOCK, INTERBLOCK, AND COMBINED ESTIMATION

On several occasions we have pointed out that there exist certain relationships among the different types of analysis for incomplete block designs. It is worthwhile to exposit this in a little detail.

### 1.9.1 General Case

For the full model

$$
\boldsymbol{y}=\mathfrak{J}_{n} \mu+\boldsymbol{X}_{\tau} \boldsymbol{\tau}+\boldsymbol{X}_{\beta} \boldsymbol{\beta}+\boldsymbol{e}
$$

with the double error structure we have

$$
E(\boldsymbol{y})=\mathfrak{J} \mu+\boldsymbol{X}_{\tau} \boldsymbol{\tau}
$$

and

$$
\begin{aligned}
\operatorname{var}(\boldsymbol{y}) & =\boldsymbol{X}_{\beta} \boldsymbol{X}_{\beta}^{\prime} \sigma_{\beta}^{2}+\boldsymbol{I} \sigma_{e}^{2} \\
& =\left(\boldsymbol{I}+\gamma \boldsymbol{X}_{\beta} \boldsymbol{X}_{\beta}^{\prime}\right) \sigma_{e}^{2} \\
& \equiv \boldsymbol{V} \sigma_{e}^{2}
\end{aligned}
$$

as in (1.53) with $\gamma=\sigma_{\beta}^{2} / \sigma_{e}^{2}$. Then, as explained in Section 1.8, the estimators of estimable functions are obtained from the Aitken equations by minimizing

$$
\begin{equation*}
\left(\boldsymbol{y}-\mathfrak{J} \mu-\boldsymbol{X}_{\tau} \boldsymbol{\tau}\right)^{\prime} \boldsymbol{V}^{-1}\left(\boldsymbol{y}-\mathcal{J} \mu-\boldsymbol{X}_{\tau} \boldsymbol{\tau}\right) \tag{1.69}
\end{equation*}
$$

with respect to $\mu$ and $\boldsymbol{\tau}$. To simplify the algebra, let $\boldsymbol{\Theta}=\boldsymbol{J} \mu+\boldsymbol{X}_{\tau} \boldsymbol{\tau}$ and then write $\boldsymbol{\psi}=\boldsymbol{y}-\boldsymbol{\Theta}$. Expression (1.69) can now be written simply as $\boldsymbol{\psi}^{\prime} \boldsymbol{V}^{-1} \boldsymbol{\psi}$. We then write

$$
\boldsymbol{\psi}=\boldsymbol{P} \boldsymbol{\psi}+(\boldsymbol{I}-\boldsymbol{P}) \boldsymbol{\psi}
$$

where, again for brevity, we write

$$
\begin{align*}
\boldsymbol{P}=\boldsymbol{P}_{\boldsymbol{x}_{\beta}} & =\boldsymbol{X}_{\beta}\left(\boldsymbol{X}_{\beta}^{\prime} \boldsymbol{X}_{\beta}\right)^{-1} \boldsymbol{X}_{\beta}^{\prime} \\
& =\boldsymbol{X}_{\beta} \boldsymbol{K}^{-1} \boldsymbol{X}_{\beta}^{\prime} \tag{1.70}
\end{align*}
$$

Then

$$
\begin{equation*}
\boldsymbol{\psi}^{\prime} \boldsymbol{V}^{-1} \boldsymbol{\psi}=\left[\boldsymbol{\psi}^{\prime} \boldsymbol{P}+\boldsymbol{\psi}^{\prime}(\boldsymbol{I}-\boldsymbol{P})\right] \boldsymbol{V}^{-1}[\boldsymbol{P} \boldsymbol{\psi}+(\boldsymbol{I}-\boldsymbol{P}) \boldsymbol{\psi}] \tag{1.71}
\end{equation*}
$$

In order to expand the right-hand side of (1.71) we make use of the following results. From

$$
(\boldsymbol{I}-\boldsymbol{P}) \boldsymbol{V}=(\boldsymbol{I}-\boldsymbol{P})\left(\boldsymbol{I}+\gamma \boldsymbol{X}_{\beta} \boldsymbol{X}_{\beta}^{\prime}\right)=(\boldsymbol{I}-\boldsymbol{P})
$$

[using (1.70)] it follows that

$$
(\boldsymbol{I}-\boldsymbol{P}) \boldsymbol{V}^{-1}=(\boldsymbol{I}-\boldsymbol{P})
$$

and hence

$$
(\boldsymbol{I}-\boldsymbol{P}) \boldsymbol{V}^{-1} \boldsymbol{P}=(\boldsymbol{I}-\boldsymbol{P}) \boldsymbol{P}=\mathbf{0}
$$

Thus, (1.71) reduces to

$$
\begin{equation*}
\boldsymbol{\psi}^{\prime} \boldsymbol{V}^{-1} \boldsymbol{\psi}=\boldsymbol{\psi}^{\prime} \boldsymbol{P} \boldsymbol{V}^{-1} \boldsymbol{P} \boldsymbol{\psi}+\boldsymbol{\psi}^{\prime}(\boldsymbol{I}-\boldsymbol{P}) \boldsymbol{\psi} \tag{1.72}
\end{equation*}
$$

To handle the term $\boldsymbol{\psi}^{\prime} \boldsymbol{P} \boldsymbol{V}^{-1} \boldsymbol{P} \boldsymbol{\psi}$ we note that $\boldsymbol{V}^{-1}$ in (1.57) can be rewritten as

$$
\boldsymbol{V}^{-1}=\boldsymbol{I}-\gamma \boldsymbol{X}_{\beta}\left(\boldsymbol{I}+\gamma \boldsymbol{X}_{\beta}^{\prime} \boldsymbol{X}_{\beta}\right)^{-1} \boldsymbol{X}_{\beta}^{\prime}
$$

so that

$$
\begin{aligned}
\boldsymbol{P} \boldsymbol{V}^{-1} \boldsymbol{P} & =\boldsymbol{P}-\gamma \boldsymbol{X}_{\beta}\left(\boldsymbol{I}+\gamma \boldsymbol{X}_{\beta}^{\prime} \boldsymbol{X}_{\beta}\right)^{-1} \boldsymbol{X}_{\beta}^{\prime} \\
& =\boldsymbol{X}_{\beta}\left[\boldsymbol{K}^{-1}-\gamma(\boldsymbol{I}+\gamma \boldsymbol{K})^{-1}\right] \boldsymbol{X}_{\beta}^{\prime} \\
& =\boldsymbol{X}_{\beta} \operatorname{diag}\left[\frac{1}{k_{j}\left(1+\gamma k_{j}\right)}\right] \boldsymbol{X}_{\beta}^{\prime} \\
& =\boldsymbol{X}_{\beta}\left(\boldsymbol{K}+\gamma \boldsymbol{K}^{2}\right)^{-1} \boldsymbol{X}_{\beta}^{\prime}
\end{aligned}
$$

Hence

$$
\begin{equation*}
\boldsymbol{\psi}^{\prime} \boldsymbol{P} \boldsymbol{V}^{-1} \boldsymbol{P} \boldsymbol{\psi}=\left(\boldsymbol{X}_{\beta}^{\prime} \boldsymbol{\psi}\right)^{\prime}\left(\boldsymbol{K}+\gamma \boldsymbol{K}^{2}\right)^{-1}\left(\boldsymbol{X}_{\beta}^{\prime} \boldsymbol{\psi}\right) \tag{1.73}
\end{equation*}
$$

Then we note that $\boldsymbol{X}_{\beta}^{\prime} \boldsymbol{\psi}$ is the vector of block totals of the vector $\boldsymbol{\psi}$. Since $\boldsymbol{\psi}=\boldsymbol{y}-\boldsymbol{\Theta}$, we have

$$
\begin{aligned}
\operatorname{var}\left(\boldsymbol{X}_{\beta}^{\prime} \boldsymbol{\psi}\right) & =\operatorname{var}\left(\boldsymbol{X}_{\beta}^{\prime} \boldsymbol{y}\right) \\
& =\left(\boldsymbol{X}_{\beta}^{\prime} \boldsymbol{X}_{\beta}\right)^{2} \sigma_{\beta}^{2}+\boldsymbol{X}_{\beta}^{\prime} \boldsymbol{X}_{\beta} \sigma_{e}^{2} \\
& =\sigma_{e}^{2}\left(\boldsymbol{K}+\gamma \boldsymbol{K}^{2}\right)
\end{aligned}
$$

Hence $\boldsymbol{\psi}^{\prime} \boldsymbol{P} \boldsymbol{V}^{-1} \boldsymbol{P} \boldsymbol{\psi}$ is equal to

$$
\begin{equation*}
Q_{2} \equiv[\boldsymbol{B}-E(\boldsymbol{B})]^{\prime}\left(\boldsymbol{K}+\gamma \boldsymbol{K}^{2}\right)^{-1}[\boldsymbol{B}-E(\boldsymbol{B})] \tag{1.74}
\end{equation*}
$$

with $\boldsymbol{B}=\boldsymbol{X}_{\beta}^{\prime} \boldsymbol{y}$ being the vector of block totals.

The second expression in (1.72) is actually the quadratic form that needs to be minimized to obtain the RNE for $\boldsymbol{\Theta}$ (see Section I.4.7.1), and this is equivalent to minimizing

$$
\begin{equation*}
Q_{1} \equiv\left(\boldsymbol{y}-\boldsymbol{X}_{\tau} \boldsymbol{\tau}\right)^{\prime}(\boldsymbol{I}-\boldsymbol{P})\left(\mathbf{y}-\boldsymbol{X}_{\tau} \boldsymbol{\tau}\right) \tag{1.75}
\end{equation*}
$$

We thus summarize: To obtain the intrablock estimator, we minimize $Q_{1}$; to obtain the interblock estimator, we minimize $Q_{2}$; and to obtain the combined estimator, we minimize $Q_{1}+Q_{2}$.

### 1.9.2 Case of Proper, Equireplicate Designs

We now consider the case with $\boldsymbol{R}=r \boldsymbol{I}$ and $\boldsymbol{K}=k \boldsymbol{I}$. The intrablock NE are [see (1.7)]

$$
\left(r \boldsymbol{I}-\frac{1}{k} \boldsymbol{N} \boldsymbol{N}^{\prime}\right) \hat{\boldsymbol{\tau}}=\boldsymbol{Q}
$$

For the interblock observational equations

$$
\boldsymbol{B}=k \boldsymbol{J} \mu+\boldsymbol{N}^{\prime} \boldsymbol{\tau}+\text { error }
$$

or, absorbing $\mu$ into $\boldsymbol{\tau}$, that is, replacing $\mathfrak{J} \mu+\boldsymbol{\tau}$ by $\boldsymbol{\tau}$,

$$
\boldsymbol{B}=\boldsymbol{N}^{\prime} \boldsymbol{\tau}+\text { error }
$$

we have the interblock NE [see (1.47)]

$$
\boldsymbol{N} \boldsymbol{N}^{\prime} \tau^{*}=\boldsymbol{N} \boldsymbol{B}
$$

As we have pointed out earlier (see Section 1.8) and as is obvious from (1.72), the combined NE are

$$
\begin{equation*}
\left[\left(r \boldsymbol{I}-\frac{1}{k} \boldsymbol{N} \boldsymbol{N}^{\prime}\right)+\frac{1}{k(1+\gamma k)} \boldsymbol{N} \boldsymbol{N}^{\prime}\right] \widehat{\boldsymbol{\tau}}=\boldsymbol{Q}+\frac{1}{k(1+\gamma k)} \boldsymbol{N} \boldsymbol{B} \tag{1.76}
\end{equation*}
$$

The form of (1.76) shows again two things:

1. The intrablock and interblock $N E$ are related.
2. The matrix $\boldsymbol{N} \boldsymbol{N}^{\prime}$ determines the nature of the estimators, both intrablock and interblock.

The properties of $\boldsymbol{N} \boldsymbol{N}^{\prime}$ can be exploited to make some statements about estimable functions of treatment effects. Being real symmetric, $\boldsymbol{N} \boldsymbol{N}^{\prime}$ is orthogonally diagonalizable. We know that

$$
\left(r \boldsymbol{I}-\frac{1}{k} \boldsymbol{N} \boldsymbol{N}^{\prime}\right) \mathfrak{J}=\mathbf{0}
$$

or

$$
\boldsymbol{N} \boldsymbol{N}^{\prime} \mathfrak{J}=r k \mathcal{J}
$$

so that one root of $\boldsymbol{N} \boldsymbol{N}^{\prime}$ is $r k \equiv \delta_{t}$, say, with associated eigenvector $(1 / \sqrt{t}) \mathcal{J} \equiv$ $\boldsymbol{\xi}_{t}$, say. Suppose $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}, \ldots, \boldsymbol{\xi}_{t-1}$ complete the full set of orthonormal eigenvectors with associated eigenvalues $\delta_{1}, \delta_{2}, \ldots, \delta_{t-1}$. Then with

$$
\boldsymbol{O}=\left(\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}, \ldots, \boldsymbol{\xi}_{t}\right)
$$

and

$$
\boldsymbol{N} \boldsymbol{N}^{\prime} \boldsymbol{\xi}_{i}=\delta_{i} \boldsymbol{\xi}_{i}
$$

the NE are equivalent to

$$
\begin{equation*}
\boldsymbol{O}^{\prime}\left(r \boldsymbol{I}-\frac{1}{k} \boldsymbol{N} \boldsymbol{N}^{\prime}\right) \boldsymbol{O} \boldsymbol{O}^{\prime} \widehat{\boldsymbol{\tau}}=\boldsymbol{O}^{\prime} \boldsymbol{Q} \tag{1.77}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{O}^{\prime} \boldsymbol{N} \boldsymbol{N}^{\prime} \boldsymbol{O} \boldsymbol{O}^{\prime} \boldsymbol{\tau}^{*}=\boldsymbol{O}^{\prime} \boldsymbol{N} \boldsymbol{B} \tag{1.78}
\end{equation*}
$$

respectively. If we write

$$
\boldsymbol{v}=\left[\begin{array}{c}
v_{1} \\
v_{2} \\
\vdots \\
v_{t}
\end{array}\right]=\boldsymbol{O}^{\prime} \boldsymbol{\tau}
$$

then Eq. (1.77) and (1.78) reduce to

$$
\left(r-\frac{\delta_{i}}{k}\right) \widehat{v}_{i}=a_{i}
$$

and

$$
\delta_{i} v_{i}^{*}=b_{i}
$$

respectively, where

$$
\boldsymbol{a}=\left(a_{1}, a_{2}, \ldots, a_{t}\right)^{\prime}=\boldsymbol{O}^{\prime} \boldsymbol{Q}
$$

and

$$
\boldsymbol{b}=\left(b_{1}, b_{2}, \ldots, b_{t}\right)^{\prime}=\boldsymbol{O}^{\prime} \boldsymbol{N} \boldsymbol{B}
$$

We see then that we have both intrablock and interblock estimators of $v_{i}$ if $\delta_{i}$ is not equal to 0 or to $r k$. For the component $v_{t}$, only the interblock estimator exists. If other roots are equal to $r k$, then the intrablock estimators for the corresponding treatment parameters do not exist. Similarly, if other roots are equal to zero, then the interblock estimators for the corresponding treatment parameters do not exist. The treatment parameters $v_{1}, v_{2}, \ldots, v_{t-1}$ are necessarily treatment contrasts. If the design is connected, then no $\delta_{i}(i=1,2, \ldots, t-1)$ will equal $r k$.

The combined NE (1.76) are now transformed to

$$
\begin{equation*}
\left[\left(r-\frac{\delta_{i}}{k}\right)+\frac{1}{k(1+\gamma k)} \delta_{i}\right] \widehat{\widehat{v}}_{i}=a_{i}+\frac{b_{i}}{k(1+\gamma k)} \quad(i=1,2, \ldots, t) \tag{1.79}
\end{equation*}
$$

We know that

$$
\operatorname{var}(\boldsymbol{Q})=\left(r \boldsymbol{I}-\frac{1}{k} \boldsymbol{N} \boldsymbol{N}^{\prime}\right) \sigma_{e}^{2}
$$

and

$$
\begin{aligned}
\operatorname{var}(\boldsymbol{N} \boldsymbol{B}) & =\boldsymbol{N} \operatorname{var}(\boldsymbol{B}) \boldsymbol{N}^{\prime} \\
& =\boldsymbol{N} \frac{k}{\sigma_{e}^{2}}(1+\gamma k) \boldsymbol{I} \boldsymbol{N}^{\prime}
\end{aligned}
$$

Hence

$$
\operatorname{var}(\boldsymbol{a})=\sigma_{e}^{2} \quad \operatorname{diag}\left(r-\frac{\delta_{i}}{k}\right)
$$

and

$$
\operatorname{var}(\boldsymbol{b})=\sigma_{e}^{2} k(1+\gamma k) \operatorname{diag}\left(\delta_{i}\right)
$$

So we see from (1.79) that combined estimation of the parameter vector $\boldsymbol{v}$ consists of combining intrablock and interblock estimators of components of $\boldsymbol{v}$, weighting inversely as their variances.

### 1.10 ESTIMATION OF WEIGHTS FOR THE COMBINED ANALYSIS

The estimator for the treatment effects as given by (1.61) depends on the weights $w$ and $w_{j}^{\prime}$ as can be seen from (1.58) and (1.59). If these weights were known,
or alternatively as is apparent from (1.68), if the ratios of the interblock variance and the intrablock variance,

$$
\rho_{j}=\frac{w}{w_{j}^{\prime}}=\frac{\sigma_{e}^{2}+k_{j} \sigma_{\beta}^{2}}{\sigma_{e}^{2}}
$$

were known, then the solution (1.63) to the NE (1.55) would lead to best linear unbiased estimators for estimable functions of treatment effects. Usually, however, these parameters are not known and have to be estimated from the data. If the estimators are used instead of the unknown parameters, then the solutions to the normal equations (1.55) lose some of their good properties. It is for this reason that the properties of the combined estimator have to be examined critically, in particular with regard to their dependence on the type of estimator for the $\rho_{j}$ 's, and with regard to the question of how the combined estimator compares with the intrablock estimator. Before we discuss these questions in some more detail, we shall outline the "classical" procedure for estimating the $\rho_{j}$. Since this method was proposed first by Yates (1940a) we shall refer to it as the Yates procedure or to the estimators as the Yates estimators.

### 1.10.1 Yates Procedure

One way to estimate $w$ and $w_{j}^{\prime}$ is to first estimate $\sigma_{e}^{2}$ and $\sigma_{\beta}^{2}$ and then use these estimators to estimate $w$ and $w_{j}^{\prime}$. If the estimators are denoted by $\widehat{\sigma}_{e}^{2}$ and $\widehat{\sigma}_{\beta}^{2}$, respectively, then we estimate $w$ and $w_{j}^{\prime}$ as

$$
\begin{equation*}
\widehat{w}=\frac{1}{\widehat{\sigma}_{e}^{2}} \quad \widehat{w}_{j}^{\prime}=\frac{1}{\widehat{\sigma}_{e}^{2}+k_{j} \widehat{\sigma}_{\beta}^{2}} \quad(j=1,2, \ldots, b) \tag{1.80}
\end{equation*}
$$

Obviously, from Table 1.1

$$
\begin{equation*}
\widehat{\sigma}_{e}^{2}=\operatorname{MS}\left(\boldsymbol{I} \mid \mathcal{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\boldsymbol{\tau}}\right) \tag{1.81}
\end{equation*}
$$

To estimate $\sigma_{\beta}^{2}$ we turn to Table 1.2. Under model (1.50) with covariance structure (1.51) we find [see also (1.39)]

$$
\begin{equation*}
E\left[\operatorname{SS}\left(\boldsymbol{X}_{\beta} \mid \mathfrak{J}, \boldsymbol{X}_{\tau}\right)\right]=(b-1) \sigma_{e}^{2}+\left(n-\sum_{i j} \frac{1}{r_{i}} n_{i j}^{2}\right) \sigma_{\beta}^{2} \tag{1.82}
\end{equation*}
$$

Hence it follows from (1.81) and (1.82) that

$$
\begin{equation*}
\widehat{\sigma}_{\beta}^{2}=\frac{b-1}{n-\sum \frac{1}{r_{i}} n_{i j}^{2}}\left[\operatorname{SS}\left(\boldsymbol{X}_{\beta} \mid \mathcal{J}, \boldsymbol{X}_{\tau}\right)-\mathrm{SS}\left(\boldsymbol{I} \mid \mathcal{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\tau}\right)\right] \tag{1.83}
\end{equation*}
$$

The estimators (1.81) and (1.83) are then substituted into (1.80) to obtain $\widehat{w}$ and $\widehat{w}_{j}(j=1,2, \ldots, b)$. If in (1.83) $\widehat{\sigma}_{\beta}^{2} \leq 0$ for a given data set, we take

$$
\widehat{w}_{j}^{\prime}=\widehat{w}=\frac{1}{\operatorname{MS}\left(\boldsymbol{I} \mid \mathfrak{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\tau}\right)}
$$

In either case $\widehat{w}$ and $\widehat{w}_{j}^{\prime}$ are substituted into (1.58) and (1.59) and hence into the solution (1.61). Also, $\operatorname{var}\left(\widehat{\tau}_{i}-\widehat{\hat{\tau}}_{i^{\prime}}\right)$ is estimated by substituting $\widehat{w}, \widehat{w}_{j}^{\prime}$ and $\widehat{\sigma}_{e}^{2}$ into (1.62) and (1.64).

For alternative estimation procedures see Section 1.11, and for a numerical example see Section 1.14.3.

### 1.10.2 Properties of Combined Estimators

As we have already pointed out, the fact that the unknown parameters in (1.61) are replaced by their estimators will have an effect on the properties of the estimators for treatment effects. The two properties we are concerned about here are unbiasedness and minimum variance.

Let $\boldsymbol{c}^{\prime} \boldsymbol{\tau}$ be an estimable function of the treatment effects, let $t=\boldsymbol{c}^{\prime} \widehat{\boldsymbol{\tau}}$ be its intrablock estimator, $t(\rho)=\boldsymbol{c}^{\widehat{\boldsymbol{\tau}}}$ its combined (Aitken) estimator with $\rho$ known (for the present discussion we shall confine ourselves to proper designs), and $t(\widehat{\rho})=\boldsymbol{c}^{\prime} \boldsymbol{\tau}$ the combined estimator when in (1.68) $\rho$ is replaced by $\widehat{\rho}=\widehat{w} / \widehat{w}^{\prime}$.

Roy and Shah (1962) have shown that for the general incomplete block design, although the Yates procedure leads to a biased estimator for $\rho$, the estimators for treatment contrasts obtained by the method just described are unbiased, that is,

$$
E[t(\widehat{\rho})]=\boldsymbol{c}^{\prime} \boldsymbol{\tau}
$$

With regard to $\operatorname{var}[t(\widehat{\rho})]$, it is clear that due to sampling fluctuations of $\widehat{\rho}$ we have

$$
\operatorname{var}[t(\rho)]<\operatorname{var}[t(\widehat{\rho})]
$$

that is, the combined estimators no longer have minimum variance. The crucial question in this context, however, is: When is $\operatorname{var}[t(\widehat{\rho})]<\operatorname{var}(t)$ ? In other words: When is the combined estimator more efficient than the intrablock estimator?

The answer to this question depends on several things such as (1) the true value of $\rho$, (2) the type of estimator for $\rho$, and (3) the number of treatments and blocks. It is therefore not surprising that so far no complete answer has been given.

The most general result for the Yates estimator (and a somewhat larger class of estimators) is that of Shah (1964) based upon some general results by Roy and Shah (1962) [see also Bhattacharya (1998) for proper designs]. It is shown there that the combined estimator for any treatment contrast in any (proper) incomplete block design has variance smaller than that of the corresponding intrablock estimator if $\rho$ does not exceed 2 , or, equivalently, if $\sigma_{\beta}^{2} \leq \sigma_{e}^{2} / k$. This
is a condition that, if blocking is effective at all, one would not in general expect to be satisfied. The problem therefore remains to find methods of constructing estimators for $\rho$ such that the combined estimator for treatment contrasts is uniformly better than the corresponding intrablock estimator, in the sense of having smaller variances for all values of $\rho$. For certain incomplete block designs this goal has been achieved. We shall mention these results in the following chapters.

The only general advice that we give at this point in conjunction with the use of the Yates estimator is the somewhat imprecise advice to use the intrablock rather than the combined estimator if the number of treatments is "small." The reason for this is that in such a situation the degrees of freedom for $\operatorname{MS}\left(\boldsymbol{I} \mid \mathcal{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\tau}\right)$ and $\operatorname{MS}\left(\boldsymbol{X}_{\beta} \mid \mathcal{J}, \boldsymbol{X}_{\tau}\right)$ are likely to be small also, which would imply that $\sigma_{e}^{2}$ and $\sigma_{\beta}^{2}$, and hence $\rho$, cannot be estimated very precisely.

### 1.11 MAXIMUM-LIKELIHOOD TYPE ESTIMATION

In this section we discuss alternatives to the Yates procedure (see Section 1.10) of estimating the variance components $\sigma_{\beta}^{2}$ and $\sigma_{e}^{2}$ for the combined analysis. These estimators are maximum-likelihood type estimators. This necessitates the assumption of normality, which is not in agreement with our underlying philosophy of finite population randomization analysis. The reason for discussing them, however, is the fact that they can easily be implemented in existing software, in particular SAS PROC MIXED (SAS, 1999-2000) (see Section 1.14).

### 1.11.1 Maximum-Likelihood Estimation

It is convenient to rewrite model (1.49) with its covariance structure (1.51) in matrix notation as follows:

$$
\begin{align*}
\boldsymbol{y} & =\mu \mathcal{J}+\boldsymbol{X}_{\tau} \boldsymbol{\tau}+\boldsymbol{X}_{\beta} \boldsymbol{\beta}+\boldsymbol{e} \\
& =\boldsymbol{X} \boldsymbol{\alpha}+\boldsymbol{U} \boldsymbol{\beta}+\boldsymbol{e} \tag{1.84}
\end{align*}
$$

where $\boldsymbol{X} \boldsymbol{\alpha}$ represents the fixed part, with $\boldsymbol{X}=\left(\mathcal{J} \boldsymbol{X}_{\tau}\right), \boldsymbol{\alpha}^{\prime}=\left(\mu, \boldsymbol{\tau}^{\prime}\right)$, and $\boldsymbol{U} \boldsymbol{\beta}+\boldsymbol{e}$ represents the random part. Thus

$$
E(y)=X \alpha
$$

and

$$
\begin{align*}
\operatorname{var}(\boldsymbol{y}) & =\boldsymbol{U} \boldsymbol{U}^{\prime} \sigma_{\beta}^{2}+\boldsymbol{I}_{n} \sigma_{e}^{2} \\
& =\boldsymbol{V} \sigma_{e}^{2} \tag{1.85}
\end{align*}
$$

with $\boldsymbol{V}=\gamma \boldsymbol{U} \boldsymbol{U}^{\prime}+\boldsymbol{I}_{n}$ and $\gamma=\sigma_{\beta}^{2} / \sigma_{e}^{2}$ [see also (1.53), (1.54)]. We then assume that

$$
\begin{equation*}
\boldsymbol{y} \sim N_{n}\left(\boldsymbol{X} \boldsymbol{\alpha}, \boldsymbol{V} \sigma_{e}^{2}\right) \tag{1.86}
\end{equation*}
$$

that is, $\boldsymbol{y}$ follows as a multivariate normal distribution (see I.4.17.1).
The logarithm of the likelihood function for $\mathbf{y}$ of (1.86) is then given by

$$
\begin{equation*}
\lambda=-\frac{1}{2} n \log \pi-\frac{1}{2} n \sigma_{e}^{2}-\frac{1}{2} \log |\boldsymbol{V}|-\frac{1}{2}(\boldsymbol{y}-\boldsymbol{X} \boldsymbol{\alpha})^{\prime} \boldsymbol{V}^{-1}(\boldsymbol{y}-\boldsymbol{X} \boldsymbol{\alpha}) / \sigma_{e}^{2} \tag{1.87}
\end{equation*}
$$

Hartley and Rao (1967) show that the maximum-likelihood (ML) estimator of $\boldsymbol{\alpha}$, $\gamma$, and $\sigma_{e}^{2}$ are obtained by solving the following equations:

$$
\begin{align*}
\frac{1}{\sigma_{e}^{2}}\left(\boldsymbol{X}^{\prime} \boldsymbol{V}^{-1} \boldsymbol{y}-\boldsymbol{X}^{\prime} \boldsymbol{V}^{-1} \boldsymbol{X} \boldsymbol{\alpha}\right) & =\mathbf{0}  \tag{1.88}\\
-\frac{1}{2} \operatorname{tr}\left(\boldsymbol{V}^{-1} \boldsymbol{U} \boldsymbol{U}^{\prime}\right)+\frac{1}{2 \sigma_{e}^{2}}(\boldsymbol{y}-\boldsymbol{X} \boldsymbol{\alpha})^{\prime} \boldsymbol{V}^{-1} \boldsymbol{U} \boldsymbol{U}^{\prime} \boldsymbol{V}^{-1}(B y-X \boldsymbol{\alpha}) & =0 \\
-\frac{n}{2 \sigma_{e}^{2}}+\frac{1}{2 \sigma_{e}^{4}}(\boldsymbol{y}-\boldsymbol{X} \boldsymbol{\alpha})^{\prime} \boldsymbol{V}^{-1}(\boldsymbol{y}-\boldsymbol{X} \boldsymbol{\alpha}) & =0
\end{align*}
$$

where $\operatorname{tr}(\boldsymbol{A})$ represents the trace of the matrix $\boldsymbol{A}$.
The basic feature of this method is that the fixed effects and the variance components associated with the random effects are estimated simultaneously in an iterative procedure. We shall not go into the details of the numerical implementation (see, e.g., Hemmerle and Hartley, 1973), but refer to the example given in Section 1.14.4 using SAS.

### 1.11.2 Restricted Maximum-Likelihood Estimation

Specifically for the estimation of weights for the purpose of recovery of interblock information, Patterson and Thompson (1971) introduced a modified maximumlikelihood procedure. The basic idea is to obtain estimators for the variance components that are free of the fixed effects in the sense that the likelihood does not contain the fixed effect. Operationally this is accomplished by dividing the likelihood function (1.87) into two parts, one being based on treatment contrasts and the other being based on error contrasts, that is, contrasts with expected value zero. Maximizing this second part will lead to estimates of functions of $\sigma_{\beta}^{2}$ and $\sigma_{e}^{2}$. Because of the procedure employed, these estimates are by some referred to as residual maximum-likelihood estimates (REML), by others as restricted maximum likelihood estimates (REML). The latter name is derived from the fact that maximizing the part of the likelihood free of the fixed effects can be thought of as maximizing the likelihood over a restricted parameter set, an idea first proposed by Thompson (1962) for random effects models and generalized for the general linear mixed model by Corbeil and Searle (1976), based on the
work by Patterson and Thompson (1971). We shall give below a brief outline of the basic idea of REML estimation following Corbeil and Searle (1976).

Consider model (1.84) and assume that the observations are ordered by treatments, where the $i$ th treatment is replicated $r_{i}$ times $(i=1,2, \ldots, t)$. Then the matrix $\boldsymbol{X}$ can simply be written as

$$
\boldsymbol{X}=\left[\begin{array}{llll}
\mathfrak{J}_{r_{1}} & & &  \tag{1.89}\\
& \mathcal{J}_{r_{2}} & & 0 \\
& & \ddots & \\
0 & & & \mathcal{J}_{r_{t}}
\end{array}\right] \equiv \sum_{i=1}^{t}{ }^{t} \mathfrak{J}_{r_{i}}
$$

To separate the log-likelihood function (1.87) into the two parts mentioned above, we employ the transformation (as proposed by Patterson and Thompson, 1971)

$$
\begin{equation*}
y^{\prime}\left[S: V^{-1} X\right] \tag{1.90}
\end{equation*}
$$

where

$$
\begin{align*}
\boldsymbol{S} & =\boldsymbol{I}-\boldsymbol{X}\left(\boldsymbol{X}^{\prime} \boldsymbol{X}\right)^{-1} \boldsymbol{X}^{\prime} \\
& =\sum_{i=1}^{t}\left(\boldsymbol{I}_{r_{i}}-\frac{1}{r_{i}} \boldsymbol{J}_{r_{i}} \boldsymbol{J}_{r_{i}}^{\prime}\right) \tag{1.91}
\end{align*}
$$

is symmetric and idempotent. Furthermore, $\boldsymbol{S} \boldsymbol{X}=\mathbf{0}$, and hence $\boldsymbol{S} \boldsymbol{y}$ is distributed $N\left(\mathbf{0}, \boldsymbol{S} \boldsymbol{V} \boldsymbol{S} \sigma_{e}^{2}\right)$ independently of $\boldsymbol{X}^{\prime} \boldsymbol{V}^{-1} \boldsymbol{y}$.

It follows from (1.91) that $S$ is singular. Hence, instead of $S$ we shall use in (1.90) a matrix, $\boldsymbol{T}$ say, which is derived from $\boldsymbol{S}$ by deleting its $r_{1}$ th, $\left(r_{1}+\right.$ $\left.r_{2}\right)$ th, $\left(r_{1}+r_{2}+r_{3}\right)$ th, $\ldots,\left(r_{1}+r_{2}+\cdots+r_{t}\right)$ th rows, thereby reducing an $n \times n$ matrix to an $(n-t) \times n$ matrix (with $n-t$ representing the number of linearly independent error contrasts). More explicitly, we can write $\boldsymbol{T}$ as

$$
\begin{align*}
\boldsymbol{T} & =\sum_{i=1}^{t}+\left[\boldsymbol{I}_{r_{i}-1} \vdots \mathbf{0}_{r_{i}-1}-\frac{1}{r_{i}} \boldsymbol{J}_{r_{i}-1} \boldsymbol{J}_{r_{i}}^{\prime}\right] \\
& =\sum_{i=1}^{t}\left[\boldsymbol{I}_{r_{i}-1}-\frac{1}{r_{i}} \boldsymbol{J}_{r_{i}-1} \boldsymbol{J}_{r_{i}-1}^{\prime} \vdots-\frac{1}{r_{i}} \boldsymbol{J}_{r_{i}-1}\right] \tag{1.92}
\end{align*}
$$

It follows from (1.89) and (1.92) that

$$
\begin{equation*}
\boldsymbol{T} X=\mathbf{0} \tag{1.93}
\end{equation*}
$$

Considering now the transformation

$$
z=\binom{\boldsymbol{T}}{\boldsymbol{X}^{\prime} \boldsymbol{V}^{-1}} y
$$

it follows from (1.86) and (1.93) that

$$
\boldsymbol{z} \sim N\left[\binom{\mathbf{0}}{\boldsymbol{X}^{\prime} \boldsymbol{V}^{-1} \boldsymbol{X} \boldsymbol{\alpha}},\left(\begin{array}{cc}
\boldsymbol{T} \boldsymbol{V} \boldsymbol{T}^{\prime} \sigma_{e}^{2} & \mathbf{0}  \tag{1.94}\\
\mathbf{0} & \boldsymbol{X}^{\prime} \boldsymbol{V}^{-1} \boldsymbol{X} \sigma_{e}^{2}
\end{array}\right)\right]
$$

Clearly, the likelihood function of $z$ consists of two parts, one for $\boldsymbol{T} \boldsymbol{y}$, which is free of fixed effects, and one for $\boldsymbol{X}^{\prime} \boldsymbol{V}^{-1} \boldsymbol{y}$ pertaining to the fixed effects. In particular, the log likelihood of $\boldsymbol{T} \boldsymbol{y}$ then is

$$
\begin{align*}
\lambda_{1}= & \frac{1}{2}(n-t) \log 2 \pi-\frac{1}{2}(n-t) \log \sigma_{e}^{2} \\
& -\frac{1}{2} \log \left|\boldsymbol{T} \boldsymbol{V} \boldsymbol{T}^{\prime}\right|-\frac{1}{2} \boldsymbol{y}^{\prime} \boldsymbol{T}^{\prime}\left(\boldsymbol{T} \boldsymbol{V} \boldsymbol{T}^{\prime}\right)^{-1} \boldsymbol{y} / \sigma_{e}^{2} \tag{1.95}
\end{align*}
$$

The REML estimators for $\gamma=\sigma_{\beta}^{2} / \sigma_{e}^{2}$ and $\sigma_{e}^{2}$ are obtained by solving the equations

$$
\begin{align*}
& \frac{\partial \lambda_{1}}{\partial \gamma}=0  \tag{1.96}\\
& \frac{\partial \lambda_{1}}{\partial \sigma_{e}^{2}}=0 \tag{1.97}
\end{align*}
$$

The resulting equations have no analytic solutions and have to be solved iteratively. We denote the solutions, that is, estimates by $\tilde{\gamma}$ and $\widetilde{\sigma}_{e}^{2}$, respectively.

The fixed effects, represented by $\boldsymbol{\alpha}$ in (1.84), can be estimated by considering the $\log$ likelihood of $\boldsymbol{X}^{\prime} \boldsymbol{V}^{-1} \boldsymbol{y}$, which is given by

$$
\begin{align*}
\lambda_{2}= & -\frac{1}{2} t \log 2 \pi-\frac{1}{2} t \log \sigma_{e}^{2} \\
& -\frac{1}{2} \log \left|\boldsymbol{X}^{\prime} \boldsymbol{V}^{-1} \boldsymbol{X}\right| \\
& -\frac{1}{2}(\boldsymbol{y}-\boldsymbol{X} \boldsymbol{\alpha})^{\prime} \boldsymbol{V}^{-1} \boldsymbol{X}\left(\boldsymbol{X}^{\prime} \boldsymbol{V}^{-1} \boldsymbol{X}\right)^{-1} \boldsymbol{X}^{\prime} \boldsymbol{V}^{-1}(\boldsymbol{y}-\boldsymbol{X} \boldsymbol{\alpha}) / \sigma_{e}^{2} \tag{1.98}
\end{align*}
$$

Solving

$$
\frac{\partial \lambda_{2}}{\partial \boldsymbol{\alpha}}=0
$$

leads to the estimator

$$
\begin{equation*}
\widehat{\boldsymbol{\alpha}}=\left(\boldsymbol{X}^{\prime} \boldsymbol{V}^{-1} \boldsymbol{X}\right)^{-1} \boldsymbol{X}^{\prime} \boldsymbol{V}^{-1} \boldsymbol{y} \tag{1.99}
\end{equation*}
$$

This, of course, assumes that $\boldsymbol{V}$ is known. Since it is not, we substitute $\widetilde{\gamma}$ from (1.96) and (1.97) for $\gamma$ in (1.99) and obtain the estimate

$$
\begin{equation*}
\tilde{\boldsymbol{\alpha}}=\left(\boldsymbol{X}^{\prime} \tilde{\boldsymbol{V}}^{-1} \boldsymbol{X}\right)^{-1} \boldsymbol{X}^{\prime} \tilde{\boldsymbol{V}}^{-1} \boldsymbol{y} \tag{1.100}
\end{equation*}
$$

where $\widetilde{\boldsymbol{V}}$ denotes $\boldsymbol{V}$ with $\gamma$ replaced by $\widetilde{\gamma}$.
An approximate estimate of the variance of $\tilde{\alpha}$ is given by

$$
\begin{equation*}
\widetilde{\operatorname{var}}(\widetilde{\boldsymbol{\alpha}}) \cong\left(\boldsymbol{X}^{\prime} \tilde{\boldsymbol{V}}^{-1} \boldsymbol{X}\right)^{-1} \tilde{\sigma}_{e}^{2} \tag{1.101}
\end{equation*}
$$

For a numerical example using REML see Section 1.14.4.

### 1.12 EFFICIENCY FACTOR OF AN INCOMPLETE BLOCK DESIGN

We have seen in Sections I.9.3 and I.10.2.9, for example, how we can compare different error control designs with each other by using the notion of relative efficiency. In this case, we compare two error control designs after we have performed the experiment using a particular error control design. For example, after we have used an RCBD we might ask: How would we have done with a corresponding CRD? In other cases, however, we may want to compare error control designs before we begin an experiment. In particular, we may want to compare an incomplete block design (IBD) with either a CRD or an RCBD, or we may want to compare competing IBDs with each other. For this purpose we shall use a quantity that is referred to as the efficiency factor of the IBD. It compares, apart from the residual variance, $\sigma_{e}^{2}$, the average variance of simple treatment comparisons for the two competing designs.

### 1.12.1 Average Variance for Treatment Comparisons for an IBD

Let us now consider

$$
\begin{equation*}
\underset{\substack{\neq i^{\prime}}}{\operatorname{av},} \operatorname{var}\left(\widehat{\tau_{i}}-\widehat{\tau_{i^{\prime}}}\right) \tag{1.102}
\end{equation*}
$$

for a connected IBD. We know, of course, that (1.102) is a function of $\boldsymbol{C}^{-}$, a generalized inverse of the $\boldsymbol{C}$ matrix. Suppose now that all the block sizes are equal to $k$. Then we have

$$
C=R-\frac{1}{k} N N^{\prime}
$$

and we know that $\boldsymbol{C}$ has one zero root, $d_{t}=0$ say, with associated normalized eigenvector $\boldsymbol{\xi}_{t}=(1 / \sqrt{t}) \mathfrak{J}$. Let the other roots be $d_{1}, d_{2}, \ldots, d_{t-1}$ with associated orthonormal eigenvectors $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}, \ldots, \boldsymbol{\xi}_{t-1}$. Then

$$
\boldsymbol{\xi}_{i}^{\prime} \boldsymbol{C}=d_{i} \boldsymbol{\xi}_{i}^{\prime} \quad(i=1,2, \ldots, t-1)
$$

and from

$$
\boldsymbol{\xi}_{i}^{\prime} \boldsymbol{C} \boldsymbol{\tau}=d_{i} \boldsymbol{\xi}_{i}^{\prime} \boldsymbol{\tau}
$$

it follows that

$$
\widehat{\boldsymbol{\xi}_{i}^{\prime} \boldsymbol{\tau}}=\frac{1}{d_{i}} \boldsymbol{\xi}_{i}^{\prime} \boldsymbol{Q}
$$

and

$$
\begin{equation*}
\operatorname{var}\left(\boldsymbol{\xi}_{i}^{\prime} \boldsymbol{\tau}\right)=\frac{1}{d_{i}^{2}} \boldsymbol{\xi}_{i}^{\prime} \boldsymbol{C} \boldsymbol{\xi}_{i} \sigma_{e}^{2}=\frac{1}{d_{i}} \sigma_{e}^{2} \tag{1.103}
\end{equation*}
$$

Using the fact that $\boldsymbol{\xi}_{t}=(1 / \sqrt{t}) \mathcal{J}$, that $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}, \ldots, \boldsymbol{\xi}_{t-1}$ are mutually perpendicular and perpendicular to $\boldsymbol{\xi}_{1}$, and that

$$
\sum_{i=1}^{t} \xi_{i} \xi_{i}^{\prime}=\mathbf{I}
$$

we have with $z^{\prime}=\left(z_{1}, z_{2}, \ldots, z_{t}\right)$

$$
\begin{align*}
\sum_{i=1}^{t-1}\left(\xi_{i}^{\prime} z\right)^{2} & =z^{\prime}\left(\sum_{i=1}^{t-1} \xi_{i} \xi_{i}^{\prime}\right) z \\
& =z^{\prime}\left(\boldsymbol{I}-\boldsymbol{\xi}_{t} \boldsymbol{\xi}_{t}^{\prime}\right) z \\
& =\sum_{i=1}^{t} z_{i}^{2}-\frac{1}{t}\left(\sum_{i=1}^{t} z_{i}\right)^{2} \\
& =\sum_{i=1}^{t}\left(z_{i}-\bar{z}\right)^{2} \tag{1.104}
\end{align*}
$$

It is also easy to verify that

$$
\begin{equation*}
\frac{1}{t(t-1)} \sum_{i \neq i^{\prime}}\left(z_{i}-z_{i^{\prime}}\right)^{2}=\frac{2}{t-1} \sum_{i=1}^{t}\left(z_{i}-\bar{z}\right)^{2} \tag{1.105}
\end{equation*}
$$

Taking $z_{i}=\widehat{\tau}_{i}-\tau_{i}$, substituting into (1.105) using (1.104) and then taking expectations and using (1.103), yields for (1.102)

$$
\begin{equation*}
\underset{i \neq i^{\prime}}{\mathrm{av.}} \operatorname{var}\left(\widehat{\tau_{i}}-\widehat{\tau}_{i^{\prime}}\right)=\frac{2}{t-1} \sum_{i=1}^{t-1} \frac{1}{d_{i}} \sigma_{e}^{2} \tag{1.106}
\end{equation*}
$$

### 1.12.2 Definition of Efficiency Factor

It is natural in attempting to evaluate the efficiency of an IBD to compare it with a CRD since this is always a possible competing design. For a CRD with $r_{i}$ replications for treatment $i$, the average variance of treatment differences is

$$
\begin{equation*}
\underset{i \neq i^{\prime}}{\operatorname{av} .} \operatorname{var}\left(\widehat{\tau}_{i}-\widehat{\tau}_{i^{\prime}}\right)=\underset{i \neq i^{\prime}}{\operatorname{av}}\left(\frac{1}{r_{i}}+\frac{1}{r_{i}^{\prime}}\right) \sigma_{e(\mathrm{CRD})}^{2}=\frac{2}{\bar{r}_{h}} \sigma_{e(\mathrm{CRD})}^{2} \tag{1.107}
\end{equation*}
$$

where $\bar{r}_{h}$ is the harmonic mean of the $r_{i}$, that is,

$$
\frac{1}{\bar{r}_{h}}=\frac{1}{t} \sum_{i} \frac{1}{r_{i}}
$$

We shall digress here for a moment and show that the best CRD is the one with all $r_{i}=r$, and that is the design with which we shall compare the IBD. For this and later derivations we need the "old" result that the harmonic mean of a set of positive numbers is not greater than the arithmetic mean. It seems useful to give an elementary proof of this.

Let the set of numbers be $\left\{x_{i}, i=1,2, \ldots, m\right\}$. Consider the quadratic

$$
q(\beta)=\sum_{i=1}^{m}\left(\sqrt{x_{i}}-\beta \frac{1}{\sqrt{x_{i}}}\right)^{2}
$$

Clearly $q(\beta) \geq 0$ for all $\beta$. The minimizing value of $\beta$ is obtained by using least squares which gives the NE

$$
\sum_{i} \frac{1}{x_{i}} \widetilde{\beta}=m
$$

The minimum sum of squares is

$$
\sum_{i} x_{i}-\widetilde{\beta} m
$$

Hence

$$
\sum_{i} x_{i}-\frac{m^{2}}{\sum_{i} \frac{1}{x_{i}}} \geq 0
$$

or

$$
\left(\frac{1}{m} \sum_{i} x_{i}\right)\left(\frac{1}{m} \sum_{i} \frac{1}{x_{i}}\right) \geq 1
$$

or

$$
\frac{\bar{x}}{\bar{x}_{h}} \geq 1
$$

with equality if and only if $x_{i}=x$ for all $i$.
This result implies that the best CRD will have $r_{i}=r$ and $r=n / t$ where $n$ is the total numbers of EUs. This can happen, of course, only if $n / t$ is an integer. If $n / t$ is not an integer so that $n=p t+q(0<q<t)$, then the best CRD will have $q$ treatments replicated $p+1$ times.

Consider now the case of an IBD with $b$ blocks of size $k$ and $r_{i}$ replications for the $i$ th treatment. Then the total number of EUs is $n=b k=\sum r_{i}$. Suppose also that $n=r t$, so that an equireplicate CRD is possible. The average variance for such a design is $2 \sigma_{e(\text { CRD })}^{2} / r$, whereas the average variance for the IBD is $2 \sigma_{e(\mathrm{IBD})}^{2} / c$ where, as shown in (1.106), $c$ is the harmonic mean of the positive eigenvalues of $\left(\boldsymbol{R}-(1 / k) N N^{\prime}\right)$ (see Kempthorne, 1956). It is natural to write $c=r E$, so that with $\sigma_{e(\mathrm{CRD})}^{2}=\sigma_{e(\mathrm{IBD})}^{2}$ we have

$$
\begin{equation*}
\frac{\text { av. } \operatorname{var}\left(\widehat{\tau}_{i}-\widehat{\tau}_{i^{\prime}}\right)_{\mathrm{CRD}}}{\text { av. } \operatorname{var}\left(\widehat{\tau}_{i}-\widehat{\tau}_{i^{\prime}}\right)_{\mathrm{IBD}}}=\frac{2 / r}{2 / r E}=E \tag{1.108}
\end{equation*}
$$

The quantity $E$ thus defined is called the efficiency factor of the IBD. It is clearly a numerical property of the treatment-block configuration only and hence a characteristic of a given IBD.

We add the following remarks:

1. The same definition of $E$ in (1.108) could have been obtained by using the average variance for an RCBD with $b=r$ blocks instead of the average variance for an equireplicate CRD assuming that $\sigma_{e(\mathrm{RCBD})}^{2}=\sigma_{e(\mathrm{IBD})}^{2}$.
2. Although $E$ is a useful quantity to compare designs, it does not, of course, give the full story. It compares average variances only under the assumption of equality of residual variances, whereas we typically expect $\sigma_{e(\text { IBD })}^{2}<$ $\sigma_{e(\mathrm{CRD})}^{2}$ and $\sigma_{e(\mathrm{IBD})}^{2}<\sigma_{e(\mathrm{RCBD})}^{2}$.
3. The efficiency factor pertains only to the intrablock analysis and ignores the interblock information.
4. Each IBD will have associated with it an efficiency factor $E$. In order to compare two competing IBDs with the same $n$ and with efficiency factors $E_{1}$ and $E_{2}$, respectively, we would typically choose the one with the higher $E$ value.

### 1.12.3 Upper Bound for the Efficiency Factor

Using again the fact that the harmonic mean of positive numbers is not greater than the arithmetic mean, we have

$$
\begin{align*}
(t-1) c \leq \sum_{i=1}^{t-1} d_{i} & =\operatorname{trace}\left(\boldsymbol{R}-\frac{1}{k} \boldsymbol{N} \boldsymbol{N}^{\prime}\right) \\
& =\sum_{i=1}^{t} r_{i}-\frac{1}{k} \sum_{i j} n_{i j}^{2} \\
& =n-\frac{1}{k} \sum_{i j} n_{i j}^{2} \tag{1.109}
\end{align*}
$$

The largest value of the right-hand side of (1.109) is obtained for the smallest value of $\sum_{i j} n_{i j}^{2}$. Since $n_{i j}$ is one of the numbers $0,1,2, \ldots, k$, the minimum value of $\sum n_{i j}^{2}$ will be achieved when $n$ of the $n_{i j}$ 's are 1 and the remaining are zero. Since then $n_{i j}^{2}=n_{i j}$ and $\sum_{j} n_{i j}=r_{i}$, it follows from (1.109) that

$$
(t-1) c \leq \sum_{i} r_{i}-\frac{1}{k} \sum_{i} r_{i}=\frac{k-1}{k} t \bar{r}
$$

or, since $c=r E$,

$$
E \leq \frac{(k-1) t /(t-1) k}{\bar{r} / r}
$$

But since $t \bar{r}=n=t r$, we have finally

$$
\begin{equation*}
E \leq \frac{(k-1) t}{(t-1) k} \tag{1.110}
\end{equation*}
$$

Since for an IBD $k<t$, we can write further

$$
\begin{equation*}
E \leq \frac{(k-1) t}{(t-1) k}<1 \tag{1.111}
\end{equation*}
$$

We shall see later (see Chapter 2, also Section I.9.8.2) that the upper bound given in (1.110) will be achieved for the balanced incomplete block design.

Sharper upper bounds for certain classes of IBDs are given by Jacroux (1984), Jarrett (1983), Paterson (1983), and Tjur (1990); see also John and Williams (1995).

### 1.13 OPTIMAL DESIGNS

We have argued in the previous section that in order to compare two designs, $d_{1}$ and $d_{2}$ say, we may consider their efficiency factors $E_{1}$ and $E_{2}$, respectively, and choose the design with the higher efficiency factor. In particular, if the efficiency factor of one of those designs achieves the upper bound for that class of designs, we would consider that design to be optimal in some sense. Such considerations have led to the development of the notion of optimal designs and to various criteria for optimality. We shall describe briefly some of these criteria.

### 1.13.1 Information Function

Initial contributions to the formal discussion of optimal designs were made by Wald (1943) and Ehrenfeld (1953). Extending their results, Kiefer (1958) provided a systematic account of different optimality criteria. These can be discussed either in terms of maximizing a suitable function of the information matrix or minimizing a corresponding function of the dispersion matrix of a maximal set of orthonormal treatment contrast estimates.

In the context of our discussion the information matrix is given by $\boldsymbol{C}$ in (1.9). Let $\boldsymbol{P}^{\prime} \boldsymbol{\tau}$ represent a set of $t-1$ orthonormal contrasts of the treatment effects. Using intrablock information from a connected design $d$, the estimator for $\boldsymbol{P}^{\prime} \boldsymbol{\tau}$ is given by $\boldsymbol{P}^{\prime} \widehat{\boldsymbol{\tau}}$ with $\widehat{\tau}$ from (1.18). The dispersion matrix for $\boldsymbol{P}^{\prime} \widehat{\boldsymbol{\tau}}$ is then given by

$$
\begin{equation*}
\boldsymbol{V}_{d} \sigma_{e}^{2}=\boldsymbol{P}^{\prime} \boldsymbol{C}_{d}^{-} \boldsymbol{P} \sigma_{e}^{2}=\left(\boldsymbol{P}^{\prime} \boldsymbol{C}_{d} \boldsymbol{P}\right)^{-1} \sigma_{e}^{2} \tag{1.112}
\end{equation*}
$$

[see (1.20)], where $\boldsymbol{C}_{d}^{-}$and hence $\boldsymbol{C}_{\boldsymbol{d}}$ refer to the specific design $d$ used. The information matrix for the design $d$ is then defined as

$$
\begin{equation*}
\boldsymbol{C}_{d}^{*}=\left(\boldsymbol{P}^{\prime} \boldsymbol{C}_{d}^{-} \boldsymbol{P}\right)^{-1} \tag{1.113}
\end{equation*}
$$

which shows, of course, the connection between $\boldsymbol{C}_{d}^{*}$ and $\boldsymbol{C}_{d}$.
An information function or optimality criterion is then a real-valued function $\phi$ that has the following properties (see Pukelsheim, 1993):

1. Function $\phi$ is a monotonic function; that is, an information matrix $C^{*}$ is at least as good as another information matrix $\boldsymbol{D}^{*}$ if $\phi\left(\boldsymbol{C}^{*}\right) \geq \phi\left(\boldsymbol{D}^{*}\right)$;
2. Function $\phi$ is a concave function, that is, $\phi\left[(1-\alpha) \boldsymbol{C}^{*}+\alpha \boldsymbol{D}^{*}\right]=(1-$ $\alpha) \phi\left(\boldsymbol{C}^{*}\right)+\alpha \phi\left(\boldsymbol{D}^{*}\right)$ for $\alpha \in(0,1)$;
3. Function $\phi$ is positively homogeneous, that is, $\phi\left(\delta \boldsymbol{C}^{*}\right)=\delta \phi\left(\boldsymbol{C}^{*}\right)$.

Condition (2) says that information cannot be increased by interpolation. And condition (3) says that even if we define the information matrix to be directly proportional to the number of observations, $n$, and inversely proportional to $\sigma_{e}^{2}$, that is, the information matrix is of the form $\left(n / \sigma_{e}^{2}\right) \boldsymbol{C}^{*}$, we need to consider only $\boldsymbol{C}^{*}$.

Let $\mathcal{D}$ be the set of competing designs. The problem of finding an optimal design $d$ in $\mathcal{D}$ can then be reduced to finding a design that maximizes $\phi\left(\boldsymbol{C}_{d}^{*}\right)$ over $d$ in $\mathcal{D}$ (see Cheng, 1996). Such a design is called $\phi$-optimal.

As indicated above, an alternative, and historically original, approach to finding an optimal design is to consider minimization of some convex and nonincreasing function $\Phi$ of dispersion matrices, as indicated by the relationship between (1.112) and (1.113). Accordingly, we shall then talk about a $\Phi$-optimal design.

### 1.13.2 Optimality Criteria

Several optimality criteria, that is, several functions $\phi$ or $\Phi$ have been considered for studying optimal designs. These criteria can be expressed conveniently in terms of the eigenvalues of $\boldsymbol{C}_{d}^{*}$ or, equivalently, the nonzero eigenvalues of $\boldsymbol{C}_{d}$, say $\mu_{d 1} \geq \mu_{d 2} \geq \cdots \geq \mu_{d, t-1}$.

The most commonly used optimality criteria are $D-, A$-, and $E$-optimality, which maximize the following information functions:

1. D-optimality: Determinant criterion or

$$
\phi\left(\boldsymbol{C}_{d}^{*}\right)=\prod_{i=1}^{t-1} \mu_{d i}
$$

2. A-optimality: Average variance criterion or

$$
\phi\left(\boldsymbol{C}_{d}^{*}\right)=\left(\frac{1}{t-1} \sum_{i=1}^{t-1} \mu_{d i}^{-1}\right)^{-1}
$$

3. E-optimality: Smallest eigenvalue criterion or

$$
\phi\left(\boldsymbol{C}_{d}^{*}\right)=\mu_{d, t-1}
$$

In terms of the corresponding $\Phi$ function, these optimality criteria can be expressed as minimizing

1. $\Phi\left(\boldsymbol{V}_{d}\right)=\operatorname{det} \boldsymbol{V}_{d}=\prod_{i=1}^{t-1} \mu_{d i}^{-1}$
2. $\Phi\left(\boldsymbol{V}_{d}\right)=\operatorname{tr} \boldsymbol{V}_{d}=\sum_{i=1}^{t-1} \mu_{d i}^{-1}$
3. $\Phi\left(\boldsymbol{V}_{d}\right)=$ maximum eigenvalue of $\boldsymbol{V}_{d}=\mu_{d, t-1}^{-1}$

The statistical meaning of these criteria is that minimizing (1.114) minimizes the generalized variance of $\boldsymbol{P}^{\prime} \widehat{\boldsymbol{\tau}},(1.115)$ minimizes the average variance of the set $\boldsymbol{P}^{\prime} \widehat{\boldsymbol{\tau}}$, and (1.116) minimizes the maximum variance of a single normalized contrast.

### 1.13.3 Optimal Symmetric Designs

There exist special classes of designs for which all the nonzero eigenvalues of the information matrix $\boldsymbol{C}_{d}$ are equal. Such designs are called symmetric designs. Examples of symmetric designs are balanced incomplete block designs (Chapter 2), Latin square designs (Section I.10.2), Youden squares (Section I.10.5), and so forth. The information matrix of a symmetric design is of the form $a \boldsymbol{I}+b \mathfrak{J J}^{\prime}$, which is referred to as a completely symmetric matrix.

In general, if a design is $\Phi_{1}$ optimal, it may not be $\Phi_{2}$ optimal for two different optimality criteria $\Phi_{1}$ and $\Phi_{2}$. However, for symmetric designs Kiefer (1958) showed that they are $A$-, $D$-, and $E$-optimal. This led to the definition of universal optimality (Kiefer, 1975a) or Kiefer optimality (Pukelsheim, 1993).

Definition 1.1 (Kiefer, 1975a) Let $\mathcal{B}_{t, 0}$ be the set of all $t \times t$ nonnegative definite matrices with zero row and column sums, and let $\Phi$ be a real-valued function on $\mathcal{B}_{t, 0}$ such that
(a) $\Phi$ is convex,
(b) $\Phi(\delta \boldsymbol{C})$ is nonincreasing in the scalar $\delta \geq 0$, and
(c) $\Phi$ is invariant under each simultaneous permutation of rows and columns.

A design $d^{*}$ is called universally optimal in $\mathcal{D}$ if $d^{*}$ minimizes $\Phi\left(\boldsymbol{C}_{d}\right)$ for every $\Phi$ satisfying conditions (a), (b), and (c).

To help identify universally optimal designs we have the following fundamental theorem.

Theorem 1.2 (Kiefer, 1975a) Suppose a class $\mathcal{C}=\left\{\boldsymbol{C}_{d}, d \in \mathcal{D}\right\}$ of matrices in $\mathcal{B}_{t, 0}$ contains a $\boldsymbol{C}_{d^{*}}$ for which
(a) $\boldsymbol{C}_{d^{*}}$ is completely symmetric, and
(b) $\operatorname{tr} \boldsymbol{C}_{d^{*}}=\max _{d \in \mathcal{D}} \operatorname{tr} \boldsymbol{C}_{d}$,

Then $d^{*}$ is universally optimal in $\mathcal{D}$.

### 1.13.4 Optimality and Research

We have just discussed the notion of design optimality and some of the available optimality criteria. Other criteria have been introduced in other contexts, in particular, in the area of regression or response surface designs (see, e.g., Atkinson and Donev, 1992). And thus optimality has become a powerful concept, but
we need to remember that, although it has statistical meaning, it is a mathematical concept. It has a definite and restricted connotation and it may be difficult to apply it in the larger context of designing a "very good" experiment for a researcher who has a scientific or technological problem.

An immediate difficulty is that there is no simple classification of real problems. There are discovery problems, for example, finding the point in factor space at which yield is maximum. There are exploration problems, for example, to obtain a "good" representation of the nature of the dependence of a noisy dependent variable on a given set of independent variables. There is the mathematical problem in that same context that the dependence is known to be of a definite functional form with some specified but unknown parameters, which are to be determined from observations at some locations in the factor space. A common problem in technology and some scientific areas is what is called screening of factors. It is useful and important to think about this overall picture because there is a tendency to interpret the term "optimality of design" in a very limited context, a context that is very valuable, but misleading, in the sphere of total human investigation.

The moral of the situation is multifold: (1) Researchers have to make a choice about problems and often work on unrealistic ones as the closest workable approximation to real live problems and should not be criticized for so doing; (2) almost any optimality problem is to some extent artificial and limited because criteria of value of designs must be introduced, and in almost any investigative situation it is difficult to map the possible designs valuewise into the real line; and (3) a solution to a mathematically formulated problem may have limited value, so to promote one design that is optimal only with respect to a particular criterion of value, $C_{1}$, and to declare another design to be of poor value because it is not optimal may be unfair because that design may be better with respect to a different criterion of value, $C_{2}$ say. And for one researcher $C_{1}$ may be irrelevant, whereas $C_{2}$ may be more appropriate.

Considerations of optimality involve, of course, comparison of designs. But how does one do this when error reduction needs to be taken into account? For example, how does one compare the randomized complete block and the Latin square design? Or how does one compare designs when different aspects of statistical inference are involved? This was at the basis of heated discussion between Neyman, who was interested in hypothesis testing, and Fisher and Yates, who were interested in precision of estimation (see Neyman, Iwaszkiewicz, and Kolodziejczyk, 1935).

Informal optimality considerations early on gave probably rise to the heuristic (or perhaps mathematical) idea of symmetry and balancedness, and we shall encounter these characteristics throughout much of the book. Even though these properties do not always guarantee optimality in many cases they lead to near optimality. And from a practical point of view that may be good enough. On the other hand, if a balanced design is an optimal design, but we cannot use that design because of practical constraints and need to use instead a near-balanced design, then we have a way to evaluate the efficiency of the design we are going
to use. For example, we know that a balanced incomplete block design (Chapter
2 ) is optimal. However, we cannot use the design and need to use a partially balanced incomplete block design (Chapter 4). We may then choose, if possible, a design with efficiency "close" to that of the optimal design.

Thus, the insistence on an optimal design may be frustrating for the user because practical reasons may dictate otherwise and because an experimenter rarely has one criterion of value. Rather, he has many criteria of value and is in a mathematical programming situation in which he wishes the design to have "reasonable" efficiencies with respect to criteria $C_{1}, C_{2}, \ldots, C_{K}$. The dilemma is often that the design that is optimal with respect to $C_{1}$ is completely nonoptimal with respect to $C_{2}$.

In summary, mathematical ideals and requirements of empirical science do not always meet, but it is worth trying to find common ground. In the end, practical considerations may dictate compromises in many instances of experimental research.

### 1.14 COMPUTATIONAL PROCEDURES

In this section we shall discuss some computational aspects of performing the intrablock analysis and the combined intra- and interblock analysis, mainly in the context of SAS procedures (SAS, 2000). For the intrablock analysis (see Section 1.3 ) we shall use SAS PROC GLM, and for the combined analysis (see Section 1.8) we shall use SAS PROC MIXED.

### 1.14.1 Intrablock Analysis Using SAS PROC GLM

Consider the following data set IBD (Table 1.7) with $t=4$ treatments in $b=5$ blocks of size $k=2$, such that treatments 1 and 4 are replicated 3 times, and treatments 2 and 3 are replicated 2 times. An example might be 5 pairs of identical twins representing the blocks, each twin being an experimental unit to whom different drugs are assigned according to the given plan.

The SAS PROC GLM input statements for the intrablock analysis and the results are given in Table 1.8. We shall comment briefly on some aspects of the SAS output (see Table 1.8):

1. The coefficient matrix as well as the right-hand side (RHS) of (1.5) are given under the heading "The $\boldsymbol{X}^{\prime} \boldsymbol{X}$ Matrix."
2. A generalized inverse for the coefficient matrix $\boldsymbol{X}^{\prime} \boldsymbol{X}$ is obtained by first eliminating the rows and columns for $\beta_{5}$ and $\tau_{4}$ from $\boldsymbol{X}^{\prime} \boldsymbol{X}$ as a consequence of imposing the conditions $\beta_{5}^{*}=0$ and $\tau_{4}^{*}=0$ (we shall denote the SAS solutions to the NE by $\boldsymbol{\beta}^{*}$ and $\boldsymbol{\tau}^{*}$ ). The reduced matrix is of full rank and thus can be inverted. The inverted matrix is restored to the original dimension by inserting zeros in the rows and columns corresponding to $\beta_{5}^{*}$ and $\tau_{4}^{*}$. This matrix, together with $\widehat{\sigma}_{e}^{2}=\mathrm{MS}$ (Error) from the ANOVA table, can be used to find the standard errors for the estimators of estimable functions for treatment effects.

Table 1.7 Data for Incomplete Block Design $(t=4, b=5, k=2, r 1=3$, $r 2=r 3=2, r 4=3$ )

```
options pageno=1 nodate;
data IBD;
input TRT BLOCK Y @@;
datalines;
1 1 10 2 1 12
3}22\mp@code{23
1 3}133\mp@code{3}32
2 4 14 4 4 20
1 5
;
run;
proc print data=IBD;
title1 'TABLE 1.7';
title2 'DATA FOR INCOMPLETE BLOCK DESIGN';
title3 '(t=4, b=5, k=2, rl=3, r2=r3=2, r4=3)';
run;
\begin{tabular}{cccc} 
Obs & TRT & BLOCK & \(Y\) \\
& & & \\
1 & 1 & 1 & 10 \\
2 & 2 & 1 & 12 \\
3 & 3 & 2 & 23 \\
4 & 4 & 2 & 28 \\
5 & 1 & 3 & 13 \\
6 & 3 & 3 & 27 \\
7 & 2 & 4 & 14 \\
8 & 4 & 4 & 20 \\
9 & 1 & 5 & 15 \\
10 & 4 & 5 & 32
\end{tabular}
```

3. The general form of an estimable function for treatment effects is given by

$$
L 7 \tau_{1}+L 8 \tau_{2}+L 9 \tau_{3}-(L 7+L 8+L 9) \tau_{4}
$$

for any values of $L 7, L 8$, and $L 9$; that is, only contrasts are estimable.
4. The general form of estimable functions can also be used to identify the solutions to the NE by putting sequentially (and in order) each $L i=1$ and the remaining $L j=0,(j \neq i)$. For example, the "Estimate" of "Intercept" is actually the estimate of $\mu+\beta_{5}+\tau_{4}$; that is, $L 1=1, L j=0,(j \neq 1)$. Expressed in terms of the SAS solutions we thus have

$$
\mu^{*}=\widehat{\mu+\beta_{5}+} \tau_{4}=31.125
$$

Another example, putting $L 7=1, L j=0(j \neq 7)$, yields

$$
\tau_{1}^{*}=\widehat{\tau_{1}-\tau_{4}}=-15.25
$$

Table 1.8 Intrablock Analysis with Post-hoc Comparisons

```
proc glm data=IBD;
class BLOCK TRT;
model Y = BLOCK TRT/XPX inverse solution e;
1smeans TRT/stderr e;
estimate 'TRT1 - (TRT2+TRT3)/2' TRT 1 -.5 -.5 0;
estimate 'TRT1 - TRT4' TRT 1 0 0 -1;
estimate 'TRT2 - TRT3' TRT 0 1 -1 0;
title1 'TABLE 1.8';
title2 'INTRA-BLOCK ANALYSIS';
title3 'WITH POST-HOC COMPARISONS';
run;
```



Table 1.8 (Continued)

|  | The $\mathrm{X}^{\prime} \mathrm{X}$ Matrix |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | TRT 1 | TRT 2 | TRT 3 | TRT 4 | Y |
| Intercept | 3 | 2 | 2 | 3 | 194 |
| BLOCK 1 | 1 | 1 | 0 | 0 | 22 |
| BLOCK 2 | 0 | 0 | 1 | 1 | 51 |
| BLOCK 3 | 1 | 0 | 1 | 0 | 40 |
| BLOCK 4 | 0 | 1 | 0 | 1 | 34 |
| BLOCK 5 | 1 | 0 | 0 | 1 | 47 |
| TRT 1 | 3 | 0 | 0 | 0 | 38 |
| TRT 2 | 0 | 2 | 0 | 0 | 26 |
| TRT 3 | 0 | 0 | 2 | 0 | 50 |
| TRT 4 | 0 | 0 | 0 | 3 | 80 |
| Y | 38 | 26 | 50 | 80 | 4300 |

> X'X Generalized Inverse (g2)

Intercept BLOCK 1 BLOCK 2 BLOCK 3 BLOCK 4 BLOCK 5

| Intercept | 0.75 | -0.375 | -0.625 | -0.375 | -0.625 | 0 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| BLOCK 1 | -0.375 | 1.3125 | 0.4375 | 0.5625 | 0.6875 | 0 |
| BLOCK 2 | -0.625 | 0.4375 | 1.3125 | 0.6875 | 0.5625 | 0 |
| BLOCK 3 | -0.375 | 0.5625 | 0.6875 | 1.3125 | 0.4375 | 0 |
| BLOCK 4 | -0.625 | 0.6875 | 0.5625 | 0.4375 | 1.3125 | 0 |
| BLOCK 5 | 0 | 0 | 0 | 0 | 0 | 0 |
| TRT 1 | -0.5 | -0.25 | 0.25 | -0.25 | 0.25 | 0 |
| TRT 2 | -0.25 | -0.625 | 0.125 | -0.125 | -0.375 | 0 |
| TRT 3 | -0.25 | -0.125 | -0.375 | -0.625 | 0.125 | 0 |
| TRT 4 | 0 | 0 | 0 | 0 | 0 | 0 |
| Y | 31.125 | -7.6875 | -4.0625 | -1.9375 | -9.3125 | 0 |

X'X Generalized Inverse (g2)
$\begin{array}{llllll}\text { TRT } 1 & \text { TRT } 2 & \text { TRT } & 3 & \text { TRT } 4 & Y\end{array}$

| Intercept | -0.5 | -0.25 | -0.25 | 0 | 31.125 |
| :--- | ---: | ---: | ---: | ---: | ---: |
| BLOCK 1 | -0.25 | -0.625 | -0.125 | 0 | -7.6875 |
| BLOCK 2 | 0.25 | 0.125 | -0.375 | 0 | -4.0625 |
| BLOCK 3 | -0.25 | -0.125 | -0.625 | 0 | -1.9375 |
| BLOCK 4 | 0.25 | -0.375 | 0.125 | 0 | -9.3125 |
| BLOCK 5 | 0 | 0 | 0 | 0 | 0 |
| TRT 1 | 1 | 0.5 | 0.5 | 0 | -15.25 |
| TRT 2 | 0.5 | 1.25 | 0.25 | 0 | -9.625 |
| TRT 3 | 0.5 | 0.25 | 1.25 | 0 | -3.125 |
| TRT 4 | -15.25 | -9.625 | -3.125 | 0 | 0 |
| Y |  |  | 0 | 18.1875 |  |

Table 1.8 (Continued)


Table 1.8 (Continued)

| Parameter |  | Estimate | Standard Error | t Value | $\operatorname{Pr}>\|t\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Intercept |  | 31.12500000 B | 2.61157280 | 11.92 | 0.0070 |
| BLOCK | 1 | -7.68750000 B | 3.45478608 | -2.23 | 0.1560 |
| BLOCK | 2 | -4.06250000 B | 3.45478608 | -1.18 | 0.3607 |
| BLOCK | 3 | -1.93750000 B | 3.45478608 | -0.56 | 0.6314 |
| BLOCK | 4 | -9.31250000 B | 3.45478608 | -2.70 | 0.1145 |
| BLOCK | 5 | 0.00000000 B |  |  |  |
| TRT | 1 | -15.25000000 B | 3.01558452 | -5.06 | 0.0369 |
| TRT | 2 | -9.62500000 B | 3.37152599 | -2.85 | 0.1039 |
| TRT | 3 | -3.12500000 B | 3.37152599 | -0.93 | 0.4518 |
| TRT | 4 | 0.00000000 B |  | . |  |

NOTE: The X'X matrix has been found to be singular, and a generalized inverse was used to solve the normal equations. Terms whose estimates are followed by the letter 'B' are not uniquely estimable.

Least Squares Means

Coefficients for TRT Least Square Means

TRT Level

| Effect |  | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Intercept |  | 1 | 1 | 1 | 1 |
| BLOCK |  | 0.2 | 0.2 | 0.2 | 0.2 |
| BLOCK |  | 0.2 | 0.2 | 0.2 | 0.2 |
| BLOCK |  | 0.2 | 0.2 | 0.2 | 0.2 |
| BLOCK |  | 0.2 | 0.2 | 0.2 | 0.2 |
| BLOCK |  | 0.2 | 0.2 | 0.2 | 0.2 |
| TRT |  | 1 | 0 | 0 | 0 |
| TRT |  | 0 | 1 | 0 | 0 |
| TRT |  | 0 | 0 | 1 | 0 |
| TRT |  | 0 | 0 | 0 | 1 |
| TRT | Y LSMEAN | Standard Error |  |  | $\operatorname{Pr}>\|t\|$ |
| 1 | 11.2750000 |  | 1.97 |  | 0.0294 |
| 2 | 16.9000000 |  | 2.66 |  | 0.0239 |
| 3 | 23.4000000 |  | 2.66 |  | 0.0127 |
| 4 | 26.5250000 |  | 1.97 |  | 0.0055 |

Dependent Variable: Y

| Parameter | Estimate | Standard Error | $t$ Value | Pr $>\|t\|$ |
| :--- | ---: | ---: | ---: | ---: |
| TRT1 - (TRT2+TRT3) $/ 2$ | -8.8750000 | 2.61157280 | -3.40 | 0.0768 |
| TRT1 - TRT4 | -15.2500000 | 3.01558452 | -5.06 | 0.0369 |
| TRT2 - TRT3 | -6.5000000 | 4.26468053 | -1.52 | 0.2670 |

5. The top part of the ANOVA table provides the partition

$$
\mathrm{SS}(\mathrm{MODEL})+\mathrm{SS}(\text { ERROR })=\mathrm{SS}(\text { TOTAL })
$$

and from that produces

$$
\mathrm{MS}(\mathrm{ERROR})=\widehat{\sigma}_{e}^{2}=9.094
$$

6. The lower part of the ANOVA table provides type I SS (sequential SS for ordered model; see I.4.7.2) and type III SS (partial SS). From the latter we obtain the $P$ value (.0975) for the test of

$$
H_{0}: \quad \tau_{1}=\tau_{2}=\cdots=\tau_{t}
$$

versus

$$
H_{1}: \text { not all } \tau_{i} \text { are the same }
$$

We stress that the $P$ value for blocks should be ignored (see I.9.2).
7. The e-option of LSMEANS gives the coefficients for the solution vector to compute the treatment least squares means, for example,

$$
\begin{aligned}
\operatorname{LSMEAN}(\text { TRT } \quad 1)= & \mu^{*}+.2 \sum \beta_{i}^{*}+\tau_{1}^{*} \\
= & 31.125+.2(-7.6875-4.0625-1.9375 \\
& -9.3125+0)-15.25 \\
= & 11.275
\end{aligned}
$$

The standard error is computed by making use of the $G$ inverse (see item 2) and MS(ERROR).
8. The $t$ tests are performed for the prespecified contrasts among the leastsquares means; for example,

$$
\begin{aligned}
\text { TRT2-TRT3 } & =\tau_{2}^{*}-\tau_{3}^{*}=9.625+3.125=-6.5 \\
\operatorname{se}\left(\tau_{2}^{*}-\tau_{3}^{*}\right) & =[(1.25+1.25-2 \times .25) \times 9.094]^{1 / 2}=4.265 \\
t & =\frac{-6.5}{4.265}=-1.52
\end{aligned}
$$

### 1.14.2 Intrablock Analysis Using the Absorb Option in SAS PROC GLM

A computational method as described in Section 1.3 using the RNE can be implemented in SAS PROC GLM by using the ABSORB OPTION. This is illustrated in Table 1.9.

Table 1.9 Intra Block Analysis Using Reduced Normal Equations With Post-hoc Comparisons

```
proc glm data=IBD;
class BLOCK TRT;
absorb BLOCK;
model Y = TRT/XPX inverse solution e;
estimate 'TRT1 - (TRT2+TRT3)/2' TRT 1 -.5 -.5 0;
estimate 'TRT1 - TRT4' TRT 1 0 0 -1;
estimate 'TRT2 - TRT3' TRT 0 1 -1 0;
title1 'TABLE 1.9';
title2 'INTRA-BLOCK ANALYSIS USING REDUCED NORMAL EQUATIONS';
title3 'WITH POST-HOC COMPARISONS';
run;
The GLM Procedure
Class Level Information
Class
Levels Values
BLOCK
TRT
                        Number of observations 10
                        The X'X Matrix
                TRT 1 TRT 2 TRT 3 TRT 4 Y
\begin{tabular}{lrrrrr} 
TRT 1 & 1.5 & -0.5 & -0.5 & -0.5 & -16.5 \\
TRT 2 & -0.5 & 1 & 0 & -0.5 & -2 \\
TRT 3 & -0.5 & 0 & 1 & -0.5 & 4.5 \\
TRT 4 & -0.5 & -0.5 & -0.5 & 1.5 & 14 \\
Y & -16.5 & -2 & 4.5 & 14 & 275
\end{tabular}
The GLM Procedure
                X'X Generalized Inverse (g2)
```

| TRT 1 | TRT 2 | TRT 3 | TRT 4 |
| :--- | :--- | :--- | :--- | :--- |


| TRT 1 | 1 | 0.5 | 0.5 | 0 | -15.25 |
| :--- | ---: | ---: | ---: | ---: | ---: |
| TRT 2 | 0.5 | 1.25 | 0.25 | 0 | -9.625 |
| TRT 3 | 0.5 | 0.25 | 1.25 | 0 | -3.125 |
| TRT 4 | 0 | 0 | 0 | 0 | 0 |
| Y | -15.25 | -9.625 | -3.125 | 0 | 18.1875 |

[^1]Table 1.9 (Continued)


NOTE: The X'X matrix has been found to be singular, and a generalized inverse was used to solve the normal equations. Terms whose estimates are followed by the letter 'B' are not uniquely estimable.

We make the following comments about the SAS output:

1. The $\boldsymbol{X}^{\prime} \boldsymbol{X}$ matrix is now the $\boldsymbol{C}$-matrix of (1.9).
2. The $\boldsymbol{X}^{\prime} \boldsymbol{X}$ generalized inverse is obtained by the SAS convention of setting $\tau_{4}^{*}=0$. This $g$ inverse is therefore different from $\widetilde{\boldsymbol{C}}^{-1}$ of (1.16).
3. The ANOVA table provides the same information as in Table 1.8, except that it does not give solutions for the intercept and blocks. Hence, this analysis cannot be used to obtain treatment least-squares means and their standard error.

### 1.14.3 Combined Intra- and Interblock Analysis Using the Yates Procedure

Using SAS PROC VARCOMP illustrates the estimation of $\sigma_{\beta}^{2}$ according to the method described in Section 1.10.1. The result is presented in Table 1.10. The option type I produces Table 1.2 with

$$
\mathrm{E}[\mathrm{MS}(\mathrm{BLOCK})]=\mathrm{E}\left[\operatorname{MS}\left(\boldsymbol{X}_{\boldsymbol{\beta}} \mid \mathcal{J}, \boldsymbol{X}_{\boldsymbol{\tau}}\right)\right]
$$

as given in (1.82). This yields $\widehat{\sigma}_{e}^{2}=9.09$ (as in Table 1.8) and $\widehat{\sigma}_{\beta}^{2}=7.13$.
Substituting $\widehat{\boldsymbol{\rho}}=\frac{9.09+2 \times 7.13}{9.09}=2.57$ into (1.60) we obtain

$$
\tilde{\boldsymbol{A}}=\left(\begin{array}{rrrr}
2.0814 & -0.3062 & -0.3062 & -0.3062 \\
-0.3062 & 1.3877 & 0.0000 & -0.3062 \\
-0.3062 & 0.0000 & 1.3877 & -0.3062 \\
-0.3062 & -0.3062 & -0.3062 & 2.0814
\end{array}\right)
$$

and

$$
\tilde{A}^{-1}=\left(\begin{array}{llll}
0.541654 & 0.146619 & 0.146619 & 0.122823 \\
0.146619 & 0.785320 & 0.064704 & 0.146619 \\
0.146619 & 0.064704 & 0.785320 & 0.146619 \\
0.122823 & 0.146619 & 0.146619 & 0.541654
\end{array}\right)
$$

and

$$
\widetilde{\boldsymbol{P}}=\left(\begin{array}{r}
4.6242 \\
8.8528 \\
22.1358 \\
39.5816
\end{array}\right)
$$

Table 1.10 Estimation of Block Variance Component Using the Yates Procedure


We then obtain

$$
\widetilde{\boldsymbol{\tau}}=\widetilde{\boldsymbol{A}}^{-1} \widetilde{\boldsymbol{P}}=\left(\begin{array}{l}
11.9097 \\
14.8659 \\
24.4379 \\
26.5510
\end{array}\right)
$$

We note that the elements of $\tilde{\boldsymbol{\tau}}$ are actually the treatment least-squares means. Their estimated variances and the estimated variances for the treatment contrasts are obtained from $\widetilde{\boldsymbol{A}}^{-1} \times 9.09$ (see Tables 1.13 and 1.14).

### 1.14.4 Combined Intra- and Interblock Analysis Using SAS PROC MIXED

We illustrate here the numerical implementation of the ML and REML procedures as described in Sections 1.11.1 and 1.11.2, respectively, using SAS PROC MIXED. The results of the ML estimation are given in Table 1.11.

It takes four interations to obtain the solutions, yielding $\widehat{\sigma}_{\beta}^{2}=7.45$ and $\widehat{\sigma}_{e}^{2}=$ 4.14 and hence $\widehat{\gamma}=1.80$ (Notice that these are quite different from the estimates obtained by the Yates procedure (Section 1.14.3) and the REML procedure as given below).

Since SAS uses a different parametrization than the one used in (1.84) it obtains "estimates" of $\mu$ and $\tau_{i}(i=1,2,3,4)$ separately. The type 3 coefficients indicate that the solutions for $\mu, \tau_{i}(i=1,2,3,4)$ are actually estimates of $\mu+$ $\tau_{4}, \tau_{1}-\tau_{4}, \tau_{2}-\tau_{4}, \tau_{3}-\tau_{4}$, respectively. From these solutions the least-squares means are then obtained as

| $\operatorname{LSMEAN}\left(\right.$ TRT 1) $=\widehat{\mu}+\widehat{\tau}_{1}$ |  | 11.65 |  |
| :---: | :---: | :---: | :---: |
| $\operatorname{LSMEAN}\left(\right.$ TRT 2) $=\widehat{\mu}+\widehat{\tau}_{2}$ | $=$ | 15.63 |  |
| $\operatorname{LSMEAN}\left(\right.$ TRT 3) $=\widehat{\mu}+\widehat{\tau}_{3}$ |  | 24.09 |  |
| $\operatorname{LSMEAN}($ TRT 4) $=\widehat{\mu}$ |  | 26.53 |  |

where the $\widehat{\alpha}_{i}$ denote the solutions to (1.87).
The REML procedure is illustrated in Table 1.12. It takes three iterations to obtain the estimates $\tilde{\sigma}_{\beta}^{2}=6.35$ and $\tilde{\sigma}_{e}^{2}=10.17$, and hence $\tilde{\gamma}=0.62$. We note that the REML and ML least-squares means are numerically quite similar even though $\widehat{\gamma}$ and $\widehat{\sigma}_{e}^{2}$ are substantially different from $\tilde{\gamma}$ and $\widetilde{\sigma}_{e}^{2}$, respectively.

### 1.14.5 Comparison of Estimation Procedures

For a small proper incomplete block design we have employed the above four methods of estimating treatment least-squares means and treatment comparisons:

M1: Intrablock analysis
M2: Combined analysis: Yates

Table 1.11 Combined Analysis Using Maximum Likelihood
With Post-hoc Comparisons

```
proc mixed data=IBD method=ML;
class BLOCK TRT;
model Y = TRT/ solution E3 ddfm=Satterth;
random BLOCK;
lsmeans TRT;
estimate 'TRT1 - (TRT2+TRT3)/2' TRT 1 -.5 -.5 0;
estimate 'TRT1 - TRT4' TRT 1 0 0 -1;
estimate 'TRT2 - TRT3' TRT 0 1 -1 0;
title1 'TABLE 1.11';
title2 'COMBINED ANALYSIS USING MAXIMUM LIKELIHOOD';
title3 'WITH POST-HOC COMPARISONS';
run;
                    The Mixed Procedure
                    Model Information
```

Data Set
Dependent Variable Covariance Structure Estimation Method Residual Variance Method Fixed Effects SE Method Degrees of Freedom Method

WORK.IBD
Y
Variance Components
ML
Profile
Model-Based
Satterthwaite

Class Level Information
Class Levels Values

| BLOCK | 5 | 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| TRT | 4 | 1 | 2 | 3 | 4 |  |

Dimensions

| Covariance Parameters | 2 |
| :--- | ---: |
| Columns in X | 5 |
| Columns in Z | 5 |
| Subjects | 1 |
| Max Obs Per Subject | 10 |
| Observations Used | 10 |
| Observations Not Used | 0 |
| Total Observations | 10 |

Table 1.11 (Continued)

| Iteration History |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Iteration |  | Evaluations | -2 Log Like |  | Criterion |  |  |  |
| 0 |  | 1 | 51.13433487 |  |  |  |  |  |
| 1 |  | 2 | 50.29813032 |  | 0.00396161 |  |  |  |
| 2 |  | 1 | 50.22541829 |  | 0.00030283 |  |  |  |
| 3 |  | 1 | 50.22033455 |  | 0.00000230 |  |  |  |
| 4 |  | 1 | 50.22029773 |  | 0.00000000 |  |  |  |
|  |  | Convergence criteria met. |  |  |  |  |  |  |
|  |  | Covariance Parameter |  |  |  |  |  |  |
|  |  | Cov Parm | Estimate |  |  |  |  |  |
|  |  | BLOCK | 7.4528 |  |  |  |  |  |
|  |  | Residual | 4.1426 |  |  |  |  |  |
|  |  | Fit Statistics |  |  |  |  |  |  |
|  |  | -2 Log Likelihood |  | 50.2 |  |  |  |  |
|  |  | AIC (smaller is better) |  | 62.2 |  |  |  |  |
|  |  | AICC (smaller is better |  | 90.2 |  |  |  |  |
|  |  | BIC (smaller is better) |  | 59.9 |  |  |  |  |
|  |  | Solution for Fixed Effects |  |  |  |  |  |  |
| Effect | TRT | Standard |  |  |  |  | $\operatorname{Pr}>\|t\|$ |  |
|  |  | Estimate | Error | DF | t | Value |  |  |
| Intercept |  | 26.5329 | 1.7767 | 8.87 | 14.93 |  |  | <. 0001 |
| TRT | 1 | -14.8822 | 1.9330 | 4.75 | -7.70 |  |  | 0.0007 |
| TRT | 2 | -10.9029 | 2.1495 | $4.82$ | -5.07 |  |  | 0.0043 |
| TRT | 3 | -2.4380 | 2.1495 | 4.82 |  | -1.13 |  | 0.3099 |
| TRT | 4 |  |  |  |  |  |  |  |

Type 3 Coefficients for TRT
Effect TRT Row1 Row2 Row3

Intercept

| TRT | 1 | 1 |  |  |
| :--- | :--- | :--- | :--- | ---: |
| TRT | 2 |  | 1 |  |
| TRT | 3 |  |  | 1 |
| TRT | 4 | -1 | -1 | -1 |

Table 1.11 (Continued)


M3: Combined analysis: ML
M4: Combined analysis: REML
In Tables 1.13 and 1.14 we present the estimates and their standard errors (exact or approximate) for these methods for purely numerical comparisons.

Based on the numerical results, we make the following observations, which should not necessarily be generalized:

1. For the least-squares means, M1 produces slightly smaller standard errors than M2, but the result is reversed for the contrast estimates.
2. The results for M2 and M4 are very similar, both with respect to estimates and standard errors.
3. In both tables M3 produces the smallest standard errors.

### 1.14.6 Testing of Hypotheses

To test the hypothesis

$$
H_{0}: \tau_{1}=\tau_{2}=\cdots=\tau_{t}
$$

Table 1.12 Combined Analysis Using Residual Maximum Likelihood With Post-hoc Comparisons

```
proc mixed data=IBD;
Class BLOCK TRT;
model Y = TRT/ solution E3 ddfm=Satterth;
random BLOCK;
lsmeans TRT;
estimate 'TRT1 - (TRT2+TRT3)/2' TRT 1 -.5 -.5 0;
estimate 'TRT1 - TRT4' TRT 1 0 0 -1;
estimate 'TRT2 - TRT3' TRT 0 1 -1 0;
title1 'TABLE 1.12';
title2 'COMBINED ANALYSIS USING RESIDUAL MAXIMUM LIKELIHOOD';
title3 'WITH POST-HOC COMPARISONS';
run;
                                    The Mixed Procedure
                                    Model Information
\begin{tabular}{ll} 
Data Set & WORK.IBD \\
Dependent Variable & Y \\
Covariance Structure & Variance Components \\
Estimation Method & REML \\
Residual Variance Method & Profile \\
Fixed Effects SE Method & Model-Based \\
Degrees of Freedom Method & Satterthwaite
\end{tabular}
                    Class Level Information
Class Levels Values
BLOCK \(\quad 5 \quad 12345\)
TRT 4 1 2 3 4
Dimensions
Covariance Parameters 2
Columns in X 5
Columns in Z 5
Subjects 1
Max Obs Per Subject 10
Observations Used 10
Observations Not Used 0
Total Observations 10
```

Table 1.12 (Continued)


Type 3 Coefficients for TRT

| Effect | TRT | Row1 | Row2 | Row3 |
| :--- | :---: | :---: | :---: | ---: |
| Intercept |  |  |  |  |
| TRT | 1 | 1 |  |  |
| TRT | 2 |  | 1 |  |
| TRT | 3 | -1 | -1 | -1 |
| TRT | 4 |  |  | 1 |

Table 1.12 (Continued)

versus

$$
H_{1}: \text { not all } \tau_{i} \text { are equal }
$$

we consider a set of $t-1$ linearly independent contrasts, say $\boldsymbol{C} \boldsymbol{\tau}$, and test equivalently

$$
H_{0}: \boldsymbol{C} \boldsymbol{\tau}=\mathbf{0}
$$

Table 1.13 Comparison of Least-Squares Means

| $\begin{gathered} \text { TRT } \\ i \end{gathered}$ | M1 |  | M2 |  | M3 |  | M4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\operatorname{LSM}\left(\mathrm{TRT}_{i}\right)$ | SE | $\operatorname{LSM}\left(\mathrm{TRT}_{i}\right)$ | SE | $\operatorname{LSM}\left(\mathrm{TRT}_{i}\right)$ | SE | $\operatorname{LSM}\left(\mathrm{TRT}_{i}\right)$ | SE |
| 1 | 11.28 | 1.98 | 11.91 | 2.22 | 11.65 | 1.78 | 11.99 | 2.26 |
| 2 | 16.90 | 2.66 | 14.87 | 2.67 | 15.63 | 2.08 | 14.64 | 2.74 |
| 3 | 23.40 | 2.66 | 24.44 | 2.67 | 24.09 | 2.08 | 24.53 | 2.74 |
| 4 | 26.53 | 1.98 | 26.55 | 2.22 | 26.53 | 1.78 | 26.56 | 2.26 |

Table 1.14 Comparison of Contrast Estimates

| CONTRAST ${ }^{a}$ | M1 |  | M2 |  | M3 |  | M4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\widehat{C}$ | SE | $\widetilde{C}$ | SE | $\widetilde{C}$ | SE | $\widetilde{C}$ | SE |
| C1 | -8.88 | 2.61 | -7.75 | 2.47 | -8.21 | 1.71 | -7.59 | 2.60 |
| C2 | -15.25 | 3.02 | -14.64 | 2.76 | -14.88 | 1.93 | -14.57 | 2.88 |
| C3 | -6.50 | 4.26 | -9.57 | 3.62 | -8.47 | 2.61 | -9.88 | 3.75 |
| $\begin{aligned} { }^{a} \mathrm{C} 1 & =\mathrm{TRT} 1-(\mathrm{TRT} 2+\mathrm{TRT} 3) / 2 \\ \mathrm{C} 2 & =\text { TRT1 } 1-\mathrm{TRT} 4 \\ \mathrm{C} 3 & =\text { TRT2 }- \text { TRT3 } \end{aligned}$ |  |  |  |  |  |  |  |  |

Table 1.15 Comparison of Testing $H_{0}: \tau_{1}=\tau_{2}=\tau_{3}=\tau_{4}$

| Method | $F$ Ratio | Denominator <br> d.f. | $P$ Value | Source |
| :--- | :---: | :---: | :---: | :--- |
| M1 | 9.41 | 2 | .0975 | Table 1.8 |
| M2 | 11.73 | 2 | .0796 | See below |
| M3 | 23.37 | 4.76 | .0028 | Table 1.11 |
| M4 | 10.82 | 2.42 | .0615 | Table 1.12 |

versus

$$
H_{1}: \boldsymbol{C} \boldsymbol{\tau} \neq \mathbf{0}
$$

We then compute the test statistic

$$
F=(\boldsymbol{C} \tilde{\boldsymbol{\tau}})^{\prime}\left[\boldsymbol{C} \tilde{\boldsymbol{A}}^{-1} \boldsymbol{C}\right]^{-1} \boldsymbol{C} \tilde{\boldsymbol{\tau}} /[(t-1) \operatorname{MS}(E)]
$$

which follows approximately an $F$ distribution with $t-1$ and $n-t-b+1$ d.f.
For the data set in Table 1.7, using

$$
\boldsymbol{C}=\left(\begin{array}{rrrr}
1 & -1 & 0 & 0 \\
1 & 0 & -1 & 0 \\
1 & 0 & 0 & -1
\end{array}\right)
$$

with the Yates procedure we obtain $F=11.73$ with 3 and 2 d.f.
A comparison of the four methods of analysis [as described in (Section 1.13.5)] concerning the test of treatment effects is given in Table 1.15

It is interesting to note that the results for M1, M2, and M4 are in close agreement, whereas the result for M3 is quite different. This appears due to the fact that the estimate of $\sigma_{e}^{2}$ for M3, namely 4.1426, is quite different from the corresponding estimates using M2, namely, 9.09375, and M4, namely 10.1681.

## CHAPTER2

## Balanced Incomplete Block Designs

### 2.1 INTRODUCTION

In the previous chapter we were concerned with incomplete block designs in very general terms, mainly with the analyses of these designs. But as mentioned earlier, there exist, among the totality of all incomplete block designs, several special types that have evolved in the process of refining the art of experimental design, these types being characterized by some common feature or property.

One such type of design is the balanced incomplete block (BIB) design introduced by Yates (1936a) (see also Section I.9.8.2). This is a proper, equireplicate, binary design such that each elementary treatment contrast, that is, the difference between two treatment effects, is estimated with the same variance.

### 2.2 DEFINITION OF THE BIB DESIGN

In this section we shall give a more precise and more formal definition of the BIB design. First we note that for a binary design the incidence matrix $N=\left(n_{i j}\right)$ has elements

$$
n_{i j}= \begin{cases}1 & \text { if treatment } i \text { occurs in block } j \\ 0 & \text { otherwise }\end{cases}
$$

Furthermore, for an equireplicate design

$$
\begin{equation*}
\sum_{j=1}^{b} n_{i j}=r \quad \text { for all } i \tag{2.1}
\end{equation*}
$$

[^2]and for a proper design
\[

$$
\begin{equation*}
\sum_{i=1}^{t} n_{i j}=k \quad \text { for all } j \tag{2.2}
\end{equation*}
$$

\]

where $r$ is the number of replications for each treatment and $k$ is the block size.
We denote the $\left(i, i^{\prime}\right)$ element of $\boldsymbol{N} \boldsymbol{N}^{\prime}$ by $\lambda_{i i^{\prime}}$; that is, $\sum_{j} n_{i j} n_{i^{\prime} j}=\lambda_{i i^{\prime}}$, where $\lambda_{i i^{\prime}}$ denotes simply the number of blocks in which treatments $i$ and $i^{\prime}$ appear together (it is for this reason that $N N^{\prime}$ is referred to as the concordance or concurrence matrix; see Pearce, 1963). Then, with (2.1) and (2.2) and the fact that all differences between treatment effects are estimated with the same variance, we must have $\lambda_{i i^{\prime}}=\lambda$ for all $i, i^{\prime}\left(i \neq i^{\prime}\right)$, as was shown by Thompson (1956) and Rao (1958). We thus have the following definition.

Definition 2.1 An incomplete block design is said to be a balanced incomplete block (BIB) design if it satisfies the following conditions:
i. The experimental material is divided into $b$ blocks of $k$ units each, different treatments being applied to the units in the same block.
ii. There are $t$ treatments each of which occurs in $r$ blocks.
iii. Any two treatments occur together in exactly $\lambda$ blocks.

The quantities $t, b, r, k$, and $\lambda$ are called the parameters of the BIB design. We note here that for a given set of parameters there may or may not exist a BIB design.

### 2.3 PROPERTIES OF BIB DESIGNS

The following relations hold among the parameters, and even these are only necessary conditions for the existence of a BIB design:

$$
\begin{align*}
r t & =k b  \tag{2.3}\\
\lambda(t-1) & =r(k-1)  \tag{2.4}\\
r & >\lambda  \tag{2.5}\\
b & \geq t \tag{2.6}
\end{align*}
$$

Relationship (2.3) follows immediately from the fact that the total number of observation for the BIB design is

$$
n=\sum_{i}\left(\sum_{j} n_{i j}\right)=\sum_{j}\left(\sum_{i} n_{i j}\right)
$$

and to this we apply (2.1) and (2.2).

To establish (2.4) we consider a fixed treatment that is replicated $r$ times and in each of these $r$ blocks there are $k-1$ other treatments. On the other hand, because of (iii) in Definition 2.1, each of the remaining $t-1$ treatments must occur in these blocks exactly $\lambda$ times. This leads immediately to (2.4).

Condition (2.5) follows from (2.4) and the fact that for an incomplete block design $k<t$.

Fisher (1940) first proved (2.6) to be a necessary condition for the existence of a balanced incomplete block design. The following proof is based on a property of the matrix $\boldsymbol{N} \boldsymbol{N}^{\prime}$. From the definition of the BIB design it follows that

$$
\boldsymbol{N} \boldsymbol{N}^{\prime}=\left[\begin{array}{cccc}
r & \lambda & & \lambda  \tag{2.7}\\
\lambda & r & & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & & \cdot & \lambda \\
\cdot & \cdot & \cdot & \cdot \\
\lambda & & \lambda & r
\end{array}\right]=(r-\lambda) \boldsymbol{I}+\lambda \mathcal{J J}^{\prime}
$$

Then

$$
\begin{aligned}
\boldsymbol{N} \boldsymbol{N}^{\prime} \mathfrak{J} & =(r-\lambda) \mathcal{J}+t \lambda \mathfrak{J} \\
& =(r-\lambda+\lambda t) \mathfrak{J}
\end{aligned}
$$

So $(1 / \sqrt{t}) \mathcal{J}$ is a normalized eigenvector with root $r-\lambda+\lambda t$. If $\boldsymbol{\xi}$ is another eigenvector of $\boldsymbol{N} \boldsymbol{N}^{\prime}$, which is orthogonal to $(1 / \sqrt{t}) \mathcal{J}$, then we have from (2.7) that

$$
\boldsymbol{N} \boldsymbol{N}^{\prime} \boldsymbol{\xi}=(r-\lambda) \boldsymbol{\xi}
$$

and hence $(r-\lambda)$ is an eigenvalue with multiplicity $t-1$. It follows then that

$$
\operatorname{det} \boldsymbol{N} \boldsymbol{N}^{\prime}=(r-\lambda)^{t-1}(r-\lambda+\lambda t)
$$

or, using (2.4),

$$
\begin{equation*}
\operatorname{det} \boldsymbol{N} \boldsymbol{N}^{\prime}=(r-\lambda)^{t-1} r k \tag{2.8}
\end{equation*}
$$

Because of (2.5), this determinant is positive definite of rank $t$. Now $t=$ rank $\boldsymbol{N} \boldsymbol{N}^{\prime}=\operatorname{rank} \boldsymbol{N} \leq \min (t, b)$. Hence $b \geq t$.

In connection with the above necessary conditions for the existence of a BIB design, we shall mention briefly the special case when $t=b$ and hence $r=k$.

Definition 2.2 An incomplete block design (IBD) with the same number of treatments and blocks is called a symmetrical incomplete block design.

For a symmetrical BIB design, (2.8) will be of the form

$$
\operatorname{det} \boldsymbol{N} \boldsymbol{N}^{\prime}=(\operatorname{det} \boldsymbol{N})^{2}=(r-\lambda)^{t-1} r^{2}
$$

This implies, for example, that if $t$ is even then $r-\lambda$ must be a perfect square for a symmetrical BIB design to exist. This is only one of several necessary conditions (Shrikhande, 1950) for the existence of a symmetrical BIB design.

Nonexistence theorems and methods of actually constructing BIB designs for a given set of parameters have become an important subject in itself, and we shall treat some aspects of this in Chapter 3.

Before we consider the analysis of BIB designs, we give as an example the design mentioned in Section 1.1.

Example 2.1 We have $t=7, b=7, r=4, k=4, \lambda=2$ and denoting the treatments now by $0,1, \ldots, 6$ the design is listed as
$(2,5,4,6)$
$(6,0,1,4)$
$(0,1,2,5)$
$(1,6,2,3)$
$(4,2,3,0)$
$(1,3,4,5)$
where each row represents a block, the treatments in each block being randomly assigned to the experimental units.

### 2.4 ANALYSIS OF BIB DESIGNS

### 2.4.1 Intrablock Analysis

Using the results of Section 1.3.2 the RNE (1.7) take on the form

$$
\left[\begin{array}{cccc}
r \frac{k-1}{k} & -\frac{\lambda}{k} & & -\frac{\lambda}{k} \\
-\frac{\lambda}{k} & r \frac{k-1}{k} & & \vdots \\
\vdots & & \vdots & -\frac{\lambda}{k} \\
-\frac{\lambda}{k} & & -\frac{\lambda}{k} & r \frac{k-1}{k}
\end{array}\right]\left[\begin{array}{c}
\widehat{\tau}_{1} \\
\widehat{\tau}_{2} \\
\vdots \\
\widehat{\tau}_{t}
\end{array}\right]=\left[\begin{array}{c}
Q_{1} \\
Q_{2} \\
\vdots \\
Q_{t}
\end{array}\right]
$$

or

$$
\begin{equation*}
\left[\left(r \frac{k-1}{k}+\frac{\lambda}{k}\right) \boldsymbol{I}-\frac{\lambda}{k} \mathcal{J J}^{\prime}\right] \widehat{\boldsymbol{\tau}}=\boldsymbol{Q} \tag{2.9}
\end{equation*}
$$

A solution to (2.9) is obtained by using Theorem 1.1 with $a=\lambda / k$. Then

$$
\begin{equation*}
\tilde{\boldsymbol{C}}^{-1}=\frac{1}{r \frac{k-1}{k}+\frac{\lambda}{k}} \boldsymbol{I} \tag{2.10}
\end{equation*}
$$

Using (2.4) in (2.10) we can write

$$
r \frac{k-1}{k}+\frac{\lambda}{k}=\frac{r}{k}\left(k-1+\frac{k-1}{t-1}\right)=r \frac{(k-1) t}{k(t-1)}
$$

and hence

$$
\begin{equation*}
\widetilde{\boldsymbol{C}}^{-1}=\frac{1}{r \frac{(k-1) t}{k(t-1)}} \boldsymbol{I} \tag{2.11}
\end{equation*}
$$

Recall that $\widetilde{\boldsymbol{C}}^{-1} \sigma_{e}^{2}$ is the variance-covariance matrix for estimable functions of treatment effects. Thus, from (2.11) we have

$$
\operatorname{var}\left(\widehat{\tau}_{i}-\widehat{\tau}_{i^{\prime}}\right)=\frac{2}{r \frac{(k-1) t}{k(t-1)}} \sigma_{e}^{2}
$$

for all $i \neq i^{\prime}$. Therefore also

$$
\underset{i \neq i^{\prime}}{\text { av. }} \operatorname{var}\left(\widehat{\tau}_{i}-\widehat{\tau}_{i^{\prime}}\right)=\frac{2}{r \frac{(k-1) t}{k(t-1)}} \sigma_{e}^{2}
$$

It follows then from (1.89) that $(k-1) t / k(t-1)$ is the efficiency factor $E$ of the BIB design and according to (1.91) the upper bound for any IBD. We then write

$$
\begin{equation*}
\widetilde{\boldsymbol{C}}^{-1}=\frac{1}{r E} \boldsymbol{I} \tag{2.12}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\widehat{\boldsymbol{\tau}}=\frac{\boldsymbol{Q}}{r E} \tag{2.13}
\end{equation*}
$$

is a solution to (2.9). Furthermore, it follows from (2.13) and (1.20) that any linear estimable function $\boldsymbol{c}^{\prime} \boldsymbol{\tau}=\sum_{i} c_{i} \tau_{i}$ with $\sum c_{i}=0$ is estimated by

$$
\begin{equation*}
\sum_{i} c_{i} \frac{Q_{i}}{r E} \tag{2.14}
\end{equation*}
$$

with variance, using (2.12),

$$
\begin{equation*}
\sum_{i} c_{i}^{2} \frac{\sigma_{e}^{2}}{r E} \tag{2.15}
\end{equation*}
$$

The intrablock error variance $\sigma_{e}^{2}$ is estimated in the usual way by using the analysis of variance given in Table 1.2.

### 2.4.2 Combined Analysis

It follows from the definition of the BIB design and the form of $\boldsymbol{N} \boldsymbol{N}^{\prime}$ as given in (2.7) that the coefficient matrix, $\boldsymbol{A}$ say, in (1.60) is now of the form

$$
\begin{equation*}
\boldsymbol{A}=\left[r-\left(1-\rho^{-1}\right)\left(\frac{r}{k}-\frac{\lambda}{k}\right)\right] \boldsymbol{I}-\left(1-\rho^{-1}\right) \frac{\lambda}{k} \mathfrak{J J}^{\prime} \tag{2.16}
\end{equation*}
$$

By a familiar result in matrix algebra (e.g., Graybill, 1969) we find

$$
\begin{equation*}
\boldsymbol{A}^{-1}=\frac{1}{r-\left(1-\rho^{-1}\right)\left(\frac{r}{k}-\frac{\lambda}{k}\right)}\left[\boldsymbol{I}+\frac{\left(1-\rho^{-1}\right) \frac{\lambda}{k}}{r-\left(1-\rho^{-1}\right)\left[\frac{r}{k}+(t-1) \frac{\lambda}{k}\right]} \mathfrak{J J}^{\prime}\right] \tag{2.17}
\end{equation*}
$$

Denoting the ( $i, i^{\prime}$ ) element of $\boldsymbol{A}^{-1}$ by $a^{i i^{\prime}}$, it follows from (1.62) and (1.63) that the linear function of treatment effects, $\boldsymbol{c}^{\prime} \boldsymbol{\tau}$, with $\sum c_{i}=0$ is estimated by $\boldsymbol{c}^{\prime} \widehat{\boldsymbol{\tau}}$ with variance

$$
\begin{equation*}
\operatorname{var}\left(\sum_{i} c_{i} \widehat{\widehat{\tau}}_{i}\right)=\sum_{i} c_{i}^{2} a^{i i} \sigma_{e}^{2}+\sum_{\substack{i, i^{\prime} \\ i \neq i^{\prime}}} c_{i} c_{i^{\prime}} a^{i i^{\prime}} \sigma_{e}^{2} \tag{2.18}
\end{equation*}
$$

Substituting the elements of (2.17) into (2.18) yields

$$
\begin{equation*}
\operatorname{var}\left(\sum_{i} c_{i} \widehat{\widehat{\tau}}_{i}\right)=\sum_{i} c_{i}^{2} \frac{\sigma_{e}^{2}}{r-\left(1-\rho^{-1}\right)\left(\frac{r}{k}-\frac{\lambda}{k}\right)} \tag{2.19}
\end{equation*}
$$

or, substituting (1.65) in (2.19),

$$
\begin{equation*}
\operatorname{var}\left(\sum_{i} c_{i} \widehat{\widehat{\tau}}_{i}\right)=\sum_{i} c_{i}^{2} \frac{\left(\sigma_{e}^{2}+k \sigma_{\beta}^{2}\right) \sigma_{e}^{2}}{r \sigma_{e}^{2}+(r k-r+\lambda) \sigma_{\beta}^{2}} \tag{2.20}
\end{equation*}
$$

The following special familiar cases can be deduced easily from (2.19):

1. $r=\lambda$ (i.e., RCBD):

$$
\operatorname{var}\left(\sum_{i} c_{i} \widehat{\widehat{\tau}}_{i}\right)=\sum_{i} c_{i}^{2} \frac{\sigma_{e}^{2}}{r}
$$

2. $\rho^{-1}=0$ :

$$
\operatorname{var}\left(\sum_{i} c_{i} \widehat{\widehat{\tau}}_{i}\right)=\sum_{i} c_{i}^{2} \frac{\sigma_{e}^{2}}{r E}
$$

which is the same as (2.15), implying that no interblock information exists.
3. $\rho^{-1}=1$ :

$$
\operatorname{var}\left(\sum_{i} c_{i} \widehat{\widehat{\tau}}_{i}\right)=\sum_{i} c_{i}^{2} \frac{\sigma_{e}^{2}}{r}
$$

which is the same as the variance for a CRD. We note that $\sigma_{e}^{2}$ here refers to the error variance in a CRD, whereas $\sigma_{e}^{2}$ in case 1 refers to the within-block variance.

### 2.5 ESTIMATION OF $\rho$

As we already know from the discussion in the previous chapter and as is obvious from (2.17), the combined estimator $\boldsymbol{c}^{\prime} \widehat{\boldsymbol{\tau}}$ for $\boldsymbol{c}^{\prime} \boldsymbol{\tau}$ depends on $w=1 / \sigma_{e}^{2}$ and $w^{\prime}=$ $1 /\left(\sigma_{e}^{2}+k \sigma_{\beta}^{2}\right)$ through $\rho=w / w^{\prime}$. Since, in general, these parameters are not known, they will have to be estimated from the data; the estimates will have to be substituted into (2.17) in order to obtain the estimator for $\boldsymbol{c}^{\prime} \boldsymbol{\tau}$, which we shall denote by $\boldsymbol{c}^{\prime} \tilde{\tau}$. Note that in our notation $c_{i} \widehat{\widehat{\tau}}$ depends on $\rho$ and $\boldsymbol{c}^{\prime} \tilde{\tau}$ depends on $\widehat{\rho}$, where $\widehat{\rho}$ is an estimator for $\rho$.

In the previous chapter we described one method of estimating $\rho$, the Yates procedure, which estimates $\sigma_{e}^{2}$ and $\sigma_{\beta}^{2}$ from the intrablock analyses of variance with the model assuming the block effects to be random variables. This is a general procedure and as such applicable also to BIB designs. However, we also mentioned the problem that arises when using the Yates estimators, since one is
not assured that the combined estimator for $\boldsymbol{c}^{\prime} \boldsymbol{\tau}$ is better than the corresponding intrablock estimator.

The following theorem, which is a special case of a more general theorem given by Shah (1964), deals with this problem and gives a solution under a nonrestrictive condition.

Let

$$
\begin{equation*}
Z=\frac{t(t-1) k(k-1)}{(t-k)^{2}}\left[\operatorname{SS}\left(\boldsymbol{X}_{\tau} \mid \boldsymbol{J}\right)-2 \boldsymbol{T}^{\prime} \widehat{\boldsymbol{\tau}}+\frac{1}{E} \operatorname{SS}\left(\boldsymbol{X}_{\tau} \mid \mathcal{J}, \boldsymbol{X}_{\beta}\right)\right] \tag{2.21}
\end{equation*}
$$

where $\operatorname{SS}\left(\boldsymbol{X}_{\tau} \mid \mathcal{J}\right)$ and $\operatorname{SS}\left(\boldsymbol{X}_{\tau} \mid \mathcal{J}, \boldsymbol{X}_{\beta}\right.$, ) are given in Tables 1.2 and 1.1, respectively, $\boldsymbol{T}^{\prime}=\left(T_{1}, T_{2}, \ldots, T_{t}\right)$ is the vector of the treatment totals and $\widehat{\boldsymbol{\tau}}$ is given by (2.13).

Theorem 2.1 For $t \geq 6$ and

$$
\widehat{\rho}=\left\{\begin{array}{l}
\frac{t-k}{t(k-1)}\left[\frac{Z}{(t-1) \mathrm{MS}_{E}}-1\right] \quad \text { if } \frac{Z}{\mathrm{MS}_{E}}>\frac{k(t-1)}{t-k}  \tag{2.22}\\
1 \quad \text { otherwise }
\end{array}\right.
$$

with $Z$ defined by (2.21) and $\operatorname{MS}_{E}=\operatorname{MS}\left(\boldsymbol{I} \mid \mathcal{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\tau}\right)$ being the residual mean square as given in Table 1.1, the combined estimator, $\boldsymbol{c}^{\prime} \tilde{\boldsymbol{\tau}}$, for $\boldsymbol{c}^{\prime} \boldsymbol{\tau}$ is uniformly better than the intrablock estimator, $\boldsymbol{c}^{\prime} \widehat{\boldsymbol{\tau}}$, that is,

$$
\operatorname{var}\left(\boldsymbol{c}^{\prime} \widetilde{\boldsymbol{\tau}}\right)<\operatorname{var}\left(\boldsymbol{c}^{\prime} \widehat{\boldsymbol{\tau}}\right)
$$

For the proof we refer to Shah (1964).
Similar estimators for $\rho$ have been developed by Seshadri (1963) and still others by Graybill and Weeks (1959) and Graybill and Deal (1959).

We shall comment briefly on the nature of these estimators without going into any detail. Of particular interest is, of course, their relationship to the Yates estimator and the comparison of the performance of all the estimators with regard to estimating differences of treatment effects.

We note that the Yates estimator utilizes all $b-1$ d.f. between blocks as does the estimator proposed by Graybill and Weeks (1959), which, however, was shown by Seshadri (1963) to be not as good as the Yates estimator. All the other estimators utilize only part of the $b-1$ d.f., either $t-1$ or $b-t$. Under certain conditions these estimators have been shown to give rise to estimators for treatment differences uniformly better than the corresponding intrablock estimators. Such a property has not yet been proved for the Yates procedure, but the fact that it uses more information than the other estimators may lead one to suspect that it might actually be better than the estimators mentioned above that enjoy this property. To some extent this aspect was investigated by Shah (1970) along the following lines.

Let $\bar{V}$ be the average variance for treatment comparisons. Then $\bar{V}$ can be expressed as

$$
\bar{V}=\frac{2 \sigma_{e}^{2}}{r^{*}}
$$

where $r^{*}$ is defined as the effective number of replications. For example, $r^{*}$ corresponding to the intrablock estimator is given by $r_{I}^{*}=r E$. The largest possible value for $r^{*}$ is that corresponding to the combined estimator when $\rho$ is known. Denote this value by $r_{c}^{*}$. Since usually $\rho$ is not known and hence has to be estimated from the data, some loss of information is incurred; that is, $r^{*}(\widehat{\rho})<r_{c}^{*}$, where $r^{*}(\widehat{\rho})$ is the effective number of replications when an estimator $\widehat{\rho}$ is used instead of $\rho$ in the combined analysis. Shah (1970) shows that for his estimator (given in Theorem 2.1) the difference between $r_{c}^{*}$ and $r^{*}(\widehat{\rho})$ is not appreciable for moderate values of $\rho$. This implies that the loss of information is not great and not much improvement, if any, can be expected from any other estimation procedure, including the Yates procedure. On the other hand we know that for Shah's estimator $r^{*}(\widehat{\rho})>r_{I}^{*}$ when $t \geq 6$ (see Theorem 2.1), which is not guaranteed for the Yates procedure. For large values of $\rho$ the difference between $r_{c}^{*}$ and $r_{I}^{*}$ is fairly small, so that not much is gained by using a combined estimator.

The conclusion from this discussion then is that the Shah procedure leads in general to quite satisfactory results and should therefore be used in the combined analysis.

### 2.6 SIGNIFICANCE TESTS

As mentioned in Section 1.13.4 significance tests concerning the treatment effects are performed as approximate $F$ test by substituting $\widehat{\rho}$ for $\rho$ in the coefficient matrix $\boldsymbol{A}$ of (1.60), using any of the previously described methods of estimating $\rho$. Such tests are mostly conveniently performed by choosing any option in SAS PROC MIXED.

An exact test, based, however, on the assumption of normality, for

$$
H_{0}: \quad \tau_{1}=\tau_{2}=\cdots=\tau_{t}
$$

against

$$
H_{1}: \text { not all } \tau_{i} \text { equal }
$$

was developed by Cohen and Sackrowitz (1989). We shall give a brief description here, but the reader should refer to the original article for details. The test is based on invariance properties and utilizes information from the intrablock analysis (as described in Sections 2.4.1 and 1.3) and the interblock analysis (as described for the general case in Section 1.7.2) by combining the $P$ values from
the two respective independent tests. In order to define the test we establish the following notation:

$$
\begin{aligned}
& \widehat{\boldsymbol{\tau}}=\text { solution to the intrablock normal equations, (2.13) } \\
& \boldsymbol{\tau}^{*}=\text { solution to the interblock normal equations, (1.48), } \\
& \text { with } L=I \\
& \boldsymbol{O}=\text { matrix of } t-1 \text { orthonormal contrasts for treatment effects } \\
& \boldsymbol{U}_{1}=\boldsymbol{O} \widehat{\boldsymbol{\tau}} \\
& \boldsymbol{U}_{2}=\boldsymbol{O} \boldsymbol{\tau}^{*} \\
& \left\|\boldsymbol{U}_{1}\right\|^{2}=\boldsymbol{U}_{1}^{\prime} \boldsymbol{U}_{1} \\
& \left\|\boldsymbol{U}_{2}\right\|^{2}=\boldsymbol{U}_{2}^{\prime} \boldsymbol{U}_{2} \\
& \boldsymbol{V}_{1}=\boldsymbol{U}_{1} /\left\|\boldsymbol{U}_{1}\right\| \\
& \boldsymbol{V}_{2}=\boldsymbol{U}_{2} /\left\|\boldsymbol{U}_{2}\right\| \\
& R=\boldsymbol{V}_{1}^{\prime} \boldsymbol{V}_{2} \\
& S^{2}=\mathrm{SS}(\text { Error from intrablock analysis) } \\
& S^{*^{2}}=\mathrm{SS} \text { (Error from interblock analysis) } \\
& =\sum_{j=1}^{b}\left(B_{j}-k \mu^{*}-\sum_{i=1}^{t} n_{i j} \tau_{i}^{*}\right)^{2} \\
& T_{1}=S^{2}+\frac{\lambda t}{k}\left\|\boldsymbol{U}_{1}\right\|^{2} \\
& T_{2}=S^{*^{2}}+\frac{r-\lambda}{k}\left\|\boldsymbol{U}_{2}\right\|^{2} \\
& a=\min \left(T_{1} / T_{2}, 1\right) \\
& \gamma=1 /(a+1) \\
& P=P \text { value for testing } H_{0} \text { using intrablock analysis } \\
& P^{*}=P \text { value for testing } H_{0} \text { using interblock analysis, based on } \\
& F \text { statistic } \\
& F^{*}=\frac{(b-t)(r-\lambda)}{k(t-1)} \frac{\left\|\boldsymbol{U}_{2}\right\|^{2}}{S^{*^{2}}} \text { with } t-1 \text { and } b-t \text { d.f. } \\
& Z_{1}=-\ell_{n} P \\
& Z_{2}=-\ell_{n} P^{*} \\
& z=\gamma Z_{1}+(1-\gamma) Z_{2}
\end{aligned}
$$

Then, for $\gamma \neq \frac{1}{2}$, the $P$ value for the exact test is given by

$$
P^{* *}=\left[\gamma e^{-z / \gamma}-(1-\gamma) e^{-z /(1-\gamma)}\right] /[(2 \gamma-1)(1+R)]
$$

and for $\gamma=\frac{1}{2}$ by $\left[(2 z+1) e^{-2 z}\right] /(1+R)$. Cohen and Sackrowitz (1989) performed some power simulations and showed that the exact test is more powerful than the usual (approximate) $F$ test. For a more general discussion see also Mathew, Sinha, and Zhou (1993) and Zhou and Mathew (1993).

We shall illustrate the test by using an example from Lentner and Bishop (1993).

Example 2.2 An experiment is concerned with studying the effect of six diets on weight gain of rabbits using 10 litters of three rabbits each. The data are given in Table 2.1A. The parameters of the BIB design are $t=6, b=10, k=$ $3, r=5, \lambda=2$.

The intrablock analysis using SAS PROC GLM is presented in Table 2.1A yielding $F=3.16$ and $P=0.0382$. In addition, Table 2.1A gives the SAS solutions to the normal equations, which are then used to compute the set of five orthonormal contrasts based on

$$
\left(\begin{array}{cccccc}
-5 / \sqrt{70} & -3 / \sqrt{70} & -1 / \sqrt{70} & 1 / \sqrt{70} & 3 / \sqrt{70} & 5 / \sqrt{70} \\
5 / \sqrt{84} & -1 / \sqrt{84} & -4 / \sqrt{84} & -4 / \sqrt{84} & -1 / \sqrt{84} & 5 / \sqrt{84} \\
-5 / \sqrt{180} & 7 / \sqrt{180} & 4 / \sqrt{180} & -4 / \sqrt{180} & -7 / \sqrt{180} & 5 / \sqrt{180} \\
1 / \sqrt{28} & -3 / \sqrt{28} & 2 / \sqrt{28} & 2 / \sqrt{28} & -3 / \sqrt{28} & 1 / \sqrt{28} \\
-1 / \sqrt{252} & 5 / \sqrt{252} & -10 / \sqrt{252} & 10 / \sqrt{252} & -5 / \sqrt{252} & 1 / \sqrt{252}
\end{array}\right)
$$

The linear, quadratic, cubic, quartic, and quintic parameter estimates represent the elements of $\boldsymbol{U}_{1}$, yielding $\left\|\boldsymbol{U}_{1}\right\|^{2}=39.6817$.

A solution to the interblock normal equations [using $\boldsymbol{L}=\boldsymbol{I}$ in (1.48)] is given in Table 2.1B.

The estimates $\boldsymbol{\tau}^{*}$ are then used to obtain $\boldsymbol{U}_{2}$ and $\left\|\boldsymbol{U}_{2}\right\|^{2}=537.5284$. We also obtain from Table 2.1B $F^{*}=2.23$ and $P^{*}=0.2282$.

Using $S^{2}=150.7728$ from Table 2.1A and $S^{* 2}=577.9133$ from Table 2.1B, all other values needed for the test can be computed. With $\gamma=0.7828$ we obtain $Z=2.8768$, and finally $P^{* *}=0.03$. This result is in good agreement with the $P$ value of 0.0336 obtained from the combined analysis using SAS PROC MIXED with the REML option (see Table 2.1A).

Table 2.1A Data, Intrablock, and Combined Analysis for BIB Design ( $t=6, b=10, r=5, k=3$, LAMBDA=2)

```
options nodate pageno=1;
data rabbit1;
input B T Y @@;
datalines;
1 6 42.2 1 2 32.6 1 3 35.2
2 3 40.9 2 1 40.1 2 2 38.1
3}3344.6 3 6 34.3 3 4 37.
4 1 44.9 4 5 40.8 4 3 43.9
5 5 32.0 5 3 40.9 5 4 37.3
6 2 37.3 6 6 42.8 6 5 40.5
7 4 37.9 7 1 45.2 7 2 40.6
8 1 44.0 8 5 38.5 8 6 51.9
94 27.5 9 2 30.6 9 5 20.6
10 6 41.7 10 4 42.3 10 1 37.3
;
run;
proc print data=rabbit1;
title1 'TABLE 2.1A';
title2 'DATA FOR BIB DESIGN';
title3 '(t=6, b=10, r=5, k=3, LAMBDA=2)';
run;
proc glm data=rabbitl;
class B T;
model Y=B T/solution;
estimate 'linear' T -5 -3 -1 1 3 5/divisor=8.3667;
estimate 'quad' T 5 -1 -4 -4 -1 5/divisor=9.1652;
estimate 'cubic' T -5 7 4 -4 -7 5/divisor=13.4164;
estimate 'quartic' T 1 -3 2 2 -3 1/divisor=5.2915;
estimate 'quintic' T -1 5 -10 10 -5 1/divisor=15.8745;
title2 'INTRA-BLOCK ANALYSIS';
title3 'WITH ORTHONORMAL CONTRASTS';
run;
proc mixed data=rabbit1;
class B T;
model Y=T/solution;
random B;
lsmeans T;
title2 'COMBINED INTRA- AND INTER-BLOCK ANALYSIS';
title3 '(USING METHOD DESCRIBED IN SECTION 1.8)';
run;
```

Table 2.1A (Continued)
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Table 2.1A (Continued)

| Parameter |  | Estimate |  | Standard Error | Value | t |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B | 3 | -5.10000000 | B | 2.69433295 | -1.89 | 0.0778 |
| B | 4 | 5.49722222 | B | 2.79604144 | 1.97 | 0.0681 |
| B | 5 | -0.99166667 | B | 2.79604144 | -0.35 | 0.7278 |
| B | 6 | 2.11111111 | B | 2.79604144 | 0.76 | 0.4619 |
| B | 7 | 2.48055556 | B | 2.69433295 | 0.92 | 0.3718 |
| B | 8 | 6.13055556 | B | 2.69433295 | 2.28 | 0.0380 |
| B | 9 | -10.77777778 | B | 2.79604144 | -3.85 | 0.0016 |
| B | 10 | 0.00000000 | B | . | . | . |
| T | 1 | -3.30000000 | B | 2.24182052 | -1.47 | 0.1617 |
| T | 2 | -5.04166667 | B | 2.24182052 | -2.25 | 0.0400 |
| T | 3 | -2.90000000 | B | 2.24182052 | -1.29 | 0.2154 |
| T | 4 | -3.23333333 | B | 2.24182052 | -1.44 | 0.1698 |
| T | 5 | -8.52500000 | B | 2.24182052 | -3.80 | 0.0017 |
| T | 6 | 0.00000000 | B | . | . | . |

NOTE: The X'X matrix has been found to be singular, and a generalized inverse was used to solve the normal equations. Terms whose estimates are followed by the letter 'B' are not uniquely estimable.

## COMBINED INTRA- AND INTERBLOCK ANALYSIS

 (USING METHOD DESCRIBED IN SECTION 1.8)The Mixed Procedure

## Model Information

| Data Set | WORK.RABBIT1 |
| :--- | :--- |
| Dependent Variable | Y |
| Covariance Structure | Variance Components |
| Estimation Method | REML |
| Residual Variance Method | Profile |
| Fixed Effects SE Method | Model-Based |
| Degrees of Freedom Method | Containment |

Class Level Information
Class Levels Values

| B | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| T | 6 | 1 | 2 | 3 | 4 | 5 | 6 |  |  |  |  |

Table 2.1A (Continued)
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| Effect | T | Solution for Fixed Effects |  |  |  | $\operatorname{Pr}>\|t\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Estimate | Standard Error | DF | t Value |  |
| T | 2 | -5.3172 | 2.2087 | 15 | -2.41 | 0.0294 |
| T | 3 | -2.9941 | 2.2087 | 15 | -1.36 | 0.1953 |
| T | 4 | -3.6952 | 2.2087 | 15 | -1.67 | 0.1150 |
| T | 5 | -8.4560 | 2.2087 | 15 | -3.83 | 0.0016 |
| T | 6 | 0 |  | . |  |  |

Type 3 Tests of Fixed Effects

| Effect | Num DF | Den DF | F Value | Pr $>$ F |
| :--- | ---: | ---: | ---: | ---: |
| T | 5 | 15 | 3.28 | 0.0336 |

Least Squares Means

| Effect | T | Estimate | Standard <br> Error | DF | t Value | Pr $>\|t\|$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
| T | 1 | 39.5354 | 2.1303 | 15 | 18.56 | $<.0001$ |
| T | 2 | 37.0282 | 2.1303 | 15 | 17.38 | $<.0001$ |
| T | 3 | 39.3513 | 2.1303 | 15 | 18.47 | $<.0001$ |
| T | 4 | 38.6502 | 2.1303 | 15 | 18.14 | $<.0001$ |
| T | 5 | 33.8894 | 2.1303 | 15 | 15.91 | $<.0001$ |
| T | 6 | 42.3454 | 2.1303 | 15 | 19.88 | $<.0001$ |

Table 2.1B Data of Block Totals and Interblock Analysis

```
options nodate pageno=1;
data rabbit2;
input y x1 x2 x3 x4 x5 x6;
datalines;
110.0 0 1 1 0 0 1
119.1 1 1 1 0 0 0
106.4 0 0 1 1 0 1
129.6 1 0 1 0 1 0
110.2 0 0 1 1 1 0
120.6 0 1 0 0 1 1
123.7 1 1 0 1 0 0
134.4 1 0 0 0 1 1
```

Table 2.1B (Continued)

```
78.7 0 1 0 1 1 0
121.3 1 0 0 1 0 1
;
run;
proc print data=rabbit2;
title1 'TABLE 2.1 B';
title2 'DATA OF BLOCK TOTALS';
proc glm data=rabbit2;
model y=x1 x2 x3 x4 x5 x6;
title2 'INTER-BLOCK ANALYSIS';
run;
```

| Obs | $y$ | $x 1$ | $x 2$ | $x 3$ | $x 4$ | $x 5$ | $x 6$ |
| ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 110.0 | 0 | 1 | 1 | 0 | 0 | 1 |
| 2 | 119.1 | 1 | 1 | 1 | 0 | 0 | 0 |
| 3 | 106.4 | 0 | 0 | 1 | 1 | 0 | 1 |
| 4 | 129.6 | 1 | 0 | 1 | 0 | 1 | 0 |
| 5 | 110.2 | 0 | 0 | 1 | 1 | 1 | 0 |
| 6 | 120.6 | 0 | 1 | 0 | 0 | 1 | 1 |
| 7 | 123.7 | 1 | 1 | 0 | 1 | 0 | 0 |
| 8 | 134.4 | 1 | 0 | 0 | 0 | 1 | 1 |
| 9 | 78.7 | 0 | 1 | 0 | 1 | 1 | 0 |
| 10 | 121.3 | 1 | 0 | 0 | 1 | 0 | 1 |

INTERBLOCK ANALYSIS

The GLM Procedure Number of observations 10

The GLM Procedure

Dependent Variable: y

|  | Sum of |  |  |  |  | Mean <br> Source |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
|  | DF | Squares |  |  |  |  |$\quad$ Square F Value Pr > F

Table 2.1B (Continued)


### 2.7 SOME SPECIAL ARRANGEMENTS

In some cases it is possible to arrange the treatments in the blocks of a BIB design in a special way that may lead to a reduction of either $\sigma_{e}^{2}$ or $\sigma_{\beta}^{2}$ or both. These arrangements lead therefore to more efficient designs.

### 2.7.1 Replication Groups Across Blocks

Designs of this type are characterized by the fact that the first $s$ positions in the $b$ blocks form a group of $r^{\prime}$ replications of all $t$ treatments, the same being true for the next $s$ positions, and so forth. If there are $s^{\prime}$ such groups, then $s^{\prime} r^{\prime}=r$.

We illustrate this type of arrangement in Example 2.3.
Example 2.3 Consider the BIB design with parameters $t=10, r=6, b=$ $15, k=4, \lambda=2$ given by the following plan:

|  | Replication Group |  |  |  |
| :---: | :---: | :---: | :---: | ---: |
| Block | I |  | II |  |
| 1 | 1 | 2 | 3 | 4 |
| 2 | 1 | 5 | 2 | 6 |
| 3 | 1 | 3 | 7 | 8 |
| 4 | 4 | 9 | 1 | 10 |
| 5 | 5 | 7 | 1 | 9 |
| 6 | 6 | 8 | 1 | 10 |
| 7 | 3 | 9 | 2 | 6 |
| 8 | 2 | 4 | 7 | 10 |
| 9 | 5 | 10 | 2 | 8 |
| 10 | 2 | 7 | 8 | 9 |
| 11 | 3 | 10 | 5 | 9 |
| 12 | 6 | 10 | 3 | 7 |
| 13 | 4 | 8 | 3 | 5 |
| 14 | 6 | 7 | 4 | 5 |
| 15 | 8 | 9 | 4 | 6 |

It can be verified easily that for this design $s=2, s^{\prime}=2, r^{\prime}=3$.
The analysis is based on the following model:

$$
\begin{equation*}
\boldsymbol{y}=\mu \mathcal{J}+\boldsymbol{X}_{\tau} \boldsymbol{\tau}+\boldsymbol{X}_{\beta} \boldsymbol{\beta}+\boldsymbol{X}_{\gamma} \boldsymbol{\gamma}+\boldsymbol{e} \tag{2.23}
\end{equation*}
$$

or

$$
y_{i j \ell}=\mu+\tau_{i}+\beta_{j}+\gamma_{\ell}+e_{i j \ell}
$$

where $\tau_{i}$ and $\beta_{j}$ are as defined previously and $\gamma_{\ell}$ is the (fixed) effect of the $\ell$ th replication group $\left(\ell=1,2, \ldots, s^{\prime}\right)$. Since the replication groups are orthogonal to blocks and to treatments, the procedure for estimating linear contrasts of treatment effects is the same as before. More specifically, the RNE (2.9) are unchanged and the combined estimators are obtained by using (2.17).

The only change occurs with regard to the estimation of $\sigma_{e}^{2}$. This is reflected in the analysis of variance according to model (2.23) as given in Table 2.2. The form of this analysis of variance table shows a certain similarity to that of the Latin square design except that treatments and blocks are not orthogonal. But having sources of variation due to blocks and replication groups orthogonal to blocks achieves elimination of heterogeneity in two directions and hence leads to a reduction of the residual variance.

As can be seen from Example 2.3 and model (2.23), the replication groups play the same role as the columns in a Latin square type of design. It is for this reason that such designs have also been referred to as Latinized incomplete block designs (Harshbarger and Davis, 1952; John and Williams, 1995).

Table 2.2 ANOVA for BIB Design with Replication Groups Across Blocks

| Source | d.f. | SS |
| :--- | :---: | :---: |
| $\boldsymbol{X}_{\beta} \mid \mathfrak{J}, \boldsymbol{X}_{\gamma}$ | $b-1$ | $\frac{1}{k} \sum_{j} B_{j}^{2}-\frac{G^{2}}{n}$ |
| $\boldsymbol{X}_{\gamma} \mid \mathfrak{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\tau}$ | $s^{\prime}-1$ | $\frac{1}{r^{\prime} t} \sum_{\ell} R_{\ell}^{2}-\frac{G^{2}}{n}$ |
| $\boldsymbol{X}_{\tau} \mid \mathfrak{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\gamma}$ | $t-1$ | $\sum_{i} \widehat{\tau}_{i} Q_{i}$ |
| $\boldsymbol{I} \mid \mathfrak{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\tau} \boldsymbol{X}_{\tau}$ | $n-t-b-s^{\prime}+2$ | Subtraction |
| Total | $n-1$ | $\sum_{i j \ell} y_{i j \ell}^{2}-\frac{G^{2}}{n}$ |

$R_{\ell}=$ total of $\ell$ th replicate.

As a special case of designs described in this section we mention the following definition.

Definition 2.3 A BIB design that can be arranged in replication groups across blocks, each group containing a complete replicate (i.e., $r^{\prime}=1, s^{\prime}=r=k$ ), is called a Youden square design (see I.10.5).

These designs, which for obvious reasons are also called incomplete Latin square designs, were first introduced by Youden (1937, 1940). They overcome the most severe objection to Latin square designs, namely that the number of replications (of each treatment) is the same as the number of treatments, $t$, which for large $t$ is difficult to achieve from a practical point of view. Also, the block size in a Latin square design will then usually become too large.

It was shown by Hartley and Smith (1948) that for all incomplete block designs in which the number of treatments is equal to the number of blocks, such arrangements exist. Their proof provides, in fact, a general procedure of constructing a Youden square from a given symmetrical BIB design. This is accomplished by repeatedly interchanging the positions of pairs of treatments in the same block. A list of Youden squares is given by Cochran and Cox (1957, 1992).

### 2.7.2 Grouped Blocks

Designs of this type are characterized by the fact that the first $b^{\prime}$ blocks form a group of $\alpha$ replicates of the $t$ treatments, so do the next $b^{\prime}$ blocks, and so on, these groups of blocks being thereby orthogonal to treatments. If there are $q$ of such groups, then $q b^{\prime}=b$ and $q \alpha=r$.

Following Shrikhande and Raghavarao (1963) we formalize this in the following definition.

Definition 2.4 A BIB design with parameters $t, b, k, r, \lambda$ that can be arranged in groups of blocks, each group containing $\alpha$ replicates of the $t$ treatments, is said to be $\alpha$-resolvable.

This concept of $\alpha$-resolvability is an extension of the concept of resolvability given by Bose (1942), which refers to the case $\alpha=1$.

The following design is an example of a 3-resolvable design.
Example 2.4 Consider the following design with parameters $t=t, b=10$, $k=3,4=6, \lambda=3$ :

| Block |  | Treatment | Replication <br> Group |  |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 3 |  |
| 2 | 1 | 2 | 5 |  |
| 3 | 1 | 4 | 5 | I |
| 4 | 2 | 3 | 4 |  |
| 5 | 3 | 4 | 5 |  |
| 6 | 1 | 2 | 4 |  |
| 7 | 1 | 3 | 4 |  |
| 8 | 1 | 3 | 5 | II |
| 9 | 2 | 3 | 5 |  |
| 10 | 2 | 4 | 5 |  |

We find $b^{\prime}=5, q=2, \alpha=3$.
For $\alpha$-resolvable BIB designs inequality (2.6) can be improved as follows.
Theorem 2.2 If a BIB design with parameters $t, b, k, r, \lambda$ is $\alpha$-resolvable, then the following inequality must hold:

$$
\begin{equation*}
b \geq t+q-1 \tag{2.24}
\end{equation*}
$$

Proof Since for an $\alpha$-resolvable BIB design there exist $q-1$ linearly independent relationships between the columns of $N$, we have

$$
t=\operatorname{rank}\left(\boldsymbol{N} \boldsymbol{N}^{\prime}\right)=\operatorname{rank}(\boldsymbol{N}) \leq b-q+1
$$

which implies (2.24).

Definition 2.5 An $\alpha$-resolvable BIB design is called affine $\alpha$-resolvable if any pair of blocks in the same replication group have $q_{1}$ treatments in common and if any pair of blocks from two different replication groups have $q_{2}$ treatments in common.

For affine $\alpha$-resolvable BIB designs the following results are due to Shrikhande and Raghavarao (1963).

Theorem 2.3 In an affine $\alpha$-resolvable BIB design $k^{2} / t$ is an integer.
Proof Without loss of generality consider the first block in the first replication group, $B_{11}$ say. By definition, $B_{11}$ has $q_{2}$ treatments in common with every block in the remaining $q-1$ replication groups, each group consisting of $b / q$ blocks. Hence

$$
(q-1) \frac{b}{q} q_{2}=k(r-\alpha)
$$

which, since $\alpha q=r$, yields $q_{2}=k^{2} / t$. Since $q_{2}$ is an integer, $k^{2} / t$ is an integer.

Theorem 2.4 For an affine $\alpha$-resolvable BIB design, the equality

$$
\begin{equation*}
b=t+q-1 \tag{2.25}
\end{equation*}
$$

holds.
Proof We shall give here the proof for $\alpha=1$ following Bose (1942) and refer to Shrikhande and Raghavarao (1963) for the general case.

Consider a resolvable BIB design. We then have

$$
\begin{equation*}
t=b^{\prime} k \quad b=b^{\prime} r \tag{2.26}
\end{equation*}
$$

since the $b$ blocks are divisible into $r$ sets of $b^{\prime}$ blocks each, each set containing each treatment exactly once. Let the blocks belonging to the $i$ th set, $S_{i}$, be denoted by $B_{i 1}, B_{i 2}, \ldots, B_{i b^{\prime}}$ for $i=1,2, \ldots, r$. Consider now a particular block, $B_{11}$ say. Let $\ell_{i j}$ be the number of treatments common to blocks $B_{11}$ and $B_{i j}(i=$ $\left.2, \ldots, r ; j=1,2, \ldots, b^{\prime}\right)$. Further, let $m$ denote the average and $s^{2}$ the variance of the $b^{\prime}(r-1)$ numbers $\ell_{i j}$.

Now each of the $k$ treatments in $B_{11}$ is replicated $r$ times, and since the design is resolvable, that is, 1-resolvable, a given treatment in $B_{11}$ will occur in exactly one block each in the $r-1$ other sets, $S_{2}, S_{3}, \ldots, S_{r}$. This is true for all $k$ treatments in $B_{11}$, and hence

$$
\begin{equation*}
\sum_{i j} \ell_{i j}=k(r-1) \tag{2.27}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
m=\frac{k}{b^{\prime}}=\frac{k^{2}}{t} \tag{2.28}
\end{equation*}
$$

using (2.26) for the last expression.
Further, the $k(k-1) / 2$ pairs of treatments in $B_{11}$ each occur $\lambda-1$ times together in the sets $S_{2}, S_{3}, \ldots, S_{r}$. Hence

$$
\frac{1}{2} \sum_{i j} \ell_{i j}\left(\ell_{i j}-1\right)=\frac{1}{2}(\lambda-1) k(k-1)
$$

and therefore, using (2.27)

$$
\begin{equation*}
\sum_{i j} \ell_{i j}^{2}=k[r-1+(\lambda-1)(k-1)] \tag{2.29}
\end{equation*}
$$

Since

$$
\lambda=\frac{r(k-1)}{t-1}=\frac{r(k-1)}{b^{\prime} k-1}
$$

we rewrite (2.29) as

$$
\sum_{i j} \ell_{i j}^{2}=\frac{k\left[\left(b^{\prime} k-1\right)(r-k)+r(k-1)^{2}\right]}{b^{\prime} k-1}
$$

Then we find after some algebra, using (2.28), (2.29), and (2.26),

$$
\begin{align*}
s^{2} & =\frac{\sum_{i j}\left(\ell_{i j}-m\right)^{2}}{b^{\prime}(r-1)} \\
& =\frac{\sum_{i j} \ell_{i j}^{2}}{b^{\prime}(r-1)}-m^{2} \\
& =\frac{k(t-k)(b-t-r+1)}{b^{\prime 2}(r-1)(t-1)} \tag{2.30}
\end{align*}
$$

Since $s^{2} \geq 0$, (2.30) implies, of course, the earlier result (2.24), with $q=r$ for $\alpha=1$.

We now consider an affine resolvable BIB design. Then, by definition, $\ell_{i j}=q_{2}$ for all $i, j$. Hence $s^{2}$ of (2.30) equals zero, which implies (2.25) with $q=r$ for a 1-resolvable BIB design.

Corollary 2.1 If the parameters of a BIB design satisfy (2.25) and $k^{2} / t$ is not an integer, then the design is not resolvable.

Example 2.5 An example of an affine resolvable BIB design is given by the following design with parameters $t=8, b=14, k=4, r=7, \lambda=3, b^{\prime}=$ $2, q=7, q_{1}=0, q_{2}=2, \alpha=1$ :

| Block | Treatments |  |  |  | Replication <br> Group |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 3 | 4 | I |
| 2 | 5 | 6 | 7 | 8 |  |
| 3 | 1 | 2 | 7 | 8 | II |
| 4 | 3 | 4 | 5 | 6 |  |
| 5 | 1 | 3 | 6 | 8 | III |
| 6 | 2 | 4 | 5 | 7 |  |
| 7 | 1 | 4 | 6 | 7 | IV |
| 8 | 2 | 3 | 5 | 8 |  |
| 9 | 1 | 2 | 5 | 6 | V |
| 10 | 3 | 4 | 7 | 8 |  |
| 11 | 1 | 3 | 5 | 7 | VI |
| 12 | 2 | 4 | 6 | 8 |  |
| 13 | 1 | 4 | 5 | 8 | VII |
| 14 | 2 | 3 | 6 | 7 |  |

A natural model for the analysis of such a design is

$$
\begin{equation*}
\boldsymbol{y}=\mu \mathcal{I}+\boldsymbol{X}_{\tau} \boldsymbol{\tau}+\boldsymbol{X}_{\eta} \boldsymbol{\eta}+\boldsymbol{X}_{\boldsymbol{\beta}^{*}} \boldsymbol{\beta}^{*}+\boldsymbol{e} \tag{2.31}
\end{equation*}
$$

or

$$
y_{i j \ell}=\mu+\tau_{i}+\eta_{j}+\beta_{j \ell}^{*}+e_{i j \ell}
$$

where $\eta_{j}$ is the (fixed) effect of the $j$ th replication group $(j=1,2, \ldots, q)$ and $\beta_{j \ell}^{*}$ is the effect of the $\ell$ th block in the $j$ th group $\left(\ell=1,2, \ldots, b^{\prime}\right)$. This brings out the point that the blocks are nested in the replication groups and, hence, in the case of the $\beta_{j \ell}^{*}$ being random variables (as assumed for the combined analysis), that $\sigma_{\beta^{*}}^{2}$ now measures the variability of the blocks within groups. Since $b^{\prime}<b$,
it can then usually be concluded that $\sigma_{\beta^{*}}^{2}$ for this design will be smaller than the corresponding $\sigma_{\beta}^{2}$ in the BIB design without grouping of blocks. Consequently, only the part of the analysis of variance that deals with the estimation of $\sigma_{\beta^{*}}^{2}$ (to be used for the combined analysis, in particular, using the Yates estimator) is affected when using this design and model (2.31). This is shown in Table 2.3, where $R_{j}$ refers to the total of the $j$ th replication group, and $B_{j \ell}$ refers to the total of the $\ell$ th block within the $j$ th replication group.

### 2.7.3 $\alpha$-Resolvable BIB Designs with Replication Groups Across Blocks

The designs of this type combine the properties of the designs discussed in Sections 2.7.1 and 2.7.2 and hence lead to a possible reduction in both $\sigma_{e}^{2}$ and $\sigma_{\beta}^{2}$.

Example 2.6 As an example we consider the following BIB design with parameters $t=6, b=15, k=4, r=10, \lambda=6$ :

Replication Groups
Across Blocks

|  | Block |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| I |  | II | Replication <br> Group |  |  |
| 1 | 1 |  | 2 | 3 | 4 |
| 2 | 1 | 5 | 4 | 6 | I |
| 3 | 2 | 3 | 5 | 6 |  |
| 4 | 1 | 2 | 3 | 5 |  |
| 5 | 1 | 2 | 4 | 6 | II |
| 6 | 3 | 5 | 4 | 6 |  |
| 7 | 1 | 3 | 2 | 6 |  |
| 8 | 4 | 5 | 1 | 3 | III |
| 9 | 4 | 6 | 2 | 5 |  |
| 10 | 2 | 4 | 1 | 5 |  |
| 11 | 5 | 6 | 1 | 3 | IV |
| 12 | 3 | 6 | 2 | 4 |  |
| 13 | 5 | 6 | 1 | 2 |  |
| 14 | 4 | 6 | 1 | 3 | V |
| 15 | 3 | 4 | 2 | 5 |  |

We find that $r^{\prime}=5, s^{\prime}=2, \alpha=2, q=5$ in the notation of Sections 2.7.1 and 2.7.2.

A natural model for this type of design is

$$
\begin{equation*}
\boldsymbol{y}=\mu \mathcal{J}+\boldsymbol{X}_{\tau} \boldsymbol{\tau}+\boldsymbol{X}_{\gamma} \boldsymbol{\gamma}+\boldsymbol{X}_{\eta} \boldsymbol{\eta}+\boldsymbol{X}_{\beta^{*}} \boldsymbol{\beta}^{*}+\boldsymbol{e} \tag{2.32}
\end{equation*}
$$

Table 2.3 Analysis of Variance for Resolvable BIB Design

| Source | d.f. | SS | $E(\mathrm{MS})$ |
| :--- | :---: | :---: | :---: |
| $\boldsymbol{X}_{\tau} \mid \mathfrak{J}, \boldsymbol{X}_{\eta}$ | $t-1$ | $\frac{1}{r} \sum_{i} T_{i}^{2}-\frac{G^{2}}{n}$ |  |
| $\boldsymbol{X}_{\eta} \mid \mathfrak{J}, \boldsymbol{X}_{\tau}$ | $q-1$ | $\frac{1}{b^{\prime} k} \sum_{j} R_{j}^{2}-\frac{G^{2}}{n}$ |  |
| $\boldsymbol{X}_{\beta^{*} \mid \boldsymbol{J}, \boldsymbol{X}_{\tau}, \boldsymbol{X}_{\eta}}$ | $b-q$ | Difference | $\sigma_{e}^{2}+\frac{n-t-k(q-1)}{b-q} \sigma_{\beta^{*}}^{2}$ |
| $\boldsymbol{I} \mid \mathfrak{J}, \boldsymbol{X}_{\tau}, \boldsymbol{X}_{\eta}, \boldsymbol{X}_{\beta^{*}}$ | $n-t-b+1$ | $\sum_{i j \ell} y_{i j \ell}^{2}-\sum_{i} \widehat{\tau}_{i} Q_{i}$ |  |
| Total |  | $-\frac{1}{k} \sum_{j \ell} B_{j \ell}^{2}$ | $\sigma_{e}^{2}$ |

or

$$
y_{i j \ell u}=\mu+\tau_{i}+\gamma_{j}+\eta_{\ell}+\beta_{\ell u}^{*}+e_{i j \ell u}
$$

where all the parameters are as previously defined.
The analysis of variance associated with (2.32) follows easily from those presented in Tables 2.2 and 2.3 with the partitioning of the total d.f. as given in Table 2.4.

Table 2.4 Outline of Analysis of Variance for Model (2.32)

| Source | d.f. |
| :---: | :---: |
| $\boldsymbol{X}_{\tau} \mid \mathfrak{J}, \mathbf{X}_{\gamma}, \mathbf{X}_{\eta}$ | $t-1$ |
| $\boldsymbol{X}_{\gamma} \mid \boldsymbol{J}, \boldsymbol{X}_{\tau}, \boldsymbol{X}_{\eta}$ | $s^{\prime}-1$ |
| $\boldsymbol{X}_{\eta} \mid \boldsymbol{J}, \boldsymbol{X}_{\tau}, \boldsymbol{X}_{\gamma}$ | $q-1$ |
| $\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\tau}, \boldsymbol{X}_{\gamma}, \boldsymbol{X}_{\eta}$ | $b-q$ |
| $\boldsymbol{I} \mid \mathfrak{J}, \boldsymbol{X}_{\tau}, \boldsymbol{X}_{\gamma}, \boldsymbol{X}_{\eta}, \boldsymbol{X}_{\beta^{*}}$ | $n-t-b-s^{\prime}+2$ |
| Total | $n-1$ |

### 2.8 RESISTANT AND SUSCEPTIBLE BIB DESIGNS

### 2.8.1 Variance-Balanced Designs

The class of BIB designs belongs to the class of variance-balanced designs, that is, designs for which every normalized estimable linear function of the treatment effects is estimated with the same variance. It is easy to establish the following theorem.

Theorem 2.5 A necessary and sufficient condition for a connected design to be variance balanced is that its $\boldsymbol{C}$ matrix is of the form

$$
\begin{equation*}
\boldsymbol{C}=c_{1} \boldsymbol{I}+c_{2} \mathfrak{J J}^{\prime} \tag{2.33}
\end{equation*}
$$

Proof For an IBD with rank $\boldsymbol{C}=t-1$ let $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}, \ldots, \boldsymbol{\xi}_{t-1}, \boldsymbol{\xi}_{t}=(1 / \sqrt{t}) \boldsymbol{J}$ be a set of orthonormal eigenvectors of $\boldsymbol{C}$. If we write

$$
\boldsymbol{O}=\left(\boldsymbol{O}_{1} \vdots \frac{1}{\sqrt{t}} \mathfrak{J}\right)
$$

then

$$
O^{\prime} C O=\left(\begin{array}{cc}
D & 0^{\prime} \\
0 & 0
\end{array}\right)
$$

where $\boldsymbol{D}=\operatorname{diag}\left(d_{i}\right)$. Then the RNE

$$
C \widehat{\boldsymbol{\tau}}=Q
$$

can be written as

$$
O^{\prime} C O O^{\prime} \widehat{\tau}=O^{\prime} Q
$$

or

$$
\left(\begin{array}{cc}
\boldsymbol{D} & \boldsymbol{0}^{\prime} \\
\mathbf{0} & 0
\end{array}\right)\binom{\boldsymbol{O}_{1}^{\prime} \widehat{\boldsymbol{\tau}}}{0}=\binom{\boldsymbol{O}_{1} \boldsymbol{Q}}{0}
$$

Hence

$$
O_{1}^{\prime} \widehat{\tau}=D^{-1} O_{1} Q
$$

with

$$
\begin{aligned}
\operatorname{var}\left(\boldsymbol{O}_{1}^{\prime} \widehat{\boldsymbol{\tau}}\right) & =\boldsymbol{D}^{-1} \boldsymbol{O}_{1}^{\prime} \boldsymbol{C} \boldsymbol{O}_{1} \boldsymbol{D}^{-1} \sigma_{e}^{2} \\
& =\boldsymbol{D}^{-1} \sigma_{e}^{2}
\end{aligned}
$$

For a variance-balanced design we must then have $\boldsymbol{D}=d \boldsymbol{I}$. It then follows that

$$
\begin{aligned}
\boldsymbol{C} & =\boldsymbol{O}\left(\begin{array}{cc}
d \boldsymbol{I} & \mathbf{0} \\
\mathbf{0}^{\prime} & 0
\end{array}\right) \boldsymbol{O}^{\prime} \\
& =d \boldsymbol{O}_{1} \boldsymbol{O}_{1}^{\prime}-d\left(\boldsymbol{I}-\frac{1}{\sqrt{t}} \mathfrak{J J}^{\prime}\right)
\end{aligned}
$$

[see (1.17)] which we can write as

$$
\boldsymbol{C}=c_{1} \boldsymbol{I}+c_{2} \mathfrak{J J}^{\prime}
$$

which is (2.33). Obviously, if $\boldsymbol{C}$ is of the form (2.33), the design is variance balanced.

Further, among all binary, equireplicate, proper designs the BIB designs are the only variance-balanced designs. There do exist, however, variance-balanced designs with unequal block sizes, for example.

### 2.8.2 Definition of Resistant Designs

An interesting question then is: If from a BIB design one or several treatments are deleted, is the resulting design still variance balanced? In general the answer will be negative, but for some designs the answer will be, more or less, positive. Such designs have been called resistant BIB designs by Hedayat and John (1974) who have also given a characterization of such designs and have shown their existence. We shall give some results.

Let $D$ be a BIB design with parameters $t, b, k, r, \lambda$ and let $D^{*}$ be the design obtained from $D$ by deleting all experimental units that received a certain subset $L$ of $v(\leq t-2)$ treatments. Following Hedayat and John (1974) we then consider the following definitions.

Definition 2.6 The design $D$ is said to be globally resistant of degree $v$ if $D^{*}$ is variance balanced when any subset $L$ of $v$ treatments is deleted.

Definition 2.7 The design $D$ is said to be locally resistant of degree $v$ if $D^{*}$ is variance balanced only with respect to certain subsets $L$ of $v$ treatments.

Definition 2.8 The design $D$ is said to be susceptible if there exist no subsets $L$ such that $D^{*}$ is variance balanced.

### 2.8.3 Characterization of Resistant Designs

Of particular interest, from a practical point of view, are resistant designs (locally and globally) of degree 1. It may happen that the researcher feels that a particular treatment, say a drug, may have to be discontinued before the termination of the experiment. If a BIB design had been chosen for this experiment to achieve equal precision for treatment comparisons, then such a course of action might destroy this feature, unless the BIB design is globally resistant of degree 1 or locally resistant of degree 1 with respect to treatment $\theta$, say, and the treatment in question has been assigned the number $\theta$.

To characterize suitable designs, let $D$ denote a BIB design with parameters $t$, $b, k, r, \lambda$ and let $D$ be divided into two parts $D_{\theta}$ and $D_{\bar{\theta}}$. Design $D_{\theta}$ consists of all the blocks of $D$ that contain the treatment $\theta$, and $D_{\bar{\theta}}$ consists of the remaining blocks of $D$ that do not contain the treatment $\theta$. If $\boldsymbol{N}, \boldsymbol{N}_{\theta}, \boldsymbol{N}_{\bar{\theta}}$ are the incidence matrices of $D, D_{\theta}$, and $D_{\bar{\theta}}$, respectively, then

$$
\begin{equation*}
N=\left(N_{\theta}, N_{\bar{\theta}}\right) \tag{2.34}
\end{equation*}
$$

with

$$
\boldsymbol{N} \boldsymbol{N}^{\prime}=\boldsymbol{N}_{\theta} \boldsymbol{N}_{\theta}^{\prime}+\boldsymbol{N}_{\bar{\theta}} \boldsymbol{N}_{\bar{\theta}}^{\prime}=(r-\lambda) \boldsymbol{I}+\lambda \mathcal{J J}{ }^{\prime}
$$

Now suppose that treatment $\theta$ has been deleted from $D$, that is, from $D_{\theta}$. Call the resulting designs $D^{*}$ and $D_{\theta}^{*}$, respectively, and their corresponding incidence matrices $\boldsymbol{N}^{*}$ and $\boldsymbol{N}_{\theta}^{*}$. Also, let $\boldsymbol{N}_{\bar{\theta}}^{*}$ be the incidence matrix obtained from $\boldsymbol{N}_{\bar{\theta}}$ in (2.34) by deleting the row (of zeros) corresponding to $\theta$, and call the corresponding design $D_{\bar{\theta}}^{*}$. We then have the following theorem due to Hedayat and John (1974).

Theorem 2.6 The BIB design $D$ is locally resistant with respect to $\theta$ if and only if $D_{\bar{\theta}}$ is a BIB design.

Proof Let $\boldsymbol{C}^{*}$ denote the $\boldsymbol{C}$ matrix for $D^{*}$. Then, with

$$
N^{*}=\left(N_{\theta}^{*}, N_{\bar{\theta}}^{*}\right)
$$

a $(t-1) \times b$ incidence matrix, we have

$$
\begin{equation*}
\boldsymbol{C}^{*}=r \boldsymbol{I}_{t-1}-\frac{1}{k-1} N_{\theta}^{*} \boldsymbol{N}_{\theta}^{*^{\prime}}-\frac{1}{k} N_{\bar{\theta}}^{*} N_{\frac{*^{\prime}}{\theta}}^{*^{\prime}} \tag{2.35}
\end{equation*}
$$

Since $D_{\theta}^{*}$ and $D_{\bar{\theta}}^{*^{\prime}}$ are derived from the BIB design $D$, we know that if the general (off-diagonal) element in $\boldsymbol{N}_{\bar{\theta}}^{*} \boldsymbol{N}_{\bar{\theta}}^{*^{\prime}}$ is $\lambda_{i j}$, the corresponding element in $\boldsymbol{N}_{\theta}^{*} \boldsymbol{N}_{\theta}^{*^{\prime}}$ must be $\lambda-\lambda_{i j}$. Hence, the diagonal and off-diagonal elements of $C^{*}$ are

$$
c_{i i}^{*}=r-\frac{\lambda}{k-1}-\frac{r-\lambda}{k}
$$

$$
\begin{aligned}
c_{i j}^{*} & =-\frac{\lambda-\lambda_{i j}}{k-1}-\frac{\lambda_{i j}}{k} \\
& =-\lambda_{i j}\left(\frac{1}{k}-\frac{1}{k-1}\right)-\frac{\lambda}{k}
\end{aligned}
$$

Hence $\boldsymbol{C}^{*}$ of (2.35) is of the form (2.33) if and only if all $\lambda_{i j}$ are equal, that is, if $D_{\bar{\theta}}^{*}$ and hence $D_{\bar{\theta}}$ is a BIB design (with parameters $t_{1}=t-1, b_{1}=b-r, k_{1}=$ $\left.k, r_{1}=r-\lambda, \lambda_{1}\right)$.

We illustrate this theorem with the following example.
Example 2.7 The following plan, $D$, is a BIB design with parameters $t=$ $8, b=14, k=4, r=7, \lambda=3$ :

| 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- |
| 5 | 6 | 7 | 8 |
| 1 | 2 | 7 | 8 |
| 3 | 4 | 5 | 6 |
| 1 | 3 | 6 | 8 |
| 2 | 4 | 5 | 7 |
| 1 | 4 | 6 | 7 |
| 2 | 3 | 5 | 8 |
| 1 | 2 | 5 | 6 |
| 3 | 4 | 7 | 8 |
| 1 | 3 | 5 | 7 |
| 2 | 4 | 6 | 8 |
| 1 | 4 | 5 | 8 |
| 2 | 3 | 6 | 7 |

Let $\theta=1$; then $D_{\overline{1}}$ is given by

| 5 | 6 | 7 | 8 |
| :--- | :--- | :--- | :--- |
| 3 | 4 | 5 | 6 |
| 2 | 4 | 5 | 7 |
| 2 | 3 | 5 | 8 |
| 3 | 4 | 7 | 8 |
| 2 | 4 | 6 | 8 |
| 2 | 3 | 6 | 7 |

This is a BIB design with $t_{1}=7, b_{1}=7, k_{1}=4, r_{1}=4, \lambda_{1}=2$. Hence $D$ is resistant w.r.t. treatment 1 .

The design $D^{*}$ obtained from design $D$ in Example 2.7 provides an illustration of the construction of an equireplicate, variance-balanced incomplete block design for $t^{*}=7$ treatments with unequal block sizes. In particular, we have here $b^{*}=$ 14 blocks, with 7 blocks of size $k_{1}^{*}=3$ and 7 blocks of size $k_{2}^{*}=4$.

Corollary 2.2 The BIB design $D$ is globally resistant of degree 1 if and only if $D_{\bar{\theta}}$ is a BIB design for all $\theta$ of $D$.

Corollary 2.3 The property of being a resistant BIB design depends not only on the parameters of $D$ but also in the way $D$ has been constructed.

An interesting example of this is provided by Hedayat and John (1974).
Corollary 2.4 The BIB design $D$ is locally resistant w.r.t. $\theta$ if and only if every triple containing $\theta$ appears the same number of times in $D$.

Proof From the proof of Theorem 2.6 it follows that if $D_{\bar{\theta}}^{*}$ is a BIB design, then also $D_{\theta}^{*}$ is a BIB design, that is, every pair of treatments (other than $\theta$ ) appears together the same number of times. Hence in $D_{\theta}$ (and therefore in $D$ ) every triple containing $\theta$ appears together the same number of times.

This leads one to another characterization of globally resistant designs of degree 1 . Before we state this we give the following definition.

Definition 2.9 An incomplete block design in which each triple of treatments occurs together the same number of times, $\delta$, is referred to as a doubly balanced incomplete block (DBIB) design.

This definition is due to Calvin (1954), and such designs and their properties have been discussed by Calvin (1954) and Raghavarao and Thartare (1967, 1970). The design given in Example 2.7 is a DBIB design with $\delta=1$.

Based on Definition 2.9 and the proof of Corollary 2.4 we then have the following theorem.

Theorem 2.7 A BIB design $D$ is globally resistant of degree 1 if and only if it is a DBIB design.

Existence, construction, and properties of resistant BIB designs have been discussed by Hedayat and John (1974) and John (1976), and we shall not go into this, except for the following theorem.

Theorem 2.8 Every symmetric BIB design with blocks of size $k$ is locally resistant of degree $k$.

The proof follows immediately from the construction procedure of BIB designs described in Section 3.2.

An interesting follow-up to Theorem 2.8 is provided by Baksalary and Puri (1990). They show that the symmetry of the design is both necessary and sufficient for the local resistance of degree $k$ with respect to $L$ consisting of $k$ treatments that occur in exactly one block of the design if we demand $D^{*}$ to be a BIB design (rather than just a variance-balanced design).

### 2.8.4 Robustness and Connectedness

Another form of robustness of BIB designs is concerned with the question to what extent the unavailability of observations, such as missing or lost observations, affects the property of connectedness of the BIB design.

Following Ghosh (1982) we give the following definition.
Definition 2.10 A BIB design is said to be robust against unavailability of any $s$ observations if the block design obtained by omitting any $s$ observations remains a connected design.

Using the notion of a bipartite graph, consisting of the subsets $\mathcal{T}=$ $(1,2, \ldots, t)$ and $\mathcal{B}=(1,2, \ldots, b)$, and the notion of connectedness (see Section 1.5) Ghosh (1982) then proves the following theorems.

Theorem 2.9 A BIB design is robust against the unavailability of any $s \leq$ $r-1$ observations.

Theorem 2.10 A BIB design is robust against the availability of all observations in $b_{0} \leq r-1$ blocks.

With regard to Theorem 2.10, of particular interest is the case $b_{0}=1$. This case is considered by Srivastava, Gupta, and Dey (1990) who show that the efficiency factor for the resulting design relative to the original BIB design is given by

$$
E=(\lambda t-k)(t-1) /\left(\lambda t^{2}-\lambda t-t k+k^{2}\right)
$$

Considering many of the existing BIB designs, they found that for most designs $E>.80$.

# Construction of Balanced Incomplete Block Designs 

### 3.1 INTRODUCTION

In Chapter 2 we discussed at great length the nature of BIB designs and their associated analyses. Although extensive lists of actual plans of such designs are available (see Cochran and Cox, 1957; Fisher and Yates, 1957; Beyer, 1991), these lists do not cover all presently existing BIB designs. Also, it is desirable to have some understanding of the combinatorics of design and of the resulting algebras. The actual structure has, naturally, an impact on the analysis of resulting data.

Several methods of constructing BIB designs have been introduced (for references, see Raghavarao, 1971) using such mathematical tools as finite Euclidian and projective geometries. We shall present here a very powerful and at the same time a quite simple method, the method of cyclical development of initial blocks, which is due to Bose (1939). With this method one can construct most of the existing BIB designs (Rao, 1946b) as one can see from the essentially complete listing of BIB designs given by Raghavarao (1971). Mainly from a historical point we shall also discuss some other methods.

### 3.2 DIFFERENCE METHODS

### 3.2.1 Cyclic Development of Difference Sets

The basic ideas of this method of constructing BIB designs are as follows:

1. We have a set of $t$ treatments that we denote by $\mathcal{T}=\left\{t_{0}, t_{1}, \ldots, t_{t-1}\right\}$.

[^3]2. We have a set of $s$ initial blocks, each containing $k$ treatments. Suppose we denote these initial blocks by
$$
\mathcal{B}_{j 0}=\left(t_{j 1}, t_{j 2}, \ldots, t_{j k}\right) \quad(j=1,2, \ldots, s)
$$
where the $t_{j i}(i=1,2, \ldots, k)$ are elements in $\mathcal{T}$. The $\mathcal{B}_{j 0}$ are chosen in a particular way such that they satisfy certain properties (which we shall discuss below).
3. Each initial block $\mathcal{B}_{j 0}$ is then developed cyclically, that is, by forming
$$
\mathcal{B}_{j \theta}=\left(t_{j 1}+t_{\theta}, t_{j 2}+t_{\theta}, \ldots, t_{j k}+t_{\theta}\right)
$$
for $\theta=1,2, \ldots, t-1$ assuming that we have an addition rule such that with $t_{j i}, t_{\theta} \in \mathcal{T}$ also $t_{j i}+t_{\theta} \in \mathcal{T}(\theta=0,1, \ldots, t-1)$ and $t_{j i}+t_{0}=t_{j i}$.
4. The set of blocks $\left\{\mathcal{B}_{j \theta} ; j=1,2, \ldots, s ; \theta=0,1, \ldots, t-1\right\}$ forms then a BIB design with parameters $t, b=s t, k, r=s k, \lambda$.

The crucial part of this method is obviously the choice of $\mathcal{T}$ and the initial blocks $\mathcal{B}_{j 0}(j=1,2, \ldots, s)$. To discuss their properties we shall confine ourselves at first to the case $s=1$, that is, one initial block, $\mathcal{B}_{0}$ say. Extensions to other situations will then become fairly obvious.

We start with the following definition.
Definition 3.1 Let $\mathcal{G}=0,1, \ldots, t-1$ be an Abelian group under addition, that is, for $g_{1}, g_{2} \in \mathcal{G}$ define $g_{1}+g_{2}$ to be $g_{1}+g_{2} \bmod t$ and define $g_{1}-g_{2}$ to be $g$, where $g_{2}+g=g_{1} \bmod t$. Let $\mathcal{A}$ be a subset $($ of $\mathcal{G})$ of $k$ elements such that the $k(k-1)$ differences $(\bmod t)$ between members of $\mathcal{A}$ comprise all nonzero elements of $\mathcal{G}$ exactly $\lambda$ times. Then $\mathcal{A}$ is called a difference set of size $k$.

Example 3.1 Let $t=7, \mathcal{G}=\{0,1,2,3,4,5,6\}, \mathcal{A}=\{0,1,3\}$. The differences between members in $\mathcal{A}$ are $0-1 \equiv 6,0-3 \equiv 4,1-0 \equiv 1,1-3 \equiv$ $-2 \equiv 5,3-0 \equiv 3,3-1 \equiv 2$, and hence $\lambda=1$.

Taking $\mathcal{T}=\mathcal{G}$, we now state the main result of this chapter in the form of the following theorem.

Theorem 3.1 Let $\mathcal{A}$ be a difference set of size $k$ for a group $\mathcal{G}$ of $t$ elements such that each nonzero difference occurs $\lambda$ times. If the set $\mathcal{A}$ is taken as the initial block $\mathcal{B}_{0}$ and developed cyclically, it generates a symmetrical BIB design with parameters $t, b=t, r=k, \lambda$.

Proof Let $\mathcal{A}=\mathcal{B}_{0}=\left\{g_{1}, g_{2}, \ldots, g_{k}\right\}$ with $g_{i} \in \mathcal{G}(i=1,2, \ldots, k)$. By cyclically developing $\mathcal{B}_{0}$, each element in $\mathcal{G}$ occurs exactly once in each of the $k$ positions; hence each element occurs in the $b$ sets (blocks) $\mathcal{B}_{\theta}(\theta=0,1, \ldots, t-1)$ exactly $k$ times. The only property of a BIB design that needs to be shown then
to hold is that any two elements (treatments) occur together in $\lambda$ blocks. To see this, consider without loss of generality $g_{u}, g_{v}, \in \mathcal{G}$. Suppose that for $g_{u^{\prime}}, g_{v^{\prime}} \in \mathcal{A}$ we have

$$
\begin{align*}
& g_{u}=g_{u^{\prime}}+\theta  \tag{3.1}\\
& g_{v}=g_{v^{\prime}}+\theta
\end{align*}
$$

that is, $g_{u}$ and $g_{v}$ occur together in $\mathcal{B}_{\theta}$. Then

$$
g_{u}-g_{u^{\prime}}=g_{v}-g_{v^{\prime}}
$$

or

$$
g_{u}-g_{v}=g_{u^{\prime}}-g_{v^{\prime}}
$$

Now $g_{u}-g_{v}=c$ with $c \in\{1,2, \ldots, t-1\}$. Since $\mathcal{A}$ is a difference set, we know that there exist $\lambda$ differences of the form $g_{u^{\prime}}-g_{v^{\prime}}$ with the same constant $c$. Hence there exist exactly $\lambda$ solutions to (3.1) as equations in $\theta$. Call these solutions $\theta_{1}, \theta_{2}, \ldots, \theta_{\lambda}$. It then follows that $g_{u}$ and $g_{v}$ appear together in blocks $\mathcal{B}_{\theta_{1}}, \mathcal{B}_{\theta_{2}}, \ldots, \mathcal{B}_{\theta_{\lambda}}$, which proves the theorem.

As an illustration reconsider the following example.
Example 3.2 Let $t=7, \mathcal{G}=\{0,1,2,3,4,5,6\},, \mathcal{A}=\mathcal{B}_{0}=\{0,1,3\}, \lambda=1$. The BIB design then is

$$
\begin{array}{lll}
(0, & 1, & 3) \\
(1, & 2, & 4) \\
(2, & 3, & 5) \\
(3, & 4, & 6) \\
(4, & 5, & 0) \\
(5, & 6, & 1) \\
(6, & 0, & 2)
\end{array}
$$

where each row represents a block.
It is now easy to generalize this procedure to the case of several initial blocks. We do this in the next theorem.

Theorem 3.2 Let $\mathcal{A}=\left\{\mathcal{B}_{10}, \mathcal{B}_{20}, \ldots, \mathcal{B}_{s 0}\right\}$ consist of $s$ sets of $k$ elements each such that among the $\operatorname{sk}(k-1)$ differences between the elements in each set each nonzero element of $\mathcal{G}$ occurs exactly $\lambda$ times. Developing each set cyclically yields a BIB design with parameters $t, b=s t, k, r=s k, \lambda$.

The proof follows along the same lines as that of Theorem 3.1.
To illustrate Theorem 3.2 we consider the following example.

Example 3.3 Let $t=11, \mathcal{G}=\{0,1, \ldots, 10\}$, and

$$
\begin{aligned}
& \mathcal{B}_{10}=(0,1,10) \\
& \mathcal{B}_{20}=(0,2,9) \\
& \mathcal{B}_{30}=(0,4,7) \\
& \mathcal{B}_{40}=(0,8,3) \\
& \mathcal{B}_{50}=(0,5,6)
\end{aligned}
$$

The differences resulting from
$\mathcal{B}_{10}$ are $10,1,1,2,10,9$
$\mathcal{B}_{20}$ are $9,2,2,4,9,7$
$\mathcal{B}_{30}$ are $7,4,4,8,7,3$
$\mathcal{B}_{40}$ are $3,8,8,5,3,6$
$\mathcal{B}_{50}$ are $6,5,5,10,6,1$

Inspection shows that $\lambda=3$ and hence $\mathcal{A}=\left\{\mathcal{B}_{10}, \ldots, \mathcal{B}_{50}\right\}$ satisfies the condition of Theorem 3.2. The resulting BIB design with 11 treatments in 55 blocks of size 3 and 15 replicates per treatment is then as follows:

| 1, 10) | $(0,2,9)$ | $(0,4,7)$ | $(0,8,3)$ | (0, 5, |
| :---: | :---: | :---: | :---: | :---: |
| 2, 0) | $(1,3,10)$ | $(1,5,8)$ | $(1,9,4)$ | $(1,6,7)$ |
| 3, 1) | $(2,4,0)$ | $(2,6,9)$ | $(2,10,5)$ | $(2,7,8)$ |
| 4, 2) | $(3,5,1)$ | $(3,7,10)$ | $(3,0,6)$ | $(3,8,9)$ |
| 5, 3) | $(4,6,2)$ | $(4,8,0)$ | $(4,1,7)$ | $(4,9,10)$ |
| 6, 4) | $(5,7,3)$ | $(5,9,1)$ | $(5,2,8)$ | (5, 10, 0) |
| 7, 5) | $(6,8,4)$ | $(6,10,2)$ | $(6,3,9)$ | $(6,0,1)$ |
| 8, 6) | (7, 9, 5) | (7, 0, 3) | (7, 4, 10) | (7, 1, 2) |
| 9, 7) | (8, 10, 6) | $(8,1,4)$ | $(8,5,0)$ | $(8,2,3)$ |
| (9, 10, 8) | $(9,0,7)$ | $(9,2,5)$ | $(9,6,1)$ | $(9,3,4)$ |
| 10, 0, 9) | $(10,1,8)$ | $(10,3,6)$ | (10, 7, 2) | (10, 4, 5) |

We note that this design could be used as a Youden square with 5 replication groups of 11 blocks each (see Section 2.6.1)

### 3.2.2 Method of Symmetrically Repeated Differences

So far the procedure of cyclic development has led to BIB designs with the number of blocks being a multiple of the number of treatments. As exemplified in Example 3.3, this can mean a rather large number of blocks. This number can
possibly be reduced, however, if the number $t$ can be factored, say $t=p q$. For this situation the notion of a difference set and hence the construction procedure can be modified as follows (Bose, 1939).

Consider a finite additive group $\mathcal{G}$ containing $p$ elements, $\mathcal{G}=\left\{a^{(0)}, a^{(1)}, \ldots\right.$, $\left.a^{(p-1)}\right\}$ say. To each element of the group $\mathcal{G}$ let there correspond $q$ symbols, the symbols associated with $a^{(u)}$ being denoted by $a_{1}^{(u)}, a_{2}^{(u)}, \ldots, a_{q}^{(u)}$. Symbols with the subscript $j$ are said to belong to the $j$ th class, that is, $a_{j}^{(0)}, a_{j}^{(1)}, \ldots, a_{j}^{(p-1)}$ belong to the $j$ th class. We consider differences of the form $a_{i}^{(u)}-a_{j}^{(v)}$, which are called differences of type $(i, j)$, and their value is given by $a^{(u)}-a^{(v)}=d$, say, where $d \in \mathcal{G}$. When $i=j$, the differences are called pure, when $i \neq j$ the differences are called mixed, there being $q$ types of pure differences and $q(q-1)$ types of mixed differences.

We then have the following definition.
Definition 3.2 Let $\mathcal{A}=\left\{\mathcal{B}_{10}, \mathcal{B}_{20}, \ldots, \mathcal{B}_{s 0}\right\}$ be a collection of $s$ sets satisfying the following conditions:

1. Each set contains $k$ symbols with

$$
k=n_{1 \ell}+n_{2 \ell}+\cdots+n_{q \ell} \quad(\ell=1,2, \ldots, s)
$$

and $n_{j \ell}$ denoting the number of symbols of the $j$ th class in set $\ell$.
2. Among the $\sum_{\ell=1}^{s} n_{i \ell}\left(n_{i \ell}-1\right)$ pure differences of type $(i, i)$ arising from the $s$ sets, every nonzero element of $\mathcal{G}$ is repeated exactly $\lambda$ times for each $i=1,2, \ldots, q$.
3. Among the $\sum_{\ell=1}^{s} n_{i \ell} n_{j \ell}$ mixed differences of type $(i, j)$ arising from the $s$ sets, every element of $\mathcal{G}$ is repeated exactly $\lambda$ times for every $(i, j) ; i, j=$ $1,2, \ldots, q ; i \neq j$.

If conditions $1-3$ are satisfied, the differences are said to be symmetrically repeated in $\mathcal{G}$, with each difference occurring $\lambda$ times.

To illustrate Definition 3.2 we consider the following example.
Example 3.4 Let $t=10, p=5, q=2, \mathcal{G}=\{0,1,2,3,4\}$,

$$
\begin{array}{lll}
\mathcal{A}: & \mathcal{B}_{10}=\left(0_{2}, 1_{2}, 2_{2}\right) & \mathcal{B}_{20}=\left(1_{1}, 4_{1}, 0_{2}\right) \\
& \mathcal{B}_{30}=\left(2_{1}, 3_{1}, 0_{2}\right) & \mathcal{B}_{40}=\left(1_{1}, 4_{1}, 2_{2}\right) \\
& \mathcal{B}_{50}=\left(2_{1}, 3_{1}, 2_{2}\right) & \mathcal{B}_{60}=\left(0_{1}, 0_{2}, 2_{2}\right)
\end{array}
$$

that is,

| $n_{11}=0$ | $n_{21}=3$ |
| :--- | :--- |
| $n_{12}=2$ | $n_{22}=1$ |
| $n_{13}=2$ | $n_{23}=1$ |
| $n_{14}=2$ | $n_{24}=1$ |
| $n_{15}=2$ | $n_{25}=1$ |
| $n_{16}=1$ | $n_{26}=2$ |


| Pure differences of type $(1,1):$ | $1-4=-3 \equiv 2$ |
| :--- | :--- |
|  | $4-1=3 \equiv 3$ |
|  | $2-3=-1 \equiv 4$ |
|  | $3-2=1 \equiv 1$ |
|  | $1-4=-3 \equiv 2$ |
|  | $4-1=3 \equiv 3$ |
|  | $2-3=-1 \equiv 4$ |
|  | $3-2=1 \equiv 1: \lambda=2$ |

Pure differences of type (2,2): $\quad 0-1=-1 \equiv 4$
$0-2=-2 \equiv 3$
$1-0=1 \equiv 1$
$1-2=-1 \equiv 4$
$2-0=2 \equiv 2$
$2-1=1 \equiv 1$
$0-2=-2 \equiv 3$
$2-0=2 \equiv 2: \lambda=2$
Mixed differences of type (1, 2): $1-0=1 \equiv 1$
$4-0=4 \equiv 4$
$2-0=2 \equiv 2$
$3-0=3 \equiv 3$
$1-2=-1 \equiv 4$
$4-2=2 \equiv 2$
$2-2=0 \equiv 0$
$3-2=1 \equiv 1$
$0-0=0 \equiv 0$
$0-2=-2 \equiv 3: \lambda=2$

Mixed differences of type $(2,1)$ are the negative values of the differences of type (1, 2): $\lambda=2$. Hence $\mathcal{A}$ satisfies conditions 1-3.

Now we let the $p q$ symbols $a_{j}^{(u)}(u=1,2, \ldots, p, j=1,2, \ldots, q)$ represent the $t$ treatments. The method of cyclic development is then used again to generate BIB designs as described in the following theorem.

Theorem 3.3 Let it be possible to find a collection of $s$ sets $\mathcal{A}=\left\{\mathcal{B}_{10}, \mathcal{B}_{20}\right.$, $\left.\ldots, \mathcal{B}_{s 0}\right\}$ satisfying the following conditions:
i. Among the $k s$ symbols (treatments) occurring in the $s$ sets (blocks), exactly $r$ symbols belong to the $j$ th class $(j=1,2, \ldots, q)$, that is, $k s=q r$.
ii. The differences in $\mathcal{A}$ are symmetrically repeated, each occurring $\lambda$ times.

Then, if each set in $\mathcal{A}$ is cyclically developed, obtaining $\mathcal{B}_{\ell \theta}$ by adding $\theta \in$ $\mathcal{G}$ to each element in $\mathcal{B}_{\ell 0}(\ell=1,2, \ldots, s)$ and retaining the class number, the resulting $p s$ sets $\mathcal{B}_{\ell \theta}(\ell=1,2, \ldots, s ; \theta \in \mathcal{G})$ form a BIB design with parameters $t=p q, b=p s, k, r=k s / q, \lambda$.

The proof follows arguments similar to those used in the proof of Theorem 3.1 (for more details see Raghavarao, 1971).

We shall illustrate this procedure with a continuation of Example 3.4.

Example 3.4 (Continued) Let $t=10=5 \times 2, \mathcal{G}=\{0,1,2,3,4\}$. Developing the initial blocks given earlier, we obtain the following BIB design with $t=10, b=30, k=3, r=9, \lambda=2$ :

| $\left(0_{2}, 1_{2}, 2_{2}\right)$ | $\left(1_{1}, 4_{1}, 0_{2}\right)$ | $\left(2_{1}, 3_{1}, 0_{2}\right)$ |
| :---: | :---: | :---: |
| $\left(1_{2}, 2_{2}, 3_{2}\right)$ | $\left(2_{1}, 0_{1}, 1_{2}\right)$ | $\left(3_{1}, 4_{1}, 1_{2}\right)$ |
| $\left(2_{2}, 3_{2}, 4_{2}\right)$ | $\left(3_{1}, 1_{1}, 2_{2}\right)$ | $\left(4_{1}, 0_{1}, 2_{2}\right)$ |
| $\left(3_{2}, 4_{2}, 0_{2}\right)$ | $\left(4_{1}, 2_{1}, 3_{2}\right)$ | $\left(0_{1}, 1_{1}, 3_{2}\right)$ |
| $\left(4_{2}, 0_{2}, 1_{2}\right)$ | $\left(0_{1}, 3_{1}, 4_{2}\right)$ | $\left(1_{1}, 2_{1}, 4_{2}\right)$ |
| $\left(1_{1}, 4_{1}, 2_{2}\right)$ | $\left(2_{1}, 3_{1}, 2_{2}\right)$ | $\left(0_{1}, 0_{2}, 2_{2}\right)$ |
| $\left(2_{1}, 0_{1}, 3_{2}\right)$ | ( $3_{1}, 4_{1}, 3_{2}$ ) | $\left(1_{1}, 1_{2}, 3_{2}\right)$ |
| $\left(3_{1}, 1_{1}, 4_{2}\right)$ | $\left(4_{1}, 0_{1}, 4_{2}\right)$ | $\left(2_{1}, 2_{2}, 4_{2}\right)$ |
| $\left(4_{1}, 2_{1}, 0_{2}\right)$ | $\left(0_{1}, 1_{1}, 0_{2}\right)$ | $\left(3_{1}, 3_{2}, 0_{2}\right)$ |
| $\left(0_{1}, 3_{1}, 1_{2}\right)$ | $\left(1_{1}, 2_{1}, 1_{2}\right)$ | $\left(4_{1}, 4_{2}, 1_{2}\right)$ |

We can then identify the symbols with the treatments in any way we want to, such as

| Symbol | $0_{1}$ | $0_{2}$ | $1_{1}$ | $1_{2}$ | $2_{1}$ | $2_{2}$ | $3_{1}$ | $3_{2}$ | $4_{1}$ | $4_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Treatment | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |

Further modifications of the procedures discussed so far can be achieved by considering the set of treatments $\mathcal{T}_{\infty}=\left\{t_{1}, t_{2}, \ldots, t_{v}, \infty\right\}$ where $\mathcal{G}=\left\{t_{1}, t_{2}\right.$, $\left.\ldots, t_{v}\right\}$ represents an additive group and the element $\infty$ is such that $\infty+x=\infty$ for any $x \in \mathcal{G}$. As an extension of Theorem 3.2 we then have the following theorem.

Theorem 3.4 Let $\mathcal{G}$ be an additive Abelian group with $v$ elements. Let $\mathcal{A}$ represent a collection of $s+u$ initial blocks $\mathcal{A}=\left\{\mathcal{B}_{10}, \mathcal{B}_{20}, \ldots, \mathcal{B}_{s 0}, \mathcal{B}_{10}^{\prime}, \mathcal{B}_{20}^{\prime}\right.$, $\left.\ldots, \mathcal{B}_{u 0}^{\prime}\right\}$, each of size $k$, subject to the following conditions:
i. The blocks $\mathcal{B}_{i 0}(i=1,2, \ldots, s)$ contain $k$ elements of $\mathcal{G}$.
ii. The blocks $\mathcal{B}_{j 0}^{\prime}(j=1,2, \ldots, u)$ contain $\infty$ and $k-1$ elements of $\mathcal{G}$.
iii. Ignoring $\infty$, the $\operatorname{sk}(k-1)+u(k-1)(k-2)$ differences in $\mathcal{A}$ contain each nonzero member of $\mathcal{G}$ the same number, $\lambda$, of times.
iv. $\lambda=u(k-1)$.

Then developing the blocks in $\mathcal{A}$ cyclically by means of the elements in $\mathcal{G}(\bmod v)$ yields a BIB design with parameters $t=v+1, b=(s+u) v, k, r=$ $u v$, and $\lambda=u(k-1)$.

We illustrate this theorem with the following example.
Example 3.5 Let $v=11, \mathcal{T}_{\infty}=\{0,1, \ldots, 10, \infty\}, \mathcal{G}=\{0,1, \ldots, 10\}, s=$ $1, u=1$, and

$$
\begin{aligned}
& \mathcal{B}_{10}=(0,1,3,7,8,10) \\
& \mathcal{B}_{10}^{\prime}=(\infty, 0,5,6,8,10)
\end{aligned}
$$

The $30+20=50$ differences yield each nonzero element of $\mathcal{G}$ five times, that is, $\lambda=5$. The resulting BIB design with parameters $t=12, b=22, k=6$, $r=11, \lambda=5$ is given by
$\left.\begin{array}{rrrrrrllllll}(0, & 1, & 3, & 7, & 8, & 10) & (\infty, & 0, & 5, & 6, & 8, & 10\end{array}\right)$

Theorem 3.4 can be generalized in much the same way that Theorem 3.2 was generalized by defining $p q$ symbols of the form $a_{j}^{(w)}(w=1,2, \ldots, p ; j=$ $1,2, \ldots, q$ ) with the $a^{(w)}$ forming an additive group $\mathcal{G}$. These $p q$ symbols are now referred to as finite symbols to which we adjoin the symbol $\infty$, so that $\mathcal{T}_{\infty}=\left\{a_{j}^{(w)}(w=1,2, \ldots, p ; j=1,2, \ldots, q), \infty\right\}$. We then have the following theorem.

Theorem 3.5 Let $\mathcal{A}=\left\{\mathcal{B}_{10}, \mathcal{B}_{20}, \ldots, \mathcal{B}_{s 0}, \mathcal{B}_{10}^{\prime}, \mathcal{B}_{20}^{\prime}, \ldots, \mathcal{B}_{u 0}^{\prime}\right\}$ satisfy the following conditions:
i. Each set $\mathcal{B}_{i 0}(i=1,2, \ldots, s)$ contains $k$ different finite symbols.
ii. Each set $\mathcal{B}_{j 0}^{\prime}(j=1,2, \ldots, u)$ contains $\infty$ and $(k-1)$ different finite symbols.
iii. Of the finite symbols of the $\ell$ th class, $(p u-\lambda)$ occur in the sets $\left\{\mathcal{B}_{i 0}, i=\right.$ $1,2, \ldots, s\}$ and $\lambda$ occur in the sets $\left\{\mathcal{B}_{j 0}^{\prime}, j=1,2, \ldots, u\right\}$ for each $\ell=$ $1,2, \ldots, q$, implying $k s=q(p u-\lambda),(k-1) u=q \lambda$.
iv. The differences from the finite symbols in $\mathcal{A}$ are symmetrically repeated, each occurring $\lambda$ times.

Then developing each set (block) in $\mathcal{A}$ cyclically (as in Theorem 3.3) yields a BIB design with parameters $t=p q+1, b=(s+u) p, k, r=u p, \lambda$.

As an illustration consider the following example.
Example 3.6 Let $p=7, q=2, t=15, s=3, u=2$, with

$$
\begin{aligned}
& \mathcal{B}_{10}=\left(0_{1}, 1_{1}, 3_{1}, 0_{2}, 2_{2}, 6_{2}\right) \\
& \mathcal{B}_{20}=\left(0_{1}, 1_{1}, 3_{1}, 1_{2}, 5_{2}, 6_{2}\right) \\
& \mathcal{B}_{30}=\left(0_{1}, 4_{1}, 5_{1}, 0_{2}, 1_{2}, 3_{2}\right) \\
& \mathcal{B}_{10}^{\prime}=\left(\infty, 0_{1}, 0_{2}, 1_{2}, 2_{2}, 4_{2}\right) \\
& \mathcal{B}_{20}^{\prime}=\left(\infty, 0_{1}, 3_{1}, 5_{1}, 6_{1}, 0_{2}\right)
\end{aligned}
$$

The reader can check easily that conditions (iii) and (iv) are met with $\lambda=5$. Hence the resulting design is a BIB design with parameters $t=15, b=35, k=$ $6, r=14, \lambda=5$.

### 3.2.3 Formulation in Terms of Galois Field Theory

In all the examples given so far, the additive group $\mathcal{G}$ has been written as $\mathcal{G}=$ $\{0,1, \ldots, t-1\}$ or $\mathcal{G}=\{0,1, \ldots, v-1\}$, representing the residues $\bmod t$ or $\bmod v$, respectively. If $t$ or $v$ is prime or prime power, the elements of $\mathcal{G}$ can be expressed also in terms of the powers of a primitive root of the Galois field $\operatorname{GF}(t)$ or $\mathrm{GF}(v)$, respectively. For a discussion of Galois fields we refer to Appendix A.

Since $\mathcal{G}$ can be expressed in terms of all powers of a primitive root of $\operatorname{GF}(t)$, then also $\mathcal{A}$ can be represented in terms of certain powers of such a primitive root. It is this fact that makes this representation useful. The reader will have noticed that the construction procedures presented in Theorems 3.1-3.5 depend upon the existence of difference sets, but we have not yet said how these can be obtained. One way, certainly, is by trial and error, but that is feasible only for small $t$ and not very satisfactory in general. A more direct way is to make use of mathematical results that for certain forms of $t$ give general explicit expressions for certain types of difference sets in the form of powers of primitive roots. For example, if $t=10 \ell+1$ is a prime or prime power and $x$ is a primitive root of $\mathrm{GF}(10 \ell+1)$, then the $\ell$ sets $\mathcal{B}_{i 0}=\left(x^{i}, x^{2 \ell+i}, x^{4 \ell+i}, x^{6 \ell+i}, x^{8 \ell+i}\right), i=$ $0,1, \ldots, \ell-1$ form a difference set $\mathcal{A}$ with $\lambda=2$. As an illustration consider the following example.

Example 3.7 Let $t=11, \ell=1$, then $\mathcal{A}=\mathcal{B}_{00}=\left(x^{0}, x^{2}, x^{4}, x^{6}, x^{8}\right)$, which, with $x=2$ being a primitive root of $\mathrm{GF}(11)$, translates into

$$
\mathcal{B}_{00}=(1,4,5,9,3)
$$

and that can then be used in Theorem 3.1 to construct a BIB design with $t=$ $11, b=11, k=5, r=5, \lambda=2$.

We shall not pursue this any further here, but refer the reader to Raghavarao (1971) for an extensive list of such results and further references.

### 3.3 OTHER METHODS

To complete this chapter we mention briefly four other methods that give rise to quite a number of BIB designs. Of these methods, one is a simple direct construction procedure, two derive new BIB designs from existing BIB designs, and the last is based on notions of factorial experiments.

### 3.3.1 Irreducible BIB Designs

This method is applicable mainly for small $t$ and consists of taking of the $t$ symbols all possible combinations of $k$ symbols. This leads to a BIB design with parameters $t, b=\binom{t}{k}, k, r=\binom{t-1}{k-1}, \lambda=\binom{t-2}{k-2}$.

### 3.3.2 Complement of BIB Designs

If the collection of blocks $D=\left\{\mathcal{B}_{1}, \mathcal{B}_{2}, \ldots, \mathcal{B}_{b}\right\}$ represents a BIB design with parameters $t, b, k, r$, and $\lambda$, then, if we let $\mathcal{B}_{i}^{*}=\mathcal{T}-\mathcal{B}_{i}$, the collection of blocks $D_{1}=\left\{\mathcal{B}_{1}^{*}, \mathcal{B}_{2}^{*}, \ldots, \mathcal{B}_{b}^{*}\right\}$ represents a BIB design with parameters $t_{1}=t, b_{1}=$ $b, k_{1}=t-k, r_{1}=b-r, \lambda_{1}=b-2 r+\lambda$.

That this is true can be seen as follows: If $N$ denotes the incidence matrix of the existing BIB design, and $\bar{N}$ denotes the incidence matrix of its complement, then

$$
N+\bar{N}=\mathcal{J}_{t} \mathfrak{J}_{b}^{\prime}
$$

that is,

$$
\bar{N}=\mathfrak{J}_{t} \mathfrak{J}_{b}^{\prime}-N
$$

and hence

$$
\begin{aligned}
\bar{N} \bar{N}^{\prime} & =\left(\mathfrak{J}_{t} \mathfrak{J}_{b}^{\prime}-N\right)\left(\mathfrak{J}_{t} \mathfrak{J}_{b}^{\prime}-N\right)^{\prime} \\
& =b \mathfrak{J}_{t} \mathfrak{J}_{t}^{\prime}-\mathfrak{J}_{t} \mathfrak{J}_{b}^{\prime} \boldsymbol{N}^{\prime}-N \mathfrak{J}_{b} \mathfrak{J}_{t}^{\prime}+\boldsymbol{N} \boldsymbol{N}^{\prime} \\
& =(b-2 r) \mathfrak{J}_{t} \mathfrak{J}_{t}^{\prime}+\boldsymbol{N} \boldsymbol{N}^{\prime} \\
& =(b-2 r) \mathfrak{J}_{t} \mathfrak{J}_{t}^{\prime}+(r-\lambda) \boldsymbol{I}+\lambda \mathfrak{J}_{t} \mathfrak{J}_{t}^{\prime} \\
& =(r-\lambda) \boldsymbol{I}+(b-2 r+\lambda) \mathfrak{J}_{t} \mathfrak{J}_{t}^{\prime}
\end{aligned}
$$

which implies that $\bar{N}$ is the incidence matrix of a BIB design, and

$$
\begin{gathered}
r_{1}=(r-\lambda)+(b-2 r+\lambda)=b-r \\
\lambda_{1}=b-2 r+\lambda
\end{gathered}
$$

### 3.3.3 Residual BIB Designs

If the collection of blocks $D=\left\{\mathcal{B}_{1}, \mathcal{B}_{2}, \ldots, \mathcal{B}_{b}\right\}$ represents a symmetrical BIB design with parameters $t, b=t, k, r=k, \lambda$, then one can consider the design $D_{2}$, which is obtained as follows: Select any block from $D$, say $\mathcal{B}_{1}$, and delete from each of the remaining blocks $\mathcal{B}_{2}, \mathcal{B}_{3}, \ldots, \mathcal{B}_{b}$ the $\lambda$ elements it has in common with $\mathcal{B}_{1}$. Call those sets $\mathcal{B}_{2}^{*}, \mathcal{B}_{3}^{*}, \ldots, \mathcal{B}_{t}^{*}$. Then $D_{2}=\left\{\mathcal{B}_{2}^{*}, \mathcal{B}_{3}^{*}, \ldots, \mathcal{B}_{t}^{*}\right\}$ is the residual BIB design with parameters $t_{2}=t-k, b_{2}=b-1, k_{2}=k-\lambda, r_{2}=$ $k, \lambda_{2}=\lambda$.

To see that this is true we show that in a symmetrical BIB design any two blocks have $\lambda$ treatments in common. This follows from

$$
\begin{align*}
\boldsymbol{N}^{\prime} \boldsymbol{N} \boldsymbol{N}^{\prime} & =\boldsymbol{N}^{\prime}\left[(r-\lambda) \boldsymbol{I}+\lambda \mathfrak{J}_{t} \mathfrak{J}_{t}^{\prime}\right] \\
& =\left[(r-\lambda) \boldsymbol{I}+\lambda \mathfrak{J}_{t} \mathfrak{J}_{t}^{\prime}\right] \boldsymbol{N}^{\prime} \tag{3.2}
\end{align*}
$$

since $N^{\prime} \mathfrak{J}_{t}=\mathfrak{J}_{b}^{\prime} \boldsymbol{N}^{\prime}=r \mathfrak{J}_{t}$; and since $\boldsymbol{N}^{\prime}$ is nonsingular, (3.2) implies

$$
\boldsymbol{N}^{\prime} \boldsymbol{N}=(r-\lambda) \boldsymbol{I}+\lambda \boldsymbol{J}_{t} \boldsymbol{J}_{t}^{\prime}
$$

which is the desired result. The rest is then obvious.

### 3.3.4 Orthogonal Series

This method is actually the oldest method. These designs are due to Yates (1936b) and are referred to as quasi-factorial or lattice designs, since their construction is based on concepts of factorial experiments. The designs generated by these methods have parameters $t=K^{2}, k=K, b=K(K+1), r=K+1, \lambda=1$ with $K$ prime or prime power. This series of designs is also called orthogonal series 1 (OS1). We shall deal with the construction of OS1 designs in Section 18.3.

An alternative method of constructing these designs is given by Khare and Federer (1981). This algorithm can be described as follows:

1. Write the treatment numbers $1,2, \ldots, t$ consecutively in a square array of $K$ rows and $K$ columns to yield replicate 1 of the resolvable design, with rows constituting the blocks.
2. Transpose the rows and columns of replicate 1 to obtain replicate 2 .
3. Take the main right diagonal of replicate 2 to form the first row of replicate 3 , and write the remaining elements in each column of replicate 2 in a cyclic order in the same column for replicate 3 .
4. Repeat step 3 for replicate 3 to generate replicate 4 .
5. Continue this process on the just generated replicate until $K+1$ replicates have been obtained.

As an illustration consider the following example.
Example 3.8 Let $t=16=4^{2}, k=4, b=20, r=5$ :

| Replicate 1 |  |  |  | Replicate 2 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 1 | 5 | 9 | 13 |
| 5 | 6 | 7 | 8 | 2 | 6 | 10 | 14 |
| 9 | 10 | 11 | 12 | 3 | 7 | 11 | 15 |
| 13 | 14 | 15 | 16 | 4 | 8 | 12 | 16 |
| Replicate 3 |  |  |  | Replicate 4 |  |  |  |
| 1 | 6 | 11 | 16 | 1 | 7 | 9 | 15 |
| 2 | 7 | 12 | 13 | 2 | 8 | 10 | 16 |
| 3 | 8 | 9 | 14 | 3 | 5 | 11 | 13 |
| 4 | 5 | 10 | 15 | 4 | 6 | 12 | 14 |

Replicate 5

| 1 | 8 | 11 | 14 |
| ---: | ---: | ---: | ---: |
| 2 | 5 | 12 | 15 |
| 3 | 6 | 9 | 16 |
| 4 | 7 | 10 | 13 |

Because of the repeated application of step 3 above, this method has been referred to as the successive diagonalizing method (Khare and Federer, 1981).

### 3.4 LISTING OF EXISTING BIB DESIGNS

Raghavarao (1971) provides a complete list of existing BIB designs with parameters $t, b \leq 100, r, k \leq 15$ together with their method of construction. A similar table with difference sets is given by Takeuchi (1962). Another extensive list of parameters and references concerning construction of BIB designs for $r \leq 41$ and $k \leq t / 2$ is given by Mathon and Rosa (1996). Table 3.1 gives a list of BIB designs with $t \leq 25$ and $k \leq 11$, which can be constructed using the methods discussed in this chapter. For each design we give the parameters $t, b, r, k, \lambda$ and the method by which the design can be constructed. If $t$ is a prime power the elements in the difference sets are given in terms of powers of the primitive element $x$ for the primitive polynomials, $P(x)$, given in Table A2 (see Appendix A).

Table 3.1 BIB Designs with $t \leq 25, k \leq 11$

| Design | $t$ | $b$ | $r$ | $k$ | $\lambda$ | Method |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3 | 3 | 2 | 2 | 1 | Irreducible |
| 2 | 4 | 6 | 3 | 2 | 1 | Irreducible |
| 3 | 4 | 4 | 3 | 3 | 2 | Irreducible |
| 4 | 5 | 10 | 4 | 2 | 1 | Irreducible |
| 5 | 5 | 5 | 4 | 4 | 3 | Irreducible |
| 6 | 5 | 10 | 6 | 3 | 3 | Irreducible |
| 7 | 6 | 15 | 5 | 2 | 1 | Irreducible |
| 8 | 6 | 10 | 5 | 3 | 2 | Residual of design 25 |
| 9 | 6 | 6 | 5 | 5 | 4 | Irreducible |
| 10 | 6 | 15 | 10 | 4 | 6 | Irreducible |
| 11 | 7 | 21 | 6 | 2 | 1 | Irreducible |
| 12 | 7 | 7 | 6 | 6 | 5 | Irreducible |
| 13 | 7 | 21 | 15 | 5 | 10 | Complement of design 11 |
| 14 | 8 | 28 | 7 | 2 | 1 | Irreducible |
| 15 | 8 | 14 | 7 | 4 | 3 | Difference set: $(\infty, 1,2,4) ;(0,3,6,5) \bmod 7$ |
| 16 | 8 | 8 | 7 | 7 | 6 | Irreducible |
| 17 | 9 | 36 | 8 | 2 | 1 | Irreducible |
| 18 | 9 | 18 | 8 | 4 | 3 | Difference set: $\begin{aligned} & \left(x^{0}, x^{2}, x^{4}, x^{6}\right) ;\left(x, x^{3}, x^{5}, x^{7}\right) ; \\ & x \in G F\left(3^{2}\right) \end{aligned}$ |
| 19 | 9 | 9 | 8 | 8 | 7 | Irreducible |
| 20 | 9 | 18 | 10 | 5 | 5 | Complement of design 18 |
| 21 | 10 | 45 | 9 | 2 | 1 | Irreducible |
| 22 | 10 | 30 | 9 | 3 | 2 | $\begin{aligned} & \text { Difference set: }\left(0_{2}, 1_{2}, 2_{2},\right) ; \\ & \left(1_{1}, 4_{1}, 0_{2}\right)\left(2_{1}, 3_{1}, 0_{2}\right) ; \\ & \left(1_{1}, 4_{1}, 2_{2},\right) ;\left(2_{1}, 3_{1}, 2_{2}\right) ; \\ & \left(0_{1}, 0_{2}, 2_{2}\right) \bmod 5 \end{aligned}$ |
| 23 | 10 | 18 | 9 | 5 | 4 | Residual of design 42 |
| 24 | 10 | 10 | 9 | 9 | 8 | Irreducible |
| 25 | 11 | 11 | 5 | 5 | 2 | Difference set: $(1,4,5,9,3) \bmod 11$ |
| 26 | 11 | 11 | 6 | 6 | 3 | Complement of design 25 |
| 27 | 11 | 55 | 10 | 2 | 1 | Irreducible |
| 28 | 11 | 11 | 10 | 10 | 9 | Irreducible |

Table 3.1 (Continued)

| Design | $t$ | $b$ | $r$ | $k$ | $\lambda$ | Method |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 29 | 11 | 55 | 15 | 3 | 3 | $\begin{aligned} & \text { Difference set: }(0,1,10) \text {; } \\ & (0,2,9)(0,4,7) \\ & (0,8,3) ;(0,5,6) \bmod 11 \end{aligned}$ |
| 30 | 12 | 44 | 11 | 3 | 2 | $\begin{aligned} & \text { Difference set: } \\ & (0,1,3) ;(0,1,5) \text {; } \\ & (0,4,6) ;(\infty, 0,3) \bmod 11 \end{aligned}$ |
| 31 | 12 | 33 | 11 | 4 | 3 | Difference set: ( $0,1,3,7$ ); ( $0,2,7,8$ ); $(\infty, 0,1,3) \bmod 11$ |
| 32 | 12 | 22 | 11 | 6 | 5 | $\begin{aligned} & \text { Difference set: } \\ & (0,1,3,7,8,10) \text {; } \\ & (\infty, 0,5,6,8,10) \bmod 11 \end{aligned}$ |
| 33 | 13 | 26 | 6 | 3 | 1 | Difference set: $(1,3,9)$; <br> $(2,6,5) \bmod 13$ |
| 34 | 13 | 26 | 12 | 6 | 5 | Difference set: <br> (1, 4, 3, 12, 9, 10); <br> $(2,8,6,11,5,7) \bmod 13$ |
| 35 | 13 | 39 | 15 | 5 | 5 | Difference set: $(0,1,8,12,5)$; (0, 2, 3, 11, 10); <br> $(0,4,6,9,7) \bmod 13$ |
| 36 | 15 | 35 | 7 | 3 | 1 | Difference set: $\begin{aligned} & \left(1_{1}, 4_{1}, 0_{2},\right) ;\left(2_{1}, 3_{1}, 0_{2}\right) ; \\ & \left(1_{2}, 4_{2}, 0_{3}\right) ;\left(2_{2}, 3_{2}, 0_{3},\right) ; \\ & \left(1_{3}, 4_{3}, 0_{1}\right) ;\left(2_{3}, 3_{3}, 0_{1}\right) ; \\ & \left(0_{1}, 0_{2}, 0_{3}\right) \bmod 5 \end{aligned}$ |
| 37 | 15 | 35 | 14 | 6 | 5 | Difference set: $\begin{aligned} & \left(\infty, 0_{1}, 0_{2}, 1_{2}, 2_{2}, 4_{2}\right) ; \\ & \left(\infty, 0_{1}, 3_{1}, 5_{1}, 6_{1}, 0_{2}\right) ; \\ & \left(0_{1}, 1_{1}, 3_{1}, 0_{2}, 2_{2}, 6_{2}\right) ; \\ & \left(0_{1}, 1_{1}, 3_{1}, 1_{2}, 5_{2}, 6_{2}\right) ; \\ & \left(0_{1}, 4_{1}, 5_{1}, 0_{2}, 1_{2}, 3_{2}\right) \bmod 7 \end{aligned}$ |
| 38 | 16 | 24 | 9 | 6 | 3 | Residual of design 50 |
| 39 | 16 | 80 | 15 | 3 | 2 | Different set: $\begin{aligned} & \left(x^{0}, x^{5}, x^{10}\right) ;\left(x^{1}, x^{6}, x^{11}\right) ; \\ & \left(x^{2}, x^{7}, x^{12}\right) ;\left(x^{3}, x^{8}, x^{13}\right) ; \\ & \left(x^{4}, x^{9}, x^{14}\right) ; x \in G F\left(2^{4}\right) \end{aligned}$ |
| 40 | 16 | 48 | 15 | 5 | 4 | Difference set: $\begin{aligned} & \left(x^{0}, x^{3}, x^{6}, x^{9}, x^{12}\right) \\ & \left(x^{1}, x^{4}, x^{7}, x^{10}, x^{13}\right) ; \\ & \left(x^{2}, x^{5}, x^{8}, x^{11}, x^{14}\right) ; \\ & x \in G F\left(2^{4}\right) \end{aligned}$ |

Table 3.1 (Continued)

| Design | $t$ | $b$ | $r$ | k | $\lambda$ | Method |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 41 | 19 | 57 | 9 | 3 | 1 | Difference set: $(1,7,11) ;(2,14,3) ;$ <br> $(4,9,6) \bmod 19$ |
| 42 | 19 | 19 | 9 | 9 | 4 | Difference set: ( $1,4,16,7,9,17,11,6,5)$ $\bmod 19$ |
| 43 | 19 | 19 | 10 | 10 | 5 | Complement of design 42 |
| 44 | 19 | 57 | 12 | 4 | 2 | Difference set: $\begin{aligned} & (0,1,7,11) ;(0,2,14,3) ; \\ & (0,4,9,6) \bmod 19 \end{aligned}$ |
| 45 | 21 | 70 | 10 | 3 | 1 | Difference set: $\begin{aligned} & \left(1_{1}, 6_{1}, 0_{2}\right) ;\left(2_{1}, 5_{1}, 0_{2}\right) ; \\ & \left(3_{1}, 4_{1}, 0_{2}\right) ;\left(1_{2}, 6_{2}, 0_{3}\right) ; \\ & \left(2_{2}, 5_{2}, 0_{3}\right) ;\left(3_{2}, 4_{2}, 0_{3}\right) ; \\ & \left(1_{3}, 6_{3}, 0_{1}\right) ;\left(2_{3}, 5_{3}, 0_{1}\right) ; \\ & \left(3_{3}, 4_{3}, 0_{1}\right) ;\left(0_{1}, 0_{2}, 0_{3}\right) \bmod 7 \end{aligned}$ |
| 46 | 21 | 42 | 12 | 6 | 3 | $\begin{aligned} & \text { Difference set: } \\ & \left(0_{1}, 5_{1}, 1_{2}, 4_{2}, 2_{3}, 3_{3}\right) ; \\ & \left(0_{1}, 1_{1}, 3_{1}, 0_{2}, 1_{2}, 3_{2}\right) ; \\ & \left(0_{2}, 5_{2}, 1_{3}, 4_{3}, 2_{1}, 3_{1}\right) ; \\ & \left(0_{2}, 1_{2}, 3_{2}, 0_{3}, 1_{3}, 3_{3}\right) ; \\ & \left(0_{3}, 5_{3}, 1_{1}, 4_{1}, 2_{2}, 3_{2}\right) ; \\ & \left(0_{3}, 1_{3}, 3_{3}, 0_{1}, 1_{1}, 3_{1}\right) \bmod 7 \end{aligned}$ |
| 47 | 22 | 77 | 14 | 4 | 2 | Difference set: $\begin{aligned} & \left(1_{1}, 6_{1}, 3_{2}, 4_{2}\right) ;\left(3_{1}, 4_{1}, 2_{2}, 5_{2}\right) ; \\ & \left(2_{1}, 5_{1}, 6_{2}, 1_{2}\right) ;\left(1_{2}, 6_{2}, 3_{3}, 4_{3}\right) ; \\ & \left(3_{2}, 4_{2}, 2_{3}, 5_{3}\right) ;\left(2_{2}, 5_{2}, 6_{3}, 1_{3}\right) ; \\ & \left(1_{3}, 6_{3}, 3_{1}, 4_{1}\right) ;\left(3_{3}, 4_{3}, 2_{1}, 5_{1}\right) ; \\ & \left(2_{3}, 5_{3}, 6_{1}, 1_{1}\right) ;\left(\infty, 0_{1}, 0_{2}, 0_{3}\right) ; \\ & \left(\infty, 0_{1}, 0_{2}, 0_{3}\right) \bmod 7 \end{aligned}$ |
| 48 | 23 | 23 | 11 | 11 | 5 | Difference set: $(1,2,4,8,16,9,18,13,3,6,12)$ <br> $\bmod 23$ |
| 49 | 25 | 50 | 8 | 4 | 1 | $\begin{aligned} & \text { Difference set: } \\ & \left(0, x^{0}, x^{8}, x^{16}\right) ; \\ & \left(0, x^{2}, x^{10}, x^{18}\right) ; \\ & x \in G F\left(5^{2}\right) \end{aligned}$ |
| 50 | 25 | 25 | 9 | 9 | 3 | See Fisher and Yates (1957) |
| 51 | 25 | 100 | 12 | 3 | 1 | Difference set: $\begin{aligned} & \left(x^{0}, x^{8}, x^{16}\right) ;\left(x^{1}, x^{9}, x^{17}\right) ; \\ & \left(x^{2}, x^{10}, x^{18}\right) ;\left(x^{3}, x^{11}, x^{19}\right) ; \\ & x \in G F\left(5^{2}\right) \end{aligned}$ |

## C H A P TER 4

## Partially Balanced Incomplete Block Designs

### 4.1 INTRODUCTION

It can be seen very easily from the list of existing BIB designs [see Raghavarao (1971), Mathon and Rosa (1996), and also Table 3.1] that such designs exist for certain parameters only and often with an inordinately large number of replicates, the main reason being that condition (2.4) has to be satisfied with $\lambda$ being an integer. For example, using (2.4), with 8 treatments and blocks of 3 units, the lower limit for the number of replicates is 21 , and with this number of replicates the blocks would consist of all combinations 3 at a time of the treatments. In fact, Yates himself recognized that BIB designs are "rare" and then developed different types of quasi-factorial or lattice designs (see Chapter 18). Although some of the lattice designs are special cases of BIB designs (see Section 3.3.4), others are special cases of a much larger class of designs, namely partially balanced incomplete block (PBIB) designs. These were introduced by Bose and Nair (1939).

Recall that BIB designs have the property that all treatment differences are estimated with the same accuracy. For PBIB designs this property will not be sacrificed completely, but only to the extent that, loosely speaking, pairs of treatments can be arranged in different sets such that the difference between the treatment effects of a pair, for all pairs in a set, is estimated with the same accuracy.

### 4.2 PRELIMINARIES

Before giving the definition of a PBIB design, we shall take a look at the reduced normal equations (1.7) for a general incomplete block design, investigate the

[^4]structure of these equations in light of the remarks made in the introduction, and see what that might imply.

### 4.2.1 Association Scheme

Recall that the RNE for a proper equireplicate incomplete block design are of the form [see (1.7)]

$$
\left(r \boldsymbol{I}-\frac{1}{k} N \boldsymbol{N}^{\prime}\right) \widehat{\tau}=\boldsymbol{T}-\frac{1}{k} \boldsymbol{N} \boldsymbol{B}
$$

where

$$
\boldsymbol{N} \boldsymbol{N}^{\prime}=\left(\sum_{j} n_{i j} n_{i^{\prime} j}\right)=\left(\lambda_{i i^{\prime}}\right) \quad(\text { say })
$$

For the BIB design $\lambda_{i i^{\prime}}=\lambda$ for all $i, i^{\prime}\left(i \neq i^{\prime}\right)$ and $\lambda_{i i}=r$ for all $i$. The term $\lambda_{i i^{\prime}}$ denotes the number of times that treatments $i$ and $i^{\prime}$ appear together in the same block. We now wish to consider the case that for a given treatment $i$, the numbers $\lambda_{i i^{\prime}}$ are equal within groups of the other treatments. Suppose that over all $i$ and $i^{\prime}$ the $\lambda_{i i^{\prime}}$ take on the values $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}$. For the sake of argument we shall assume that the $\lambda_{u}(u=1,2, \ldots, m)$ are different although it will become clear later that this is not necessary. The set of treatments $i^{\prime}$ for which $\lambda_{i i^{\prime}}=\lambda_{1}$ will be denoted by $S(i, 1)$ and called the first associates of treatment $i$. The set of treatments $i^{\prime}$ for which $\lambda_{i i^{\prime}}=\lambda_{2}$ will be denoted by $S(i, 2)$ and called the second associates of treatment $i$, and so forth. For any given $i$ then the remaining treatments fall into one of the sets $S(i, 1), S(i, 2), \ldots, S(i, m)$. The question now is: Under what conditions does this association scheme imply that, for example, treatment $i$ and all the treatments $i^{\prime}$ in $S(i, u)$ are compared with the same precision and when is this the same for all pairs of $u$ th associates independent of the treatment $i$ ?

### 4.2.2 Association Matrices

In order to investigate this question we shall use the concept of an association matrix, which was introduced by Thompson (1958) and investigated in more detail by Bose and Mesner (1959). Define the $u$ th association matrix, a $t \times t$ matrix, as

$$
\boldsymbol{B}_{u}=\left(b_{\alpha \beta}^{u}\right) \quad(u=1,2, \ldots, m)
$$

with

$$
b_{\alpha \beta}^{u}= \begin{cases}1 & \text { if treatment } \alpha \text { and } \beta \text { are } u \text { th associates } \\ 0 & \text { otherwise }\end{cases}
$$

At this point it is convenient to introduce $\boldsymbol{B}_{0}=\boldsymbol{I}$ and $\lambda_{0}=r$. It follows then from what has been said earlier that

$$
\begin{equation*}
\sum_{u=0}^{m} \boldsymbol{B}_{u}=\mathcal{J J}^{\prime} \tag{4.1}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\boldsymbol{N} \boldsymbol{N}^{\prime}=\sum_{u=0}^{m} \lambda_{u} \boldsymbol{B}_{u} \tag{4.2}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\boldsymbol{C}=r \boldsymbol{I}-\frac{1}{k} \boldsymbol{N} \boldsymbol{N}^{\prime}=r \frac{k-1}{k} \boldsymbol{B}_{0}-\sum_{u=1}^{m} \frac{\lambda_{u}}{k} \boldsymbol{B}_{u} \tag{4.3}
\end{equation*}
$$

or in words: The coefficient matrix $\boldsymbol{C}$ of the RNE is a linear combination of the association matrices.

### 4.2.3 Solving the RNE

To solve the RNE, we know from (1.17) that

$$
\begin{equation*}
\boldsymbol{C} \widetilde{\boldsymbol{C}}^{-1}=\boldsymbol{I}-\frac{1}{t} \mathfrak{J J}^{\prime} \tag{4.4}
\end{equation*}
$$

where $\widetilde{\boldsymbol{C}}=\boldsymbol{C}+a \boldsymbol{J J}^{\prime}$ and $a \neq 0$, real. Using (4.1) and (4.3) we can rewrite (4.4) in terms of association matrices as follows:

$$
\begin{equation*}
\left(\sum_{u=0}^{m} c_{u} \boldsymbol{B}_{u}\right)\left(\sum_{u=0}^{m} c_{u}^{*} \boldsymbol{B}_{u}\right)^{-1}=\frac{t-1}{t} \boldsymbol{B}_{0}-\frac{1}{t} \sum_{u=1}^{m} \boldsymbol{B}_{u} \tag{4.5}
\end{equation*}
$$

where

$$
c_{0}=r \frac{k-1}{k} \quad c_{u}=-\frac{\lambda_{u}}{k} \quad(u=1,2, \ldots, m) \quad c_{u}^{*}=c_{u}+a
$$

Now, let

$$
\begin{equation*}
\left(\sum_{u=0}^{m} c_{u}^{*} \boldsymbol{B}_{u}\right)^{-1}=\boldsymbol{G}=\left(g_{i i^{\prime}}\right) \tag{4.6}
\end{equation*}
$$

Then we know that for any two pairs $\left(i, i^{\prime}\right)$ and $\left(i, i^{\prime \prime}\right)$

$$
\begin{align*}
\operatorname{var}\left(\widehat{\tau_{i}}-\widehat{\tau}_{i^{\prime}}\right) & =\left(g_{i i}+g_{i^{\prime} i^{\prime}}-2 g_{i i^{\prime}}\right) \sigma_{e}^{2}  \tag{4.7}\\
\operatorname{var}\left(\widehat{\tau_{i}}-\widehat{\tau}_{i^{\prime \prime}}\right) & =\left(g_{i i}+g_{i^{\prime \prime} i^{\prime \prime}}-2 g_{i i^{\prime \prime}}\right) \sigma_{e}^{2} \tag{4.8}
\end{align*}
$$

Suppose that $i^{\prime}$ and $i^{\prime \prime}$ are $u$ th associates of $i$. Then we would like to have that (4.7) and (4.8) are equal. One way that this can happen is if

$$
g_{i i}=g_{i^{\prime} i^{\prime}}=g_{i^{\prime \prime} i^{\prime \prime}}
$$

and

$$
\begin{equation*}
g_{i i^{\prime}}=g_{i i^{\prime \prime}} \tag{4.9}
\end{equation*}
$$

Furthermore, we would like $\operatorname{var}\left(\widehat{\tau}_{j}-\widehat{\tau}_{j^{\prime}}\right)$ to be equal to the right-hand side of (4.7) for any pair $\left(j, j^{\prime}\right)$ that are $u$ th associates. It is obvious that this can be achieved if $\boldsymbol{G}$ is of the form

$$
\begin{equation*}
\boldsymbol{G}=\sum_{u=0}^{m} g_{u} \boldsymbol{B}_{u} \tag{4.10}
\end{equation*}
$$

Substituting (4.10) into (4.5) yields

$$
\begin{equation*}
\sum_{u, v=0}^{m} c_{u} g_{v} \boldsymbol{B}_{u} \boldsymbol{B}_{v}=\frac{t-1}{t} \boldsymbol{B}_{0}-\frac{1}{t} \sum_{u=1}^{m} \boldsymbol{B}_{u} \tag{4.11}
\end{equation*}
$$

Since the right-hand side of (4.11) is a linear combination of the $\boldsymbol{B}_{u}$ 's, the left-hand side also must be one. This would imply that $\boldsymbol{B}_{u} \boldsymbol{B}_{v}$ is of the form

$$
\begin{equation*}
\boldsymbol{B}_{u} \boldsymbol{B}_{v}=\sum_{k=0}^{m} p_{u v}^{k} \boldsymbol{B}_{k} \tag{4.12}
\end{equation*}
$$

that is, $\boldsymbol{B}_{u} \boldsymbol{B}_{v}$ is itself a linear combination of the $\boldsymbol{B}_{u}{ }^{\prime}$ s.

### 4.2.4 Parameters of the Second Kind

It will turn out that the coefficients $p_{u v}^{k}$ in (4.12) play an important role in the definition of PBIB designs. It is for this reason that they are referred to as parameters of the second kind. To understand what they really are and to grasp the full meaning of (4.12), let us consider two treatments, $\alpha$ and $\beta$ say. Consider then the $(\alpha, \beta)$ element of $\boldsymbol{B}_{u} \boldsymbol{B}_{v}$ and of $\sum_{k} p_{u v}^{k} \boldsymbol{B}_{k}$. The $(\alpha, \beta)$ element of $\boldsymbol{B}_{u} \boldsymbol{B}_{v}$ is of the form

$$
\sum_{\gamma=1}^{t} b_{\alpha \gamma}^{u} b_{\gamma \beta}^{v}
$$

Since $\boldsymbol{B}_{u}$ is symmetric (follows from the fact that if $\alpha$ is the $\ell$ th associate of $\beta$, then $\beta$ is also the $\ell$ th associate of $\alpha$ ), this is the same as

$$
\begin{equation*}
\sum_{\gamma=1}^{t} b_{\alpha \gamma}^{u} b_{\beta \gamma}^{v} \tag{4.13}
\end{equation*}
$$

which equals the number of unity elements the $\alpha$ th row of $\boldsymbol{B}_{u}$ and $\beta$ th row of $\boldsymbol{B}_{v}$ have in common, or expressed differently, which equals the number of treatments that $S(\alpha, u)$ and $S(\beta, v)$ have in common. The corresponding element of the right-hand side of (4.12) is

$$
\begin{equation*}
\sum_{k=0}^{m} p_{u v}^{k} b_{\alpha \beta}^{k} \tag{4.14}
\end{equation*}
$$

Because of (4.1) there is only one element $b_{\alpha \beta}^{k}$ equal to one, namely $b_{\alpha \beta}^{\ell}$ if $\alpha$ and $\beta$ are $\ell$ th associates. Hence

$$
\begin{equation*}
p_{u v}^{\ell}=\sum_{\gamma=1}^{t} b_{\alpha \gamma}^{u} b_{\beta \gamma}^{v} \tag{4.15}
\end{equation*}
$$

The left-hand side of (4.15) does not depend explicitly on $\alpha$ and $\beta$ but only on the type of association between $\alpha$ and $\beta$ and hence is the same for any two treatments that are $\ell$ th associates. In particular for $\alpha=\beta$ and $u=v$ we obtain

$$
p_{u u}^{0}=\sum_{\gamma=1}^{t}\left(b_{\alpha \gamma}^{u}\right)^{2}=\sum_{\gamma=1}^{t} b_{\alpha \gamma}^{u}=n_{u}
$$

which is the number of elements in $S(\alpha, u)$. This implies that every treatment has $n_{u} u$ th associates. In summary then, if there exists an association scheme such that (4.15) holds, then (4.10) and hence (4.9) can be achieved.

### 4.3 DEFINITION AND PROPERTIES OF PBIB DESIGNS

We now give the formal definition of a PBIB design based on the definition given by Bose and Shimamoto (1952) and derive some of its properties in terms of its various parameters.

### 4.3.1 Definition of PBIB Designs

With the motivation provided in Section 4.2 we now have the following definition.

Definition 4.1 An incomplete block design is said to be a PBIB design, if it satisfies the following conditions:

1. The experimental material is divided into $b$ blocks of $k$ units each, different treatments being applied to the units in the same block.
2. There are $t$ treatments each of which occurs in $r$ blocks.
3. Any two treatments are either 1 st, $2 \mathrm{nd}, \ldots$, , $m$ th associates; each treatment is the 0th associate of itself and of no other treatment.
4. Each treatment has $n_{u} u$ th associates $(u=0,1, \ldots, m)$.
5. If any two treatments are $k$ th associates, then the number of treatments common to the $u$ th associates of the first and the $v$ th associates of the second is $p_{u v}^{k}$, independent of the pair of $k$ th associates.
6. Any two treatments that are $u$ th associates appear together in $\lambda_{u}$ blocks.

The terms $t, b, r, k, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}, n_{1}, n_{2}, \ldots, n_{m}$ are called the parameters of the first kind, and the $p_{u v}^{k}$ are called parameters of the second kind.

The parameters of the second kind are generally exhibited in matrix form as $\boldsymbol{P}_{k}=\left(p_{u v}^{k}\right)(k=0,1, \ldots, m)$, and in our notation these are $(m+1) \times(m+1)$ matrices (this deviates from the original notation by Bose and Nair, 1939).

As an illustration of a PBIB design we consider the following PBIB design with three associate classes.

Example 4.1 Let $t=8, b=6, r=3, k=4$

| Block | Treatments |
| :---: | :--- |
| 1 | $1,2,3,4$ |
| 2 | $1,2,5,6$ |
| 3 | $1,3,5,7$ |
| 4 | $2,4,6,8$ |
| 5 | $3,4,7,8$ |
| 6 | $5,6,7,8$ |

The association scheme is as follows:
0th Associate 1st Associates 2nd Associates 3rd Associates

| 1 | $2,3,5$ | $4,6,7$ | 8 |
| :--- | :--- | :--- | :--- | :--- |
| 2 | $1,4,6$ | $3,5,8$ | 7 |
| 3 | $1,4,7$ | $2,5,8$ | 6 |
| 4 | $2,3,8$ | $1,6,7$ | 5 |
| 5 | $1,6,7$ | $2,3,8$ | 4 |
| 6 | $2,5,8$ | $1,4,7$ | 3 |
| 7 | $3,5,8$ | $1,4,6$ | 2 |
| 8 | $4,6,7$ | $2,3,5$ | 1 |

Hence $n_{1}=3, n_{2}=3, n_{3}=1$, and, from inspection of the design, $\lambda_{1}=$ $2, \lambda_{2}=1, \lambda_{3}=0$, and

$$
\begin{array}{ll}
\boldsymbol{P}_{0}=\left[\begin{array}{llll}
1 & & & \\
& 3 & & 0 \\
0 & & 3 & \\
& & & 1
\end{array}\right] & \boldsymbol{P}_{1}=\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
1 & 0 & 2 & 0 \\
0 & 2 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right] \\
\boldsymbol{P}_{2}=\left[\begin{array}{llll}
0 & 0 & 1 & 0 \\
0 & 2 & 0 & 1 \\
1 & 0 & 2 & 0 \\
0 & 1 & 0 & 0
\end{array}\right] & \boldsymbol{P}_{3}=\left[\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 3 & 0 \\
0 & 3 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right]
\end{array}
$$

### 4.3.2 Relationships Among Parameters of a PBIB Design

The following relationships exist among the various parameters of a PBIB design:

$$
\begin{align*}
t r & =b k  \tag{4.16}\\
\sum_{u=0}^{m} n_{u} & =t  \tag{4.17}\\
\sum_{u=0}^{m} n_{u} \lambda_{u} & =r k  \tag{4.18}\\
p_{u v}^{k} & =p_{v u}^{k}  \tag{4.19}\\
\sum_{u=0}^{m} p_{u v}^{k} & =n_{v}  \tag{4.20}\\
n_{k} p_{u v}^{k}=n_{u} p_{k v}^{u} & =n_{v} p_{u k}^{v} \tag{4.21}
\end{align*}
$$

Relationships (4.16), (4.17), and (4.18) follow immediately from the definition of a PBIB design.

To verify (4.19) we note that the relation of association is symmetric and that therefore the association matrices $\boldsymbol{B}_{u}$ are symmetric. Hence

$$
\begin{aligned}
\boldsymbol{B}_{u} \boldsymbol{B}_{v} & =\boldsymbol{B}_{u}^{\prime} \boldsymbol{B}_{v}^{\prime}=\left(\boldsymbol{B}_{v} \boldsymbol{B}_{u}\right)^{\prime}=\left(\sum_{k} p_{v u}^{k} \boldsymbol{B}_{k}\right)^{\prime} \\
& =\sum_{k} p_{v u}^{k} \boldsymbol{B}_{k}^{\prime}=\sum_{k} p_{v u}^{k} \boldsymbol{B}_{k}=\boldsymbol{B}_{v} \boldsymbol{B}_{u}
\end{aligned}
$$

which implies (4.19).

To verify (4.20) consider

$$
\left(\sum_{u=0}^{m} \boldsymbol{B}_{u}\right) \boldsymbol{B}_{v}=\mathfrak{J J}^{\prime} \boldsymbol{B}_{v}=n_{v} \mathfrak{J J}^{\prime}=n_{v} \sum_{k=0}^{m} \boldsymbol{B}_{k}
$$

and

$$
\sum_{u=0}^{m} \boldsymbol{B}_{u} \boldsymbol{B}_{v}=\sum_{u} \sum_{k} p_{u v}^{k} \boldsymbol{B}_{k}=\sum_{k}\left(\sum_{u} p_{u v}^{k}\right) \boldsymbol{B}_{k}
$$

Comparing coefficients yields (4.20).
Finally, to derive (4.21) we use (4.12) twice and consider

$$
\left(\boldsymbol{B}_{u} \boldsymbol{B}_{v}\right) \boldsymbol{B}_{\ell}=\sum_{s=0}^{m}\left(\sum_{k=0}^{m} p_{u v}^{k} p_{k \ell}^{s}\right) \boldsymbol{B}_{s}
$$

and

$$
\left(\boldsymbol{B}_{\ell} \boldsymbol{B}_{v}\right) \boldsymbol{B}_{u}=\sum_{s=0}^{m}\left(\sum_{k=0}^{m} p_{\ell v}^{k} p_{k u}^{s}\right) \boldsymbol{B}_{s}
$$

Comparing coefficients yields

$$
\begin{equation*}
\sum_{k} p_{u v}^{k} p_{k \ell}^{s}=\sum_{k} p_{\ell v}^{k} p_{k u}^{s} \tag{4.22}
\end{equation*}
$$

which for $s=0$ reduces to

$$
n_{\ell} p_{u v}^{\ell}=n_{u} p_{\ell v}^{u}
$$

since $p_{k \ell}^{0}=n_{\ell}$ for $k=\ell$ and zero otherwise as follows easily from the, trivial, definition of 0 th associates. Concerning the parameters of the second kind, we have already mentioned that

$$
p_{u v}^{0}= \begin{cases}n_{u} & \text { for } u=v  \tag{4.23}\\ 0 & \text { otherwise }\end{cases}
$$

Also,

$$
p_{0 v}^{k}= \begin{cases}1 & \text { for } k=v  \tag{4.24}\\ 0 & \text { otherwise }\end{cases}
$$

which follows immediately from

$$
\boldsymbol{B}_{v}=\boldsymbol{B}_{0} \boldsymbol{B}_{v}=\sum_{k} p_{0 v}^{k} \boldsymbol{B}_{k}
$$

Equations (4.23) and (4.24) hold for any PBIB design, whereas the remaining $p_{u v}^{k}$ are determined by the particular association scheme for a given PBIB design, as will be shown later. For this reason we refer to a PBIB design as defined above as an $m$-associate class PBIB design, which henceforth we shall denote by $\operatorname{PBIB}(m)$ design.

### 4.4 ASSOCIATION SCHEMES AND LINEAR ASSOCIATIVE ALGEBRAS

In the motivation and derivations given in Sections 4.2 and 4.3 we have made use of some results given by Bose and Mesner (1959), in particular, relationship (4.12), which leads to the introduction of the parameters of the second kind. There exists, indeed, a much more mathematical relationship between the association matrices, $\boldsymbol{B}_{u}$, and certain matrices with elements $p_{u v}^{k}$. This relationship provides some further insights into the structures of PBIB designs. We shall give a brief account of the major results but refer the reader to Bose and Mesner (1959) for details.

### 4.4.1 Linear Associative Algebra of Association Matrices

Consider the association matrices $\boldsymbol{B}_{u}(u=0,1,2, \ldots, m)$ defined in Section 4.2.2. We have seen [see (4.1)] that

$$
\boldsymbol{B}_{0}+\boldsymbol{B}_{1}+\cdots+\boldsymbol{B}_{m}=\mathfrak{J J}^{\prime}
$$

It follows then that the linear form

$$
\begin{equation*}
c_{0} \boldsymbol{B}_{0}+c_{1} \boldsymbol{B}_{1}+\cdots+c_{m} \boldsymbol{B}_{m} \tag{4.25}
\end{equation*}
$$

is equal to zero if and only if

$$
c_{0}=c_{1}=\cdots=c_{m}=0
$$

Hence the linear functions (4.25) of the $\boldsymbol{B}_{u}$ 's form a vector space with $\boldsymbol{B}_{0}, \boldsymbol{B}_{1}, \ldots, \boldsymbol{B}_{m}$ as basis.

We also know [see (4.12)] that

$$
\begin{equation*}
\boldsymbol{B}_{u} \boldsymbol{B}_{v}=\sum_{k=0}^{m} p_{u v}^{k} \boldsymbol{B}_{k} \tag{4.26}
\end{equation*}
$$

If $\boldsymbol{A}$ and $\boldsymbol{B}$ are two matrices of the form (4.25), then the product $\boldsymbol{A} \boldsymbol{B}$ is, because of (4.26), again of the form (4.25). The set of matrices of the form (4.25) is, therefore, closed under multiplication. It also forms an Abelian group under addition. Also, because of (4.19), multiplication is commutative. As a consequence, the set of matrices of the form (4.25) constitute a ring with unit element, $\boldsymbol{B}_{0}$. It will be a linear associative algebra if the coefficients $c_{u}$ range over a field.

### 4.4.2 Linear Associative Algebra of $\mathcal{P}$ Matrices

We have introduced in Section 4.3.1 matrices $\boldsymbol{P}_{k}=\left(p_{u v}^{k}\right)$ whose elements are the parameters of the second kind $(k=0,1, \ldots, m)$. Following Bose and Mesner (1959) we introduce matrices

$$
\mathcal{P}_{v}=\left[\begin{array}{cccc}
p_{0 v}^{0} & p_{0 v}^{1} & \cdots & p_{0 v}^{m}  \tag{4.27}\\
p_{1 v}^{1} & p_{1 v}^{1} & \cdots & p_{1 v}^{m} \\
& \cdots & & \\
p_{m v}^{0} & p_{m v}^{1} & \cdots & p_{m v}^{m}
\end{array}\right]
$$

with $v=0,1, \ldots, m$. We note that in (4.27), the superscript $k$ is the column index, and the first subscript $u$ is the row index. Also note that although the $\boldsymbol{P}_{k}$ are symmetric, the $\mathcal{P}_{v}$ are not necessarily symmetric.

We now consider equation (4.22), that is,

$$
\sum_{k} p_{u v}^{k} p_{k \ell}^{s}=\sum_{k} p_{\ell v}^{k} p_{k u}^{s}
$$

which follows from the associative and commutative laws of multiplication for the $\boldsymbol{B}_{u}$ 's, and that, because of (4.19), can be written as

$$
\begin{equation*}
\sum_{k} p_{u v}^{k} p_{k \ell}^{s}=\sum_{k} p_{v \ell}^{k} p_{u k}^{s} \tag{4.28}
\end{equation*}
$$

The left-hand side of (4.28) is the element in the $u$ th row and $s$ th column of $\mathcal{P}_{v} \mathcal{P}_{\ell}$. Since the element in the $u$ th row and $s$ th column of $\mathcal{P}_{k}$ is $p_{u k}^{s}$, the right-hand side of (4.28) is the element in the $u$ th row and $s$ th column of

$$
p_{v \ell}^{0} \mathcal{P}_{0}+p_{v \ell}^{1} \mathcal{P}_{1}+\cdots+p_{v \ell}^{m} \mathcal{P}_{m}
$$

It follows then that we have the representation

$$
\begin{equation*}
\mathcal{P}_{v} \mathcal{P}_{\ell}=\sum_{k=0}^{m} p_{v \ell}^{k} \mathcal{P}_{k} \tag{4.29}
\end{equation*}
$$

This corresponds to (4.12) and shows that the $\mathcal{P}$ matrices multiply in the same way as the $\boldsymbol{B}$ matrices.

Since $p_{0 v}^{k}=1$ for $k=v$ and 0 otherwise [see (4.24)], the 0th row of $\mathcal{P}_{v}$ contains a 1 in column $v$ and 0 's in the other positions. This implies immediately that the linear form

$$
\begin{equation*}
c_{0} \mathfrak{P}_{0}+c_{1} \mathcal{P}_{1}+\cdots+c_{m} \mathcal{P}_{m} \tag{4.30}
\end{equation*}
$$

is zero if and only if $c_{0}=c_{1}=\cdots=c_{m}=0$. Thus the $\mathcal{P}$ matrices are linearly independent and hence form the basis of a vector space. Since they combine in exactly the same way as the $\boldsymbol{B}$ matrices under addition and multiplication, they provide a regular representation in terms of $(m+1) \times(m+1)$ matrices of the algebra of the $\boldsymbol{B}$ matrices, which are $t \times t$ matrices with $t>m+1$. The $\mathcal{P}$ matrices behave in the same way as the $\boldsymbol{B}$ matrices. Hence, the set of matrices of the form (4.30) also constitute a linear associative algebra with unit element $\mathcal{P}_{0}=\boldsymbol{I}_{m+1}$.

### 4.4.3 Applications of the Algebras

Bose and Mesner (1959) describe in detail applications of the algebras to combinatorial problems and algebraic properties. We have touched on some of these in Section 4.3. We shall mention here only one further application, namely the determination of the eigenvalues of the $\boldsymbol{C}$ matrix for $\mathrm{PBIB}(2)$ designs.

We have seen in our earlier discussion (see, e.g., Sections 1.3.3 and 1.10) that the eigenvalues of the $C$ matrix of a given design or, alternatively, of its $N N^{\prime}$ matrix play a major role in describing properties, for example, the efficiency factor, of the design. We have seen that $\boldsymbol{N} \boldsymbol{N}^{\prime}$ has one eigenvalue equal to $r k$. To obtain the other eigenvalues we make use of the following arguments.

Let $\boldsymbol{B}=\sum c_{u} \boldsymbol{B}_{u}$ and let $f(\phi)$ be a polynomial. Then $f(\boldsymbol{B})$ can be expressed as

$$
f(\boldsymbol{B})=\sum_{u=0}^{m} \ell_{u} \boldsymbol{B}_{u}
$$

If $\mathcal{P}=\sum c_{u} \mathcal{P}_{u}$ is a representation of $\boldsymbol{B}$, then

$$
f(\mathcal{P})=\sum_{u=0}^{m} \ell_{u} \mathcal{P}_{u}
$$

If $f(\lambda)$ is the minimum function of $\boldsymbol{B}$ and $\Phi(\lambda)$ the minimum function of $\mathcal{P}$, it can be shown that

$$
f(\lambda)=\Phi(\lambda)
$$

which implies that $\boldsymbol{B}$ and $\mathfrak{P}$ have the same eigenvalues.

We can apply this result to the specific case where

$$
\boldsymbol{B}=\boldsymbol{N} \boldsymbol{N}^{\prime}=\lambda_{0} \boldsymbol{B}_{0}+\lambda_{1} \boldsymbol{B}_{1}+\cdots+\lambda_{m} \boldsymbol{B}_{m}
$$

and

$$
\mathcal{P}=\lambda_{0} \mathcal{P}_{0}+\lambda_{1} \mathcal{P}_{1}+\cdots+\lambda_{m} \mathcal{P}_{m}
$$

It follows then that $\boldsymbol{N} \boldsymbol{N}^{\prime}$ has at most $m+1$ distinct eigenvalues. We know already that $r k$ is one eigenvalue of $\boldsymbol{N} \boldsymbol{N}^{\prime}$ with multiplicity 1 , and it is the largest eigenvalue of $\boldsymbol{N} \boldsymbol{N}^{\prime}$. The eigenvalues are determined from $|\mathcal{P}-\theta \boldsymbol{I}|=0$. Specifically for $m=2$ and after removal of $\theta=r k$, the remaining two eigenvalues are determined from

$$
\begin{gathered}
\left(\lambda_{0}-\theta\right)^{2}+\left[\left(\lambda_{1}-\lambda_{2}\right)\left(p_{12}^{2}-p_{12}^{1}\right)-\left(\lambda_{1}+\lambda_{2}\right)\right]\left(\lambda_{0}-\theta\right) \\
+\left(\lambda_{1}-\lambda_{2}\right)\left(\lambda_{2} p_{12}^{1}-\lambda_{1} p_{12}^{2}\right)+\lambda_{1} \lambda_{2}=0
\end{gathered}
$$

which yields [see Bose and Mesner (1959), Connor and Clatworthy (1954), and Street and Street (1987) for an explicit derivation]

$$
\begin{equation*}
\theta_{u}=\lambda_{0}-\frac{1}{2}\left[\left(\lambda_{1}-\lambda_{2}\right)\left(-\lambda+(-1)^{u} \sqrt{\Delta}+\left(\lambda_{1}+\lambda_{2}\right)\right]\right. \tag{4.31}
\end{equation*}
$$

for $u=1,2$, and

$$
\gamma=p_{12}^{2}-p_{12}^{1} \quad \Delta=\gamma^{2}+2 \beta+1 \quad \beta=p_{12}^{1}+p_{12}^{2}
$$

and, of course, $\lambda_{0}=r$. We then have

$$
\left|\boldsymbol{N} \boldsymbol{N}^{\prime}-\theta \boldsymbol{I}\right|=(r k-\theta)\left(\theta_{1}-\theta\right)^{\alpha_{1}}\left(\theta_{2}-\theta\right)^{\alpha_{2}}
$$

where $\alpha_{1}, \alpha_{2}$ are the multiplicities of $\theta_{1}$ and $\theta_{2}$, respectively. To determine $\alpha_{1}$ and $\alpha_{2}$ we use the fact that

$$
\text { trace } \boldsymbol{I}=1+\alpha_{1}+\alpha_{2}=t
$$

and

$$
\operatorname{trace} \boldsymbol{N} \boldsymbol{N}^{\prime}=r k+\alpha_{1} \theta_{1}+\alpha_{2} \theta_{2}=t r
$$

Solving these equations and substituting (4.31) yields

$$
\begin{equation*}
\alpha_{u}=\frac{n_{1}+n_{2}}{2}+(-1)^{u} \frac{\left(n_{1}-n_{2}\right)+\gamma\left(n_{1}+n_{2}\right)}{2 \sqrt{\Delta}} \tag{4.32}
\end{equation*}
$$

for $u=1,2$. These results imply that the matrix

$$
C=r I-\frac{1}{k} N N^{\prime}
$$

has eigenvalues

$$
\begin{equation*}
d_{u}=r-\frac{\theta_{u}}{k} \tag{4.33}
\end{equation*}
$$

with multiplicities $\alpha_{u}(u=0,1,2)$, where $\theta_{0}=r k, \alpha_{0}=1$, and $\theta_{1}, \theta_{2}$ and $\alpha_{1}, \alpha_{2}$ are given by (4.31) and (4.32), respectively.

Similar results can, of course, be obtained for PBIB designs with $m>2$ associate classes.

The eigenvalues given in (4.33) together with their multiplicities for $u=1,2$ can be used to obtain the efficiency factor of a given design (see Section 1.11). We shall also make use of them in Section 4.7 in connection with the combined analysis of PBIB designs.

### 4.5 ANALYSIS OF PBIB DESIGNS

### 4.5.1 Intrablock Analysis

The analysis of $\operatorname{PBIB}(m)$ designs can be derived easily from the general analysis of incomplete block designs as presented in Section 1.3. In order to solve the RNE [see (1.8)]

$$
C \widehat{\tau}=Q
$$

where $\boldsymbol{C}$ is given in (4.3) and $\boldsymbol{Q}$ is the vector of adjusted treatment totals, we shall find a generalized inverse $\boldsymbol{C}^{-}$for $\boldsymbol{C}$ satisfying (1.17); that is,

$$
\boldsymbol{C} \boldsymbol{C}^{-}=\boldsymbol{I}-\frac{1}{t} \mathfrak{J J}^{\prime}
$$

by utilizing (4.11) and (4.12) as outlined previously. This leads to the following system of $m+1$ equations in $m+1$ unknowns $g_{0}, g_{1}, \ldots, g_{m}$ :

$$
\begin{align*}
\sum_{u=0}^{m} \sum_{v=0}^{m} c_{u} p_{u v}^{k} g_{v} & =1-\frac{1}{t} & & \text { for } \quad k=0 \\
& =-\frac{1}{t} & & \text { for } \quad k=1,2, \ldots, m \tag{4.34}
\end{align*}
$$

Since

$$
\sum_{u=0}^{m} \sum_{v=0}^{m} c_{u} p_{u v}^{k}=\sum_{u=0}^{m} c_{u} n_{u}=0
$$

it follows that this system of equations is not of full rank. Therefore any $m$ of the equations in (4.34) can be taken and solved with an additional convenient restriction like $\sum g_{u}=0$ or $\sum n_{u} g_{u}=0$, or for some $v, g_{v}=0$.

We shall illustrate this procedure for a $\operatorname{PBIB}(2)$ design. The system (4.34) is then of the form

$$
\begin{align*}
c_{0} g_{0}+c_{1} n_{1} g_{1}+c_{2} n_{2} g_{2} & =1-\frac{1}{t} \\
c_{1} g_{0}+\left(c_{0}+c_{1} p_{11}^{1}+c_{2} p_{12}^{1}\right) g_{1}+\left(c_{1} p_{12}^{1}+c_{2} p_{22}^{1}\right) g_{2} & =-\frac{1}{t}  \tag{4.35}\\
c_{2} g_{0}+\left(c_{1} p_{11}^{2}+c_{2} p_{12}^{2}\right) g_{1}+\left(c_{0}+c_{1} p_{12}^{2}+c_{2} p_{22}^{2}\right) g_{2} & =-\frac{1}{t}
\end{align*}
$$

with

$$
c_{0}=\frac{r(k-1)}{k} \quad c_{1}=-\frac{\lambda_{1}}{k} \quad c_{2}=-\frac{\lambda_{2}}{k}
$$

Letting $g_{0}=0$ and omitting the first equation then yields

$$
\begin{align*}
& \left(c_{0}+c_{1} p_{11}^{1}+c_{2} p_{12}^{1}\right) g_{1}+\left(c_{1} p_{12}^{1}+c_{2} p_{22}^{1}\right) g_{2}=-\frac{1}{t} \\
& \left(c_{1} p_{11}^{2}+c_{2} p_{12}^{2}\right) g_{1}+\left(c_{0}+c_{1} p_{12}^{2}+c_{2} p_{22}^{2}\right) g_{2}=-\frac{1}{t} \tag{4.36}
\end{align*}
$$

Example 4.2 Consider the following $\operatorname{PBIB}(2)$ design (SR 36 in Clatworthy, 1973) with parameters $t=8, r=4, k=4, b=8, \lambda_{1}=0, \lambda_{2}=2$ :

| Block | Treatments |
| :---: | :---: |
| 1 | $1,2,3,4$ |
| 2 | $5,6,7,8$ |
| 3 | $2,7,8,1$ |
| 4 | $6,3,4,5$ |
| 5 | $3,8,1,6$ |
| 6 | $7,4,5,2$ |
| 7 | $4,1,6,7$ |
| 8 | $8,5,2,3$ |

which has the following association scheme:

| 0th Associate | 1st Associates | 2nd Associates |
| :---: | :---: | :--- |
| 1 | 5 | $2,3,4,6,7,8$ |
| 2 | 6 | $1,3,4,5,7,8$ |
| 3 | 7 | $1,2,4,5,6,8$ |
| 4 | 8 | $1,2,3,5,6,7$ |
| 5 | 1 | $2,3,4,6,7,8$ |
| 6 | 2 | $1,3,4,5,7,8$ |
| 7 | 3 | $1,2,4,5,6,8$ |
| 8 | 4 | $1,2,3,5,6,7$ |

giving $n_{1}=1, n_{2}=6$, and

$$
\boldsymbol{P}_{0}=\left[\begin{array}{lll}
1 & & \\
& 1 & \\
& & 6
\end{array}\right] \quad \boldsymbol{P}_{1}=\left[\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 6
\end{array}\right] \quad \boldsymbol{P}_{2}=\left[\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 1 \\
1 & 1 & 4
\end{array}\right]
$$

Hence $c_{0}=3, c_{1}=0, c_{2}=-\frac{1}{2}$, and (4.36) becomes

$$
\begin{aligned}
3 g_{1}-3 g_{2} & =-\frac{1}{8} \\
-\frac{1}{2} g_{1}+g_{2} & =-\frac{1}{8}
\end{aligned}
$$

yielding $g_{1}=-0.3333$ and $g_{2}=-0.2917$.
Having solved (4.34) or its reduced form for $g_{0}, g_{1}, \ldots, g_{m}$, we obtain the intrablock estimates of treatment effects as

$$
\begin{equation*}
\widehat{\boldsymbol{\tau}}=\left(\sum_{v=0}^{m} g_{v} \boldsymbol{B}_{v}\right) \boldsymbol{Q} \tag{4.37}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\widehat{\tau}_{i}=g_{0} Q_{i}+g_{1} \sum_{j \in S(i, 1)} Q_{j}+g_{2} \sum_{k \in S(i, 2)} Q_{k}+\cdots+g_{m} \sum_{\ell \in S(i, m)} Q_{\ell} \tag{4.38}
\end{equation*}
$$

( $i=1,2, \ldots, t$ ) where $S(i, u)$ is, as defined earlier, the set of $u$ th associates of treatment $i$. It follows further from (4.37) and the definition of the association matrices that

$$
\begin{equation*}
\operatorname{var}\left(\widehat{\tau}_{i}-\widehat{\tau}_{i^{\prime}}\right)=2\left(g_{0}-g_{u}\right) \sigma_{e}^{2} \tag{4.39}
\end{equation*}
$$

if treatments $i$ and $i^{\prime}$ are $u$ th associates. There are, therefore, $m$ types of comparisons which, however, in certain cases may not all be distinct. Correspondingly, there are also at most $m$ types of efficiency factors, $E_{u}$. Since

$$
\operatorname{var}\left(\widehat{\tau}_{i}-\widehat{\tau}_{i^{\prime}}\right)=\frac{2 \sigma_{e}^{2}}{r}
$$

for a CRD or RCBD, we have

$$
\begin{equation*}
E_{u}=\frac{1}{r\left(g_{0}-g_{u}\right)} \tag{4.40}
\end{equation*}
$$

$(u=1,2, \ldots, m)$ (see Section 1.11). The overall efficiency factor of a $\operatorname{PBIB}(m)$ design relative to the CRD or the RCBD is then given by

$$
\begin{equation*}
E=\frac{1}{t-1} \sum_{u=1}^{m} n_{u} E_{u} \tag{4.41}
\end{equation*}
$$

For the $\operatorname{PBIB}(2)$ design discussed in Example 4.2, we find (since $g_{0}=0$ )

$$
\operatorname{var}\left(\widehat{\tau_{i}}-\widehat{\tau}_{i^{\prime}}\right)=.6666 \sigma_{e}^{2}
$$

for 1st associates and

$$
\operatorname{var}\left(\widehat{\tau} \widehat{\tau}_{i}-\widehat{\tau}_{i^{\prime}}\right)=.5834 \sigma_{e}^{2}
$$

for 2nd associates. Also, from (4.40) and (4.41)

$$
\begin{aligned}
E_{1} & =-\frac{1}{r g_{1}}=.750 \\
E_{2} & =-\frac{1}{r g_{2}}=.875 \\
E & =\frac{1}{7}\left(E_{1}+6 E_{2}\right)=.842
\end{aligned}
$$

### 4.5.2 Combined Analysis

As developed in Section 1.8.3, the set of normal equations for the combined analysis is of the form

$$
\begin{equation*}
\boldsymbol{A} \widehat{\widehat{\tau}}=P \tag{4.42}
\end{equation*}
$$

with

$$
\begin{equation*}
\boldsymbol{A}=r \boldsymbol{I}-\frac{1-\rho^{-1}}{k} \boldsymbol{N} \boldsymbol{N}^{\prime} \tag{4.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{P}=\boldsymbol{T}-\frac{1-\rho^{-1}}{k} \boldsymbol{N} \boldsymbol{B} \tag{4.44}
\end{equation*}
$$

In order to obtain $\widehat{\widehat{\boldsymbol{\tau}}}$ we use the same type of argument as in Section 4.2.1, that is, make use of the special form of $\boldsymbol{A}$ as expressed in terms of association matrices; that is,

$$
\begin{equation*}
\boldsymbol{A}=\sum_{u=0}^{m} a_{u} \boldsymbol{B}_{u} \tag{4.45}
\end{equation*}
$$

with

$$
\begin{gather*}
a_{0}=r\left(1-\frac{1-\rho^{-1}}{k}\right)  \tag{4.46}\\
a_{u}=-\frac{1-\rho^{-1}}{k} \lambda_{u} \quad(u=1,2, \ldots, m) \tag{4.47}
\end{gather*}
$$

Writing $\boldsymbol{A}^{-1}$ as

$$
\boldsymbol{A}^{-1}=\sum_{u=0}^{m} a^{u} \boldsymbol{B}_{u}
$$

we obtain, equivalent to the set of equations (4.34) for the intrablock analysis, the following system of equations:

$$
\begin{equation*}
\boldsymbol{A} \boldsymbol{A}^{-1}=\left(\sum_{u=0}^{m} a_{u} \boldsymbol{B}_{u}\right)\left(\sum_{v=0}^{m} a^{v} \boldsymbol{B}_{v}\right)=\sum_{u v} \sum_{k=0}^{m} a_{u} a^{v} p_{u v}^{k} \boldsymbol{B}_{k}=\boldsymbol{I} \tag{4.48}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\sum_{u=0}^{m} \sum_{v=0}^{m} a_{u} p_{u v}^{k} a^{v}=\delta_{0 k} \quad(k=0,1, \ldots, m) \tag{4.49}
\end{equation*}
$$

where $\delta_{0 k}$ is the Kronecker symbol. This set of equations is of full rank and hence we have $(m+1)$ equations in $(m+1)$ unknowns.

It follows then that

$$
\begin{equation*}
\widehat{\widehat{\tau}}_{i}=a^{0} P_{i}+a^{1} \sum_{j \in S(i, 1)} P_{j}+a^{2} \sum_{k \in S(i, 2)} P_{k}+\cdots+a^{m} \sum_{\ell \in S(i, m)} P_{\ell} \tag{4.50}
\end{equation*}
$$

where the $P_{u}(u=1,2, \ldots, t)$ are the elements of $\boldsymbol{P}$ in (4.44).

For any two treatments that are $u$ th associates we have consequently

$$
\begin{equation*}
\operatorname{var}\left(\widehat{\widehat{\tau}}_{i}-\widehat{\widehat{\tau}}_{i^{\prime}}\right)=2\left(a^{0}-a^{u}\right) \sigma_{e}^{2} \tag{4.51}
\end{equation*}
$$

We shall illustrate the procedure by using Example 4.2 given in Section 4.4.1.
Example 4.2 (Continued) We have $t=8, r=\lambda_{0}=4, k=4, b=8, \lambda_{1}=$ $0, \lambda_{2}=2$.

$$
\begin{gathered}
\boldsymbol{P}_{0}=\left[\begin{array}{lll}
1 & & \\
& 1 & \\
& & 6
\end{array}\right] \quad \boldsymbol{P}_{1}=\left[\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 6
\end{array}\right] \\
\boldsymbol{P}_{2}=\left[\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 1 \\
1 & 1 & 4
\end{array}\right]
\end{gathered}
$$

Then, from (4.46) and (4.47),

$$
\begin{aligned}
& a_{0}=4\left(1-\frac{1-\rho^{-1}}{4}\right)=3+\rho^{-1} \\
& a_{1}=0 \\
& a_{2}=-\left(1-\rho^{-1}\right) \frac{1}{2}
\end{aligned}
$$

and hence Eqs. (4.49) are given as

$$
\begin{array}{rlrl}
\left(3+\rho^{-1}\right) a^{0} & -3\left(1-\rho^{-1}\right) a^{2} & =1 \\
\left(3+\rho^{-1}\right) a^{1} & -3\left(1-\rho^{-1}\right) a^{2} & =0 \\
-\frac{1}{2}\left(1-\rho^{-1}\right) a^{0}-\frac{1}{2}\left(1-\rho^{-1}\right) a^{1}+\left[3+\rho^{-1}-2\left(1-\rho^{-1}\right)\right] a^{2} & =0
\end{array}
$$

There remains, of course, the problem of estimating $\rho$ or $\rho^{-1}$. Substituting such an estimator in the equations above, or more generally equations (4.49), will then yield solutions for $a^{0}, a^{1}, a^{2}$ which we denote by $\widehat{a}^{0}, \widehat{a}^{1}, \widehat{a}^{2}$ and which, in turn, are used in Eqs. (4.50) and (4.51). One such estimator is the Yates estimator as described in Section 1.10.1. For certain types of PBIB(2) designs we shall present in Section 4.7 other estimators for $\rho$ similar to the one given for BIB designs (see Section 2.5), which will lead to uniformly better estimators (than the intrablock estimators) for treatment contrasts under certain conditions.

### 4.6 CLASSIFICATION OF PBIB DESIGNS

Since their introduction by Bose and Nair (1939) and Bose and Shimamoto (1952) different types of PBIB designs have evolved. These can be classified according to the number of associate classes and type of association scheme. (We mention here parenthetically that the association scheme and the parameters of a PBIB design do not lead immediately to the actual experimental layout or field plan; see also Chapter 5). In this section we shall give a brief survey (without being complete) of types of PBIB designs.

The designs perhaps most often used are $\operatorname{PBIB}(2)$ designs. The reason, of course, is that they constitute the simplest extension of the BIB design. They have been tabulated (for certain ranges of parameters) extensively by Bose, Clatworthy, and Shrikhande $(1954)$ and Clatworthy $(1956,1973)$ and are classified according to which of the following association schemes (to be explained in the following sections) is being used:

1. Group-divisible $\operatorname{PBIB}(2)$ designs
2. Triangular $\mathrm{PBIB}(2)$ designs
3. Latin square type $\operatorname{PBIB}(2)$ designs
4. Cyclic PBIB(2) designs

We then mention the association schemes and parameters for some $\operatorname{PBIB}(3)$ designs:

1. Rectangular $\operatorname{PBIB}$ (3) designs
2. Generalized group-divisible PBIB(3) designs
3. Generalized triangular $\operatorname{PBIB}(3)$ designs
4. Cubic PBIB(3) designs

Finally, we discuss some rather general classes of PBIB designs with $m>3$ associate classes:

1. Extended group-divisible PBIB designs
2. Hypercubic PBIB designs
3. Right-angular $\operatorname{PBIB}(4)$ designs
4. Cyclic PBIB designs

### 4.6.1 Group-Divisible (GD) PBIB(2) Designs

Suppose that $t$ can be written as $t=t_{1} t_{2}$ and that the treatments are divided into $t_{1}$ groups of $t_{2}$ treatments each by arranging them in a rectangular array of $t_{1}$ rows and $t_{2}$ columns $\left(t_{1}, t_{2}>1\right)$, the rows constituting the $t_{1}$ groups. Then two treatments are called first associates if they are in the same group and they are called second associates otherwise.

This association scheme implies $n_{1}=t_{2}-1$ and $n_{2}=\left(t_{1}-1\right) t_{2}$. Further

$$
\boldsymbol{P}_{1}=\left[\begin{array}{ccc}
0 & 1 & 0 \\
1 & t_{2}-2 & 0 \\
0 & 0 & \left(t_{1}-1\right) t_{2}
\end{array}\right] \quad \boldsymbol{P}_{2}=\left[\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & t_{2}-1 \\
1 & t_{2}-1 & \left(t_{1}-2\right) t_{2}
\end{array}\right]
$$

Example 4.3 Let $t=8, t_{1}=2, t_{2}=4$.
Association scheme:

| 1 | 3 | 5 | 7 |
| :--- | :--- | :--- | :--- |
| 2 | 4 | 6 | 8 |

0th Associate 1st Associates 2nd Associates

| 1 | 3, 5, 7 | $2,4,6,8$ |
| :---: | :---: | :---: |
| 2 | 4, 6, 8 | 1, 3, 5, 7 |
| 3 | 1, 5, 7 | 2, 4, 6, 8 |
| 4 | 2, 6, 8 | 1, 3, 5, 7 |
| 5 | 1, 3, 7 | 2, 4, 6, 8 |
| 6 | 2, 4, 8 | 1, 3, 5, 7 |
| 7 | 1, 3, 5 | 2, 4, 6, 8 |
| 8 | 2, 4, 6 | 1, 3, 5, 7 |

The factorization of $t$ is, of course, not always unique. For Example 4.3 we could just as well have $t_{1}=4, t_{2}=2$, in which case the rectangular array is

$$
\begin{array}{ll}
1 & 5 \\
2 & 6 \\
3 & 7 \\
4 & 8
\end{array}
$$

and hence $n_{1}=1, n_{2}=6$.
Bose and Connor (1952) have shown that for GD-PBIB(2) designs the following inequalities hold:

$$
r \geq \lambda_{1} \quad r k-\lambda_{2} t \geq 0
$$

Accordingly, they have divided the GD designs further into three subclasses:

1. Singular if $r=\lambda_{1}$
2. Semiregular if $r>\lambda_{1}, r k-\lambda_{2} t=0$
3. Regular if $r>\lambda_{1}, r k-\lambda_{2} t>0$

### 4.6.2 Triangular PBIB(2) Designs

Suppose that $t$ can be written as $t=q(q-1) / 2$ and that the treatments are arranged in triangular form above the main diagonal of a $q \times q$ array and repeated symmetrically below the main diagonal leaving the main diagonal blank. Then two treatments are called first associates if they lie in the same row (or column) of the $q \times q$ array and are second associates otherwise.

This association scheme implies

$$
\begin{aligned}
& n_{1}=2 q-4 \quad n_{2}=(q-2)(q-3) / 2 \\
& \boldsymbol{P}_{1}=\left[\begin{array}{ccc}
0 & 1 & 0 \\
1 & q-2 & q-3 \\
0 & q-3 & (q-3)(q-4) / 2
\end{array}\right] \\
& \boldsymbol{P}_{2}=\left[\begin{array}{ccc}
0 & 0 & 1 \\
1 & 4 & 2 q-8 \\
1 & 2 q-8 & (q-4)(q-5) / 2
\end{array}\right]
\end{aligned}
$$

Example 4.4 Let $t=10, q=5$.
Association scheme:

| $*$ | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $*$ | 5 | 6 | 7 |
| 2 | 5 | $*$ | 8 | 9 |
| 3 | 6 | 8 | $*$ | 10 |
| 4 | 7 | 9 | 10 | $*$ |

0th Associate 1st Associates 2nd Associates

| 1 | 2, 3, 4, 5, 6, 7 | 8, 9, 10 |
| :---: | :---: | :---: |
| 2 | $1,3,4,5,8,9$ | $6,7,10$ |
| 3 | $1,2,4,6,8,10$ | 5, 7, 9 |
| 4 | 1, 2, 3, 7, 9, 10 | 5, 6, 8 |
| 5 | $1,2,6,7,8,9$ | 3, 4, 10 |
| 6 | $1,3,5,7,8,10$ | 2, 4, 9 |
| 7 | $1,4,5,6,9,10$ | 2, 3, 8 |
| 8 | $2,3,5,6,9,10$ | 1, 4, 7 |
| 9 | $2,4,5,7,8,10$ | 1, 3, 6 |
| 10 | $3,4,6,7,8,9$ | 1, 2, 5 |

### 4.6.3 Latin Square Type PBIB(2) Designs

Suppose that $t$ can be written as $t=q^{2}$ and that the treatments are arranged in a square array of size $q$.

For a Latin square type $\operatorname{PBIB}(2)$ design with two constraints $\left[L_{2}-\operatorname{PBIB}(2)\right.$ design], two treatments are called first associates if they occur together in the same row or the same column of the square array and are second associates otherwise.

For the Latin square type design with $i$ constraints $(i>2)$ [ $L_{i}-\mathrm{PBIB}(2)$ design] the association scheme is used in conjunction with $i-2$ mutually orthogonal Latin squares (if they exist) (see I.10.6.2). Then two treatments are called first associates if they both occur in the same row or column or correspond to the same letter of the superimposed Latin squares. Hence we obtain for the $L_{i}-\mathrm{PBIB}(2)$ design

$$
\begin{aligned}
& n_{1}=i(q-1) \quad n_{2}=(q-1)(q-i+1) \\
& \boldsymbol{P}_{1}=\left[\begin{array}{ccc}
0 & 1 & 0 \\
1 & i^{2}-3 i+q & (i-1)(q-i+1) \\
0 & (i-1)(q-i+1) & (q-i)(q-i+1)
\end{array}\right] \\
& \boldsymbol{P}_{2}=\left[\begin{array}{ccc}
0 & 0 & 1 \\
0 & i(i-1) & i(q-1) \\
1 & i(q-i) & (q-i)^{2}+i-2
\end{array}\right]
\end{aligned}
$$

Example 4.5 Let $t=9, q=3$.
$L_{2}$-association scheme:

| 1 | 2 | 3 |
| :--- | :--- | :--- |
| 4 | 5 | 6 |
| 7 | 8 | 9 |

0th Associate 1st Associates 2nd Associates

| 1 | $2,3,4,7$ | $5,6,8,9$ |
| :--- | :--- | :--- |
| 2 | $1,3,5,8$ | $4,6,7,9$ |
| 3 | $1,2,6,9$ | $4,5,7,8$ |
| 4 | $1,5,6,7$ | $2,3,8,9$ |
| 5 | $2,4,6,8$ | $1,3,7,9$ |
| 6 | $3,4,5,9$ | $1,2,7,8$ |
| 7 | $1,4,8,9$ | $2,3,5,6$ |
| 8 | $2,5,7,9$ | $1,3,4,6$ |
| 9 | $3,6,7,8$ | $1,2,4,5$ |

Example 4.6 Let $t=9, q=3$.
$L_{3}$-association scheme:

| $1 A$ | $2 B$ | $3 C$ |
| :--- | :--- | :--- |
| $4 C$ | $5 A$ | $6 B$ |
| $7 B$ | $8 C$ | $9 A$ |


| 0th Associate | 1st Associates |  |
| :---: | :---: | :---: | 2nd Associates

Other examples are mentioned in Section 18.7.

### 4.6.4 Cyclic PBIB(2) Designs

Suppose the treatments are denoted by $0,1,2, \ldots, t-1$. Then the first associates of treatment $i$ are $i+d_{1}, i+d_{2}, \ldots, i+d_{n_{1}}(\bmod t)$ where the $d_{j}$ are integers satisfying the following conditions:

1. The $d_{j}$ are all different with $0<d_{j}<t$ for each $j$.
2. Among the $n_{1}\left(n_{1}-1\right)$ differences $d_{j}-d_{j^{\prime}}(\bmod t)$ each of the integers $d_{1}, d_{2}, \ldots, d_{n_{1}}$ occurs $\alpha$ times, and each of the integers $e_{1}, e_{2}, \ldots, e_{n_{2}}$ occurs $\beta$ times, where $d_{1}, d_{2}, \ldots, d_{n_{1}}, e_{1}, e_{2}, \ldots, e_{n_{2}}$ are all the different integers $1,2, \ldots, t-1$.

The second associates of treatment $i$ obviously are $i+e_{1}, i+e_{2}, \ldots, i+e_{n_{2}}$ $(\bmod t)$. We then have, as a consequence of condition 2 ,

$$
n_{1} \alpha+n_{2} \beta=n_{1}\left(n_{1}-1\right)
$$

and

$$
\boldsymbol{P}_{1}=\left[\begin{array}{ccc}
0 & 1 & 0 \\
1 & \alpha & n_{1}-\alpha-1 \\
0 & n_{1}-\alpha-1 & n_{2}-n_{1}+\alpha+1
\end{array}\right]
$$

$$
\boldsymbol{P}_{2}=\left[\begin{array}{ccc}
0 & 0 & 1 \\
0 & \beta & n_{1}-\beta \\
0 & n_{1}-\beta & n_{2}-n_{1}+\beta-1
\end{array}\right]
$$

Example 4.7 Let $t=5, d_{1}=2, d_{2}=3, \alpha=0, \beta=1$. With $n_{1}=2$, the possible differences $d_{j}-d_{j^{\prime}}$ are $d_{1}-d_{2}=-1=4$ and $d_{2}-d_{1}=1$; that is, $d_{1}$ and $d_{2}$ occur $\alpha=0$ times among these differences and $e_{1}=1, e_{2}=4$ occur $\beta=1$ time. Hence condition 2 is satisfied. We then have

| 0th Associate | 1st Associates | 2nd Associates |
| :---: | :---: | :---: |
| 0 | 2,3 | 1,4 |
| 1 | 3,4 | 0,2 |
| 2 | 4,0 | 1,3 |
| 3 | 0,1 | 2,4 |
| 4 | 1,2 | 0,3 |

### 4.6.5 Rectangular PBIB(3) Designs

This association scheme was first proposed by Vartak (1959). Suppose that $t=$ $t_{1} t_{2}$ and that the treatments are arranged in a rectangular array with $t_{1}$ rows and $t_{2}$ columns. Two treatments are said to be first associates if they occur together in the same row of the array; they are said to be second associates if they occur together in the same column; they are third associates otherwise. Hence

$$
n_{1}=t_{2}-1, \quad n_{2}=t_{1}-1 \quad n_{3}=\left(t_{1}-1\right)\left(t_{2}-1\right)
$$

and

$$
\begin{aligned}
& \boldsymbol{P}_{1}=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & t_{2}-2 & 0 & 0 \\
0 & 0 & 0 & t_{1}-1 \\
0 & 0 & t_{1}-1 & \left(t_{1}-1\right)\left(t_{2}-2\right)
\end{array}\right] \\
& \boldsymbol{P}_{2}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & t_{2}-1 \\
1 & 0 & t_{1}-2 & 0 \\
0 & t_{2}-1 & 0 & \left(t_{1}-2\right)\left(t_{2}-1\right)
\end{array}\right] \\
& \boldsymbol{P}_{3}=\left[\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & t_{2}-2 \\
0 & 1 & 0 & t_{1}-2 \\
& t_{2}-2 & t_{1}-2 & \left(t_{1}-2\right)\left(t_{2}-2\right)
\end{array}\right]
\end{aligned}
$$

Example 4.8 Let $t=6, t_{1}=2, t_{2}=3$.
Association scheme:


### 4.6.6 Generalized Group-Divisible (GGD) PBIB(3) Designs

In a more general way this association scheme was proposed by Roy (1953-1954) and described in more detail by Raghavarao (1960).

Suppose that $t=t_{1} t_{2} t_{3}$ and that the treatments are arranged in a threedimensional array with $t_{1}$ rows, $t_{2}$ columns, and $t_{3}$ layers. Two treatments are said to be first associates if they occur together in the same row and column, but in different layers; they are said to be second associates if they occur in the same row but in different columns (and the same or different layers); they are third associates otherwise. Hence

$$
n_{1}=t_{3}-1 \quad n_{2}=\left(t_{2}-1\right) t_{3} \quad n_{3}=\left(t_{1}-1\right) t_{2} t_{3}
$$

and

$$
\begin{aligned}
& \boldsymbol{P}_{1}=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & t_{3}-2 & 0 & 0 \\
0 & 0 & \left(t_{2}-1\right) t_{3} & 0 \\
0 & 0 & 0 & \left(t_{1}-1\right) t_{2} t_{3}
\end{array}\right] \\
& \boldsymbol{P}_{2}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & t_{3}-1 & 0 \\
1 & t_{3}-1 & \left(t_{2}-2\right) t_{3} & 0 \\
0 & 0 & 0 & \left(t_{1}-1\right) t_{2} t_{3}
\end{array}\right] \\
& \boldsymbol{P}_{3}=\left[\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & t_{3}-1 \\
0 & 0 & 0 & \left(t_{2}-1\right) t_{3} \\
1 & t_{3}-1 & \left(t_{2}-1\right) t_{3} & \left(t_{1}-2\right) t_{2} t_{3}
\end{array}\right]
\end{aligned}
$$

Example 4.9 Let $t=12, t_{1}=2, t_{2}=3, t_{3}=2$.
Association scheme:
Layer $1 \quad$ Layer 2

| 1 | 3 | 5 | 7 | 9 | 11 |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 4 | 6 | 8 | 10 | 12 |

0th Associate 1st Associates 2nd Associates 3rd Associates

| 1 | 7 | $3,5,9,11$ | $2,4,6,8,10,12$ |
| ---: | ---: | ---: | :--- |
| 2 | 8 | $4,6,10,12$ | $1,3,5,7,9,11$ |
| 3 | 9 | $1,5,7,11$ | $2,4,6,8,10,12$ |
| 4 | 10 | $2,6,8,12$ | $1,3,5,7,9,11$ |
| 5 | 11 | $1,3,7,9$ | $2,4,6,8,10,12$ |
| 6 | 12 | $2,4,8,10$ | $1,3,5,7,9,11$ |
| 7 | 1 | $3,5,9,11$ | $2,4,6,8,10,12$ |
| 8 | 2 | $4,6,10,12$ | $1,3,5,7,9,11$ |
| 9 | 3 | $1,5,7,11$ | $2,4,6,8,10,12$ |
| 10 | 4 | $2,6,8,12$ | $1,3,5,7,9,11$ |
| 11 | 5 | $1,3,7,11$ | $2,4,6,8,10,12$ |
| 12 | 6 | $2,4,8,10$ | $1,3,5,7,9,11$ |

### 4.6.7 Generalized Triangular PBIB(3) Designs

John (1966) has shown that the triangular association scheme discussed in Section 4.5.2 can be described equivalently by representing the treatments by ordered pairs ( $x, y$ ) with $1 \leq x<y \leq q$ and calling two treatments first associates if they have one integer in common, second associates otherwise.

This can then be generalized (John, 1966) for the case that $t=q(q-1)(q-$ 2)/6 $(q>3)$ and that the treatments are represented by ordered triplets $(x, y, z)$ with $1 \leq x<y<z \leq q$. Two treatments are said to be first associates if they have two integers in common, second associates if they have one integer in common but not two, and third associates otherwise. Hence

$$
n_{1}=3(q-3) \quad n_{2}=3(q-3)(q-4) / 2 \quad n_{3}=(q-3)(q-4)(q-5) / 6
$$

and

$$
\boldsymbol{P}_{1}=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & q-2 & 2(q-4) & 0 \\
0 & 2(q-4) & (q-4)^{2} & (q-4)(q-5) / 2 \\
0 & 0 & (q-4)(q-5) / 2 & (q-4)(q-5)(q-6) / 6
\end{array}\right]
$$

$$
\begin{aligned}
& \boldsymbol{P}_{2}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
1 & 4 & 2(q-4) & q-5 \\
1 & 2(q-4) & (q+2)(q-5) / 2 & (q-5)(q-6) \\
0 & q-5 & (q-5)(q-6) & (q-5)(q-6)(q-7) / 6
\end{array}\right] \\
& \boldsymbol{P}_{3}=\left[\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & 9 & 3(q-6) \\
0 & 9 & 9(q-6) & 3(q-6)(q-7) / 2 \\
1 & 3(q-6) & 3(q-6)(q-7) / 2 & (q-6)(q-7)(q-8) / 6
\end{array}\right]
\end{aligned}
$$

Example 4.10 Let $t=20, q=6$. The treatments are represented as

$$
\begin{aligned}
& 1 \equiv(1,2,3) \\
& 2 \equiv(1,2,4) \\
& 3 \equiv(1,2,5) \\
& 4 \equiv(1,2,6) \\
& 5 \equiv(1,3,4) \quad 6 \equiv(1,3,5) \quad 7 \equiv(1,3,6) \\
& 8 \equiv(1,4,5) \quad 9 \equiv(1,4,6) \\
& 10 \equiv(1,5,6) \\
& 11 \equiv(2,3,4) \quad 12 \equiv(2,3,5) \quad 13 \equiv(2,3,6) \\
& 14 \equiv(2,4,5) \quad 15 \equiv(2,4,6) \\
& 16 \equiv(2,5,6) \\
& 17 \equiv(3,4,5) \quad 18 \equiv(3,4,6) \\
& 19 \equiv(3,5,6) \\
& 20 \equiv(4,5,6)
\end{aligned}
$$

and the association scheme follows:

| 1 | $2,3,4,5,6,7,11,12,13$ | $8,9,10,14,15,16,17,18,19$ | 20 |
| ---: | ---: | ---: | :--- | :--- | :--- |
| 2 | $1,3,4,5,8,9,11,14,15$ | $6,7,10,12,13,16,17,18,20$ | 19 |
| 3 | $1,2,4,6,8,10,12,14,16$ | $5,7,9,11,13,15,17,19,20$ | 18 |
| 4 | $1,2,3,7,9,10,13,15,16$ | $5,6,8,11,12,14,18,19,20$ | 17 |
| 5 | $1,2,6,7,8,9,11,17,18$ | $3,4,10,12,13,14,15,19,20$ | 16 |
| 6 | $1,3,5,7,8,10,12,17,19$ | $2,4,9,11,13,14,16,18,20$ | 15 |
| 7 | $1,4,5,6,9,10,13,18,19$ | $2,3,8,11,12,15,16,17,20$ | 14 |
| 8 | $2,3,5,6,9,10,14,17,20$ | $1,4,7,11,12,15,16,18,19$ | 13 |
| 9 | $2,4,5,7,8,10,15,18,20$ | $1,3,6,11,13,14,16,17,19$ | 12 |
| 10 | $3,4,6,7,8,9,16,19,20$ | $1,2,5,12,13,14,15,17,18$ | 11 |
| 11 | $1,2,5,12,13,14,15,17,18$ | $3,4,6,7,8,9,16,19,20$ | 10 |
| 12 | $1,3,6,11,13,14,16,17,19$ | $2,4,5,7,8,10,15,18,20$ | 9 |
| 13 | $1,4,7,11,12,15,16,18,19$ | $2,3,5,6,9,10,14,17,20$ | 8 |
| 14 | $2,3,8,11,12,15,16,17,20$ | $1,4,5,6,9,10,13,18,19$ | 7 |
| 15 | $2,4,9,11,13,14,16,18,20$ | $1,3,5,7,8,10,12,17,19$ | 6 |
| 16 | $3,4,10,12,13,14,15,19,20$ | $1,2,6,7,8,9,11,17,18$ | 5 |
| 17 | $5,6,8,11,12,14,18,19,20$ | $1,2,3,7,9,10,13,15,16$ | 4 |
| 18 | $5,7,9,11,13,15,17,19,20$ | $1,2,4,6,8,10,12,14,16$ | 3 |
| 19 | $6,7,10,12,13,16,17,18,20$ | $1,3,4,5,8,9,11,13,15$ | 2 |
| 20 | $8,9,10,14,15,16,17,18,19$ | $2,3,4,5,6,7,11,12,13$ | 1 |

### 4.6.8 Cubic PBIB(3) Designs

This association scheme, described by Raghavarao and Chandrasekhararao (1964), is an extension of the $L_{2}$-association scheme discussed in Section 4.5.3, which can be described equivalently as follows: Denote the $t=q^{2}$ treatments by pairs $(x, y)$ with $1 \leq x, y \leq q$. Define the distance $\delta$ between two treatments $(x, y)$ and $\left(x^{\prime}, y^{\prime}\right)$ as the number of nonzero elements in $\left(x-x^{\prime}, y-y^{\prime}\right)$. For the $L_{2}$-association scheme then two treatments are said to be first associates if $\delta=1$, and second associates if $\delta=2$.

For the cubic association scheme we have $t=q^{3}$, each treatment being represented by a triplet $(x, y, z)$ with $1 \leq x, y, z \leq q$. If the distance $\delta$ between any two treatments $(x, y, z)$ and $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ is the number of nonzero elements in ( $x-x^{\prime}, y-y^{\prime}, z-z^{\prime}$ ), then two treatments are said to be first, second, or third associates if $\delta=1,2$, or 3 , respectively.

This can be interpreted geometrically by realizing that the above representation of the treatments corresponds to an arrangement in a cube of side $q$. Two treatments are then first associates if they are lying on the same axis, second associates if they are lying on the same plane (but not on the same axis), and third associates otherwise. The design given in Example 4.1 has this association scheme with $q=2$.

The cubic association scheme implies immediately

$$
n_{1}=3(q-1) \quad n_{2}=3(q-1)^{2} \quad n_{3}=(q-1)^{3}
$$

and

$$
\begin{aligned}
& \boldsymbol{P}_{1}=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & q-2 & 2(q-1) & 0 \\
0 & 2(q-1) & 2(q-1)(q-2) & (q-1)^{2} \\
0 & 0 & (q-1)^{2} & (q-1)^{2}(q-2)
\end{array}\right] \\
& \boldsymbol{P}_{2}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 2 & 2(q-2) & q-1 \\
1 & 2(q-2) & 2(q-1)+(q-2)^{2} & 2(q-1)(q-2) \\
0 & q-1 & 2(q-1)(q-2) & (q-1)(q-2)^{2}
\end{array}\right] \\
& \boldsymbol{P}_{3}=\left[\begin{array}{lccc}
0 & 0 & 0 & 1 \\
0 & 0 & 3 & 3(q-2) \\
0 & 3 & 6(q-2) & 3(q-2)^{2} \\
1 & 3(q-2) & 3(q-2)^{2} & (q-2)^{3}
\end{array}\right]
\end{aligned}
$$

Example 4.11 Let $t=8, q=2$. The treatments are represented as

$$
\begin{array}{ll}
1 \equiv(1,1,1) & 2 \equiv(1,1,2) \\
3 \equiv(1,2,1) & 4 \equiv(1,2,2) \\
5 \equiv(2,1,1) & 6 \equiv(2,1,2) \\
7 \equiv(2,2,1) & 8 \equiv(2,2,2)
\end{array}
$$

Association scheme:

| 0th Associate | 1st Associates | 2nd Associates | 3rd Associates |
| :---: | :---: | :---: | :---: |
| 1 | $2,3,5$ | $4,6,7$ | 8 |
| 2 | $1,4,6$ | $3,5,8$ | 7 |
| 3 | $1,4,7$ | $2,5,8$ | 6 |
| 4 | $2,3,8$ | $1,6,7$ | 5 |
| 5 | $1,6,7$ | $2,3,8$ | 4 |
| 6 | $2,5,8$ | $1,4,7$ | 3 |
| 7 | $3,5,8$ | $1,4,6$ | 2 |
| 8 | $4,6,7$ | $2,3,5$ | 1 |

Other examples are mentioned in Section 18.7.

### 4.6.9 Extended Group-Divisible (EGD) PBIB Designs

These designs, which we shall abbreviate as EGD/( $\left.2^{\nu}-1\right)$-PBIB, were first introduced by Hinkelmann and Kempthorne (1963) as an extension of the rectangular PBIB(3) design of Vartak (1959), and described in more detail by Hinkelmann (1964). The association scheme for these designs is as follows:

Let there be $t=t_{1} t_{2}, \ldots, t_{v}$ treatments denoted by $\left(i_{1}, i_{2}, \ldots, i_{v}\right)$, where $i_{\ell}=1,2, \ldots, t_{\ell}$ and $\ell=1,2, \ldots, v$, and $i_{\ell}$ is called the $\ell$ th component of the treatment. Two treatments are said to be $\gamma$ th associates, $\boldsymbol{\gamma}=\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{\nu}\right)$ and $\gamma_{\ell}=0$ or $1(\ell=1,2, \ldots, v)$, if the treatments differ only in the components that correspond to the unity components of $\gamma$. We then have $m=2^{\nu}-1$ associate classes as each component in $\boldsymbol{\gamma}$ takes on the possible values 0,1 , and $\gamma=(0,0, \ldots, 0)$ represents the trivial association corresponding to the 0th associate class of other PBIB designs. The number of associates in the $\gamma$ th associate class is denoted by $n(\boldsymbol{\gamma})$ and

$$
\begin{equation*}
n(\boldsymbol{\gamma})=n\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{v}\right)=\prod_{\ell=1}^{v}\left(t_{\ell-1}\right)^{\gamma_{\ell}} \tag{4.52}
\end{equation*}
$$

If we write the associate classes in lexicographic order, for example, for $v=3$ : $000,001,010,011,100,101,110,111$, and if we denote by

$$
\begin{aligned}
& \boldsymbol{P}_{0}^{\left(t_{\ell}\right)}=\left(\begin{array}{cc}
1 & 0 \\
0 & t_{\ell}-1
\end{array}\right) \\
& \boldsymbol{P}_{1}^{\left(t_{\ell}\right)}=\left(\begin{array}{cc}
0 & 1 \\
1 & t_{\ell}-2
\end{array}\right)
\end{aligned}
$$

the $\boldsymbol{P}$ matrices for a BIB design with $t_{\ell}$ treatments, then we can write the $\boldsymbol{P}$ matrices for the EGD/(2 $\left.2^{\nu}-1\right)$-PBIB design recursively as the following Kronecker product:

$$
\begin{align*}
& \boldsymbol{P}_{\gamma_{1} \gamma_{2} \ldots \gamma_{v-1} 0}=\boldsymbol{P}_{\gamma_{1} \gamma_{2} \ldots \gamma_{v-1}} \times \boldsymbol{P}_{0}^{\left(t_{v}\right)}  \tag{4.53}\\
& \boldsymbol{P}_{\gamma_{1} \gamma_{2} \ldots \gamma_{v-1} 1}=\boldsymbol{P}_{\gamma_{1} \gamma_{2} \ldots \gamma_{v-1}} \times \boldsymbol{P}_{1}^{\left(t_{v}\right)} \tag{4.54}
\end{align*}
$$

where $\boldsymbol{P}_{\gamma_{1} \gamma_{2} \ldots \gamma_{v-1}}$ are the $\boldsymbol{P}$ matrices for an EGD/(2 $\left.2^{\nu-1}-1\right)$ design with $t=$ $t_{1} t_{2}, \ldots, t_{\nu-1}$ treatments. In particular then for $v=2$ :

$$
\begin{aligned}
& \boldsymbol{P}_{00}=\left[\right] \\
& \boldsymbol{P}_{01}=\left[\begin{array}{ccccc}
0 & 1 & & \\
& & & \emptyset & \\
1 & & t_{2}-2 & & \\
& \emptyset & & 0 & t_{1}-1 \\
& \emptyset & & t_{1}-1 & \\
& & & \left(t_{1}-1\right)\left(t_{2}-2\right)
\end{array}\right] \\
& \left.\boldsymbol{P}_{10}=\left[\begin{array}{cccc} 
& & & 1 \\
\emptyset & & & 0 \\
& & & 0 \\
1 & 0 & t_{1}-2 & t_{2}-1 \\
0 & & t_{2}-1 & 0
\end{array}\right)\left(t_{1}-2\right)\left(t_{2}-1\right)\right] \\
& \boldsymbol{P}_{11}=\left[\begin{array}{ccccc} 
& & & 0 & 1 \\
& \emptyset & & & \\
& & & 1 & t_{2}-2 \\
0 & 1 & 0 & t_{1}-2 \\
1 & & t_{2}-2 & t_{1}-2 & \left(t_{1}-2\right)\left(t_{2}-2\right)
\end{array}\right]
\end{aligned}
$$

which are, apart from the order of rows and columns, the same as those given for the rectangular PBIB(3) design (see Section 4.5.5).

Example 4.12 Let $t=36, t_{1}=t_{2}=3, t_{3}=4$. The treatments are

| $1 \equiv(1,1,1)$ | $2 \equiv(1,1,2)$ | $3 \equiv(1,1,3)$ | $4 \equiv(1,1,4)$ |
| ---: | ---: | ---: | ---: |
| $5 \equiv(1,2,1)$ | $6 \equiv(1,2,2)$ | $7 \equiv(1,2,3)$ | $8 \equiv(1,2,4)$ |
| $9 \equiv(1,3,1)$ | $10 \equiv(1,3,2)$ | $11 \equiv(1,3,3)$ | $12 \equiv(1,3,4)$ |
| $13 \equiv(2,1,1)$ | $14 \equiv(2,1,2)$ | $15 \equiv(2,1,3)$ | $16 \equiv(2,1,4)$ |
| $17 \equiv(2,2,1)$ | $18 \equiv(2,2,2)$ | $19 \equiv(2,2,3)$ | $20 \equiv(2,2,4)$ |
| $21 \equiv(2,3,1)$ | $22 \equiv(2,3,2)$ | $23 \equiv(2,3,3)$ | $24 \equiv(2,3,4)$ |
| $25 \equiv(3,1,1)$ | $26 \equiv(3,1,2)$ | $27 \equiv(3,1,3)$ | $28 \equiv(3,1,4)$ |
| $29 \equiv(3,2,1)$ | $30 \equiv(3,2,2)$ | $31 \equiv(3,2,3)$ | $32 \equiv(3,2,4)$ |
| $33 \equiv(3,3,1)$ | $34 \equiv(3,3,2)$ | $35 \equiv(3,3,3)$ | $36 \equiv(3,3,4)$ |

The associate classes and the numbers of associates are

$$
\begin{array}{ll}
0 \equiv(0,0,0) & n(0,0,0) \equiv 1 \\
1 \equiv(0,0,1) & n(0,0,1) \equiv 3 \\
2 \equiv(0,1,0) & n(0,1,0) \equiv 2 \\
3 \equiv(0,1,1) & n(0,1,1) \equiv 6 \\
4 \equiv(1,0,0) & n(1,0,0) \equiv 2 \\
5 \equiv(1,0,1) & n(1,0,1) \equiv 6 \\
6 \equiv(1,1,0) & n(1,1,0) \equiv 4 \\
7 \equiv(1,1,1) & n(1,1,1) \equiv 12
\end{array}
$$

and the (partial) association scheme is given in Table 4.1

### 4.6.10 Hypercubic PBIB Designs

These designs, first indicated by Shah (1958) and more formally defined by Kusumoto (1965), are extensions of cubic PBIB designs (see Section 4.5.8). Suppose we have $t=q^{\nu}$ treatments, which are again denoted by $\left(i_{1}, i_{2}, \ldots, i_{v}\right)$ where $i_{\ell}=1,2, \ldots, q$ and $\ell=1,2, \ldots, v$. The association scheme for this design is then as follows: Two treatments are said to be $j$ th associates if they differ in exactly $j$ components. Hence we have $m=v$ associate classes, and the number of $j$ th associates is

$$
n_{j}=\binom{v}{j}(q-1) \quad(j=1,2, \ldots, v)
$$

Following Shah (1958), the general element of the $\boldsymbol{P}_{k}$ matrix $(k=0,1, \ldots, v)$ is given as

$$
\begin{align*}
p_{i j}^{k} & =\sum_{u}\binom{v-k}{u}\binom{k}{v-i-u}\binom{u+k+i-v}{v-j-u} \\
& \times(q-1)^{v-k-u}(q-2)^{k+i+j+2 u-2 v} \tag{4.55}
\end{align*}
$$

Table 4.1 Partial Association Scheme for EGD(7)-PBIB with $t=36$ Treatments

| Associate Classes |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 000 | 001 | 010 | 011 | 100 | 101 | 110 | 111 |
| 1 | 2,3,4 | 5,9 | 26,27,28,10,11,12 | 13,25 | 14,15,16,26,27,28 | 17,21,29,33 | $\begin{aligned} & 18,19,20,22,23,24 \\ & 30,31,32,34,35,36 \end{aligned}$ |
| 2 | 1,3,4 | 6,10 | 5,7,8,9,11,12 | 14,26 | 13,15,16,25,27,28 | 18,22,30,34 | $\begin{aligned} & 17,19,20,21,23,24 \\ & 29,31,32,33,35,36 \end{aligned}$ |
| 3 | 1,2,4 | 7,11 | 5,6,8,9,10,12 | 15,27 | 13,14,16,25,26,28 | 19,23,31,35 | $\begin{aligned} & 17,18,20,21,22,24 \\ & 29,31,32,33,34,36 \end{aligned}$ |
| 4 | 1,2,3 | 8,12 | 5,6,7,9,10,11 | 16,28 | 13,14,15, 25,26,27 | 20,24,32,36 | $\begin{aligned} & 17,18,19,21,22,23 \\ & 29,30,31,33,34,35 \end{aligned}$ |
| 5 | 6,7,8 | 1,9 | 2,3,4,10,11,12 | 17,29 | 18,19,20,30,31,32 | 13,21,25,33 | $\begin{aligned} & 14,15,16,22,23,24 \\ & 26,27,28,34,35,36 \end{aligned}$ |
| : |  |  |  |  | $\vdots$ |  |  |
| 13 | 14,15,16 | 17,21 | 18,19,20,22,23,24 | 1,25 | 2,3,4,26,27,28 | 5,9,29,33 | $\begin{aligned} & 6,7,8,10,11,12 \\ & 30,31,32,34,35,36 \end{aligned}$ |
| : |  |  |  |  | $\vdots$ |  |  |
| 36 | 33,34,35 | 28,32 | 25,26,27,29,30,31 | 12,24 | 9,10,11,21,22,23 | 4,8,16,20 | $\begin{aligned} & 1,2,3,5,6,7 \\ & 13,14,15,17,18,19 \end{aligned}$ |

where $i, j=0,1, \ldots, v$ and the summation extends over all integer values of $u$ such that

$$
u \leq \min (v-i, v-j, v-k)
$$

and

$$
u \geq \frac{1}{2}(2 v-i-j-k)
$$

and if for a given combination $i, j, k$ no such $u$ value exists, then $p_{i j}^{k}=0$. Specifically, from (4.55) we obtain for $v=3$ the $\boldsymbol{P}$ matrices for the cubic association scheme of Section 4.5.8.

Example 4.13 Let $t=16, q=2, v=4$. The treatments are

| $1 \equiv(1,1,1,1)$ | $2 \equiv(1,1,1,2)$ | $3 \equiv(1,1,2,1)$ | $4 \equiv(1,1,2,2)$ |
| ---: | ---: | ---: | ---: |
| $5 \equiv(1,2,1,1)$ | $6 \equiv(1,2,1,2)$ | $7 \equiv(1,2,2,1)$ | $8 \equiv(1,2,2,2)$ |
| $9 \equiv(2,1,1,1)$ | $10 \equiv(2,1,1,2)$ | $11 \equiv(2,1,2,1)$ | $12 \equiv(2,1,2,2)$ |
| $13 \equiv(2,2,1,1)$ | $14 \equiv(2,2,1,2)$ | $15 \equiv(2,2,2,1)$ | $16 \equiv(2,2,2,2)$ |

and the association scheme follows:
0th Associate 1st Associates 2nd Associates 3rd Associates 4th Associates

| 1 | $2,3,5,9$ | $4,6,7,10,11,13$ | $8,12,14,15$ | 16 |
| ---: | ---: | ---: | :--- | ---: | ---: |
| 2 | $1,4,6,10$ | $3,5,8,9,12,14$ | $7,11,13,16$ | 15 |
| 3 | $1,4,7,11$ | $2,5,8,9,12,15$ | $6,10,13,16$ | 14 |
| 4 | $2,3,8,12$ | $1,6,7,10,11,16$ | $5,9,14,15$ | 13 |
| 5 | $1,6,7,13$ | $2,3,8,9,14,15$ | $4,10,11,16$ | 12 |
| 6 | $2,5,8,14$ | $1,4,7,10,13,16$ | $3,9,12,15$ | 11 |
| 7 | $3,5,8,15$ | $1,4,6,11,13,16$ | $2,9,12,14$ | 10 |
| 8 | $4,6,7,16$ | $2,3,5,12,14,15$ | $1,10,11,13$ | 9 |
| 9 | $1,10,11,13$ | $2,3,5,12,14,15$ | $4,6,7,16$ | 8 |
| 10 | $2,9,12,14$ | $1,4,6,11,13,16$ | $3,5,8,15$ | 7 |
| 11 | $3,9,12,15$ | $1,4,7,10,13,16$ | $2,5,8,14$ | 6 |
| 12 | $4,10,11,16$ | $2,3,8,9,14,15$ | $1,6,7,13$ | 5 |
| 13 | $5,9,14,15$ | $1,6,7,10,11,16$ | $2,3,8,12$ | 4 |
| 14 | $6,10,13,16$ | $2,5,8,9,12,15$ | $1,4,7,11$ | 3 |
| 15 | $7,11,13,16$ | $3,5,8,9,12,14$ | $1,4,6,10$ | 2 |
| 16 | $8,12,14,15$ | $4,6,7,10,11,13$ | $2,3,5,9$ | 1 |

### 4.6.11 Right-Angular PBIB(4) Designs

The right-angular association scheme was introduced by Tharthare (1963) for $t=$ $2 s q$ treatments. The treatments are arranged in $q$ right angles with arms of length $s$, keeping the angular positions of the right angles blank. The association scheme is then as follows: Any two treatments on the same arm are first associates; any two treatments on different arms of the same right angle are second associates;
any two treatments on the same (i.e., parallel) arm but in different right angles are third associates; any two treatments are fourth associates otherwise.

It follows then that

$$
n_{1}=s-1 \quad n_{2}=s \quad n_{3}=(q-1) s=n_{4}
$$

and

$$
\begin{aligned}
& \boldsymbol{P}_{1}=\left(\begin{array}{ccccc}
0 & 1 & 0 & 0 & 0 \\
1 & s-2 & 0 & 0 & 0 \\
0 & 0 & s & 0 & 0 \\
0 & 0 & 0 & s(q-1) & 0 \\
0 & 0 & 0 & 0 & s(q-1)
\end{array}\right) \\
& \boldsymbol{P}_{2}=\left(\begin{array}{ccccc}
0 & 0 & 1 & 0 & 0 \\
0 & 0 & s-1 & 0 & 0 \\
1 & s-1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & s(q-1) \\
0 & 0 & 0 & s(q-1) & 0
\end{array}\right) \\
& \boldsymbol{P}_{3}=\left(\begin{array}{lllll}
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & s-1 & 0 \\
0 & 0 & 0 & 0 & s \\
1 & s-1 & 0 & s(q-2) & 0 \\
0 & 0 & s & 0 & s(q-1)
\end{array}\right) \\
& \boldsymbol{P}_{4}=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & s \\
0 & 0 & s & 0 \\
1 & s-1 & 0 & s(q-2) \\
0 & s(q-2) \\
0
\end{array}\right)
\end{aligned}
$$

Example 4.14 Let $t=12, q=3, s=2$.
Treatments:


The association scheme follows:

## 0th Associate 1st Associates 2nd Associates 3rd Associates 4th Associates

| 1 | 2 | 3,4 | $5,6,9,10$ | $7,8,11,12$ |
| ---: | ---: | :---: | :---: | :---: |
| 2 | 1 | 3,4 | $5,6,9,10$ | $7,8,11,12$ |
| 3 | 4 | 1,2 | $7,8,11,12$ | $5,6,9,10$ |
| 4 | 3 | 1,2 | $7,8,11,12$ | $5,6,9,10$ |
| 5 | 6 | 7,8 | $1,2,9,10$ | $3,4,11,12$ |
| 6 | 5 | 7,8 | $1,2,9,10$ | $3,4,11,12$ |
| 7 | 8 | 5,6 | $3,4,11,12$ | $1,2,9,10$ |
| 8 | 7 | 5,6 | $3,4,11,12$ | $1,2,9,10$ |
| 9 | 10 | 11,12 | $1,2,5,6$ | $3,4,7,8$ |
| 10 | 9 | 11,12 | $1,2,5,6$ | $3,4,7,8$ |
| 11 | 12 | 9,10 | $3,4,7,8$ | $1,2,5,6$ |
| 12 | 11 | 9,10 | $3,4,7,8$ | $1,2,5,6$ |

Tharthare (1965) extended this association scheme to what he called the generalized right-angular association scheme for $t=p q s$ treatments with $p>2$. To describe the association scheme succinctly, it is useful to denote the treatment by triplets $\left(x_{1}, x_{2}, x_{3}\right)$ with $x_{1}=1,2, \ldots, q ; x_{2}=1,2, \ldots, p ; x_{3}=1,2, \ldots, s$. Then, two treatments $\left(x_{1}, x_{2}, x_{3}\right)$ and $\left(y_{1}, y_{2}, y_{3}\right)$ are said to be

1st Associates: if $x_{1}=y_{1}, x_{2}=y_{2}, x_{3} \neq y_{3}$
2nd Associates: if $x_{1}=y_{1}, x_{2} \neq y_{2}$
3rd Associates: if $x_{1} \neq y_{1}, x_{2}=y_{2}$
4th Associates: otherwise
This, obviously, leads to $n_{1}=s-1, n_{2}=(p-1) s, n_{3}=(q-1) s, n_{4}$ $=(q-1)(p-1) s$.

### 4.6.12 Cyclic PBIB Designs

Cyclic PBIB designs represent a rather large and flexible class of incomplete block designs. They were introduced by Kempthorne (1953) and Zoellner and Kempthorne (1954) for blocks of size $k=2$. Further developments are due to for example, David (1963, 1965), David and Wolock (1965), John (1966, 1969), and Wolock (1964).

Let us denote the treatments by $0,1,2, \ldots, t-1$. The association scheme can then be defined as follows, where we need to distinguish between $t$ even and $t$ odd:
$t$ even: For a fixed treatment $\theta$, the $u$ th associates are $(\theta+u, \theta-u) \bmod$ $t(u=1,2, \ldots, t / 2-1)$ and the $t / 2$ th associate is $\theta+t / 2(\bmod t)$. Thus we have $m=t / 2$ associate classes with $n_{u}=2(u=1,2, \ldots, t / 2-1)$ and $n_{t / 2}=1$.
$t$ odd: The $u$ th associates of $\theta$ are $(\theta+u, \theta-u) \bmod t$ for $u=1,2, \ldots,(t-$ 1)/2. Thus we have $m=(t-1) / 2$ associate classes with $n_{u}=2[u=1,2, \ldots$, $(t-1) / 2]$.

Example 4.15 Let $t=6$.
0th Associate 1st Associates 2nd Associates 3rd Associates

| 0 | 1, | 5 | 2, |
| :--- | :--- | :--- | :--- |
| 1 | 2, | 4 | 3 |
| 2 | 3, | 1 | 4,5 |
| 3 | 4, | 0 | 5 |
| 4 | 5, | 1 | 5 |
| 5 | 0, | 4 | 0,2 |
| 0 |  |  |  |

We draw the reader's attention to the cyclic development of the treatments in a given associate class, hence the name of the association scheme. The $\boldsymbol{P}$ matrices are as follows:

$$
\begin{aligned}
& \boldsymbol{P}_{1}=\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right) \\
& \boldsymbol{P}_{2}=\left(\begin{array}{llll}
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0
\end{array}\right) \\
& \boldsymbol{P}_{3}=\left(\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 2 & 0 \\
0 & 2 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right)
\end{aligned}
$$

### 4.6.13 Some Remarks

We conclude this section with the following remarks:

1. As we have mentioned earlier, the list of association schemes given here is not exhaustive. Other association schemes with $m>2$ associate classes were given by for example, Roy (1953-1954), Raghavarao (1960), Ogasawara (1965), Yamamoto, Fuji, and Hamada (1965), and Adhikary (1966, 1967). In most cases they represent generalizations of existing association schemes.
2. We have chosen our list of association schemes because they lead to a rather large class of existing and practical PBIB designs [in particular the PBIB(2) designs and the cyclic PBIB designs are well documented (see Chapter 5)] and/or are particularly useful in the construction of systems of confounding for symmetrical and asymmetrical factorial designs (see Chapters 11 and 12).
3. We emphasize that an association scheme does not constitute a PBIB design, nor does it lead automatically to a PBIB design. Methods of constructing designs with a certain association scheme is the subject of Chapter 5. It will turn out that certain association schemes are connected with certain construction methods.

### 4.7 ESTIMATION OF $\rho$ FOR PBIB(2) DESIGNS

Recall from Sections 1.10 and 2.5 that the general problem with utilizing the combined intra- and interblock information is that of finding an estimator for $\rho$, $\widehat{\rho}$, such that

$$
\begin{equation*}
\operatorname{var}[t(\widehat{\rho})] \leq \operatorname{var}(t) \tag{4.56}
\end{equation*}
$$

where $t$ is the intrablock estimator for the estimable function $\boldsymbol{c}^{\prime} \boldsymbol{\tau}$ and $t(\widehat{\rho})$ is the combined estimator for the same function using $\widehat{\rho}$ as the estimate of $\rho$.

Shah (1964) has derived as estimator for $\rho$ for a certain class of designs such that (4.56) holds. We shall state his result without proof and then apply it to the various types of $\operatorname{PBIB}(2)$ designs as in Section 4.6.

### 4.7.1 Shah Estimator

Let $D_{1}$ be the class of proper, equireplicate, binary incomplete block designs for which the concordance matrix $\boldsymbol{N} \boldsymbol{N}^{\prime}$ has only one nonzero eigenvalue (other than $r k)$. Let $\theta$ denote this eigenvalue with multiplicity $\alpha=\operatorname{rank}\left(\boldsymbol{N} \boldsymbol{N}^{\prime}\right)-1$. Further, define

$$
\begin{equation*}
Z=\bar{c}(1+\bar{c})\left\{S S\left(X_{\tau} \mid \boldsymbol{J}\right)-\left(2 \boldsymbol{T}^{\prime}-r \widehat{\boldsymbol{\tau}}^{\prime}\right) \widehat{\boldsymbol{\tau}}\right\} \tag{4.57}
\end{equation*}
$$

where $\bar{c}=(r k / \theta)-1$ and all the other terms are as defined in earlier sections.
We now state the following theorem.
Theorem 4.1 Consider an incomplete block design belonging to the class $D_{1}$. When

$$
\widehat{\rho}= \begin{cases}\frac{\theta}{r k-\theta}\left(\frac{Z}{\alpha \mathrm{MS}_{E}}-1\right) & \text { if } \frac{Z}{\mathrm{MS}_{E}}>\frac{r k \alpha}{\theta} \\ 1 & \text { otherwise }\end{cases}
$$

with $Z$ as given in (4.57), is used in the combined analysis, then for any treatment contrast $\mathbf{c}^{\prime} \boldsymbol{\tau}$,

$$
\operatorname{var}[t(\widehat{\rho})]<\operatorname{var}(t)
$$

for all values of $\rho$ provided that

$$
\begin{equation*}
(\alpha-4)(n-t-b-1) \geq 8 \tag{4.58}
\end{equation*}
$$

### 4.7.2 Application to PBIB(2) Designs

We have already used the result of Theorem 4.1 in connection with BIB designs (see Section 2.5) that clearly belong to $D_{1}$. We have mentioned earlier that among all PBIB designs the $\operatorname{PBIB}(2)$ designs are quite numerous and most useful from a practical point of view. As we have seen in Section 4.4.3, they have two distinct eigenvalues other than $r k$ and expressions for these and their multiplicities are given in (4.31) and (4.32), respectively. Using these results we shall now investigate which $\operatorname{PBIB}(2)$ designs belong to the class $D_{1}$ and give for them the corresponding condition (4.58).

1. Group-Divisible Designs Using the explicit expressions for $\boldsymbol{P}_{1}$ and $\boldsymbol{P}_{2}$ as given in Section 4.6.1, we find that

$$
\begin{aligned}
& \theta_{1}=r-\lambda_{1} \quad \alpha_{1}=t_{1}\left(t_{2}-1\right) \\
& \theta_{2}=r-\lambda_{1}+t_{2}\left(\lambda_{1}-\lambda_{2}\right) \quad \alpha_{2}=t_{1}-1
\end{aligned}
$$

In particular, we have, following Bose and Connor (1952), for
a. Singular GD designs: $r-\lambda_{1}=0$. Hence the designs belong to $D_{1}$, with $\theta=\theta_{2}$ and $\alpha=\alpha_{2}$. Condition (4.58) then becomes $\left(t_{1}-5\right)(n-b-t-$ 1) $\geq 8$.
b. Semiregular GD designs: $r-\lambda_{1}+t_{2}\left(\lambda_{1}-\lambda_{2}\right)=0$. Hence these designs also belong to $D_{1}$, with $\theta=\theta_{1}$ and $\alpha=\alpha_{1}$. Condition (4.58) can, therefore, be written as $\left[t_{1}\left(t_{2}-1\right)-4\right](n-b-t-1) \geq 8$.
c. Regular GD designs: They do not belong to $D_{1}$ since $\theta_{1}>0$ and $\theta_{2}>0$.
2. Triangular Designs Using the results of Section 4.6 .2 we obtain

$$
\begin{aligned}
& \theta_{1}=r+(q-4) \lambda_{1}-(q-3) \lambda_{2} \quad \alpha_{1}=q-1 \\
& \theta_{2}=r-2 \lambda_{1}+\lambda_{2} \quad \alpha_{2}=q(q-3) / 2
\end{aligned}
$$

They belong to $D_{1}$ if either one of these eigenvalues is zero, which is possible.
3. Latin Square Type Designs For the $L_{i}$-association scheme (see Section 4.6.3) we have

$$
\begin{aligned}
& \theta_{1}=r-(i-q)\left(\lambda_{1}-\lambda_{2}\right)-\lambda_{2} \quad \alpha_{1}=i(q-1) \\
& \theta_{2}=r-i\left(\lambda_{1}-\lambda_{2}\right)-\lambda_{2} \quad \alpha_{2}=(q-1)(q-i+1)
\end{aligned}
$$

they belong to $D_{1}$ if either $\theta_{1}$ or $\theta_{2}$ is zero, which is possible.
4. Cyclic Designs Neither the expressions for the eigenvalues or their multiplicities reduce to simple expressions. To check whether a given design belongs to $D_{1}$, we need to work out (4.31) and check whether either $\theta_{1}$ or $\theta_{2}$ equals zero.

## Construction of Partially Balanced Incomplete Block Designs

In the previous chapter we discussed several types of association schemes for PBIB designs with two or more associate classes. There exists a very large number of PBIB designs with these, and other, association schemes. But as we have pointed out earlier, the association schemes themselves do not constitute or generate the actual plan, that is, the assignment of treatment to blocks. To obtain such plans, different methods of construction have been developed and used. It is impossible to mention all of them as the literature in this area is immense. Rather, we shall discuss in some detail only a few methods with emphasis mainly on three types of PBIB designs, namely PBIB(2) designs, in particular, group-divisible PBIB(2) designs, cyclic PBIB designs, and EGD-PBIB designs. The first class is important because it constitutes the largest class of PBIB designs. The second class also represents a rather large class, and the designs are easy to construct and are widely applicable. The last class is important with respect to the construction of systems of confounding for asymmetrical factorial experiments (see Chapter 12).

### 5.1 GROUP-DIVISIBLE PBIB(2) DESIGNS

We shall give a brief discussion of the basic methods for constructing groupdivisible designs. These methods are (i) duals of BIB designs, (ii) method of differences, (iii) finite geometries, and (iv) orthogonal arrays, as developed mainly by Bose, Shrikhande, and Bhattacharya (1953).

### 5.1.1 Duals of BIB Designs

Let $N$ be the incidence matrix of a design $D$ with parameters $t, b, k, r$. Then $N^{\prime}$ denotes the incidence matrix of a design $D^{\prime}$, with parameters $t^{\prime}, b^{\prime}, k^{\prime}, r^{\prime}$, which

[^5]has been obtained from $D$ by interchanging treatments and blocks. This implies that $D^{\prime}$ has parameters $t^{\prime}=b, b^{\prime}=t, k^{\prime}=r, r^{\prime}=k$. The design $D^{\prime}$ is referred to as the dual of the design $D$ (and, of course, vice versa). If the design $D$ has a certain structure, such as being a BIB or PBIB design, then the dual design $D^{\prime}$ very often also has a particular recognizable structure. It is this relationship between $D$ and $D^{\prime}$ that we shall now utilize to construct certain GD-PBIB(2) designs from existing BIB designs. Consider the following theorem.

Theorem 5.1 Let $D$ be a BIB design with parameters $t=s^{2}, b=s(s+1)$, $k=s, r=s+1, \lambda=1$, where $s$ is prime or prime power (see Sections 3.34 and 18.7). Then the dual $D^{\prime}$ is a GD-PBIB(2) design with parameters $t^{\prime}=(s+$ 1) $s, t_{1}=s+1, t_{2}=s, b^{\prime}=s^{2}, k^{\prime}=s+1, r^{\prime}=s, \lambda_{1}=0, \lambda_{2}=1$.

Proof As can be seen from the construction in Section 3.7, $D$ is a resolvable ( $\alpha=1$ ) BIB design, consisting of $s+1$ replication groups with $s$ blocks each and containing each treatment once. Denote the blocks by $B_{j \ell}$ where $j$ denotes the replication group $(j=1,2, \ldots, s+1)$ and $\ell$ denotes the block within the $j$ th replication group $(\ell=1,2, \ldots, s)$. Now consider a treatment $\theta$, say, and suppose it occurs in blocks $B_{1 \ell_{1}}, B_{2 \ell_{2}}, \ldots, B_{s+1, \ell_{s+1}}$. Then in $D^{\prime}$ block $\theta$ contains the treatments $1 \ell_{1}, 2 \ell_{2}, \ldots, \overline{s+1 \ell} \overline{s+1}$. Further, let $\theta_{1}, \theta_{2}, \ldots, \theta_{s-1}$ be the treatments that occur together with $\theta$ in $B_{1 \ell_{1}}$ in $D$. Since $\left\{\theta, \theta_{1}, \theta_{2}, \ldots, \theta_{s-1}\right\}$ appear all in different blocks in the remaining $s$ replication groups (since $\lambda=1$ ), it follows then that in $D^{\prime}$ treatment $1 \ell_{1}$ occurs together exactly once with all $j \ell(j=2, \ldots, s+1 ; \ell=1,2, \ldots, s)$, but not at all with the $s-1$ treatments $1 \ell\left(\ell \neq \ell_{1}\right)$. This implies the association scheme

$$
\begin{array}{rrrrr}
11 & & 12 & \ldots & 1 s \\
21 & & 22 & & \cdots \\
\hline s+1 & 1 & \overline{s+1} & 2 & \ldots
\end{array} \frac{2 s}{s+1} \quad s
$$

where treatments in the same row are 1st associates and 2nd associates otherwise, which is, in fact, the GD association scheme, and since the GD association is unique (Shrikhande, 1952), the resulting design is the GD-PBIB(2) design.

Example 5.1 Consider the BIB design $D$ with $t=3^{2}, b=12, k=3, r=$ $4, \lambda=1$, given by the plan [denoting the treatments by $\left(x_{1}, x_{2}\right), x_{1}, x_{2}=0,1,2$ ]:

Block

| 11 | $(0,0)$ | $(0,1)$ | $(0,2)$ |
| :--- | :--- | :--- | :--- |
| 12 | $(1,0)$ | $(1,1)$ | $(1,2)$ |
| 13 | $(2,0)$ | $(2,1)$ | $(2,2)$ |
|  |  |  |  |
| 21 | $(0,0)$ | $(1,0)$ | $(2,0)$ |
| 22 | $(0,1)$ | $(1,1)$ | $(2,1)$ |
| 23 | $(0,2)$ | $(1,2)$ | $(2,2)$ |


| Block | Treatments |  |  |
| :---: | :---: | :---: | :---: |
| 31 | $(0,0)$ | $(1,2)$ | $(2,1)$ |
| 32 | $(1,0)$ | $(0,1)$ | $(2,2)$ |
| 33 | $(2,0)$ | $(0,2)$ | $(1,1)$ |
|  |  |  |  |
| 41 | $(0,0)$ | $(1,1)$ | $(2,2)$ |
| 42 | $(1,0)$ | $(0,2)$ | $(2,1)$ |
| 43 | $(2,0)$ | $(0,1)$ | $(1,2)$ |

The dual $D^{\prime}$ is then given by

| Block | Treatments |
| :---: | :---: |
| $(0,0)$ | $11,21,31,41$ |
| $(0,1)$ | $11,22,32,43$ |
| $(0,2)$ | $11,23,33,42$ |
|  |  |
| $(1,0)$ | $12,21,32,42$ |
| $(1,1)$ | $12,22,33,41$ |
| $(1,2)$ | $12,23,31,43$ |
|  |  |
| $(2,0)$ | $13,21,33,43$ |
| $(2,1)$ | $13,22,31,42$ |
| $(2,2)$ | $13,23,32,41$ |

The reader can verify easily that this is indeed the plan for a GD-PBIB(2) design with the parameters as indicated. It is isomorphic to plan SR41 given by Clatworthy (1973).

### 5.1.2 Method of Differences

We denote and write the $t=t_{1} t_{2}$ treatments now as follows:

that is, the $(i+1)$ th group in the association scheme for the GD design consists of the treatments $\left(i_{1}, i_{2}, \ldots, i_{t_{2}}\right)$ with $i=0,1, \ldots, t_{1}-1$, these treatments being 1 st associates of each other. The treatments in the $\ell$ th column are referred to as treatments of class $\ell$.

The method of differences as described for BIB designs (Section 3.2) can now be extended for purposes of constructing GD-PBIB(2) designs as stated in the following theorem.

Theorem 5.2 Let it be possible to find $s$ initial blocks $B_{10}, B_{20}, \ldots, B_{s 0}$ such that
i. Each block contains $k$ treatments.
ii. Treatments of class $\ell\left(\ell=1,2, \ldots, t_{2}\right)$ are represented $r$ times among the $s$ blocks.
iii. Among the differences of type $(\ell, \ell)$ arising from the $s$ blocks, each nonzero residue mod $t_{1}$ occurs the same number of times, $\lambda_{2}$, say, for all $\ell=1,2, \ldots, t_{2}$.
iv. Among the differences of type ( $\ell, \ell^{\prime}$ ) arising from the $s$ blocks, each nonzero residue mod $t_{1}$ occurs $\lambda_{2}$ times and 0 occurs $\lambda_{1}$ times, say, for all $\left(\ell, \ell^{\prime}\right)\left(\ell, \ell^{\prime}=1,2, \ldots, t_{2}, \ell \neq \ell^{\prime}\right)$.

Then, developing the initial blocks $B_{10}, B_{20}, \ldots, B_{s 0}$ cyclically, $\bmod t_{1}$ yields a GD-PBIB(2) design with parameters $t=t_{1} t_{2}, b=t_{1} s, k, r=k s / t_{2}, \lambda_{1}, \lambda_{2}$.

The proof is quite obvious as it is patterned after that of Theorem 3.1. By looking at array (5.1), it is clear that through the cyclic development of the initial blocks, any two treatments in the same row occur $\lambda_{1}$ times together in the same block, and any two treatments not in the same row occur $\lambda_{2}$ times together in the same block. This then satisfies the association scheme for the GD-PBIB(2) design.

We shall illustrate this with the following example.
Example 5.2 Let $t=14, t_{1}=7, t_{2}=2$; that is, array (5.1) is

| $0_{1}$ | $0_{2}$ |
| :--- | :--- |
| $1_{1}$ | $1_{2}$ |
| $2_{1}$ | $2_{2}$ |
| $3_{1}$ | $3_{2}$ |
| $4_{1}$ | $4_{2}$ |
| $5_{1}$ | $5_{2}$ |
| $6_{1}$ | $6_{2}$ |

Let the initial blocks of size 4 be

$$
\begin{aligned}
& B_{10}=\left(0_{1}, 0_{2}, 1_{1}, 1_{2}\right) \\
& B_{20}=\left(0_{1}, 0_{2}, 2_{1}, 2_{2}\right) \\
& B_{30}=\left(0_{1}, 0_{2}, 3_{1}, 3_{2}\right)
\end{aligned}
$$

To verify conditions $2-4$ of Theorem 5.2 we see that treatments of class 1 and 2 occur $r=6$ times. Further, the differences of type $(1,1)$ are

$$
\begin{array}{lll}
B_{10}: & 0_{1}-1_{1} \equiv 6 & 1_{1}-0_{1} \equiv 1 \\
B_{20}: & 0_{1}-2_{1} \equiv 5 & 2_{1}-0_{1} \equiv 2 \\
B_{30}: & 0_{1}-3_{1} \equiv 4 & 3_{1}-0_{1} \equiv 3
\end{array}
$$

and the same holds for differences of type (2,2); similarly, differences of type $(1,2)$ are

$$
\begin{array}{lllll}
B_{10}: & 0_{1}-0_{2} \equiv 0 & 0_{1}-1_{2} \equiv 6 & 1_{1}-0_{2} \equiv 1 & 1_{1}-1_{2} \equiv 0 \\
B_{20}: & 0_{1}-0_{2} \equiv 0 & 0_{1}-2_{2} \equiv 5 & 2_{1}-0_{2} \equiv 2 & 2_{1}-2_{2} \equiv 0 \\
B_{30}: & 0_{1}-0_{2} \equiv 0 & 0_{1}-3_{2} \equiv 4 & 3_{1}-0_{2} \equiv 3 & 3_{1}-3_{2} \equiv 0
\end{array}
$$

and the same is true for differences of type $(2,1)$. Hence $\lambda_{1}=6, \lambda_{2}=1$. The plan for the GD-PBIB(2) design with $b=21$ blocks is then

| $\left(0_{1}, 0_{2}, 1_{1}, 1_{2}\right)$ | $\left(0_{1}, 0_{2}, 2_{1}, 2_{2}\right)$ | $\left(0_{1}, 0_{2}, 3_{1}, 3_{2}\right)$ |
| :--- | :--- | :--- |
| $\left(1_{1}, 1_{2}, 2_{1}, 2_{2}\right)$ | $\left(1_{1}, 1_{2}, 3_{1}, 3_{2}\right)$ | $\left(1_{1}, 1_{2}, 4_{1}, 4_{2}\right)$ |
| $\left(2_{1}, 2_{2}, 3_{1}, 3_{2}\right)$ | $\left(2_{1}, 2_{2}, 4_{1}, 4_{2}\right)$ | $\left(2_{1}, 2_{2}, 5_{1}, 5_{2}\right)$ |
| $\left(3_{1}, 3_{2}, 4_{1}, 4_{2}\right)$ | $\left(3_{1}, 3_{2}, 5_{1}, 5_{2}\right)$ | $\left(3_{1}, 3_{2}, 6_{1}, 6_{2}\right)$ |
| $\left(4_{1}, 4_{2}, 5_{1}, 5_{2}\right)$ | $\left(4_{1}, 4_{2}, 6_{1}, 6_{2}\right)$ | $\left(4_{1}, 4_{2}, 0_{1}, 0_{2}\right)$ |
| $\left(5_{1}, 5_{2}, 6_{1}, 6_{2}\right)$ | $\left(5_{1}, 5_{2}, 0_{1}, 0_{2}\right)$ | $\left(5_{1}, 5_{2}, 1_{1}, 1_{2}\right)$ |
| $\left(6_{1}, 6_{2}, 0_{1}, 0_{2}\right)$ | $\left(6_{1}, 6_{2}, 1_{1}, 1_{2}\right)$ | $\left(6_{1}, 6_{2}, 2_{1}, 2_{2}\right)$ |

which is the same as plan S13 of Clatworthy (1973). We note that this PBIB design is, of course, resolvable and that it lends itself to two-way elimination of heterogeneity in that each treatment occurs exactly three times in the first two and the last two positions of the 21 blocks.

### 5.1.3 Finite Geometries

We shall first consider a method of using a projective geometry, $\operatorname{PG}\left(K, p^{n}\right)$, to construct GD-PBIB(2) designs. The result can then be applied similarly to a Euclidean geometry, $\mathrm{EG}\left(K, p^{n}\right)$. (See Appendix B for details about projective and Euclidean geometries). The basic idea in both cases is to omit one point from a finite geometry and all the $M$-spaces containing that point. The remaining $M$-spaces are then taken as the blocks of a PBIB design. More specifically we have the following theorem.

Theorem 5.3 Omitting one point from a $\operatorname{PG}\left(K, p^{n}\right)$ and all the $M$-spaces containing that point, gives rise to a GD-PBIB(2) design, if one identifies the remaining points with the treatments and the remaining $M$-spaces with the blocks. Any two treatments are 1st associates if the line joining them goes through the omitted point, they are 2nd associates otherwise.

Proof The $\operatorname{PG}\left(K, p^{n}\right)$ has $1+p^{n}+p^{2 n}+\cdots+p^{K n}$ points. Omitting one point leads to

$$
\begin{align*}
t & =p^{n}+p^{2 n}+\cdots+p^{K n} \\
& =\left(1+p^{n}+\cdots+p^{(K-1) n}\right) p^{n} \\
& \equiv t_{1} t_{2} \tag{5.2}
\end{align*}
$$

treatments. In the $\operatorname{PG}\left(K, p^{n}\right)$ there are $\psi\left(M, K, p^{n}\right) M$-spaces, of which $\varphi\left(0, M, K, p^{n}\right)$ contain the omitted point. Hence there are

$$
\begin{equation*}
b=\psi\left(M, K, p^{n}\right)-\varphi\left(0, M, K, p^{n}\right) \tag{5.3}
\end{equation*}
$$

$M$-spaces left that constitute the blocks, each $M$-space (block) containing

$$
\begin{equation*}
k=\psi\left(0, M, p^{n}\right)=1+p^{n}+p^{2 n}+\cdots+p^{M n} \tag{5.4}
\end{equation*}
$$

points (treatments). Since each point is contained in $\varphi\left(0, M, K, p^{n}\right) M$-spaces and since each line joining a given point and the omitted point is contained in $\varphi\left(1, M, K, p^{n}\right) M$-spaces, it follows that each retained point (treatment) occurs in

$$
\begin{equation*}
r=\varphi\left(0, M, K, p^{n}\right)-\varphi\left(1, M, K, p^{n}\right) \tag{5.5}
\end{equation*}
$$

retained $M$-spaces (blocks). Further

$$
\begin{align*}
n_{1} & =\psi\left(0,1, p^{n}\right)-2=p^{n}-1=t_{2}-1  \tag{5.6}\\
n_{2} & =t-n_{1}-1=\left(p^{n}+p^{2 n}+\cdots+p^{(K-1) n}\right) p^{n} \\
& =\left(t_{1}-1\right) t_{2} \tag{5.7}
\end{align*}
$$

and

$$
\begin{equation*}
\lambda_{1}=0, \lambda_{2}=\varphi\left(1, M, K, p^{n}\right) \tag{5.8}
\end{equation*}
$$

Thus, we are obviously led to the association scheme for the GD-PBIB(2) design. Because of the uniqueness of the association scheme, the design constructed in this manner is a GD-PBIB design.

As an illustration we consider the following example.
Example 5.3 Let $p=3, K=2, n=1$. The points of the $\operatorname{PG}(2,2)$ are given by triplets $\left(u_{1}, u_{2}, u_{3}\right)$ with $u_{1}, u_{2}, u_{3}=0,1$ except $\left(u_{1} u_{2} u_{3}\right)=(000)$. Suppose we omit the point (100), then the remaining points are: $010,110,001,101,011$, 111 , that is, $t=6$. The lines (i.e., $M=1$ ) not passing through 100 constitute the blocks of the design and are given by

| 001 | 010 | 011 |
| :--- | :--- | :--- |
| 110 | 001 | 111 |
| 010 | 101 | 111 |
| 110 | 101 | 011 |

that is, $b=4, k=3, r=2$. The association scheme is obtained by determining for each point which other points lie on the line going through it and the omitted
point. For example, the only point on the line going through (001) and (100) is obtained from $(\mu 0+v 1, \mu 0+\nu 0, \mu 1+\nu 0)$ with $\mu=v=1$, that is, the point (101). Doing this for all six points leads to the following association scheme:

| 0th Associate | 1st Associates | 2nd Associates |
| :---: | :---: | :---: |
| 010 | 110 | $001,101,011,111$ |
| 110 | 010 | $001,101,011,111$ |
| 001 | 101 | $010,110,011,111$ |
| 101 | 001 | $010,110,011,111$ |
| 011 | 111 | $010,110,001,101$ |
| 111 | 011 | $010,110,001,101$ |

This is, of course, the GD-PBIB association scheme if we write the treatments in the following array:

| 010 | 110 |
| :--- | :--- |
| 001 | 101 |
| 011 | 111 |

Inspection of the plan (5.9) shows that $\lambda_{1}=0, \lambda_{2}=1$. With suitable labeling this is plan SR18 of Clatworthy (1973).

### 5.1.4 Orthogonal Arrays

Orthogonal arrays (for a description see Appendix C) play an important role in the construction of experimental designs (see also Chapters 13 and 14). Of particular interest are orthogonal arrays of strength 2 . This is the type we shall employ here to construct GD-PBIB designs. More specifically we shall employ orthogonal arrays $\mathrm{OA}[N, K, p, 2 ; \lambda]$, where $p$ is prime. Their relationship to the GD-PBIB(2) design is as follows: Replace any integer $x$ appearing in the $i$ th row of the array by the treatment $(i-1) p+x$. The $i$ th row contains then the treatments

$$
(i-1) p,(i-1) p+1, \ldots,(i-1) p+p-1
$$

each occurring $r=N / p$ times since each symbol occurs equally often in each row. The total number of treatments is $t=K p$ and we have $t_{1}=K, t_{2}=p$. The columns of this derived scheme form the blocks of the PBIB design, that is, there are $b=N$ blocks, each of size $k=K$. Treatments in the same row are 1st associates, that is, each treatment has $n_{1}=p-11$ st associates and since these treatments do not appear in any other row, it follows that $\lambda_{1}=0$. Treatments in different rows are 2 nd associates, giving $n_{2}=(K-1) p$. Since we have an $\mathrm{OA}[b, k, p, 2 ; \lambda]$, that is, each possible $2 \times 1$ column vector appearing $\lambda$ times, we have $\lambda_{2}=\lambda$. This is, of course, the association scheme of a GD-PBIB(2) design with the parameters as stated above.

We illustrate this with the following example.
Example 5.4 Consider the following OA[8, 4, 2, 2, 2]:

$$
\mathbf{A}=\left[\begin{array}{llllllll}
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 0 & 1 & 0 & 0 & 1
\end{array}\right]
$$

This leads to the derived GD-PBIB(2) design (with columns representing blocks):

| Block |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ | $\mathbf{8}$ |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 2 | 2 | 3 | 3 | 2 | 2 | 3 | 3 |
| 4 | 4 | 4 | 4 | 5 | 5 | 5 | 5 |
| 6 | 7 | 7 | 6 | 7 | 6 | 6 | 7 |

with $t=8, b=8, k=4, r=4, \lambda_{1}=0, \lambda_{2}=2$. This design is isomorphic to plan SR36 of Clatworthy (1973).

For further specialized methods of constructing GD-PBIB(2) designs the reader is referred to Raghavarao (1971). An essentially complete list of existing plans for GD-PBIB(2) designs is given by Clatworthy (1973) together with references and methods concerning their construction.

### 5.2 CONSTRUCTION OF OTHER PBIB(2) DESIGNS

We shall mention here only a few methods but otherwise refer the reader to the pertinent literature.

### 5.2.1 Triangular PBIB(2) Designs

Recall that the number of treatments is $t=q(q-1) / 2$ and that for the association scheme the treatments are arranged in a triangular array and its mirror image (see Section 4.6.2). One method of constructing triangular designs can then be described as follows.

If we let each row of the association scheme be a block, then the resulting design is a triangular PBIB design with parameters:

$$
t=q(q-1) / 2 \quad b=q \quad k=q-1 \quad r=2 \quad \lambda_{1}=1 \quad \lambda_{2}=0
$$

Example 5.5 Let $t=6=4 \times \frac{3}{2}$. The association scheme is

| $*$ | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- |
| 1 | $*$ | 4 | 5 |
| 2 | 4 | $*$ | 6 |
| 3 | 5 | 6 | $*$ |

The design then is given by

| Block | $1:$ | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
|  | $2:$ | 1 | 4 | 5 |
|  | $3:$ | 2 | 4 | 6 |
|  | $4:$ | 3 | 5 | 6 |

that is, $b=4, k=3, r=2, \lambda_{1}=1, \lambda_{2}=0$.
Other methods given by Shrikhande $(1960,1965)$ and Chang, Liu, and Liu (1965) are based on the existence of certain BIB designs and considering, for example, the dual of the BIB design as omitting certain blocks from the BIB design. Still other methods are given by Clatworthy (1955, 1956), Masuyama (1965), and Ray-Chaudhuri (1965). A listing of practically useful designs is given by Clatworthy (1973).

### 5.2.2 Latin Square PBIB(2) Designs

Similar to the procedure described in the previous section, the following method of constructing $L_{2}$-PBIB designs is closely connected to the square treatment array for the $L_{2}$-association scheme.

We have $t=q^{2}$, and suppose $q$ is prime or prime power. We know that there exist then $q-1$ mutually orthogonal Latin squares (MOLS) of order $q$ (see Section I.10.6.2). The languages for these $q-1$ MOLS are then superimposed on the treatment array, that is, each treatment has associated with it $q-1$ letters, one from each of the $q-1$ MOLS. Collecting the treatments that have the same letter from each of the $q-1$ languages and calling those sets blocks, leads to an $L_{2}$-PBIB design with the following parameters:

$$
t=q^{2} \quad b=q(q-1) \quad k=q \quad r=q-1 \quad \lambda_{1}=0 \quad \lambda_{2}=1
$$

Example 5.6 Let $t=16, q=4$. The $4 \times 4$ association scheme with the superimposed three MOLS is as follows:

| 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: |
| $A \alpha \mathrm{I}$ | $B \beta \mathrm{II}$ | $C \gamma \mathrm{III}$ | $D \delta \mathrm{IV}$ |
| 5 | 6 | 7 | 8 |
| $B \gamma \mathrm{IV}$ | $A \delta \mathrm{III}$ | $D \alpha \mathrm{II}$ | $C \beta \mathrm{I}$ |
| 9 | 10 | 11 | 12 |
| $C \delta \mathrm{II}$ | $D \gamma \mathrm{I}$ | $A \beta \mathrm{IV}$ | $B \alpha \mathrm{III}$ |
| 13 | 14 | 15 | 16 |
| $D \beta \mathrm{III}$ | $C \alpha \mathrm{IV}$ | $B \delta \mathrm{I}$ | $A \gamma \mathrm{II}$ |

The blocks are then

| Block | Treatments |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 1(A) | 1, | 6, | 11, | 16 |
| 2(B) | 2, | 5, | 12, | 15 |
| 3(C) | 3, | 8, | 9, | 14 |
| 4(D) | 4, | 7, | 10, | 13 |
| 5( $\alpha)$ | 1, | 7, | 12, | 14 |
| 6( $\beta$ ) | 2, | 8, | 11, | 13 |
| $7(\gamma)$ | 3, | 5, | 10, | 16 |
| 8( $\delta)$ | 4, | 6, | 9, | 15 |
| 9(I) | 1, | 8, | 10, | 15 |
| 10(II) | 2, | 7, | 9, | 16 |
| 11(III) | 3, | 6, | 12, | 13 |
| 12(IV) | 4, | 5, | 11, | 14 |

It is, of course, obvious from the method of construction that this PBIB design is a resolvable design with the blocks from each language forming a complete replicate.

Other methods of construction, some based on the existence of certain BIB designs, have been given by for example, Bose, Clatworthy, and Shrikhande (1954), Chang and Liu (1964), Clatworthy (1955, 1956, 1967), and, as lattice designs, by Yates (1936b) (see Section 18.7). A list of these designs can be found in Clatworthy (1973).

### 5.3 CYCLIC PBIB DESIGNS

We shall now turn to the rather large class of cyclic PBIB designs we introduced in Section 4.6.12. These designs are quite useful since (1) they are easy to construct, namely as the name suggests through cyclic development of initial blocks, (2) they exist for various combinations of design parameters, and (3) they are easy to analyze, that is, their analytical structure is easy to derive.

### 5.3.1 Construction of Cyclic Designs

As mentioned earlier, the construction of cyclic designs is based on the cyclic development of a set of initial blocks. We can distinguish basically between four types of cyclic designs according to whether the number of blocks $b$ is (1) $b=t$, (2) $b=s t$, (3) $b=t / d$, or (4) $b=t(s+1 / d)$, where $d$ is a divisor of $t$. It is then obvious that

For (1) we need one initial block of size $k$;
For (2) we need $s$ distinct (nonisomorphic) initial blocks of size $k$;

For (3) we need one initial block of size $k$ such that, if cyclically developed, block $b+1=t / d+1$ is the same as the initial block and each treatment is replicated $r$ times. This means that if the initial block contains treatment $i$, it also must contain treatments $i+b, i+2 b, \ldots, i+(d-1) b$. This implies that $d$ is also a divisor of $k$, say $k / d=k^{\prime}$. Then any $k^{\prime}$ treatments $i_{1}, i_{2}, \ldots, i_{k^{\prime}}$ can be chosen and the remaining treatments in the initial block are determined;
For (4) we combine initial blocks from type (1) if $s=1$ or (2) if $s>1$ with an initial block from type (3).

The choice of initial blocks for (1), (2), and hence (4) above is quite arbitrary since any choice will lead to an appropriate design. There is, however, one other consideration that plays an important role in choosing initial blocks and that is the efficiency $E$ of the resulting design. Efficiency here is defined in terms of the average variance of all treatment comparisons (see Section 1.10), and high efficiency is closely related to a small number of associate classes. Whereas the number of associate classes for a cyclic design is, in general, $m=t / 2$ for $t$ even and $m=(t-1) / 2$ for $t$ odd, this number can sometimes be reduced by a proper choice of initial blocks, in some cases even to $m=1$, that is, BIB designs, or $m=2$, that is, $\operatorname{PBIB}(2)$ designs. For example, consider $t=6, k=3, r=3, b=$ 6: If the initial block is $(1,2,3)$, then the plan is

| 1 | 2 | 3 |
| :--- | :--- | :--- |
| 2 | 3 | 4 |
| 3 | 4 | 5 |
| 4 | 5 | 6 |
| 5 | 6 | 1 |
| 6 | 1 | 2 |

and by inspection we can establish the following association scheme:
0th Associate 1st Associates 2nd Associates 3rd Associates

| 1 | 2,6 | 3,5 | 4 |
| :--- | :--- | :--- | :--- |
| 2 | 3,1 | 4,6 | 5 |
| 3 | 4,2 | 5,1 | 6 |
| 4 | 5,3 | 6,2 | 1 |
| 5 | 6,4 | 1,3 | 2 |
| 6 | 1,5 | 2,4 | 3 |

with $\lambda_{1}=2, \lambda_{2}=1, \lambda_{3}=0$, and

$$
\boldsymbol{P}_{1}=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right) \quad \boldsymbol{P}_{2}=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0
\end{array}\right) \quad \boldsymbol{P}_{3}=\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & 2 & 0 \\
0 & 2 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right)
$$

Hence we have a $\operatorname{PBIB}(3)$ design. If, on the other hand, the initial block is $(1,2,4)$, then the resulting plan is

| 1 | 2 | 4 |
| :--- | :--- | :--- |
| 2 | 3 | 5 |
| 3 | 4 | 6 |
| 4 | 5 | 1 |
| 5 | 6 | 2 |
| 6 | 1 | 3 |

and, by inspection, we can speculate on the association scheme as being

| 0th Associate | 1st Associates | 2nd Associates |
| :---: | :---: | :---: |
| 1 | $2,3,5,6$ | 4 |
| 2 | $3,4,6,1$ | 5 |
| 3 | $4,5,1,2$ | 6 |
| 4 | $5,6,2,3$ | 1 |
| 5 | $6,1,3,4$ | 2 |
| 6 | $1,2,4,5$ | 3 |

with $\lambda_{1}=1, \lambda_{2}=2$, and

$$
\boldsymbol{P}_{1}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
1 & 2 & 1 \\
0 & 1 & 0
\end{array}\right) \quad \boldsymbol{P}_{2}=\left(\begin{array}{ccc}
0 & 0 & 1 \\
0 & 4 & 0 \\
1 & 0 & 0
\end{array}\right)
$$

Hence we have in fact a $\operatorname{PBIB}(2)$ design. For the first design we obtain $E=$ 0.743 [see (5.14)], whereas for the second design we find $E=0.784$. Hence the second design is slightly preferable from an efficiency point of view, and this design is therefore listed by John, Wolock, and David (1972). One can convince oneself that no better cyclic design for this combination of parameters exists.

The association scheme for the second design is, indeed, the association scheme for a cyclic PBIB(2) design as discussed in Section 4.6.4, except that we have to relabel the treatments as $0,1, \ldots, 5$. We then have $d_{1}=1, d_{2}=2, d_{3}=$ $4, d_{4}=5, e_{1}=3, \alpha=2, \beta=4$.

An extensive list of initial blocks for cyclic designs for various parameters with $6 \leq t \leq 30, k \leq 10, r \leq 10$, and fractional cyclic designs for $10 \leq t \leq 60,3 \leq$ $k \leq 10$ is given by John, Wolock, and David (1972). A special group in this collection of plans are those with $k=2$, which are often referred to as paired comparison designs.

### 5.3.2 Analysis of Cyclic Designs

The general methods of analyzing incomplete block designs (see Chapter 1) apply, of course, also to the cyclic designs just described, or even more specifically, the methods of analyzing BIB designs (where appropriate) or $\operatorname{PBIB}(m)$
designs can be used. However, as pointed out earlier, for many cyclic designs the number of associate classes, $m$, is rather large and hence the system of equations (4.34) becomes rather large. Instead, another method of solving the RNE

$$
C \hat{\tau}=Q
$$

for cyclic designs can be used. This method is interesting in itself as it makes use of the particular construction process that leads to a circulant matrix $\boldsymbol{C}$ and hence to a circulant matrix $\boldsymbol{C}^{-}$, the elements of which can be written out explicitly (Kempthorne, 1953).

Let us denote the first row of $\boldsymbol{C}$ by $\left(c_{1}, c_{2}, \ldots, c_{t}\right)$. The second row is then obtained by shifting each element of the first row one position to the right (in a circulant manner), and so forth so that $\boldsymbol{C}$ is determined entirely by its first row. The same is true for $\boldsymbol{C}^{-}$, so all we need to know in order to solve the RNE and to obtain expressions for variances of estimable functions $\boldsymbol{\lambda}^{\prime} \boldsymbol{\tau}$, is the first row of $\boldsymbol{C}^{-}$, which we denote by $c^{1}, c^{2}, \ldots, c^{t}$. Let $d_{j}(j=1,2, \ldots, t)$ denote the eigenvalues of $\boldsymbol{C}$ where (Kempthorne, 1953)

$$
\begin{equation*}
d_{j}=\sum_{\ell=1}^{t} c_{\ell}(\ell-1)(j-1) \theta \tag{5.10}
\end{equation*}
$$

and $\theta=2 \pi / t$. Note that $d_{1}=0$; hence $d_{2}, d_{3}, \ldots, d_{t}$ are the nonzero eigenvalues of $\boldsymbol{C}$. Then, as shown by Kempthorne (1953), the elements $c^{i}(i=1,2, \ldots, t)$ are given as

$$
\begin{align*}
c^{1} & =\frac{1}{t} \sum_{j=2}^{t} \frac{1}{d_{j}}  \tag{5.11}\\
c^{i} & =\frac{1}{t} \sum_{j=2}^{t} \frac{\cos (j-1)(i-1) \theta}{d_{j}} \quad(i=2,3, \ldots, t)
\end{align*}
$$

Expressions (5.10) and (5.11) can actually be simplified somewhat. Because of the construction of the designs and the resulting association scheme, we have for the $\lambda_{1 i^{\prime}}$ in $N N^{\prime}$

$$
\begin{aligned}
& \lambda_{12}=\lambda_{1 t}, \lambda_{13}=\lambda_{1, t-1}, \\
& \lambda_{14}=\lambda_{1, t-2}, \ldots, \begin{cases}\lambda_{1, t / 2}=\lambda_{1, t / 2+2} \\
\lambda_{1,(t+1) / 2}=\lambda_{1,(t+3) / 2} & \text { for } t \text { even }\end{cases} \\
& \text { fodd }
\end{aligned}
$$

and hence we have for $\boldsymbol{C}$

$$
\begin{aligned}
& c_{1}=r \frac{k-1}{k} \\
& c_{2}=c_{t}=\frac{-\lambda_{12}}{k}
\end{aligned}
$$

$$
\begin{aligned}
c_{3} & =c_{t-1}=\frac{-\lambda_{13}}{k} \\
c_{4} & =c_{t-2}=\frac{-\lambda_{14}}{k} \\
c_{(t+1) / 2} & =c_{(t+3) / 2}=\frac{-\lambda_{1,(t+1) / 2}}{k} \quad \text { for } t \text { odd }
\end{aligned}
$$

or

$$
c_{(t+2) / 2}=\frac{-\lambda_{1,(t+2) / 2}}{k} \quad \text { for } t \text { even }
$$

As a consequence, also the maximum number of different $c^{i}$ values is $(t+1) / 2$ for $t$ odd or $(t+2) / 2$ for $t$ even. With the $c^{i}$ values given in (5.11) we can find the variances of treatment comparisons in general via comparisons with treatment 1 as follows:

$$
\begin{align*}
\operatorname{var}\left(\widehat{\tau_{i}}-\widehat{\tau}_{i^{\prime}}\right) & =\operatorname{var}\left(\widehat{\tau_{1}}-\widehat{\tau}_{i^{\prime}-i+1}\right) \\
& =2\left(c^{1}-c^{i^{\prime}-i+1}\right) \sigma_{e}^{2} \quad \text { for } i^{\prime}>i \tag{5.12}
\end{align*}
$$

This is, of course, a consequence of the circulant form of $\boldsymbol{C}^{-}$. The average variance of all such treatment comparisons then is

$$
\text { av. } \begin{aligned}
\operatorname{var} & =\frac{1}{t(t-1)} \sum_{\substack{i i^{\prime} \\
i \neq i^{\prime}}} \operatorname{var}\left(\widehat{\tau}_{i}-\widehat{\tau}_{i^{\prime}}\right) \\
& =\frac{1}{t-1} \sum_{i \neq 1} \operatorname{var}\left(\widehat{\tau}_{1}-\widehat{\tau}_{i}\right)
\end{aligned}
$$

and using (5.12),

$$
\begin{align*}
\text { av. var } & =\frac{2}{t-1} \sum_{i \neq 1}\left(c^{1}-c^{i}\right) \sigma_{e}^{2} \\
& =\frac{2}{t-1}\left(t c^{1}-\sum_{i=1}^{t} c^{i}\right) \sigma_{e}^{2} \\
& =\frac{2 t}{t-1} c^{1} \sigma_{e}^{2} \tag{5.13}
\end{align*}
$$

since $\sum_{i=1}^{t} c^{i}=0$ as can be verified directly by using (5.11). From (5.12) it follows then that the efficiency factor for the treatment comparison between the $i$ th and the $i^{\prime}$ th treatment is

$$
E_{i i^{\prime}}=\frac{2 \sigma_{e}^{2} / r}{2\left(c^{1}-c^{i^{\prime}-i+1}\right) \sigma_{e}^{2}}=\frac{1}{r\left(c^{1}-c^{i^{\prime}-i+1}\right)}
$$

and from (5.13) that the overall efficiency factor is

$$
\begin{equation*}
E=\frac{2 \sigma_{e}^{2} / r}{2 t c^{1} \sigma_{e}^{2} /(t-1)}=\frac{t-1}{r t c^{1}} \tag{5.14}
\end{equation*}
$$

### 5.4 KRONECKER PRODUCT DESIGNS

In previous sections we have used the fact that incomplete block designs can sometimes be generated from some other existing incomplete block design, for example, the residual design of a BIB design is also a BIB design, the duals of certain BIB designs are PBIB(2) designs. In this section we shall use another widely applicable and useful technique to generate new incomplete block designs from existing designs. This method and hence the resulting designs are referred to as Kronecker product designs. These designs were first introduced by Vartak (1955) and later put on a more formal basis by Surendran (1968).

### 5.4.1 Definition of Kronecker Product Designs

Suppose we have two PBIB designs, $D_{1}$ and $D_{2}$, with $m_{1}$ and $m_{2}$ associate classes, respectively [in what follows we consider a BIB design as a $\operatorname{PBIB}(1)$ design] defined by their respective incidence matrices $\boldsymbol{N}_{1}$ and $\boldsymbol{N}_{2}$ with the following parameters:

$$
\begin{array}{ccl}
D_{1}: & t_{1}, r_{1}, k_{1}, b_{1}, n_{u}, \lambda_{u} & \boldsymbol{P}_{k}=\left(p_{u v}^{k}\right)  \tag{5.15}\\
D_{2}: & t_{2}, r_{2}, k_{2}, b_{2}, n_{f}^{*}, \lambda_{f}^{*} & \boldsymbol{P}_{f}^{*}=\left(q_{g h}^{f}\right)
\end{array}\left(f, v, k=0,1, \ldots, m_{1}\right)
$$

Consider now the Kronecker product

$$
\begin{equation*}
N=N_{1} \times N_{2} \tag{5.16}
\end{equation*}
$$

where $N$ is obtained by multiplying each element in $N_{1}$ by the matrix $N_{2}$. It is immediately obvious that $N$ is an incidence matrix of dimension $t \times b$ with $t=t_{1} t_{2}$ and $b=b_{1} b_{2}$. Furthermore, each row of $N$ contains $r=r_{1} r_{2}$ unity elements and each column contains $k=k_{1} k_{2}$ unity elements. Hence the design $D$, defined by its incidence matrix (5.16), is an incomplete block design with $t$ treatments, $b$ blocks, $r$ replicates per treatment, and $k$ units per block. It remains for us to show that this Kronecker product design is indeed a PBIB design and to establish its association scheme and the remaining parameters.

### 5.4.2 Properties of Kronecker Product Designs

Let us denote the treatments of $D_{1}$ by the vector $\boldsymbol{\theta}^{\prime}=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{t_{1}}\right)$ and the treatments of $D_{2}$ by the vector $\boldsymbol{\phi}^{\prime}=\left(\phi_{1}, \phi_{2}, \ldots, \phi_{t_{2}}\right)$. The treatments for design $D$ can then be defined by what Kurkjian and Zelen $(1962,1963)$ have called the symbolic direct product between $\boldsymbol{\theta}$ and $\boldsymbol{\phi}$.

Definition 5.1 Let $\boldsymbol{\theta}^{\prime}=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{q}\right)$ and $\boldsymbol{\phi}^{\prime}=\left(\phi_{1}, \phi_{2}, \ldots, \phi_{s}\right)$ be two arrays of size $q$ and $s$, respectively. Then a new array $\boldsymbol{x}$ of size $q \cdot s$ is created by the symbolic direct product (SDP) of $\boldsymbol{\theta}$ and $\boldsymbol{\phi}$ as follows:

$$
\boldsymbol{x}=\boldsymbol{\theta} \otimes \boldsymbol{\phi}=\left[\begin{array}{c}
x_{11}  \tag{5.17}\\
x_{12} \\
\vdots \\
x_{1 s} \\
x_{21} \\
\vdots \\
x_{q s}
\end{array}\right]
$$

It is convenient to enumerate the rows of the matrix $N$ in (5.16) in the same way as the array in (5.17). We shall now prove the following theorem.

Theorem 5.4 Let $D_{1}$ and $D_{2}$ be two PBIB designs with parameters as given in (5.15). Then the Kronecker product design $D$ as defined by its incidence matrix $\boldsymbol{N}=\boldsymbol{N}_{1} \times \boldsymbol{N}_{2}$ is a PBIB design with $m=\left(m_{1}+1\right)\left(m_{2}+1\right)-1$ associate classes and the following association scheme: If treatments $\theta_{\nu}$ and $\theta_{\nu^{\prime}}$ are $u$ th associates in $D_{1}$ and if treatments $\phi_{\mu}$ and $\phi_{\mu^{\prime}}$ are $g$ th associates in $D_{2}$ then the treatments $x_{v \mu}$ and $x_{v^{\prime} \mu^{\prime}}$ are said to be $(u: g)$ th associates in $D$ with $(u: g)=(0: 0),(0: 1), \ldots,\left(0: m_{2}\right),(1: 0), \ldots,\left(m_{1}: m_{2}\right)$.

Proof We shall prove the theorem by establishing that the concordance matrix and the association matrices satisfy certain conditions as established by Bose and Mesner (1959) and as used in Chapter 4.

Let $\boldsymbol{B}_{u}\left(u=0,1, \ldots, m_{1}\right)$ and $\boldsymbol{B}_{g}^{*}\left(g=0,1, \ldots, m_{2}\right)$ be the association matrices for designs $D_{1}$ and $D_{2}$, respectively. We then have

$$
\begin{equation*}
\boldsymbol{N}_{1} \boldsymbol{N}_{1}^{\prime}=\sum_{u=0}^{m_{1}} \lambda_{u} \boldsymbol{B}_{u} \tag{5.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{N}_{2} \boldsymbol{N}_{2}^{\prime}=\sum_{g=0}^{m_{2}} \lambda_{g}^{*} \boldsymbol{B}_{g}^{*} \tag{5.19}
\end{equation*}
$$

Then, using (5.16), (5.18), and (5.19), we obtain

$$
\begin{aligned}
\boldsymbol{N} \boldsymbol{N}^{\prime} & =\left(\boldsymbol{N}_{1} \times \boldsymbol{N}_{2}\right)\left(\boldsymbol{N}_{1} \times \boldsymbol{N}_{2}\right)^{\prime} \\
& =\left(\boldsymbol{N}_{1} \boldsymbol{N}_{1}^{\prime}\right) \times\left(\boldsymbol{N}_{2} \boldsymbol{N}_{2}^{\prime}\right)
\end{aligned}
$$

$$
\begin{align*}
& =\left(\sum_{u=0}^{m_{1}} \lambda_{u} \boldsymbol{B}_{u}\right) \times\left(\sum_{g=0}^{m_{2}} \lambda_{g}^{*} \boldsymbol{B}_{g}^{*}\right) \\
& =\sum_{u=0}^{m_{1}} \sum_{g=0}^{m_{2}} \lambda_{u} \lambda_{g}^{*}\left(\boldsymbol{B}_{u} \times \boldsymbol{B}_{g}^{*}\right) \tag{5.20}
\end{align*}
$$

Now let

$$
\begin{equation*}
\boldsymbol{B}_{u: g}=\boldsymbol{B}_{u} \times \boldsymbol{B}_{g}^{*} \tag{5.21}
\end{equation*}
$$

It can be seen easily that the $\boldsymbol{B}_{u: g}$ are association matrices since
(i) $\boldsymbol{B}_{0: 0}=\boldsymbol{B} \times \boldsymbol{B}_{0}^{*}=\boldsymbol{I}_{t}$
(ii) $\sum_{u=0}^{m_{1}} \sum_{g=0}^{m_{2}} \boldsymbol{B}_{u: g}=\sum_{u} \sum_{g} \boldsymbol{B}_{u} \times \boldsymbol{B}_{g}^{*}$
$=\left(\sum_{u} \boldsymbol{B}_{u}\right) \times\left(\sum_{g} \boldsymbol{B}_{g}^{*}\right)=\mathfrak{J}_{t_{1}} \mathfrak{J}_{t_{1}}^{\prime} \times \mathfrak{J}_{t_{2}} \boldsymbol{J}_{t_{2}}^{\prime}=\mathfrak{J}_{t} \mathfrak{J}_{t}^{\prime}$
(iii) $\boldsymbol{B}_{u: g} \boldsymbol{B}_{v: h}=\left(\boldsymbol{B}_{u} \times \boldsymbol{B}_{g}^{*}\right)\left(\boldsymbol{B}_{v} \times \boldsymbol{B}_{h}^{*}\right)=\left(\boldsymbol{B}_{u} \boldsymbol{B}_{v}\right) \times\left(\boldsymbol{B}_{g}^{*} \boldsymbol{B}_{h}^{*}\right)$
$=\left(\sum_{k=0}^{m_{1}} p_{u v}^{k} \boldsymbol{B}_{k}\right) \times\left(\sum_{f=0}^{m_{2}} q_{g h}^{f} \boldsymbol{B}_{f}^{*}\right)$
$=\sum_{k=0}^{m_{1}} \sum_{f=0}^{m_{2}} p_{u v}^{k} q_{g h}^{f}\left(\boldsymbol{B}_{k} \times \boldsymbol{B}_{f}^{*}\right)$
$=\sum_{k=0}^{m_{1}} \sum_{f=0}^{m_{2}} p_{u v}^{k} q_{g h}^{f} \boldsymbol{B}_{k: f}$
$=\sum_{k=0}^{m_{1}} \sum_{f=0}^{m_{2}} p_{u: g, v: h}^{k: f} \boldsymbol{B}_{k: f}$
with

$$
p_{u: g, v: h}^{k: f}=p_{u v}^{k} q_{g h}^{f}
$$

and

$$
p_{u: g, v: h}^{k: f}=p_{u: h, u: g}^{k: f}
$$

Further, the association scheme defined by the association matrices (5.21) is indeed the same as that stated in the theorem, which is immediately obvious from the way the treatments of $\boldsymbol{N}$ have been enumerated in (5.17).

This completes the proof of the theorem.

By way of proving the theorem, we also obtain the remaining parameters of the Kronecker product design $D$ as

$$
\begin{aligned}
n_{u: f} & =n_{u} n_{f}^{*} \\
\lambda_{u: f} & =\lambda_{u} \lambda_{f}^{*} \\
\boldsymbol{P}_{k: f} & =\left(p_{u: g, v: h}^{k: f}\right) \\
& =\left(p_{u v}^{k} \cdot p_{g h}^{f}\right) \\
& =\boldsymbol{P}_{k} \times \boldsymbol{P}_{f}^{*}
\end{aligned}
$$

with $(u: f)=(0: 0),(0: 1), \ldots,\left(0: m_{2}\right),(1,0), \ldots,\left(m_{1}: m_{2}\right)$.
As a simple application we consider the following example.
Example 5.7 Let $D_{1}$ be a BIB design with parameters $t_{1}=4, b_{1}=4, k_{1}=$ 3, $r_{1}=3\left(=\lambda_{0}\right), \lambda_{1}=2$, and incidence matrix

$$
\boldsymbol{N}_{1}=\left(\begin{array}{llll}
1 & 1 & 1 & 0 \\
1 & 1 & 0 & 1 \\
1 & 0 & 1 & 1 \\
0 & 1 & 1 & 1
\end{array}\right)
$$

and let $D_{2}$ be a BIB design with $t_{2}=3, b_{2}=3, k_{2}=2, r_{2}=2\left(=\lambda_{0}^{*}\right), \lambda_{1}^{*}=1$, and incidence matrix

$$
\boldsymbol{N}_{2}=\left(\begin{array}{lll}
1 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 1
\end{array}\right)
$$

Then $D$ has the parameters $t=12, b=12, k=6, r=6\left(=\lambda_{0: 0}\right), \lambda_{0: 1}=3$; $\lambda_{1: 0}=4, \lambda_{1: 1}=2$, and incidence matrix

$$
\boldsymbol{N}=\left(\begin{array}{cccc}
\boldsymbol{N}_{2} & \boldsymbol{N}_{2} & \boldsymbol{N}_{2} & 0 \\
\boldsymbol{N}_{2} & \boldsymbol{N}_{2} & 0 & \boldsymbol{N}_{2} \\
\boldsymbol{N}_{2} & 0 & \boldsymbol{N}_{2} & \boldsymbol{N}_{2} \\
0 & \boldsymbol{N}_{2} & \boldsymbol{N}_{2} & \boldsymbol{N}_{2}
\end{array}\right)
$$

With

$$
\begin{array}{ll}
\boldsymbol{B}_{0}=\boldsymbol{I}_{t_{1}} & \boldsymbol{B}_{1}=\boldsymbol{J}_{t_{1}} \boldsymbol{J}_{t_{1}}^{\prime}-\boldsymbol{I}_{t_{1}} \\
\boldsymbol{B}_{0}^{*}=\boldsymbol{I}_{t_{2}} & \boldsymbol{B}_{1}^{*}=\boldsymbol{J}_{t_{2}} \boldsymbol{J}_{t_{2}}^{\prime}-\boldsymbol{I}_{t_{2}}
\end{array}
$$

as the association matrices for $D_{1}$ and $D_{2}$, respectively, the association matrices for $D$ are

$$
\begin{aligned}
& \boldsymbol{B}_{0: 0}=\boldsymbol{I}_{t_{1}} \times \boldsymbol{I}_{t_{2}}=\boldsymbol{I}_{t} \\
& \boldsymbol{B}_{0: 1}=\boldsymbol{I}_{t_{1}} \times\left(\boldsymbol{J}_{t_{2}} \boldsymbol{J}_{t_{2}}^{\prime}-\boldsymbol{I}_{t_{1}}\right)=\boldsymbol{I}_{t_{1}} \times \boldsymbol{J}_{t_{2}} \boldsymbol{J}_{t_{2}}^{\prime}-\boldsymbol{I}_{t}
\end{aligned}
$$

$$
\begin{aligned}
\boldsymbol{B}_{1: 0} & =\left(\boldsymbol{J}_{t_{1}} \boldsymbol{J}_{t_{1}}^{\prime}-\boldsymbol{I}_{t_{1}}\right) \times \boldsymbol{I}_{t_{2}}=\boldsymbol{J}_{t_{1}} \boldsymbol{J}_{t_{1}}^{\prime} \times \boldsymbol{I}_{t_{2}}-\boldsymbol{I}_{t} \\
\boldsymbol{B}_{1: 1} & =\left(\boldsymbol{J}_{t_{1}} \boldsymbol{J}_{t_{1}}^{\prime}-\boldsymbol{I}_{t_{1}}\right) \times\left(\boldsymbol{J}_{t_{2}} \boldsymbol{J}_{t_{2}}^{\prime}-\boldsymbol{I}_{t_{2}}\right) \\
& =\boldsymbol{J}_{t} \boldsymbol{J}_{t}^{\prime}-\boldsymbol{J}_{t_{1}} \boldsymbol{J}_{t_{1}}^{\prime} \times \boldsymbol{I}_{t_{2}}-\boldsymbol{I}_{t_{1}} \times \boldsymbol{J}_{t_{2}} \boldsymbol{J}_{t_{2}}^{\prime}+\boldsymbol{I}_{t}
\end{aligned}
$$

Obviously

$$
\boldsymbol{B}_{0: 0}+\boldsymbol{B}_{0: 1}+\boldsymbol{B}_{1: 0}+\boldsymbol{B}_{1: 1}=\mathfrak{J}_{t} \mathfrak{J}_{t}^{\prime}
$$

Any treatment in $D$ is denoted, according to (5.17), by $(i, j)$ where $i=$ $1,2,3,4, j=1,2,3$, and these treatments are arranged in the order as given by (5.17). The association scheme for this $\mathrm{PBIB}(3)$ design can then be expressed in two ways, both of which are useful:

1. Any two treatments $(i, j)$ and $\left(i^{\prime}, j^{\prime}\right)$ are

$$
\begin{array}{lll}
0: 0 \text { associates if } & i=i^{\prime} & j=j^{\prime} \\
0: 1 \text { associates if } & i=i^{\prime} & j \neq j^{\prime} \\
1: 0 \text { associates if } & i \neq i^{\prime} & j=j^{\prime} \\
1: 1 \text { associates if } & i \neq i^{\prime} & j \neq j^{\prime}
\end{array}
$$

or
2. If the treatments are arranged in the $4 \times 3$ array

| $(1,1)$ | $(1,2)$, | $(1,3)$ |
| :--- | :--- | :--- |
| $(2,1)$ | $(2,2)$, | $(2,3)$ |
| $(3,1)$ | $(3,2)$, | $(3,3)$ |
| $(4,1)$ | $(4,2)$, | $(4,3)$ |

then each treatment is the $0: 0$ th associate of itself, and any two treatments are
$0: 1$ associates if they are in the same row
1:0 associates if they are in the same column
1:1 associates if they are in different rows and columns
This association scheme has been referred to as the extended group-divisible association scheme for an EGD(3)-PBIB design by Hinkelmann and Kempthorne (1963) using representation 1 above, and as the rectangular association scheme by Vartak (1955) using representation 2 (see Sections 4.6.9 and 4.6.5).

Finally, the $\boldsymbol{P}$ matrices for the design $D$ are obtained from those for design $D_{1}$ :

$$
\boldsymbol{P}_{0}=\left(\begin{array}{ll}
1 & 0 \\
0 & 3
\end{array}\right) \quad \boldsymbol{P}_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 2
\end{array}\right)
$$

and design $D_{2}$ :

$$
\boldsymbol{P}_{0}^{*}=\left(\begin{array}{ll}
1 & 0 \\
0 & 2
\end{array}\right) \quad \boldsymbol{P}_{1}^{*}=\left(\begin{array}{ll}
0 & 1 \\
1 & 1
\end{array}\right)
$$

as

$$
\begin{aligned}
& \boldsymbol{P}_{0: 0}=\left(\begin{array}{llllll}
1 & & & & \\
& & & & & \boldsymbol{\phi} \\
& & 2 & & \\
& \boldsymbol{\phi} & & & & \\
& & & & 6
\end{array}\right) \quad \boldsymbol{P}_{0: 1}=\left(\begin{array}{llllll}
0 & & 1 & & \\
1 & & 1 & & & \\
& & & 0 & & 3 \\
& \boldsymbol{\phi} & & & & \\
& & & 3 & & 3
\end{array}\right) \\
& \boldsymbol{P}_{1: 0}=\left(\begin{array}{ccccc} 
& & & 1 & 0 \\
& \boldsymbol{\phi} & & & \\
1 & & 0 & 2 & 0 \\
0 & 2 & 0 & 4
\end{array}\right) \quad \boldsymbol{P}_{1: 1}=\left(\begin{array}{cccc} 
& & & 0 \\
\boldsymbol{\phi} & & & 1 \\
& & & 1 \\
0 & & 1 & 0 \\
1 & & 1 & 2
\end{array}\right)
\end{aligned}
$$

The method of constructing PBIB designs as Kronecker product designs can, obviously, be extended to Kronecker products of incidence matrices for three or more existing PBIB designs, for example,

$$
N=N_{1} \times N_{2} \times N_{3}
$$

and the reader should have no difficulties working out the parameters of the resulting PBIB design with $\left(m_{1}+1\right)\left(m_{2}+1\right)\left(m_{3}+1\right)-1$ associate classes, where $m_{1}, m_{2}, m_{3}$ are the numbers of associate classes of the component designs.

### 5.4.3 Usefulness of Kronecker Product Designs

It is, of course, clear that the usefulness of Kronecker product designs is somewhat limited as even for two component designs, that is, for $N=N_{1} \times N_{2}$ they may require rather large block sizes and/or large numbers of replications depending on the corresponding parameters for the underlying designs $\boldsymbol{N}_{1}$ and $\boldsymbol{N}_{2}$. In general, therefore, only those designs $N_{1}$ and $N_{2}$ with moderate values for $k$ and/or $r$ will be useful in this connection.

Also, the number of associate classes for Kronecker product PBIB designs may be quite large since the maximum number of associate classes for $N=N_{1} \times N_{2}$ is $m_{1} m_{2}+m_{1}+m_{2}$. Vartak (1955) and Kageyama (1972) have shown, however, that under certain conditions this number can be reduced considerably, thereby actually inducing a different association scheme. Kageyama (1972), for example, proves that a necessary and sufficient condition for an EGD-( $\left.2^{\nu}-1\right)$-PBIB design (see Section 4.6.9) based on the $v$-fold Kronecker product of BIB designs to reduce to $\operatorname{PBIB}(\nu)$ designs having the hypercubic association scheme (see Section 4.6.10) is that the $v$ BIB designs have the same number of treatments and the same
block size. This not only makes Kronecker product PBIB designs more attractive from a practical point of view but it also provides methods of constructing PBIB designs with different association schemes.

### 5.5 EXTENDED GROUP-DIVISIBLE PBIB DESIGNS

We have mentioned earlier that the EGD-PBIB designs play a major role in connection with systems of confounding for asymmetrical factorial experiments and balanced factorial experiments (see Chapter 12). Knowing how to construct EGD-PBIB designs therefore means knowing how to construct such systems of confounding. It is for this reason that we shall present a few methods of constructing EGD-PBIB designs.

### 5.5.1 EGD-PBIB Designs as Kronecker Product Designs

As illustrated already by Example 5.7, the EGD-PBIB(3) design can be constructed as the Kronecker product of two BIB designs. It is then quite obvious that a $v$-fold Kronecker product of BIB designs will lead to an EGD-PBIB $\left(2^{\nu}-1\right)$ design. More formally, we state the following theorem.

Theorem 5.5 Let there be $v$ designs $D_{i}$ with parameters $t_{i}, b_{i}, k_{i}, r_{i}, \lambda_{(i)}$ and incidence matrix $N_{i}(i=1,2, \ldots, v)$, respectively. Then the Kronecker product design $D$ as given by its incidence matrix

$$
N=N_{1} \times N_{2} \times \cdots \times N_{v}
$$

is an EGD/( $\left.2^{v}-1\right)$-PBIB design with parameters

$$
\begin{aligned}
t= & \prod_{i=1}^{\nu} t_{i} \quad b
\end{aligned}=\prod_{i=1}^{\nu} b_{i} \quad k=\prod_{i=1}^{\nu} k_{i} \quad r=\prod_{i=1}^{\nu} r_{i} .
$$

where the power $\gamma_{i}=0$ or 1 .
Proof For the proof we simply refer to the definition of the Kronecker product design (Section 5.4) and the definition of the EGD/(2v -1$)$-PBIB design (Section 4.6.9).

### 5.5.2 Method of Balanced Arrays

The second method of constructing EGD-PBIB designs is due to Aggarwal (1974). It is based on balanced arrays. Before we give the corresponding theorem we need first the following definition.

Definition 5.2 Let $\boldsymbol{\alpha}^{\prime}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{q}\right)$ and $\boldsymbol{\beta}^{\prime}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{q}\right)$ be two arrays of $q$ elements, then the symbolic inner product (SIP), $\boldsymbol{\alpha}^{\prime} \odot \boldsymbol{\beta}^{\prime}$, of these arrays is the array defined as

$$
\boldsymbol{\alpha}^{\prime} \odot \boldsymbol{\beta}^{\prime}=\left(\alpha_{1} \beta_{1}, \alpha_{2} \beta_{2}, \ldots, \alpha_{q} \beta_{q}\right)
$$

We then state the following theorem.
Theorem 5.6 The existence of an EGD/(2 $\left.2^{\nu}-1\right)$-PBIB design with parameters $t=\prod_{i=1}^{v} t_{i}, b=\prod_{i=2}^{v} t_{i}\left(t_{i}-1\right), k=t_{i}, r=\prod_{i=2}^{v}\left(t_{i}-1\right)$, and

$$
\lambda_{\gamma_{1} \gamma_{2} \ldots \gamma_{v}}= \begin{cases}1 & \text { if } \gamma_{1}=\gamma_{2}=\ldots=\gamma_{v}=1 \\ 0 & \text { otherwise }\end{cases}
$$

where $t_{1} \leq t_{i}(i=2,3, \ldots, v)$, is implied by the existence of $v-1$ balanced arrays $\mathrm{BA}_{i}\left[t_{i}\left(t_{i}-1\right), t_{1}, t_{i}, 2\right](i=2,3, \ldots, v)$, that is, with $N_{i}=t_{i}\left(t_{i}-1\right)$ assemblies, $t_{1}$ constraints, strength $2, t_{i}$ levels, and for each $i$

$$
\lambda\left(x_{1}, x_{2}\right)= \begin{cases}0 & \text { if } x_{1}=x_{2} \\ 1 & \text { otherwise }\end{cases}
$$

[for a definition of balanced array (BA) see Appendix C].
Proof This proof actually gives the construction of the EGD-PBIB design, assuming that the $\mathrm{BA}_{i}$ exist. Denote the columns of $\mathrm{BA}_{i}$ by $\boldsymbol{a}_{i 1}, \boldsymbol{a}_{i 2}, \ldots, \boldsymbol{a}_{i,\left(t_{i}-1\right)}$ and the elements in $\mathrm{BA}_{i}$ by $0,1, \ldots, t_{i}-1$. Then construct successively the following EGD-PBIB designs:

1. Take the SIP of the array $\left[0,1,2, \ldots,\left(t_{1}-1\right)\right]$ and each $\boldsymbol{a}_{2 j}^{\prime}[j=$ $\left.1,2, \ldots, t_{2}\left(t_{2}-1\right)\right]$ of $\mathrm{BA}_{2}$. If each SIP is taken as a block with treatments of the form $\left(x_{1} x_{2}\right)$, then this yields an $\mathrm{EGD}(3)$-PBIB design with the following parameters: $t=t_{1} t_{2}, b=t_{2}\left(t_{2}-1\right), k=t_{1}, r=t_{2}-1, n_{01}=t_{2}-$ $1, n_{10}=t_{1}-1, \quad n_{11}=\left(t_{1}-1\right)\left(t_{2}-1\right), \quad \lambda_{01}=0, \lambda_{10}=0, \lambda_{11}=1$. This can be verified easily by noting that (a) each element of $\mathrm{BA}_{2}$ must occur $t_{2}-1$ times in each row of $\mathrm{BA}_{2}$, hence each element in $\left(0,1, \ldots, t_{1}-1\right)$ is combined with each element of $\left(0,1, \ldots, t_{2}-1\right)$, implying $r=t_{2}-1$; (b) each SIP forms a block of size $k=t_{1}$ and hence $b=t_{2}\left(t_{2}-1\right)$; (c) because of the BA property concerning the $\lambda\left(x_{1}, x_{2}\right)$, no two pairs of elements, that is, no two treatments $(i, j)$ and $\left(i^{\prime}, j^{\prime}\right)$, say, occur together in the same block if $i=i^{\prime}$ or $j=j^{\prime}$, implying $\lambda_{01}=\lambda_{10}=0$, and two pairs of elements $(i, j)$ and $\left(i^{\prime}, j^{\prime}\right)$ occur together exactly once if $i \neq i^{\prime}$ and $j \neq j^{\prime}$, implying $\lambda_{11}=1$. This establishes the EGD(3)-PBIB property of this design. We denote the blocks, that is, SIP arrays, of this EGD-PBIB design by $\boldsymbol{b}_{21}^{\prime}, \boldsymbol{b}_{22}^{\prime}, \ldots, \boldsymbol{b}_{2, t_{2}\left(t_{2}-1\right)}^{\prime}$.
2. Then take the SIP of the $\boldsymbol{b}_{2 j}^{\prime}\left[j=1,2, \ldots, t_{2}\left(t_{2}-1\right)\right]$ with the $\boldsymbol{a}_{3 \ell}^{\prime}[\ell=$ $\left.1,2, \ldots, t_{3}\left(t_{3}-1\right)\right]$ of $\mathrm{BA}_{3}$. This leads to an EGD/7-PBIB design with parameters $t=t_{1} t_{2} t_{3}, b=t_{2}\left(t_{2}-1\right) t_{3}\left(t_{3}-1\right), k=t_{1}, r=\left(t_{2}-1\right)$ $\left(t_{3}-1\right), \lambda_{001}=\lambda_{010}=\lambda_{011}=\lambda_{100}=\lambda_{101}=\lambda_{110}=0, \lambda_{111}=1, n_{100}=$ $t_{1}-1, \quad n_{010}=t_{2}-1, \quad n_{001}=t_{3}-1, \quad n_{110}=\left(t_{1}-1\right)\left(t_{2}-1\right), \quad n_{101}=$ $\left(t_{1}-1\right)\left(t_{3}-1\right), \quad n_{011}=\left(t_{2}-1\right)\left(t_{3}-1\right), n_{111}=\left(t_{1}-1\right)\left(t_{2}-1\right)\left(t_{3}-1\right)$. This can be verified by repeating the arguments given in item 1.
3. Continue the process of forming the SIP of the blocks of the EGD/( $\left.2^{q}-1\right)$ PBIB design with the columns of $\mathrm{BA}_{q+1}$ until $q=v-1$. The resulting design is then an EGD/(2 $\left.2^{\nu}-1\right)$-PBIB design with parameters as stated in the theorem.

Example 5.8 Let $t=36=3 \times 3 \times 4$, that is, $t_{1}=3, t_{2}=3, t_{3}=4$. The two required BAs are (see Appendix C for construction)

$$
\begin{gathered}
\mathrm{BA}_{2}=\left(\begin{array}{cccccc}
0 & 1 & 2 & 0 & 1 & 2 \\
2 & 0 & 1 & 1 & 2 & 0 \\
1 & 2 & 0 & 2 & 0 & 1
\end{array}\right) \\
\mathrm{BA}_{3}=\left(\begin{array}{llllllllllll}
0 & 1 & 2 & 3 & 0 & 1 & 2 & 3 & 0 & 1 & 2 & 3 \\
1 & 0 & 3 & 2 & 2 & 3 & 0 & 1 & 3 & 2 & 1 & 0 \\
2 & 3 & 0 & 1 & 3 & 2 & 1 & 0 & 1 & 0 & 3 & 2
\end{array}\right)
\end{gathered}
$$

The SIP of $(0,1,2)$ with the columns of $\mathrm{BA}_{2}$ yields

$$
\begin{aligned}
& \boldsymbol{b}_{21}^{\prime}=(00,12,21) \\
& \boldsymbol{b}_{22}^{\prime}=(01,10,22) \\
& \boldsymbol{b}_{23}^{\prime}=(02,11,20) \\
& \boldsymbol{b}_{24}^{\prime}=(00,11,22) \\
& \boldsymbol{b}_{25}^{\prime}=(01,12,20) \\
& \boldsymbol{b}_{26}^{\prime}=(02,10,21)
\end{aligned}
$$

The SIP of the $\boldsymbol{b}_{2 j}^{\prime}$ 's with the columns of $\mathrm{BA}_{3}$ yields the final plan with 72 blocks of size 3 as given in Table 5.1.

### 5.5.3 Direct Method

The methods described in Sections 5.5.1 and 5.5.2 depend both on the availability of appropriate BIB designs or BAs, respectively. The method to be described in this section, which is due to Chang and Hinkelmann (1987), is a direct method in the sense that it is based ab initio on simple combinatorial operations.

Table 5.1 EGD-PBIB Design for $t=36, b=72, k=3$, and $r=6$

| $(000,121,212)$ | $(010,101,222)$ |
| :--- | :--- |
| $(001,120,213)$ | $(011,100,223)$ |
| $(002,123,210)$ | $(012,103,220)$ |
| $(003,122,211)$ | $(013,102,221)$ |
| $(000,122,213)$ | $(010,102,223)$ |
| $(001,123,212)$ | $(011,103,222)$ |
| $(002,120,211)$ | $(012,100,221)$ |
| $(003,121,210)$ | $(013,101,220)$ |
| $(000,123,211)$ | $(010,103,221)$ |
| $(001,122,210)$ | $(012,10,220)$ |
| $(002,121,213)$ | $(013,100,222)$ |
| $(003,120,212)$ | $(000,111,222)$ |
| $(020,111,202)$ | $(001,110,223)$ |
| $(021,110,203)$ | $(002,113,220)$ |
| $(022,113,200)$ | $(000,112,221)$ |
| $(023,112,201)$ | $(002,113,222)$ |
| $(020,112,203)$ | $(003,111,221)$ |
| $(021,113,202)$ | $(000,113,221)$ |
| $(022,110,201)$ | $(002,112,220)$ |
| $(023,111,200)$ | $(003,110,222)$ |
| $(020,113,201)$ | $(020,101,212)$ |
| $(021,112,200)$ | $(021,100,213)$ |
| $(022,111,203)$ | $(022,103,210)$ |
| $(023,110,202)$ | $(023,102,211)$ |
| $(010,121,202)$ | $(020,102,213)$ |
| $(011,120,203)$ | $(021,103,212)$ |
| $(012,123,200)$ | $(022,100,211)$ |
| $(013,122,201)$ | $(023,101,210)$ |
| $(010,122,203)$ | $(021,103,211)$ |
| $(011,123,202)$ | $(023,101,213)$ |
| $(012,120,201)$ |  |
| $(013,121,200)$ | $(010,123,201)$ |
| $(011,122,200)$ | $(012,121,203)$ |

Before we state the main result, we introduce, for ease of notation, the following definition.

Definition 5.3 For $x$ and $y$ intergers and $x>y$, let

$$
\begin{equation*}
x^{(y)}=\frac{x!}{(x-y)!}=x(x-1) \cdots(x-y+1) \tag{5.22}
\end{equation*}
$$

We then have the following theorem.
Theorem 5.7 For $t=\prod_{i=1}^{v} t_{i}$ treatments with $t_{1} \leq t_{2} \leq \cdots \leq t_{\nu}$ there exists an EGD/( $\left.2^{\nu}-1\right)$-PBIB design with parameters

$$
\begin{aligned}
t= & \prod_{i=1}^{\nu} t_{i} \quad b=\prod_{i=2}^{\nu} t_{i}^{\left(t_{1}\right)} \\
r= & \prod_{i=2}^{\nu}\left(t_{i}-1\right)^{\left(t_{1}-1\right)} \quad k=t_{1} \\
& \lambda(0,0, \ldots, 0)=r \quad \lambda(1, \ldots, 1)=\prod_{i=2}^{\nu}\left(t_{1}-2\right)^{\left(t_{1}-2\right)} \\
& \quad \text { all other } \lambda(\boldsymbol{\gamma})=0
\end{aligned}
$$

The proof is rather elementary but quite lengthy. We shall not go through all the details here and instead refer the reader to Chang and Hinkelmann (1987). Just as for Theorem 5.6, however, the proof is based on the actual construction of the design, and the individual steps of the method will be described now. To do so, it is useful to introduce some notation.

Let $\left(x_{1}, x_{2}, \ldots, x_{\nu}\right)$ denote a treatment with $x_{i} \in\left\{1,2, \ldots, t_{i}\right\}$ for $i=$ $1,2, \ldots, v$ and $x_{i}$ is called the $i$ th component of the treatment (see Section 4.6.9). We then define a matrix

$$
\boldsymbol{P}=\left[\begin{array}{c}
\boldsymbol{P}^{(1)}  \tag{5.23}\\
\boldsymbol{P}^{(2)} \\
\vdots \\
\boldsymbol{P}^{\left(t_{1}\right)}
\end{array}\right]
$$

of dimension $\left(\prod_{i=1}^{v-1} t_{i}\right) \times t_{v}$ with the submatrix $\boldsymbol{P}^{(\ell)}$ of dimension $\left(\prod_{i=2}^{v-1} t_{i}\right) \times$ $t_{v}$. (In what follows we shall abbreviate $\prod_{i=1}^{v-1}$ by $\prod_{\text {and }}^{\prod_{i=2}^{v-1} \text { by } \prod^{*} \text { ). The }{ }^{2} \text {. }{ }^{2} \text {. }}$ elements of $\boldsymbol{P}$ are the treatments $\left(x_{1}, x_{2}, \ldots, x_{v}\right)$, and $\boldsymbol{P}^{(\ell)}$ has the following properties:

1. The first component of any element is $\ell$ for $\ell=1,2, \ldots, t_{1}$.
2. The last component of any element in the $s$ th column is $s\left(1 \leq s \leq t_{\nu}\right)$.
3. The remaining components of any element are changed from one row to the next by first changing the $(v-1)$ th component from 1 through $t_{v-1}$, then the $(v-2)$ th component from 1 through $t_{v-2}$, and so on.

For example, for $v=3$ the submatrix $\boldsymbol{P}^{(\ell)}$ is of the form

$$
\left[\begin{array}{cccc}
(\ell, 1,1) & (\ell, 1,2) & \ldots & \left(\ell, 1, t_{3}\right)  \tag{5.24}\\
(\ell, 2,1) & (\ell, 2,2) & \ldots & \left(\ell, 2, t_{3}\right) \\
& \ldots & \ldots & \\
\left(\ell, t_{2}, 1\right) & \left(\ell, t_{2}, 2\right) & \ldots & \left(\ell, t_{2}, t_{3}\right)
\end{array}\right]
$$

for $\ell=1,2, \ldots, t_{1}$.
The next step is to define a matrix derived from $\boldsymbol{P}$,

$$
\boldsymbol{Q}(\boldsymbol{P})=\left[\begin{array}{c}
\boldsymbol{q}_{1}  \tag{5.25}\\
\boldsymbol{q}_{2} \\
\vdots \\
\boldsymbol{q}_{t_{1}}
\end{array}\right]
$$

of order $t_{1} \times t_{v}$ such that $\boldsymbol{q}_{\ell}$ is a row vector from $\boldsymbol{P}^{(\ell)}\left(\ell=1,2, \ldots, t_{1}\right)$ and any two vectors, $\boldsymbol{q}_{(\ell)}$ and $\boldsymbol{q}_{\left(\ell^{\prime}\right)}$, do not have the same row number in $\boldsymbol{P}^{(\ell)}$ and $\boldsymbol{P}^{\left(\ell^{\prime}\right)}$, respectively. Denote the possible choices of $\boldsymbol{Q}(\boldsymbol{P})$ by $\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}, \ldots, \boldsymbol{Q}_{N}$ (suppressing $\boldsymbol{P}$ ), where

$$
N=\Pi^{*} t_{i}^{\left(t_{1}\right)}
$$

Example 5.9 Let $t=24, t_{1}=2, t_{2}=3, t_{3}=4$. The $\boldsymbol{P}$ matrices as given by (5.24) are

$$
\begin{aligned}
& \boldsymbol{P}^{(1)}=\left[\begin{array}{llll}
(1,1,1) & (1,1,2) & (1,1,3) & (1,1,4) \\
(1,2,1) & (1,2,2) & (1,2,3) & (1,2,4) \\
(1,3,1) & (1,3,2) & (1,3,3) & (1,3,4)
\end{array}\right] \\
& \boldsymbol{P}^{(2)}=\left[\begin{array}{llll}
(2,1,1) & (2,1,2) & (2,1,3) & (2,1,4) \\
(2,2,1) & (2,2,2) & (2,2,3) & (2,2,4) \\
(2,3,1) & (2,3,2) & (2,3,3) & (2,3,4)
\end{array}\right]
\end{aligned}
$$

With $N=3^{(2)}=6$ we then have

$$
\begin{aligned}
\boldsymbol{Q}_{1} & =\left[\begin{array}{llll}
(1,1,1) & (1,1,2) & (1,1,3) & (1,1,4) \\
(2,2,1) & (2,2,2) & (2,2,3) & (2,2,4)
\end{array}\right] \\
\boldsymbol{Q}_{2} & =\left[\begin{array}{llll}
(1,1,1) & (1,1,2) & (1,1,3) & (1,1,4) \\
(2,3,1) & (2,3,2) & (2,3,3) & (2,3,4)
\end{array}\right] \\
\boldsymbol{Q}_{3} & =\left[\begin{array}{llll}
(1,2,1) & (1,2,2) & (1,2,3) & (1,2,4) \\
(2,1,1) & (2,1,2) & (2,1,3) & (2,1,4)
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
\boldsymbol{Q}_{4} & =\left[\begin{array}{llll}
(1,2,1) & (1,2,2) & (1,2,3) & (1,2,4) \\
(2,3,1) & (2,3,2) & (2,3,3) & (2,3,4)
\end{array}\right] \\
\boldsymbol{Q}_{5} & =\left[\begin{array}{llll}
(1,3,1) & (1,3,2) & (1,3,3) & (1,3,4) \\
(2,1,1) & (2,1,2) & (2,1,3) & (2,1,4)
\end{array}\right] \\
\boldsymbol{Q}_{6} & =\left[\begin{array}{llll}
(1,3,1) & (1,3,2) & (1,3,3) & (1,3,4) \\
(2,2,1) & (2,2,2) & (2,2,3) & (2,2,4)
\end{array}\right]
\end{aligned}
$$

The PBIB design is now obtained by forming, for each $\boldsymbol{Q}_{\ell}(\ell=1,3, \ldots, N)$, arrays

$$
\begin{equation*}
\boldsymbol{B}_{\ell_{j}}=\left(b_{\ell j 1}, b_{\ell j 2}, \ldots, b_{\ell j t_{1}}\right) \tag{5.26}
\end{equation*}
$$

such that

1. $b_{\ell j i}$ is an element of the $i$ th row of $\boldsymbol{Q}_{\ell}$.
2. For $i \neq i^{\prime}, b_{\ell j i}$ and $b_{\ell j i^{\prime}}$ are selected from different columns of $\boldsymbol{Q}_{\ell}$.

Thus for any given $\ell$, there are $t_{v}^{\left(t_{1}\right)}$ such $\boldsymbol{B}_{\ell j}$. The total number of arrays then is

$$
\begin{equation*}
b=N \times t_{\nu}^{\left(t_{1}\right)}=\left(\prod^{*} t_{i}^{\left(t_{1}\right)}\right) \times t_{\nu}^{\left(t_{1}\right)}=\prod_{i=2}^{\nu} t_{i}^{\left(t_{1}\right)} \tag{5.27}
\end{equation*}
$$

Each array (5.26) represents a block of size $t_{1}$ and (5.27) gives the total number of blocks. Hence the collection of all $\boldsymbol{B}_{\ell_{j}}$ 's is the desired EGD/( $\left.2^{v}-1\right)$-PBIB design.

From $Q_{1}$ we obtain the following $12 \boldsymbol{B}_{1 j}$ :

| $\boldsymbol{B}_{11}:$ | $(1,1,1)$ | $(2,2,2)$ | $\boldsymbol{B}_{14}:$ | $(1,1,2)$ | $(2,2,1)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\boldsymbol{B}_{12}:$ | $(1,1,1)$ | $(2,2,3)$ | $\boldsymbol{B}_{15}:$ | $(1,1,2)$ | $(2,2,1)$ |
| $\boldsymbol{B}_{13}:$ | $(1,1,1)$ | $(2,2,4)$ | $\boldsymbol{B}_{16}:$ | $(1,1,2)$ | $(2,2,4)$ |
| $\boldsymbol{B}_{17}:$ | $(1,1,3)$ | $(2,2,1)$ | $\boldsymbol{B}_{10}:$ | $(1,4,2)$ | $(2,2,1)$ |
| $\boldsymbol{B}_{18}:$ | $(1,1,3)$ | $(2,2,2)$ | $\boldsymbol{B}_{11}:$ | $(1,1,4)$ | $(2,2,2)$ |
| $\boldsymbol{B}_{19}:$ | $(1,1,3)$ | $(2,2,4)$ | $\boldsymbol{B}_{12}:$ | $(1,1,4)$ | $(2,2,3)$ |

The other blocks can be constructed in a similar way.
It is, of course, obvious from the design above that only treatments that differ in all three components appear together in the same block. In general, this is assured by the definition of the $\boldsymbol{P}$ matrices in (5.24), the $\boldsymbol{Q}$ matrices in (5.25) and the $\boldsymbol{B}$ arrays in (5.26). Hence, only $\lambda(1,1, \ldots, 1)>0$.

Finally, we point out that if $t_{1}=2$ (as in Example 5.9) the method just described yields the same design as Aggarwal's (1974) method described in Section 5.5.2.

### 5.5.4 Generalization of the Direct Method

As stated in Theorem 5.7 the direct method leads to EGD-PBIB designs with block size $k=t_{1}$. Following Chang and Hinkelmann (1987) we shall now show that the theorem can be modified and used to construct certain EGD-PBIB designs with blocks of size $k=t_{i}$ where $2 \leq i \leq \nu$.

Suppose we have $t=t_{1} \times t_{2} \times \cdots \times t_{v}$ treatments with $t_{1} \leq t_{2} \leq \cdots \leq t_{\nu}$. Let $A=\left\{i_{1}, i_{2}, \ldots, i_{n}\right\}$ be a subset of $1,2, \ldots, v$ with $2 \leq n \leq v$. For ease of notation we take $A=\{1,2, \ldots, n\}$, but the reader should have no difficulty replacing in actual applications $1,2, \ldots, n$ by $i_{1}, i_{2}, \ldots, i_{n}$. The main result can then be stated as in the following theorem.

Theorem 5.8 Consider an experiment with $t=\prod_{i=1}^{v} t_{i}$ treatments with $t_{1} \leq$ $t_{2} \leq \cdots \leq t_{\nu}$. Let $A=\{1,2, \ldots, n\}$. Then there exists an EGD/( $\left.2^{\nu-1}\right)$-PBIB design with parameters

$$
\begin{aligned}
& t=\prod_{i=1}^{v} t_{i} \quad b=\left(\prod_{i=2}^{n} t_{i}^{\left(t_{1}\right)}\right)\left(\prod_{j=n+1}^{v} t_{j}\right) \\
& r=\prod_{i=2}^{n}\left(t_{i}-1\right)^{\left(t_{1}-1\right)} \quad k=t_{1} \\
& \lambda(\underbrace{1,1, \ldots, 1}_{n}, 0, \ldots, 0)=\prod_{i=2}^{n}\left(t_{i}-2\right)^{\left(t_{1}-2\right)} \\
& \text { all other } \lambda(\gamma)=0
\end{aligned}
$$

Before we prove the theorem we introduce the notation in the following definition.

Definition 5.4 Let $\boldsymbol{a}_{i}^{\prime}=\left(1,2, \ldots, t_{i}\right)$ be $1 \times t_{i}$ vectors for $i=1,2, \ldots, v$. The symbolic direct multiplication (SDM) of $\boldsymbol{a}_{p}$ and $\boldsymbol{a}_{q}(1 \leq p, q \leq v)$, denoted by $\boldsymbol{a}_{p} \odot \boldsymbol{a}_{q}$ is given by an array of $t_{q}$ vectors:

$$
\boldsymbol{a}_{p} \odot \boldsymbol{a}_{q}=\left[\left(\begin{array}{c}
(1,1) \\
(2,1) \\
\vdots \\
\left(t_{p}, 1\right)
\end{array}\right), \quad\left(\begin{array}{c}
(1,2) \\
(2,2) \\
\vdots \\
\left(t_{p}, 2\right)
\end{array}\right), \ldots, \quad\left(\begin{array}{c}
\left(1, t_{q}\right) \\
\left(2, t_{q}\right) \\
\vdots \\
\left(t_{p}, t_{q}\right)
\end{array}\right)\right]
$$

where each vector has $t_{p}$ elements and the second components in a given vector are identical and equal to $1,2, \ldots, t_{q}$, respectively.

Proof of Theorem 5.8 We first construct an EGD/(2n -1$)$-PBIB design for $t^{*}=\prod_{i=1}^{n} t_{i}$ treatments according to Theorem 5.7. Let the parameters of this design be $b^{*}, r^{*}, k^{*}, \lambda^{*}$ say, as given in Theorem 5.7. Let $\boldsymbol{B}_{j}^{*}\left(j=1,2, \ldots, b^{*}\right)$ be a block in the EGD $/\left(2^{n}-1\right)$-PBIB design. Further, let $\boldsymbol{d}_{i}^{\prime}=\left(1,2, \ldots, t_{i}\right)(i=$ $1,2, \ldots, v$ ), and let $\bar{A}=\{1,2, \ldots, v\}-A=\{n+1, n+2, \ldots, v\}$ (because we have chosen $A=\{1,2, \ldots, n\})$. We then define the SDP

$$
D_{\bar{A}}=\boldsymbol{d}_{n+1} \otimes \boldsymbol{d}_{n+2} \otimes \cdots \otimes \boldsymbol{d}_{v}
$$

and consider the SDM

$$
\boldsymbol{B}_{j}=\boldsymbol{B}_{j}^{*} \odot \boldsymbol{D}_{\bar{A}}
$$

for $j=1,2, \ldots, b^{*}$. Each $\boldsymbol{B}_{j}^{*}$ consists of $\prod_{j=n+1}^{v} t_{j}$ vectors, each vector having $t_{1}$ elements, each element being an $v$-tuple and representing a treatment. We thus have

$$
b=b^{*} \times \prod_{j=n+1}^{\nu} t_{j}=\left(\prod_{i=2}^{n} t_{i}^{\left(t_{1}\right)}\right)\left(\prod_{j=n+1}^{\nu} t_{j}\right)
$$

vectors and each such vector is taken as a block for the EGD/( $\left.2^{\nu}-1\right)$-PBIB design. From the construction it is obvious that any two elements in the same block (vector) of $\boldsymbol{B}_{j}$ are different in the first $n$ positions and identical in the last $(\nu-n)$ positions. Hence $\lambda(1, \ldots, 1,0, \ldots, 0)=\lambda^{*}(1, \ldots, 1)$ and all other $\lambda(\gamma)$ are zero. The other properties of the EGD/(2v-1$)$-PBIB design follow easily.

We shall illustrate this procedure to construct a design with blocks of size 3 for $t=24$ treatments.

Example 5.10 Let $t=24, t_{1}=2, t_{2}=3, t_{3}=4$. To construct an EGD-PBIB design with blocks of size $k=3$, we take $A=\{2,3\}$ and construct an EGD/3PBIB design for $t^{*}=12=3 \times 4$ according to Theorem 5.7. For this case we define $\prod_{i=2}^{v-1} t_{i}$ (for $v=2$ ) to be 1 , so that the matrix $\boldsymbol{P}$ of (5.23) becomes

$$
\boldsymbol{P}=\left[\begin{array}{llll}
(1,1) & (1,2) & (1,3) & (1,4) \\
(2,1) & (2,2) & (2,3) & (2,4) \\
(3,1) & (3,2) & (3,3) & (3,4)
\end{array}\right]
$$

and $\boldsymbol{Q}(\boldsymbol{P})=\boldsymbol{P}$. Then the $\boldsymbol{B}_{j}^{*}$ are of the form
$\left[\begin{array}{l}(1,1) \\ (2,2) \\ (3,3)\end{array}\right] \quad\left[\begin{array}{l}(1,1) \\ (2,2) \\ (3,4)\end{array}\right] \quad\left[\begin{array}{l}(1,1) \\ (2,3) \\ (3,2)\end{array}\right] \quad\left[\begin{array}{l}(1,1) \\ (2,3) \\ (3,4)\end{array}\right] \quad\left[\begin{array}{l}(1,1) \\ (2,4) \\ (3,2)\end{array}\right] \quad\left[\begin{array}{l}(1,1) \\ (2,4) \\ (3,3)\end{array}\right]$
plus 18 more blocks. Now $\bar{A}=\{1\}$ and hence

$$
\boldsymbol{D}_{\{1\}}=\binom{1}{2}
$$

Then, for any $\boldsymbol{B}_{j}^{*}$ above we obtain

$$
\boldsymbol{B}_{j}=\boldsymbol{B}_{j}^{*} \odot \boldsymbol{D}_{\{1\}}
$$

that is, the $\boldsymbol{B}_{j}$ 's are of the form

| $(1,1,1)$ | $(1,1,2)$ | $(1,1,1)$ | $(1,1,2)$ |
| :--- | :--- | :--- | :--- |
| $(2,2,1)$ | $(2,2,2)$ | $(2,2,1)$ | $(2,2,2)$ |
| $(3,3,1)$ | $(3,3,2)$ | $(3,4,1)$ | $(3,4,2)$ |

and we have a total of 48 blocks. All we need to do now to obtain the final result is to interchange the elements in each triplet above so that they are in the "right" order, that is,

| $(1,1,1)$ | $(2,1,1)$ | $(1,1,1)$ | $(2,1,2)$ |
| :--- | :--- | :--- | :--- |
| $(1,2,2)$ | $(2,2,2)$ | $(1,2,2)$ | $(2,2,2)$ |
| $(1,3,3)$ | $(2,3,3)$ | $(1,3,4)$ | $(2,3,4)$ |

The parameters for this design then are $t=24, b=48, k=3, r=6$, and $\lambda(0,1,1)=1$.

We conclude this section to point out that the EGD-PBIB designs thus constructed are disconnected except when $\boldsymbol{A}=\{1,2, \ldots, \nu\}$ which, of course, is the design of Theorem 5.7. Though disconnectedness is not desirable in general, it can be useful in connection with asymmetrical factorial experiments (see Chapter 12).

### 5.6 HYPERCUBIC PBIB DESIGNS

Using the result due to Kageyama (1972) that an EGD/( $\left.2^{\nu}-1\right)$-PBIB design constructed as a $v$-fold Kronecker product of BIB designs reduces to a hypercubic PBIB design with $v$ associate classes if and only if the $v$ BIB designs have the same number of treatments and the same block size, we can state the following corollary to Theorem 5.5.

Corollary 5.1 Let there be $v$ BIB designs $\boldsymbol{D}_{i}$ with parameters $t_{i}, b_{i}, k_{i}, r_{i}, \lambda_{(i)}$ and incidence matrix $\boldsymbol{N}_{i}$ such that $t_{i}=q$ and $k_{i}=k^{*}(i=$ $1,2, \ldots, v)$. Then the Kronecker product design $D$ given by its incidence matrix

$$
N=N_{1} \times N_{2} \times \cdots \times N_{v}
$$

is a hypercubic $\operatorname{PBIB}(v)$ design with parameters $t=q^{v}, b=\prod_{i=1}^{v} b_{i}, k=$ $\left(k^{*}\right)^{v}, r=\prod_{i=1}^{v} r_{i}$, and $\lambda_{j}=\prod_{i=1}^{j} r_{i} \prod_{i=j+1}^{v} \lambda_{(i)}$ for $j=1,2, \ldots, \nu$.

Proof We refer simply to the definition of the hypercubic association scheme (Section 4.6.10). Concerning the expression for $\lambda_{j}$, we note that because the $t_{i}$ 's and $k_{i}$ 's are identical it follows that $r_{i} / \lambda_{(i)}=$ constant for each $i$ and hence all the $\lambda\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{\nu}\right)$ of the EDG-PBIB with the same number of unity components are identical.

Similarly, for a second method of constructing hypercubic PBIB designs, we consider a special case of Theorem 5.6 and state the following corollary.

Corollary 5.2 (Aggarwal, 1974) A hypercubic PBIB design with the parameters $t=q^{v}, \quad b=q^{\nu-1}(q-1)^{v-1}, \quad k=q, r=(q-1)^{\nu-1}, \quad \lambda_{1}=\lambda_{2}=\cdots=$ $\lambda_{\nu-1}=0, \lambda_{v}=1$ can be constructed if $q$ is a prime or a prime power.

For the proof we refer to the proof of Theorem 5.6 and the definition of the hypercubic association scheme (see Section 4.6.10).

For another method of constructing hypercubic designs, see Chang (1989).

## CHAPTER 6

## More Block Designs and Blocking Structures

### 6.1 INTRODUCTION

In Chapters 3 and 5 we described the construction of two rather large classes of incomplete block designs with desirable statistical and mathematical properties. Yet, these designs do not cover the need for incomplete block designs for many practical applications, such as variety, environmental, medical, sensory, and screening trials. It is impossible to create a catalogue with all possible designs because of the large number of combinations of design parameters. Hence there is a need for simple methods of constructing designs. Of particular interest often are resolvable designs (see Section 2.7.2) as they allow a certain amount of flexibility with respect to spatial and/or sequential experimentation. In this chapter we shall present three quite general algorithms to construct resolvable incomplete block designs allowing equal or unequal block sizes.

Although in general comparisons among all treatments are of primary interest, there are situations where this is only of secondary importance. In such situations the forms of the experiment is on comparing so-called test treatments versus a control (the word control is used here in a general sense with different meaning in different areas of practical applications). Any of the designs discussed in previous chapters can be used for that purpose by simply declaring one of the $t$ treatments as the control. Because of the special nature of the desired inference, however, special designs have been developed, and we shall discuss them briefly here.

So far we have only considered designs with one blocking factor. In most practical situations this is clearly sufficient to develop an efficient experimental protocol. There are, however, situations where it is useful to take into account additional blocking factors to further reduce experimental error. We shall consider

[^6]here briefly one additional blocking factor, one that leads us to the notion of row-column designs as generalization of the Latin-square-type designs of Chapter I. 10.

### 6.2 ALPHA DESIGNS

These designs, called $\alpha$-designs, were introduced by Patterson and Williams (1976) and further developed by John and Williams (1995) to be used mainly in the setting of variety trials in agronomy.

### 6.2.1 Construction Method

The general ideas and steps of constructing an $\alpha$-design are as follows:

1. Denote the $t$ treatments by $0,1, \ldots, t-1$.
2. Let $t=k s$, where $k$ is the desired block size and $s$ is the number of blocks in each replicate, there being $r$ replicates in the final design.
3. Select as the generating array a $k \times r$ array $\alpha$ with elements $a(p, q)$ in the set of residues $\bmod s(p=0,1,2, \ldots, k-1 ; q=1,2, \ldots, r)$.
4. Develop each column of $\alpha$ cyclically $\bmod s$ to generate an intermediate $k \times r s$ array, $\alpha^{*}$.
5. Add $i \cdot s$ to each element in the $(i+1)$ th row of $\alpha^{*}(i=1,2, \ldots, k-1)$ to obtain the final array, $\alpha^{* *}$, containing elements $0,1,2, \ldots, t-1$.
6. Separate $\alpha^{* *}$ into $r$ sets, where the $j$ th set is formed by the columns, $(j-1) s+1,(j-1) s+2, \ldots,(j-1) s+s(j=1,2, \ldots, r)$, each column representing a block.

Example 6.1 We shall illustrate this construction method by adapting an example from John and Williams (1995) for $t=12=4 \times 3$; that is, $k=4, s=3$. In Table 6.1 we give the generating array $\alpha$, for $r=2$, the intermediate array $\alpha^{*}$, the final array $\alpha^{* *}$, and the final design.

The generating array $\alpha$ in Table 6.1 is called a reduced array, having zeros in the first row and first column. All arrays can be represented in the reduced form by adding suitable elements to individual rows and columns, always reducing $\bmod s$. This is convenient for the search of optimal $\alpha$-designs; that is, designs with the highest efficiency factor $E$ [see (1.108)]. For more details see Williams and John (2000).

The efficiency factor itself is closely tied to the concurrence matrix $\boldsymbol{N} \boldsymbol{N}^{\prime}$. It is easy to verify that $\boldsymbol{N} \boldsymbol{N}^{\prime}$ for the design in Table 6.1 has off-diagonal elements equal to $0,1,2$, implying that some treatment pairs never occur together in a block, other pairs occur together once, and still others occur together twice. To indicate this property the design will be called a $\alpha(0,1,2)$-design. Just as, in general, 2-associate class PBIB designs are more efficient than 3-associate class PBIB designs for the same parameters $(t, b, k, r)$, so are 2-occurrence class

Table 6.1 Construction of Design for $\boldsymbol{t}=\mathbf{1 2}$, $s=3, k=4$, and $r=2$

| $\alpha$ Array |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 |  |  |  |  |
| 0 | 1 |  |  |  |  |
| 0 | 2 |  |  |  |  |
| 0 | 0 |  |  |  |  |
| $\alpha^{*}$ Array |  |  |  |  |  |
| 0 | 1 | 2 | 0 | 1 | 2 |
| 0 | 1 | 2 | 1 | 2 | 0 |
| 0 | 1 | 2 | 2 | 0 | 1 |
| 0 | 1 | 2 | 0 | 1 | 2 |
| $\alpha^{* *}$ Array |  |  |  |  |  |
| 0 | 1 | 2 | 0 | 1 | 2 |
| 3 | 4 | 5 | 4 | 5 | 3 |
| 6 | 7 | 8 | 8 | 6 | 7 |
| 9 | 10 | 11 | 9 | 10 | 11 |
| Final Design |  |  |  |  |  |


| Replicate | 1 |  |  |  | 2 |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Block | 1 | 2 | 3 |  | 1 | 2 | 3 |
|  | 0 | 1 | 2 |  | 0 | 1 | 2 |
|  | 3 | 4 | 5 |  | 4 | 5 | 3 |
|  | 6 | 7 | 8 |  | 8 | 6 | 7 |
|  | 9 | 10 | 11 |  | 9 | 10 | 11 |

$\alpha$-designs preferred over 3-occurrence class $\alpha$ designs (Patterson and Williams, 1976). For example, the generating array

$$
\begin{array}{ll}
0 & 0 \\
0 & 2 \\
0 & 1 \\
0 & 1
\end{array}
$$

leads to an $\alpha(0,1)$-design. The efficiency factor for this design can be computed to be .71, which, in this case, is about the same as that for the $\alpha(0,1,2)$-design. For purposes of comparison we mention that the upper bound (1.110) for the efficiency factor is .82 .

### 6.2.2 Available Software

Williams and Talbot (1993) have provided a design generation software package, called ALPHA ${ }^{+}$, which produces $\alpha$-designs in the parameter ranges

$$
2 \leq r \leq 10 \quad 2 \leq k \leq 20 \quad t \leq 500
$$

A more general software package, called CyDesigN, has been provided by Whitaker, Williams, and John (1997). Both packages are able to construct designs with high efficiency factors relative to the upper bounds for such design thus leading to near-optimal designs.

### 6.2.3 Alpha Designs with Unequal Block Sizes

The construction of $\alpha$-designs is quite flexible and able to accommodate most any desirable, practical block size for a given $t$, or to deal with the situation when $t$ cannot be written as $t=k s(s>1)$. In either case we may write

$$
t=s_{1} k_{1}+s_{2} k_{2}
$$

and construct a design with $s_{1}$ blocks of size $k_{1}$ and $s_{2}$ blocks of size $k_{2}$. Of particular interest is the case where $k_{2}=k_{1}-1$, that is, where the block sizes are not too different, differing only by one unit. For this situation an appropriate design can be derived from an $\alpha$-design as follows:

1. Construct an $\alpha$-design for $t+s_{2}$ treatments in $s=s_{1}+s_{2}$ blocks of size $k_{1}$ in each replicate.
2. Delete from this design the treatments labeled $t, t+1, \ldots, t+s_{2}-1$.

Example 6.2 Consider

$$
t=11=2 \times 4+1 \times 3
$$

that is, $s_{1}=2, s_{2}=1, k_{1}=4, k_{2}=3$. The $\alpha$-design in Table 6.1 is a design for $t+s_{2}=11+1=12$ treatments in blocks of size 4 . Deleting treatment 11 yields the derived design with two blocks of size 4 and one block of size 3 .

### 6.3 GENERALIZED CYCLIC INCOMPLETE BLOCK DESIGNS

We have seen in Section 5.3 that cyclic PBIB designs are easy to construct and encompass a large class of useful designs. Jarrett and Hall (1978) extended the idea underlying these designs and introduced the notion of generalized cyclic incomplete block designs. Basically, for $t=m \times n$, the designs are obtained by cyclic development of one or more initial blocks, but rather than adding 1 to the element in the initial blocks(s) we now add successively $m$ to each element and reduce $\bmod t$.

Example 6.3 Consider $t=12=3 \times 4$; that is, $m=3, n=4$. Let the initial blocks be

$$
(0,2,3,7)_{3} \quad \text { and } \quad(1,4,5,9)_{3}
$$

where the subscript indicates the incrementing number. Cyclic development then leads to the following design with $b=8, k=4$ :

| $(0,2,3,7)$ | $(1,4,5,9)$ |
| :--- | :--- |
| $(3,5,6,10)$ | $(4,7,8,0)$ |
| $(6,8,9,1)$ | $(7,10,11,3)$ |
| $(9,11,0,4)$ | $(10,1,2,6)$ |

Inspection shows that $r_{0}=r_{2}=r_{3}=r_{5}=r_{6}=r_{8}=r_{9}=r_{11}=3, r_{1}=r_{4}=$ $r_{7}=r_{10}=2$. The reason for the two different number of replications can be explained as follows. The treatments can be divided into $m=3$ groups of $n=4$ elements by considering the residue classes $\bmod m$, that is,

$$
S_{i}=\{i, i+m, \ldots, i+m(n-1)\}
$$

for $i=0,1, \ldots, m-1$. For our example we have

$$
\begin{aligned}
& S_{0}=\{0,3,6,9\} \\
& S_{1}=\{1,4,7,10\} \\
& S_{2}=\{2,5,8,11\}
\end{aligned}
$$

It follows that when an initial block is developed the elements in each residue class are equally replicated as each initial block contributes $n$ blocks to the design. Now, the two initial blocks contain three elements each from $S_{0}$ and $S_{1}$, and two elements from $S_{2}$.

From this argument it follows immediately that in order to construct an equireplicate design we need three initial blocks such that each residual class
is represented the same number of times in these three blocks. One possible set of initial blocks is

$$
(0,2,3,7)_{3} \quad(1,4,5,9)_{3} \quad(6,8,10,11)_{3}
$$

It is easy to select initial blocks to construct an incomplete block design with desired parameters. There is, however, no guarantee that this would lead to a design with a high efficiency factor. One would need a search algorithm to find the "best" design. In general, though, aiming for nearly equal numbers of concurrences of all pairs of treatments will yield a design with a high efficiency factor.

Cyclic development can also be used to construct incomplete block designs with unequal block sizes by specifying initial blocks of different sizes.

### 6.4 DESIGNS BASED ON THE SUCCESSIVE DIAGONALIZING METHOD

Khare and Federer (1981) have presented several methods of constructing resolvable incomplete block designs for various factorizations of $t$, the number of treatments. In Section 3.3.4 we have discussed their method when $t=K^{2}$ and $K$ is a prime or prime power. Here we shall discuss a few other cases.

### 6.4.1 Designs for $\boldsymbol{t}=\boldsymbol{K} \boldsymbol{k}$

For $K$ prime or prime power and $k<K$, where $k$ is the block size, we can use the method described in Section 3.3.4 for $t=K^{2}$. We then consider only replicates $2,3, \ldots, K+1$ and delete in each replicate the treatments numbered $K k+1, \ldots, K^{2}$. This leads to a binary design with $r=K$ replications and $r K$ blocks of size $k$. These designs are also called rectangular lattice designs (see Section 18.11).

Example 6.4 For $t=12=4 \times 3$ we use the design given in Example 3.8 and delete treatments $13,14,15,16$ from replicates $2,3,4$, and 5 .

Example 6.5 For $t=8=4 \times 2$ we can again use the design from Example 3.8 and delete treatments $9,10, \ldots, 16$ from replicates 2, 3, 4, and 5 to obtain a design with $b=16, k=2$, and $r=4$.

### 6.4.2 Designs with $\boldsymbol{t}=\boldsymbol{n}^{2}$

We consider here the situation where $t$ is a square but not a square of a prime number or prime power. The $n$ can be written as $n=m p_{s}$, where $p_{s}$ is the smallest prime in $n$. The first $p_{s}+1$ replicates from the $n+1$ replicates obtained by the successive diagonalizing method on $n^{2}$ treatments in blocks of size $n$ yield an incomplete block design with $(0,1)$-concurrences for treatment pairs. For additional replicates one can either repeat some of the original $p_{s}+1$ replicates or
develop further replicates continuing with the successive diagonalizing method. In the latter case the numbers of concurrences increase, however, in groups of $p_{s}$.

The above method can also be used to generate a design for $t=n k(k<n)$. We first obtain the design for $t=n^{2}$ and then delete from replicates $2, \ldots, p_{s}+1$ the treatments numbered $n k+1, \ldots, n^{2}$. The versatility of this method is illustrated by the following example.

Example 6.6 Fichtner (2000) considered the case of $t=400$ varieties (treatments) in blocks of size $k=10$ with $r=2$ replicates for an agronomic trial. In the context discussed above, we have $t=40 \times 10$. Rather than writing out the $40 \times 40$ array for replicate 2 (of the generating design) one only needs to write out the $40 \times 10$ array. Thus the first block would contain the varieties

$$
(1,41,81,121,161,201,241,281,321,361)
$$

Adding $1,2, \ldots, 39$ to each element produces the remaining 39 blocks. From this it is easy to see that the first block in replicate 2 contains the varieties

$$
(1,42,83,124,165,206,247,288,329,370)
$$

The remaining blocks can then be filled in easily using replicate 1 . We thus obtain the following replicate:

| Block | Treatments |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 42 | 83 | 124 | 165 | 206 | 247 | 288 | 329 | 370 |
| 2 | 2 | 43 | 84 | 125 | 166 | 207 | 248 | 289 | 330 | 371 |
| 3 | 3 | 44 | 85 | 126 | 167 | 208 | 249 | 290 | 331 | 372 |
| $\vdots$ |  |  |  |  | $\vdots$ |  |  |  |  |  |
| 39 | 39 | 80 | 81 | 122 | 163 | 204 | 245 | 286 | 327 | 368 |
| 40 | 40 | 41 | 82 | 123 | 164 | 205 | 246 | 287 | 328 | 369 |

If a third replicate were desired, the method of successive diagonalizing would yield the initial block as

$$
(1,43,85,127,169,211,253,295,337,379)
$$

The remaining blocks are obtained by columnwise cyclic substitution (as described in Section 3.3.4) using the replicate given above.

For other cases of constructing ( 0,1 )-concurrence resolvable incomplete block designs, we refer the reader to Khare and Federer (1981), where methods are discussed for $t=p^{2 k}, t=n^{3}, t=n^{2 k}$.

### 6.5 COMPARING TREATMENTS WITH A CONTROL

In some experimental situations one of the treatments, often referred to as the control or standard, may play a major role in that the focus is not so much the
comparisons among all treatments but rather the comparisons of the remaining treatments, often referred to as the test treatments, with the control. The function of the controls might simply be to provide an indication whether the treatments are even worth consideration or to show their superiority to established procedures, such as comparing new drugs against an established medication, or new varieties against an old variety.

Obviously, any of the designs we have discussed so far would be suitable if we simply declare one of the $t$ treatments as the control. However, because of the limitation on the inference space the designs may not be a good choice and more specialized designs may be called for that are more efficient for this particular purpose. Some of these designs will be described in the following sections.

### 6.5.1 Supplemented Balance

Suppose we have $t$ test treatments and one control treatment. Let us denote the $t+1$ treatments by $T_{0}, T_{1}, T_{2}, \ldots, T_{t}$, where $T_{0}$ represents the control. In the context of block designs, a natural way to construct suitable designs for comparing $T_{1}, T_{2}, \ldots, T_{t}$ with $T_{0}$ is to consider a block design for $T_{1}, T_{2}, \ldots, T_{t}$ and augment or reinforce each block with $q(\geq 1)$ replications of $T_{0}$. This idea was suggested by Cox (1958) using a BIB design as the generating block design. Das (1958) referred to such designs as reinforced BIB designs.

A more general class of designs, referred to as supplemented balance designs, was introduced by Hoblyn, Pearce, and Freeman (1954) and more formally by Pearce (1960). These designs are characterized by the following form of the concurrence matrix:

$$
\boldsymbol{N} \boldsymbol{N}^{\prime}=\left(\begin{array}{ccccc}
s_{0} & \lambda_{0} & \cdots & & \lambda_{0}  \tag{6.1}\\
\lambda_{0} & s & \cdots & & \vdots \\
\vdots & \lambda_{1} & \ddots & & \vdots \\
\lambda_{0} & & & & s
\end{array}\right)
$$

implying that the self-concurrence is the same for all the test treatments. Further, $T_{0}$ occurs together $\lambda_{0}$ times with each of $T_{1}, T_{2}, \ldots, T_{t}$, and $T_{i}$ and $T_{j}(i \neq j$, $i, j \neq 0$ ) occur together $\lambda_{1}$ times.

The example below of a supplemented balance design was given by Pearce (1953) for $t=4, b=4, k=7, r_{0}=8, r=5, \lambda_{0}=10, \lambda_{1}=6$ :

| 0 | 0 | 1 | 2 | 3 | 4 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 1 | 2 | 3 | 4 | 2 |
| 0 | 0 | 1 | 2 | 3 | 4 | 3 |
| 0 | 0 | 1 | 2 | 3 | 4 | 4 |

where each row represents a block. We note here in passing that the design above is an example of what we have called an extended block design (see Section I.9.8.5). And for the reinforced BIB design we have $\lambda_{0}=q r$.

For incomplete blocks an obvious way to construct a supplemented balance design is to augment each block in a BIB design with $t$ treatments by one or more replications of the control. Under certain conditions such designs are $A$-optimal (see Hedayat, Jacroux, and Majumdar, 1988; Stufken, 1987).

### 6.5.2 Efficiencies and Optimality Criteria

Clearly, there exist many ways to construct suitable augmented designs for given parameters $t, b$, and $k$. It is, therefore, important to distinguish between competing designs and choose the one that is "best" for the purpose at hand, which may not only depend on statistical but also on practical considerations.

From the statistical, that is, inferential, point of view we would like to obtain maximum information with respect to comparing $T_{0}$ versus $T_{i}(i=1,2, \ldots, t)$. To formulate this more precisely, we consider the usual model for observations from a block design, that is,

$$
\begin{equation*}
y_{i j}=\mu+\beta_{i}+\tau_{j}+e_{i j} \tag{6.2}
\end{equation*}
$$

or, in matrix notation

$$
\begin{equation*}
\boldsymbol{y}=\mu \mathcal{J}+\boldsymbol{X}_{\beta} \boldsymbol{\beta}+\boldsymbol{X}_{\tau} \boldsymbol{\tau}_{j}+\boldsymbol{e} \tag{6.3}
\end{equation*}
$$

The information matrix [see (1.9)], assuming equal block sizes, is given by

$$
\begin{equation*}
C=R-\frac{1}{k} N N^{\prime} \tag{6.4}
\end{equation*}
$$

where $\boldsymbol{R}=\boldsymbol{X}_{\tau}^{\prime} \boldsymbol{X}_{\tau}=\operatorname{diag}\left(r_{0}, r_{1}, \ldots, r_{t}\right)$ and $\boldsymbol{N}=\boldsymbol{X}_{\tau}^{\prime} \boldsymbol{X}_{\beta}$. We know [see (1.20)] that for an estimable function $\boldsymbol{c}^{\prime} \boldsymbol{\tau}$ of the treatment effects

$$
\operatorname{var}\left(\boldsymbol{c}^{\prime} \hat{\boldsymbol{\tau}}\right)=\boldsymbol{c}^{\prime} \boldsymbol{C}^{-} \boldsymbol{c} \sigma_{e}^{2}
$$

For the designs discussed in this section the estimable functions of primary interest are of the form $\tau_{j}-\tau_{0}(j=1,2, \ldots, t)$. If we denote by

$$
\boldsymbol{P}=\left(\begin{array}{ccccccc}
-1 & 1 & 0 & \ldots & \ldots & \ldots & 0  \tag{6.5}\\
-1 & 0 & 1 & 0 & \ldots & \ldots & 0 \\
-1 & 0 & 0 & 1 & 0 & \ldots & 0 \\
& & \vdots & & & & \\
-1 & 0 & 0 & \ldots & \ldots & 0 & 1
\end{array}\right)=\left(-1 \mathcal{J}, \boldsymbol{I}_{t}\right)
$$

the coefficient matrix for the above contrasts, then the variance-covariance matrix for the estimators for those contrasts is given by $\boldsymbol{P} \boldsymbol{C}^{-} \boldsymbol{P}^{\prime} \sigma_{e}^{2}$.

If we write $\boldsymbol{C}$ of (6.4) as

$$
\boldsymbol{C}=\left(\begin{array}{cc}
c_{0} & \boldsymbol{c}_{1}^{\prime}  \tag{6.6}\\
\boldsymbol{c}_{1} & \boldsymbol{C}_{11}
\end{array}\right)
$$

then a generalized inverse of $\boldsymbol{C}$ is given by

$$
\boldsymbol{C}^{-}=\left(\begin{array}{ccc}
0 & \cdots & 0  \tag{6.7}\\
\vdots & & \\
0 & \boldsymbol{C}_{11}^{-1}
\end{array}\right)
$$

which is equivalent to solving the reduced $\mathrm{NE} \boldsymbol{C} \hat{\boldsymbol{\tau}}=\boldsymbol{Q}$ [see (1.8)] by imposing the condition $\hat{\tau}_{0}=0$ (recall that SAS PROC GLM, e.g., obtains a generalized inverse equivalently, by assuming $\hat{\tau}_{t}=0$ rather than $\hat{\tau}_{0}=0$ ). Using $C^{-}$of the form (6.7) implies that

$$
\boldsymbol{P C} \boldsymbol{C}^{-} \boldsymbol{P}^{\prime}=\boldsymbol{C}_{11}^{-1}
$$

and further that (1) the information matrix for treatment control contrasts is given by $\boldsymbol{C}_{11}$ of (6.6) [see also Majumdar (1996)] and (2) with $\boldsymbol{C}_{11}^{-1}=\left(c^{i i}\right)$

$$
\begin{equation*}
\text { av. } \operatorname{var}\left(\hat{\tau}_{j}-\hat{\tau}_{0}\right)=\frac{1}{t} \sum_{j=1}^{t} c^{j j} \sigma_{e}^{2}=\frac{1}{t} \sum_{j=1}^{t} \frac{1}{d_{j}} \sigma_{e}^{2} \tag{6.8}
\end{equation*}
$$

where $d_{j}(j=1,2, \ldots, t)$ are the eigenvalues of $\boldsymbol{C}_{11}$ [see (1.106) and Constantine (1983)].

For a CRD with $r_{j}(j=0,1,2, \ldots, t)$ replications for the $j$ th treatment we have, for $j \neq 0$,

$$
\begin{equation*}
\text { av. } \operatorname{var}\left(\hat{\tau}_{j}-\hat{\tau}_{0}\right)=\left(\frac{1}{r_{0}}+\frac{1}{\bar{r}_{h}}\right) \sigma_{e(\mathrm{CRD})}^{2} \tag{6.9}
\end{equation*}
$$

where

$$
\frac{1}{\bar{r}_{h}}=\frac{1}{t} \sum_{j=1}^{t} \frac{1}{r_{j}}
$$

The ratio of (6.9) over (6.8) (assuming $\left.\sigma_{e}^{2}=\sigma_{e(C R D)}^{2}\right)$ can then be defined as the efficiency factor $E$ for a treatment control comparison design (see also Section 1.12.2), that is,

$$
\begin{equation*}
E=\frac{1 / r_{0}+1 / \bar{r}_{h}}{(1 / t) \sum_{j=1}^{t}\left(1 / d_{j}\right)} \tag{6.10}
\end{equation*}
$$

can be used to compare competing designs.

Another way to compare designs is to make use of (6.8) and find, for a given set of parameters $t, b, k$, the design $D^{*}$, say, with minimum value of

$$
\frac{1}{t} \sum_{j=1}^{t} \frac{1}{d_{j}}
$$

where $D^{*}$ is referred to as an $A$-optimal design (see Hedayat, Jacroux, and Majumdar, 1988, and Section 1.13).

An alternative criterion, called MV-optimality, is to minimize

$$
\max _{1 \leq j \leq t}\left(1 / d_{j}\right)
$$

for competing designs (see Hedayat, Jacroux and, Majumdar, 1988).
A different approach to optimal designs is suggested and explored by Bechhofer and Tamhane (1981, 1985). They propose to maximize the confidence coefficient for simultaneous confidence intervals for all $\tau_{j}-\tau_{0}(j=1,2, \ldots, t)$, thereby linking the designs to Dunnett's procedures (see I.7.5.7) for comparing treatments with a control (Dunnett, 1955, 1964). In addition to assuming model (6.2), this method has to make distributional assumptions about the $e_{i j}$ 's, which for practical purposes amounts to assuming normality (see Section 6.5.5).

### 6.5.3 Balanced Treatment Incomplete Block Designs

An important and useful class of treatment control designs was introduced by Bechhofer and Tamhane (1981), a class they refer to as balanced treatment incomplete block designs (BTIBD).

### 6.5.3.1 Definition and Properties

Definition 6.1 A treatment control design with $t$ test treatments and one control treatment in blocks of size $k<t+1$ is called a balanced treatment incomplete block design, denoted by $\operatorname{BTIBD}\left(t, b, k ; \lambda_{0}, \lambda_{1}\right)$, if (1) each test treatment occurs together with the control $\lambda_{0}$ times in a block and (2) any two test treatments occur together $\lambda_{1}$ times in a block.

The concurrence matrix of a BTIBD is then of the form

$$
\boldsymbol{N} \boldsymbol{N}^{\prime}=\left(\begin{array}{ccccc}
s_{0} & \lambda_{0} & \ldots & \ldots & \lambda_{0}  \tag{6.11}\\
\lambda_{0} & s_{1} & \lambda_{1} & \ldots & \lambda_{1} \\
\lambda_{0} & \lambda_{1} & s_{2} & \ldots & \vdots \\
\vdots & \ldots & & \ddots & \lambda_{1} \\
\lambda_{0} & \lambda_{1} & \ldots & \lambda_{1} & s_{t}
\end{array}\right)
$$

Comparing (6.11) and (6.1) shows that some designs with supplemented balance are special cases of BTIBDs.

Since the BTIBDs are, by definition, connected designs, it follows that $\operatorname{rank}(\boldsymbol{C})=t$, where $\boldsymbol{C}$ is given in (6.4). It follows then from (6.4), with $\boldsymbol{N}=$ $\left(n_{j i}\right)$, and (6.11) that

$$
r_{0}-\frac{1}{k} \sum_{i=1}^{b} n_{o i}^{2}-\frac{t \lambda}{k}=0
$$

and

$$
\begin{equation*}
r_{j}-\frac{1}{k} \sum_{i=1}^{b} n_{j i}^{2}-\frac{\lambda_{0}}{k}-\frac{(t-1) \lambda_{1}}{k}=0 \quad(j=1,2, \ldots, t) \tag{6.12}
\end{equation*}
$$

It follows from (6.12) that

$$
r_{j}-\frac{1}{k} \sum_{i} n_{j i}^{2}=\left[\lambda_{0}-(t-1) \lambda_{1}\right] / k
$$

and hence $\boldsymbol{C}_{11}$ of (6.6) has the form

$$
\begin{equation*}
\boldsymbol{C}_{11}=a \boldsymbol{I}+b \boldsymbol{J J}^{\prime} \tag{6.13}
\end{equation*}
$$

with

$$
\begin{equation*}
a=\frac{\lambda_{0}+t \lambda_{1}}{k} \quad b=\frac{-\lambda_{1}}{k} \tag{6.14}
\end{equation*}
$$

Using (6.13) and (6.14) it is then easy to obtain $\boldsymbol{C}_{11}^{-1}$, which is of the same form as $\boldsymbol{C}_{11}$, say

$$
\begin{equation*}
\boldsymbol{C}_{11}^{-1}=c \boldsymbol{I}+d \mathfrak{J J}^{\prime} \tag{6.15}
\end{equation*}
$$

We find

$$
\begin{equation*}
c=\frac{k}{\lambda_{0}+t \lambda_{1}} \quad \text { and } \quad d=\frac{k \lambda_{1}}{\lambda_{0}\left(\lambda_{0}+t \lambda_{1}\right)} \tag{6.16}
\end{equation*}
$$

and hence from our discussion above this implies that

$$
\begin{equation*}
\operatorname{var}\left(\hat{\tau}_{j}-\hat{\tau}_{0}\right)=\frac{k\left(\lambda_{0}+\lambda_{1}\right)}{\lambda_{0}\left(\lambda_{0}+t \lambda_{1}\right)} \sigma_{e}^{2} \quad(j=1,2, \ldots, t) \tag{6.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{cov}\left(\hat{\tau}_{j}-\hat{\tau}_{0}, \hat{\tau}_{j^{\prime}}-\hat{\tau}_{0}\right)=\frac{k \lambda_{1}}{\lambda_{0}\left(\lambda_{0}+t \lambda_{1}\right)} \sigma_{e}^{2} \quad\left(j \neq j^{\prime}\right) \tag{6.18}
\end{equation*}
$$

Expressions (6.17) and (6.18) explain, of course, in what sense these designs are balanced.

### 6.5.3.2 Construction Methods

There exist different methods of constructing BTIB designs, and we shall mention a few without going into all the details.

One obvious method, mentioned already in Section 6.5.1, is to augment each block of a $\operatorname{BIBD}\left(t, b, k, r, \lambda_{1}\right)$ with $n$ copies of the control. This is a special case of a more general class of BTIB designs, which we denote (following Hedayat, Jacroux, and Majumdar, 1988) by $\operatorname{BTIBD}\left(t, b, k^{*} ; u, s ; \lambda_{0}, \lambda_{1}\right)$ and which is characterized by the following form of the incidence matrix:

$$
n_{j i}=0 \text { or } 1 \quad \text { for } \quad j=1,2, \ldots, t \quad i=1,2, \ldots, b
$$

and

$$
\begin{aligned}
n_{01} & =n_{02}=\cdots=n_{0 s}=u+1 \\
n_{0, s+1} & =n_{0, s+2}=\cdots=n_{0 b}=u
\end{aligned}
$$

The special case mentioned above has $s=0$ and hence $k^{*}=k+u$. Such a design is of rectangular or $R$-type, and the general form is depicted in Figure 6.1, where $D_{1}$ represents the $\operatorname{BIBD}\left(t, b, k, r, \lambda_{1}\right)$.

For $s>0$ the design is said to be of step or $S$-type. Its general form is shown in Figure 6.1.

One method to construct an $S$-type $\operatorname{BTIB}\left(t, b, k^{*}, \lambda_{0}, \lambda_{1}\right)$ is to choose BIB designs for $D_{2}$ and $D_{3}$, more specifically

$$
\begin{equation*}
D_{2}=\operatorname{BIBD}\left(t, s, k-1, r_{(2)} ; \lambda_{(2)}\right) \tag{6.19}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{3}=\operatorname{BIBD}\left(t, b-s, k, r_{(3)} ; \lambda_{(3)}\right) \tag{6.20}
\end{equation*}
$$

so that $k^{*}=k+u, \lambda_{0}=(u+1) r_{(2)}+u r_{(3)}$, and $\lambda_{1}=\lambda_{(2)}+\lambda_{(3)}$.
For this particular method of construction we make the following comments:

1. Let us denote by $D_{2}^{*}$ and $D_{3}^{*}$ the two component designs of the $S$-type BTIB design (see Fig. 6.1). Then $D_{2}^{*}$ and $D_{3}^{*}$ with $D_{2}$ and $D_{3}$ as given in (6.19) and (6.20), respectively, are themselves BTIB designs. They constitute what Bechhofer and Tamhane (1981) have called generator designs (see Definition 6.2).
2. As a special case of $S$-type designs we can have $u=0$; that is, the blocks in $D_{3}^{*}$ do not contain the control, which means that $D_{3}^{*}=D_{3}$.
3. For $u=0$ the design $D_{3}$ can be a RCBD, possibly with $b-s=1$.


Figure 6.1 General form of (a) $R$ - and (b) $S$-type BTIB designs.
4. As a trivial case (but only in the context of BTIB designs) the design $D_{2}$ may have blocks of size 1 with $s=m t$; that is, each treatment occurs $m$ times. An important case in this context is $k^{*}=2, m=1$ with

$$
\begin{equation*}
D_{2}=\{1,2, \ldots, t\} \tag{6.21}
\end{equation*}
$$

and

$$
D_{3}=\left\{\begin{array}{cccc}
1 & 1 & & t-1  \tag{6.22}\\
2 & 3 & \ldots & t
\end{array}\right\}
$$

Hedayat and Majumdar (1984) denote $D_{2}$ of (6.21) and $D_{3}$ of (6.22) by $t \sum 1$ and $t \sum 2$, respectively, where $t \sum p$ in general denotes all $\binom{t}{p}$ distinct blocks of size $p$ for $t$ treatments.

Let us now return to the notion of generator designs (GD) and their function in constructing BTIB designs. Bechhofer and Tamhane (1981) give the following definition.

Definition 6.2 For $t$ test treatments and blocks of size $k^{*}$ a generator design is a BTIB design no proper subset of whose blocks forms a BTIB design, and no block of which contains only one of the $t+1$ treatments.

To illustrate this notion we use the following example.
Example 6.7 For $t=3$ and $k^{*}=3$ consider

$$
\begin{array}{lll}
\mathrm{GD}_{1} & =\left\{\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 2 & 3
\end{array}\right\} & \lambda_{0}=2
\end{array} \lambda_{1}=0
$$

Of these four designs $\mathrm{GD}_{1}, \mathrm{GD}_{2}$, and $\mathrm{GD}_{3}$ are generator designs, but $\mathrm{GD}_{4}$ is not, because $\mathrm{GD}_{4}=\mathrm{GD}_{1} \bigcup \mathrm{GD}_{3}$.

The design $\mathrm{GD}_{4}$ illustrates the construction of a BTIB design, $D$ say, in terms of the generator designs:

$$
\begin{equation*}
D=f_{1} \mathrm{GD}_{1} \bigcup f_{2} \mathrm{GD}_{2} \bigcup f_{3} \mathrm{GD}_{3} \tag{6.23}
\end{equation*}
$$

with $f_{i} \geq 0(i=1,2,3)$ and at least $f_{1}$ or $f_{2} \geq 1$ for an implementable BTIB design. We note that the design $D$ in (6.23) with $f_{i} \geq 1(i=1,2,3)$ represents another form of $S$-type BTIB design, which we might refer to as a $S_{2}$-type design because it has two steps. In general, we might have a $S_{q}$-type design

$$
D=\bigcup_{i=1}^{q} f_{i} \mathrm{GD}_{i}
$$

with $\mathrm{GD}_{i}$ having $b_{i}$ blocks and $b=\sum_{i} f_{i} b_{i}$. Apart from the control the $\mathrm{GD}_{i}$ represent $\mathrm{BIB} / \mathrm{RCB}$ designs with increasing block size $k\left(1 \leq k \leq k^{*}\right)$.

The above then represents a method of constructing generator designs. Another method is to start with a $\operatorname{BIBD}\left(t^{*}, b, k, r ; \lambda\right)$ with $t^{*}>t$ and identify the treatments $t+1, t+2, \ldots, t^{*}$ with the control, that is, treatment 0 (Bechhofer and Tamhane, 1981). Any block with 0's only would be deleted. We illustrate this method with the following example.

Example 6.8 Starting with the $\operatorname{BIBD}(7,7,4,4 ; 2)$

| 3 | 1 | 1 | 1 | 2 | 1 | 2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 5 | 4 | 2 | 2 | 3 | 3 | 4 |
| 6 | 6 | 5 | 3 | 4 | 4 | 5 |
| 7 | 7 | 7 | 6 | 7 | 5 | 6 |

and replacing 7 by 0 leads to the $\operatorname{BTIBD}(6,7,4 ; 2,2)$ :

| 3 | 1 | 1 | 1 | 2 | 1 | 2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 5 | 4 | 2 | 2 | 3 | 3 | 4 |
| 6 | 6 | 5 | 3 | 4 | 4 | 5 |
| 0 | 0 | 0 | 6 | 0 | 5 | 6 |

Replacing 6 and 7 by 0 leads to the $\operatorname{BTIBD}(5,7,4 ; 4,2)$ :

| 3 | 1 | 1 | 1 | 2 | 1 | 2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 5 | 4 | 2 | 2 | 3 | 3 | 4 |
| 0 | 0 | 5 | 3 | 4 | 4 | 5 |
| 0 | 0 | 0 | 0 | 0 | 5 | 0 |

Replacing 5, 6, and 7 by 0 leads to the $\operatorname{BTIBD}(4,7,4 ; 6,2)$ :

| 3 | 1 | 1 | 1 | 2 | 1 | 2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 4 | 2 | 2 | 3 | 3 | 4 |
| 0 | 0 | 0 | 3 | 4 | 4 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Suppose we want to construct a $\operatorname{BTIBD}\left(4,8,4 ; \lambda_{0}, \lambda_{1}\right)$. We could adjoin to the $\mathrm{GD}_{1}$ given by (6.26) the $\mathrm{GD}_{2}=4 \sum 4$ and obtain the following $\operatorname{BTIBD}(4$, 8, 4; 6, 3):

| 3 | 1 | 1 | 1 | 2 | 1 | 2 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 4 | 2 | 2 | 3 | 3 | 4 | 2 |
| 0 | 0 | 0 | 3 | 4 | 4 | 0 | 3 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 4 |

We should mention that instead of replacing $5,6,7$, by 0 we could have replaced, for example, 6,7 , and 2 by 0 , yielding

| 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 | 0 | 3 |
| 3 | 1 | 1 | 1 | 3 | 4 | 4 |
| 5 | 4 | 5 | 3 | 4 | 5 | 5 |

Other methods of constructing generator designs are given by Bechhofer and Tamhane (1981).

### 6.5.4 Partially Balanced Treatment Incomplete Block Designs

To further enrich the class of treatment control designs, an obvious step is to generalize BTIB designs to PBTIB, or partially balanced treatment incomplete block designs, just as BIB designs were generalized to PBIB designs. Rashed (1984) introduced two types of PBTIB designs, and we shall give some of his results below. Another form of PBTIB design was defined by Jacroux (1987) (see also Stufken, 1991).

### 6.5.4.1 Definitions and Structures

Definition 6.3 (Rashed, 1984) A treatment control design for $t$ test treatments and one control is said to be a PBTIB type I design if it satisfies the following conditions:

1. The experimental units are divided into $b$ blocks of size $k(k \leq t)$.
2. Each test treatment occurs in $r$ blocks, but at most once in a block, and the control is replicated $r_{0}$ times with possibly multiple applications in a block.
3. The set of test treatments $T=\{1,2, \ldots, t\}$ is divided into two disjoint subsets, $T_{1}$ and $T_{2}$, with $q$ and $t-q$ treatments, respectively. Each test treatment occurs together in a block with the control $\lambda_{01}$ or $\lambda_{02}$ times, where

$$
\begin{aligned}
& \lambda_{01}=\sum_{i=1}^{b} n_{j i} n_{0 i} \quad \text { for } \quad j \in T_{1} \\
& \lambda_{02}=\sum_{i=1}^{b} n_{j i} n_{0 i} \quad \text { for } \quad j \in T_{2}
\end{aligned}
$$

4. Any two treatments in $T_{\ell}$ occur together in a block $\lambda_{\ell \ell}$ times $(\ell=1,2)$.
5. Any two treatments, one from $T_{1}$ and the other from $T_{2}$, occur together in a block $\lambda_{12}$ times.

It follows then that the matrix $\boldsymbol{C}_{11}$ of (6.6) is of the form

$$
\boldsymbol{C}_{11}=\left(\begin{array}{cc}
a \boldsymbol{I}_{q}+b \mathfrak{J}_{q} \mathfrak{J}_{q}^{\prime} & e \mathfrak{J}_{q} \mathfrak{J}_{\bar{q}}^{\prime}  \tag{6.28}\\
e \mathfrak{J}_{\bar{q}}^{\prime} \mathfrak{J}_{q}^{\prime} & c \boldsymbol{I}_{\bar{q}}^{\prime}+d \mathfrak{J}_{\bar{q}}^{\prime} \mathfrak{J}_{\bar{q}}^{\prime}
\end{array}\right)
$$

with $\bar{q}=t-q$ and $a=r-r / k+\lambda_{11} / k, b=-\lambda_{11} / k, c=r-r / k+\lambda_{22} / k$, $d=-\lambda_{11} / k$, and $e=-\lambda_{12} / k$.

Since $\boldsymbol{C}_{11}^{-1}$ is of the same form as $C_{11}$ of (6.28) we can state the following theorem.

Theorem 6.1 For a PBTIB type I design the variance-covariance structure of the estimators $\widehat{\tau}_{j}-\widehat{\tau}_{0}$ for $\tau_{j}-\tau_{0}$ is given by

$$
\begin{gathered}
\operatorname{var}\left(\widehat{\tau}_{j}-\widehat{\tau}_{0}\right)=\left\{\begin{array}{lll}
\alpha_{1}^{2} \sigma_{e}^{2} & \text { for } & j \in T_{1} \\
\alpha_{2}^{2} \sigma_{e}^{2} & \text { for } & j \in T_{2}
\end{array}\right. \\
\operatorname{cov}\left(\widehat{\tau}_{j}-\widehat{\tau}_{0}, \widehat{\tau}_{j^{\prime}}-\widehat{\tau}_{0}\right)=\left\{\begin{array}{lll}
\rho_{1} \sigma_{e}^{2} & \text { for } & j, i^{\prime} \in T_{1} \\
\rho_{2} \sigma_{e}^{2} & \text { for } & j, i^{\prime} \in T_{2} \\
\rho_{3} \sigma_{e}^{2} & \text { for } & j^{\prime} \in T_{1}, j^{\prime} \in T_{2}
\end{array}\right.
\end{gathered}
$$

where $\alpha_{1}^{2}, \alpha_{2}^{2}, \rho_{1}, \rho_{2}, \rho_{3}$ are functions of the design parameters (see Rashed, 1984).

An illustration of a PBTIB type I design is given in the following example.
Example 6.9 For $t=5, b=8, k=3, r=3, r_{0}=9$ the two groups are $T_{1}=\{2,3,4\}, T_{2}=\{1,5\}$ with $\lambda_{01}=2, \lambda_{02}=3, \lambda_{11}=1, \lambda_{22}=0, \lambda_{12}=1$. The design is given by

$$
D=\left[\begin{array}{llllllll}
0 & 0 & 0 & 0 & 0 & 0 & 1 & 2 \\
0 & 0 & 0 & 1 & 3 & 4 & 2 & 3 \\
1 & 2 & 5 & 3 & 4 & 5 & 4 & 5
\end{array}\right]
$$

and

$$
\boldsymbol{C}_{11}^{-1}=\left(\begin{array}{lllll}
.619 & .19 & .19 & .166 & .166 \\
.19 & .619 & .19 & .166 & .166 \\
.19 & .19 & .619 & .166 & .166 \\
.166 & .166 & .166 & .583 & .083 \\
.166 & .166 & .166 & .083 & .583
\end{array}\right)
$$

that is, $\alpha_{1}^{2}=.619, \alpha_{2}^{2}=.583, \rho_{1}=.19, \rho_{2}=.083$, and $\rho_{3}=.166$.

Another type of PBTIB design that retains the feature of two variances but allows for up to six different covariances for comparison estimators is described in the following definition.

Definition 6.4 (Rashed, 1984) A treatment control design for $t$ test treatments and one control is said to be a PBTIB type II design if it satisfies the following conditions. Conditions 1, 2, and 3 are as in Definition 6.3:
4. Each group $T_{i}$ considered by itself has either a BIB or a PBIB association structure, with at least one of these groups having PBIB design properties; that is, any two treatments in $T_{i}$ occur together in either $\lambda_{i i}^{(1)}$ or $\lambda_{i i}^{(2)}$ blocks with $\lambda i i^{(1)} \neq \lambda_{i i}^{(2)}$ for at least one $i=1,2$.
5. Any two treatments, one from $T_{1}$ and the other from $T_{2}$, occur together in $\lambda_{12}$ blocks with $\lambda_{12}=\lambda_{i i}^{(1)}$ or $\lambda_{i i}^{(2)}(i=1,2)$.

We note that, if in condition 4 above both groups have BIB association structure, then the PBTIB type II design reduces to a PBTIB type I design. This gives an indication how much more general type II designs are compared to type I designs.

For type II designs Rashed (1984) proved the following theorem.

Theorem 6.2 For a PBTIB type II design the variance-covariance structure of the estimators $\widehat{\tau}_{j}-\widehat{\tau}_{0}$ for $\tau_{j}-\tau_{0}$ is given by

$$
\begin{gathered}
\operatorname{var}\left(\widehat{\tau}_{j}-\widehat{\tau}_{0}\right)=\left\{\begin{array}{llll}
\alpha_{1}^{2} \sigma_{e}^{2} & \text { for } & j \in T_{1} \\
\alpha_{2}^{2} \sigma_{e}^{2} & \text { for } & j \in T_{2}
\end{array}\right. \\
\operatorname{cov}\left(\widehat{\tau}_{j}-\widehat{\tau}_{0}, \widehat{\tau}_{j^{\prime}}-\widehat{\tau}_{0}\right)=\left\{\begin{array}{lllll}
\rho_{11} \sigma_{e}^{2} & \text { or } & \rho_{12} \sigma_{e}^{2} & \text { for } & j, j^{\prime} \in T_{1} \\
\rho_{21} \sigma_{e}^{2} & \text { or } & \rho_{22} \sigma_{e}^{2} & \text { for } & j, j^{\prime} \in T_{2} \\
\rho_{31} \sigma_{e}^{2} & \text { or } & \rho_{32} \sigma_{e}^{2} & \text { for } & j \in T_{1}, j^{\prime} \in T_{2}
\end{array}\right.
\end{gathered}
$$

We shall illustrate this structure with the following example.

Example 6.10 For $t=6, b=8, k=3, r=3, r=3, r_{0}=6$, the two groups are $T_{1}=\{1,2,5,6\}$ and $T_{2}=\{3,4\}$, and the design is given by

$$
D=\left[\begin{array}{llllllll}
1 & 2 & 3 & 0 & 0 & 0 & 0 & 0 \\
2 & 3 & 4 & 4 & 5 & 1 & 0 & 1 \\
4 & 5 & 6 & 5 & 6 & 6 & 2 & 3
\end{array}\right]
$$

with $\lambda_{01}=2, \lambda_{02}=1, \lambda_{11}^{(1)}=1, \lambda_{11}^{(2)}=0$ (for a PBIB association structure):

| 0th Associate | 1st | Associates | 2nd Associates |
| :---: | :---: | :---: | :---: |
| 1 | 2,6 | 5 |  |
| 2 | 1,5 | 6 |  |
| 5 | 2,6 | 1 |  |
| 6 | 1,5 | 2 |  |

and $\lambda_{22}^{(1)}=1$ (for a BIB association structure) and $\lambda_{12}=1$. The vari-ance-covariance matrix (if the treatments are written in the order $1,2,5,6$, $3,4)$ is found to be

$$
\boldsymbol{C}_{11}^{-1}=\left(\begin{array}{llllll}
.66 & .22 & .16 & .22 & .25 & .25 \\
.22 & .66 & .22 & .16 & .25 & .25 \\
.16 & .22 & .66 & .22 & .25 & .25 \\
.22 & .16 & .22 & .66 & .25 & .25 \\
.25 & .25 & .25 & .25 & .71 & .29 \\
.25 & .25 & .25 & .25 & .29 & .71
\end{array}\right)
$$

that is, $\alpha_{1}^{2}=.66, \alpha_{2}^{2}=.71, \rho_{11}=.22, \rho_{12}=.16, \rho_{21}=.20, \rho_{31}=.25$.

### 6.5.4.2 Construction of PBTIB Designs

We shall describe briefly one method of constructing PBTIB designs as developed by Rashed (1984). It is an extension of one of the methods described by Bechhofer and Tamhane (1981) to construct BTIB designs (see Section 6.5.3.2). Generally speaking, in order to construct a PBTIB design with $t$ treatments in $b$ blocks of size $k(\leq t)$, we start with a PBIB design with $t^{*}(>t)$ treatments in $b^{*}(\leq b)$ blocks of size $k^{*}=k$, and then replace the $t^{*}-t$ "excess" treatments by 0 , deleting any resulting blocks which contain only the control. This is a very general recipe and may not necessarily lead to a PBTIB design unless we impose further conditions. Therefore, to be more precise, we start with a GD-PBIB design (see Section 4.6.1) and proceed as follows:

1. Write out the GD association scheme for $t^{*}=t_{1}^{*} \times t_{2}^{*}$ treatments, that is, an array of $t_{1}^{*}$ rows and $t_{2}^{*}$ columns, which we denote by $T$.
2. For

$$
t=\left(t_{11} \times t_{12}\right)+\left(t_{21} \times t_{22}\right)
$$

form two nonoverlapping subarrays $T_{1}\left(t_{11} \times t_{12}\right)$ and $T_{2}\left(t_{21} \times t_{22}\right)$ within $T$ such that $T_{1}$ and $T_{2}$ each form a GD association scheme.
3. Denote the remaining set of treatments by $T_{0}$ and replace those treatments by 0 (these are the excess treatments mentioned above).

Schematically this procedure can be depicted as follows:


This implies that

$$
\begin{aligned}
t_{11}+t_{21} & \leq t_{1}^{*} \\
t_{12} & \leq t_{2}^{*} \\
t_{22} & \leq t_{2}^{*}
\end{aligned}
$$

Following steps $1-3$ and returning to the starting PBIB design yields the required PBTIB design in which each treatment is replicated $r$ times and the control is replicated $r_{0}$ times where

$$
r_{0}=\left(t_{1}^{*} t_{2}^{*}-t_{11} t_{12}-t_{21} t_{22}\right) r=\left(t^{*}-t\right) r
$$

Furthermore, the remaining parameters of the PBTIB design are related to those of the PBIB design as follows:

$$
\lambda_{i i}^{(1)}=\lambda_{1} \quad \lambda_{i i}^{(2)}=\lambda_{2} \quad(i=1,2)
$$

( $\lambda_{i i}^{(1)}$ exists only if $T_{i}$ has more than one treatment in the same row of $T$, and $\lambda_{i i}^{(2)}$ exists only if $T_{i}$ has treatments in more than one row of $T$ ),

$$
\lambda_{0 i}=a_{i} \lambda_{1}+b_{i} \lambda_{2} \quad(i=1,2)
$$

where $a_{i}$ equals the number of treatments that are replaced by zeros and are 1 st associates of a treatment in $T_{i}$, that is, $a_{i}=t_{2}^{*}-t_{i 2}$, and $b_{i}$ equals the number of treatments that are replaced by zeros and are 2 nd associates of a treatment in $T_{i}$, that is, $b_{i}=t^{*}-t-\left(t_{2}^{*}-t_{i 2}\right)=t^{*}-t-a_{i}(i=1,2)$, and

$$
\lambda_{12}=\lambda_{2}
$$

We shall illustrate the construction of a PBTIB design with the following examples.

Example 6.11 Suppose $t=8, k=3$. We start with design SR 23 from Clatworthy (1973) with $t^{*}=9, k=3, r=3, b^{*}=9, \lambda_{1}=0, \lambda_{2}=1$ :

$$
\left[\begin{array}{lllllllll}
1 & 4 & 7 & 1 & 2 & 3 & 1 & 2 & 3 \\
2 & 5 & 8 & 5 & 6 & 4 & 6 & 4 & 5 \\
3 & 6 & 9 & 9 & 7 & 8 & 8 & 9 & 7
\end{array}\right]
$$

and association structure $T$ :

$$
\begin{array}{lll}
1 & 4 & 7 \\
2 & 5 & 8 \\
3 & 6 & 9
\end{array}
$$

If we replace 9 by 0 , that is, $T_{0}=\{9\}$, then

$$
T_{1}=\left\{\begin{array}{lll}
1 & 4 & 7 \\
2 & 5 & 8
\end{array}\right\} \quad T_{2}=\left\{\begin{array}{ll}
3 & 6
\end{array}\right\}
$$

and the PBTIB design is given by

$$
\left[\begin{array}{lllllllll}
1 & 4 & 7 & 1 & 2 & 3 & 1 & 2 & 3  \tag{6.29}\\
2 & 5 & 8 & 5 & 6 & 4 & 6 & 4 & 5 \\
3 & 6 & 0 & 0 & 7 & 8 & 8 & 0 & 7
\end{array}\right]
$$

The association schemes for $T_{1}$ and $T_{2}$ follow from the association scheme for $T$ as

|  | 0th Associate | 1st Associates | 2nd Associates |
| :---: | :---: | :---: | :---: |
| $T_{1}$ | 1 | 4, 7 | 2, 3, 5, 6, 8 |
|  | 2 | 5, 8 | 1, 3, 4, 6, 7 |
|  | 4 | 1, 7 | $2,3,5,6,8$ |
|  | 5 | 2, 8 | 1, 3, 4, 6, 7 |
|  | 7 | 1, 4 | $2,3,5,6,8$ |
|  | 8 | 2, 5 | 1, 3, 4, 6, 7 |
| $T_{2}$ | 3 | 6 | $1,2,4,5,7,8$ |
|  | 6 | 3 | 1, 2, 4, 5, 7, 8 |

It follows, therefore, that the design (6.29) is a PBTIB type II design with parameters $r=r_{0}=3, \lambda_{01}=1, \lambda_{02}=0, \lambda_{11}^{(1)}=0, \lambda_{11}^{(2)}=1, \lambda_{22}^{(1)}=0, \lambda_{12}=1$.

Example 6.12 Suppose $t=7, k=3$. We start again with design SR 23 as given in Example 6.11. We now replace 8 and 9 by 0, that is, $T_{0}=\{8,9\}$ and then have

$$
T_{1}=\left\{\begin{array}{lll}
1 & 4 & 7
\end{array}\right\} \quad T_{2}=\left\{\begin{array}{ll}
2 & 5 \\
3 & 6
\end{array}\right\}
$$

or, schematically,

| 1 | 4 | 7 | $\longleftarrow T_{1}$ |
| :---: | :---: | :---: | :---: |
| 2 | 5 | 8 |  |
| 3 | 6 | 9 |  |
|  |  |  |  |

The resulting PBTIB design is

$$
\left[\begin{array}{lllllllll}
1 & 4 & 7 & 1 & 2 & 3 & 1 & 2 & 3  \tag{6.30}\\
2 & 5 & 0 & 5 & 6 & 4 & 6 & 4 & 5 \\
3 & 6 & 0 & 0 & 7 & 0 & 0 & 0 & 7
\end{array}\right]
$$

with parameters $r_{0}=6, \lambda_{01}=2, \lambda_{02}=1, \lambda_{11}^{(1)}=0, \lambda_{22}^{(1)}=0, \lambda_{22}^{(2)}=1, \lambda_{12}=1$. It is easy to verify that the design (6.30) is a PBTIB type II design.

Since there exist many GD-PBIB designs (see Clatworthy, 1973) the method described above will yield a rather rich class of PBTIB designs, most of them being of type II.

### 6.5.5 Optimal Designs

In the preceding sections we have described the construction of various types of treatment control designs. For a prespecified value of the number of test treatments $t$ and block size $k$, different methods may lead to different designs, some more efficient than others. In deciding which design to choose among competing designs and to use in a practical application, one consideration may be to compare their efficiencies and look, if possible, for the optimal design. In this context different optimality criteria have been used (see Section 6.5.2), based on different philosophies [for a discussion see Hedayat, Jacroux, and Majumdar (1988), and the comments following their article]. Unfortunately, different optimality criteria may lead to different optimal designs, but often the optimal design using one criterion is near optimal under another criterion.

Using the $A$-optimality criterion Hedayat and Majumdar (1984) provide for the class of BTIB designs a catalogue of optimal $R$ - and $S$-type designs for block sizes $2 \leq k^{*} \leq 8$. Optimal $R$-type designs are also given by Stufken (1987). These results are based on a theorem by Majumdar and Notz (1983), which can be stated as in the following theorem (Hedayat and Majumdar, 1984).

Theorem 6.3 For given $\left(t, b, k^{*}\right)$ a $\operatorname{BTIBD}\left(t, b, k^{*}, u, s ; \lambda_{0}, \lambda_{1}\right)$ (see Section 6.5.3.2) is $A$-optimal if for $x=u$ and $z=s$ the following function is minimized:

$$
\begin{aligned}
g(x, z)= & (t-1)^{2}\left[b t k^{*}\left(k^{*}-1\right)-(b x+z)\left(k^{*} t-t+k\right)+\left(b x^{2}+2 x z+z\right)\right]^{-1} \\
& +\left[k^{*}(b x+x)-\left(b x^{2}+2 x z+z\right)\right]^{-1}
\end{aligned}
$$

among integers $x=0,1, \ldots,\left[k^{*} / 2\right], z=0,1, \ldots, b-1$, with $\left[k^{*} / 2\right]$ the largest integer not greater than $k^{*} / 2$, and $z$ positive when $x=0$ and $z=0$ when $x=$ [ $\left.k^{*} / 2\right]$.

A different approach to constructing optimal BTIB designs has been provided by Bechhofer and Tamhane (1983a, 1983b, 1985). Their criterion is maximization of the confidence coefficient for the joint confidence intervals of prescribed allowance (or length) for $\tau_{j}-\tau_{0}(j=1,2, \ldots, t)$, namely, for $\ell>0$,

$$
\begin{equation*}
P_{1}=P\left\{\tau_{j}-\tau_{0} \geq \widehat{\tau}_{j}-\widehat{\tau}_{0}-\ell ; j=1,2, \ldots, t\right\} \tag{6.31}
\end{equation*}
$$

for one-sided confidence intervals, and

$$
\begin{equation*}
P_{2}=P\left\{\widehat{\tau}_{j}-\widehat{\tau}_{0}-\ell \leq \tau_{j}-\tau_{0} \leq \widehat{\tau}_{j}-\widehat{\tau}_{0}+\ell ; j=1,2, \ldots, t\right\} \tag{6.32}
\end{equation*}
$$

for two-sided confidence intervals. This requires that additional assumptions have to be made about the error $e_{i j}$ in model (6.2). Assuming that the $e_{i j}$ are i.i.d. $N\left(0, \sigma_{e}^{2}\right)$ and denoting the right-hand sides of (6.17) and (6.18) by $\alpha^{2} \sigma_{e}^{2}$ and $\rho \alpha^{2} \sigma_{e}^{2}$, respectively, then expressions for $P_{1}$ in (6.31) and $P_{2}$ in (6.32) can be written as

$$
\begin{equation*}
P_{1}=\int_{-\infty}^{\infty}\left[\Phi\left(\frac{x \sqrt{\rho}+\ell / \alpha \sigma_{e}}{\sqrt{1-\rho}}\right)\right]^{t} d \Phi(x) \tag{6.33}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{2}=\int_{-\infty}^{\infty}\left[\Phi\left(\frac{x \sqrt{\rho}+\ell / \alpha \sigma_{e}}{\sqrt{1-\rho}}\right)-\Phi\left(\frac{x \sqrt{\rho}-\ell / \alpha \sigma_{e}}{\sqrt{1-\rho}}\right)\right]^{t} d \Phi(x) \tag{6.34}
\end{equation*}
$$

where $\Phi(\cdot)$ denotes the standard normal cumulative distribution function (cdf).
We note here, parenthetically, that the assumption about the $e_{i j}$ does not agree with our underlying framework of randomization theory (see Sections 1.6 and I.10). We, therefore, consider the confidence coefficients in (6.33) and (6.34) to be approximate confidence coefficients. Nevertheless, the proposed procedures of finding optimal designs based on maximizing $P_{1}$ or $P_{2}$ are useful. We note also that for design purposes $\sigma_{e}^{2}$ is assumed to be known, based on prior experiences or theoretical subject matter considerations. But as Bechhofer and Tamhane (1985) suggest, for analysis purposes an estimate of $\sigma_{e}^{2}$, based on the analysis of variance, should be used in connection with Dunnett's procedure (Dunnett, 1955; see also I.7).

Tables of optimal BTIB designs for one-sided and two-sided comparisons for $2 \leq t \leq 6$ ), $k^{*}=2,3$ and a wide range of values for $b$ and $\ell / \sigma_{e}$ are given by Bechhofer and Tamhane (1985). The procedure is, for a desired confidence coefficient, to combine one or more replicates from a table of minimal complete sets of generator designs.

### 6.6 ROW-COLUMN DESIGNS

### 6.6.1 Introduction

For purposes of error control or error reduction the principle of blocking is of primary importance. So far we have considered only one blocking factor, and for most situations this is quite satisfactory. There are, however, situations where blocking in more than one dimension may be needed. For example, in an agronomic or forestry trial it is not uncommon to compare a large number of hybrid varieties (which represent the treatments), which leads to a large experimental area, and it may be important to account for or eliminate the effects of fertility trends in the land in two directions. This implies that one needs to block or eliminate heterogeneity in two directions. The two blocking systems are referred to generally (borrowing terminology from field experiments) as row blocking and column blocking, and the resulting designs are referred to as row-column designs. Examples of such designs are the Latin square type designs of Chapter I.10, but other designs may be needed with incomplete blocks in both directions. As an example consider the following design given by John and Williams (1995) with $t=12$ treatments in $r=4$ rows and $c=9$ columns:

|  |  | Column |  |  |  |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|  | Row | 1 | 4 | 8 | 5 | 9 | 11 | 3 | 2 | 1 |
| 7 |  |  |  |  |  |  |  |  |  |  |
|  | 2 | 12 | 11 | 2 | 3 | 5 | 10 | 4 | 8 | 6 |
|  | 3 | 7 | 10 | 9 | 4 | 6 | 5 | 1 | 12 | 8 |
|  | 4 | 11 | 9 | 12 | 6 | 1 | 7 | 10 | 3 | 2 |

Both rows and columns represent incomplete blocks, and the row design and column design, which we refer to as the component designs, are characterized by their respective incidence matrices, $\boldsymbol{N}_{\rho}$ and $\boldsymbol{N}_{\gamma}$ say. We shall see later (see Section 6.6.2) that the properties of the row-column design depend on $\boldsymbol{N}_{\rho}$ and $\boldsymbol{N}_{\gamma}$, but that it is not straightforward how to combine the component designs to produce a "good" final design. We shall return to this point in Section 6.6.3 after discussing the analysis of a row-column design in Section 6.6.2.

### 6.6.2 Model and Normal Equations

Consider a row-column design with $r$ rows, $c$ columns, and $t$ treatments where treatment $k$ is replicated $r_{k}$ times $(k=1,2, \ldots, t)$. Let $y_{i j k}$ denote the observation for the experimental unit in the $i$ th row and $j$ th column to which treatment $k$ has been applied. Based on the assumption of unit treatment additivity (see Section I.10.2.3), a model for $y_{i j k}$ can be derived [despite criticism by Srivastava (1993, 1996), and Srivastava and Wang (1998)] and written as

$$
\begin{equation*}
y_{i j k}=\mu+\rho_{i}+\gamma_{j}+\tau_{k}+e_{i j k} \tag{6.35}
\end{equation*}
$$

where $\rho_{i}(i=1,2, \ldots, r), \gamma_{j}(j=1,2, \ldots, c), \tau_{k}(k=1,2, \ldots, t)$ represent the row, column, and treatment effects, respectively, which are defined such that $\sum \rho_{i}=0, \sum \gamma_{j}=0, \sum \tau_{k}=0$ (see Section I.10.2.3). The $e_{i j k}$ represent the combined experimental and observational error. Let us rewrite (6.35) in the usual fashion in matrix notation as follows:

$$
\begin{equation*}
\boldsymbol{y}=\mu \mathcal{J}+\boldsymbol{X}_{\rho} \boldsymbol{\rho}+\boldsymbol{X}_{\gamma} \boldsymbol{\gamma}+\boldsymbol{X}_{\tau} \boldsymbol{\tau}+\boldsymbol{e} \tag{6.36}
\end{equation*}
$$

where $\boldsymbol{\rho}, \boldsymbol{\gamma}, \boldsymbol{\tau}$ represent the row, column, and treatment effect vectors, respectively, and $\boldsymbol{X}_{\rho}, \boldsymbol{X}_{\gamma}, \boldsymbol{X}_{\tau}$ are known matrices linking the row, column, and treatment effects to the observations. If we write, for example, the observation $\boldsymbol{y}$ such that the first $c$ components are the observation in row 1 , the next $c$ from row 2 , and so forth, then we have

$$
\boldsymbol{X}_{\rho}=\left(\begin{array}{llll}
\mathfrak{J}_{c} & & &  \tag{6.37}\\
& \mathfrak{J}_{c} & & \\
& & \ddots & \\
& & & \mathfrak{J}_{c}
\end{array}\right)
$$

of dimension $r c \times r$, and

$$
\boldsymbol{X}_{\gamma}=\left(\begin{array}{c}
\boldsymbol{I}_{c}  \tag{6.38}\\
\boldsymbol{I}_{c} \\
\ldots \\
\boldsymbol{I}_{c}
\end{array}\right)
$$

of dimension $r c \times c$. Further, the relationships between $\boldsymbol{X}_{\rho}, \boldsymbol{X}_{\gamma}$, and $\boldsymbol{X}_{\tau}$ are

$$
\begin{equation*}
\boldsymbol{X}_{\tau}^{\prime} \boldsymbol{X}_{\rho}=\boldsymbol{N}_{\rho} \quad \boldsymbol{X}_{\tau}^{\prime} \boldsymbol{X}_{\gamma}=\boldsymbol{N}_{\gamma} \tag{6.39}
\end{equation*}
$$

Using (6.37), (6.38), and (6.39), it is then easy to write the NE for model (6.36) as

$$
\left(\begin{array}{cccc}
r c & c \boldsymbol{J}_{r}^{\prime} & r \boldsymbol{J}_{c}^{\prime} & \mathbf{r}^{\prime}  \tag{6.40}\\
c \boldsymbol{J}_{r} & c \boldsymbol{I}_{r} & \boldsymbol{J}_{r} \boldsymbol{J}_{c}^{\prime} & \boldsymbol{N}_{\rho}^{\prime} \\
r \boldsymbol{J}_{c} & \boldsymbol{J}_{c} \boldsymbol{J}_{r}^{\prime} & r \boldsymbol{I}_{c} & \boldsymbol{N}_{\gamma}^{\prime} \\
\boldsymbol{r} & \boldsymbol{N}_{\rho} & \boldsymbol{N}_{\gamma} & \boldsymbol{r}^{\delta}
\end{array}\right)\left(\begin{array}{c}
\widehat{\mu} \\
\widehat{\boldsymbol{\rho}} \\
\widehat{\boldsymbol{\gamma}} \\
\widehat{\boldsymbol{\tau}}
\end{array}\right)=\left(\begin{array}{c}
\boldsymbol{J}_{r c}^{\prime} \boldsymbol{y} \\
\boldsymbol{X}_{\rho}^{\prime} \boldsymbol{y} \\
\boldsymbol{X}_{\gamma}^{\prime} \boldsymbol{y} \\
\boldsymbol{X}_{\tau}^{\prime} \boldsymbol{y}
\end{array}\right)
$$

where $\boldsymbol{r}^{\prime}=\left(r_{1}, r_{2}, \ldots, r_{t}\right)$ and $\boldsymbol{r}^{\delta}=\operatorname{diag}\left(r_{1}, r_{2}, \ldots, r_{t}\right)$.
Similar to Section 1.3.2 we shall derive from (6.40) the reduced NE as follows: Using $\sum \widehat{\rho}_{i}=0$ and $\sum \widehat{\gamma} j=0$ (as suggested by $\sum \rho_{i}=0$ and $\sum \gamma_{j}=0$ ), we obtain from the first equation of (6.40)

$$
\begin{equation*}
\widehat{\mu}=\frac{G}{n}-\frac{r^{\prime} \widehat{\boldsymbol{\tau}}}{n} \tag{6.41}
\end{equation*}
$$

where we are using the following obvious notation for the right-hand side of (6.40):

$$
\left(\begin{array}{l}
\mathcal{J}_{r r}^{\prime} \boldsymbol{y}  \tag{6.42}\\
\boldsymbol{X}_{\rho}^{\prime} \boldsymbol{y} \\
\boldsymbol{X}_{\gamma}^{\prime} \boldsymbol{y} \\
\boldsymbol{X}_{\tau}^{\prime} \boldsymbol{y}
\end{array}\right)=\left(\begin{array}{c}
G \\
\boldsymbol{P} \\
\boldsymbol{\Gamma} \\
\boldsymbol{T}
\end{array}\right)
$$

and $r c=n$. From the second and third set of the NE (6.40) we obtain

$$
\begin{equation*}
c \widehat{\boldsymbol{\rho}}=\boldsymbol{P}-c \widehat{\mu} \boldsymbol{J}_{r}-\boldsymbol{N}_{\rho}^{\prime} \widehat{\boldsymbol{\tau}} \tag{6.43}
\end{equation*}
$$

and

$$
\begin{equation*}
r \widehat{\boldsymbol{\gamma}}=\boldsymbol{\Gamma}-r \widehat{\mu} \boldsymbol{J}_{c}-\boldsymbol{N}_{\gamma}^{\prime} \widehat{\boldsymbol{\tau}} \tag{6.44}
\end{equation*}
$$

Substituting (6.41), (6.43), and (6.44) into the fourth set of equations in (6.40) and simplifying, we obtain the RNE for $\boldsymbol{\tau}$ as

$$
\begin{equation*}
\left(\boldsymbol{r}^{\delta}-\frac{1}{c} \boldsymbol{N}_{\rho} \boldsymbol{N}_{\rho}^{\prime}-\frac{1}{r} \boldsymbol{N}_{\gamma} \boldsymbol{N} \gamma^{\prime}+\frac{r \boldsymbol{r}^{\prime}}{n}\right) \widehat{\tau}=\left(\boldsymbol{T}-\frac{1}{c} \boldsymbol{N}_{\rho} \boldsymbol{P}-\frac{1}{r} \boldsymbol{N}_{\gamma} \Gamma+r \frac{G}{n}\right) \tag{6.45}
\end{equation*}
$$

which we write in abbreviated form as

$$
\begin{equation*}
C \widehat{\tau}=\boldsymbol{Q} \tag{6.46}
\end{equation*}
$$

with $\boldsymbol{C}$ and $\boldsymbol{Q}$ as defined in (6.45). A solution to (6.46) can be written as

$$
\begin{equation*}
\widehat{\boldsymbol{\tau}}=C^{-} \boldsymbol{Q} \tag{6.47}
\end{equation*}
$$

where $\boldsymbol{C}^{-}$is a generalized inverse of $\boldsymbol{C}$.
Any statistical inference about the treatment effects is then derived, similar to the developments in Chapter 1, from (6.46) and (6.47), in conjunction with information from the analysis of variance (see Section 6.6.3). For example, rank $(\boldsymbol{C})(\leq t-1)$ determines the number of linearly independent estimable functions, $\boldsymbol{c}^{\prime} \boldsymbol{\tau}$, of the treatment effects. For any estimable function $\boldsymbol{c}^{\prime} \boldsymbol{\tau}$ we have $\widehat{\boldsymbol{c}^{\prime} \boldsymbol{\tau}}=\boldsymbol{c}^{\prime} \widehat{\boldsymbol{\tau}}$, with $\widehat{\tau}$ from (6.47), and

$$
\operatorname{var}\left(\boldsymbol{c}^{\prime} \widehat{\boldsymbol{\tau}}\right)=\boldsymbol{c}^{\prime} \boldsymbol{C}^{-} \boldsymbol{c} \sigma_{e}^{2}
$$

### 6.6.3 Analysis of Variance

Following general principles (see, e.g., Sections I.4.11 and 1.3.6), it is easy to write out the analysis of variance table for a row-column design that will enable

Table 6.2 Analysis of Variance for Row-Column
Design

| Source | d.f. | SS |
| :--- | :--- | :--- |
| $\boldsymbol{X}_{\rho} \mid \mathfrak{J}$ | $r-1$ | $c \sum_{i=1}^{r}\left(\bar{y}_{i . .}-\bar{y}_{\ldots . .}\right)^{2}$ |
| $\boldsymbol{X}_{\gamma} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}$ | $c-1$ | $r \sum_{j=1}^{c}\left(\bar{y}_{. j .}-\bar{y}_{. . .}\right)^{2}$ |
| $\boldsymbol{X}_{\tau} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\gamma}$ | $t-1^{a}$ | $\widehat{\boldsymbol{\tau}}^{\prime} \boldsymbol{Q}$ |
| $\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\gamma}, \boldsymbol{X}_{\tau}$ | Difference $\equiv v_{E}$ | Difference $\equiv \mathrm{SS}(\mathrm{E})$ |
| Total | $r c-1$ | $\sum_{i, j, k}\left(y_{i j k}-\bar{y}_{\ldots . .}\right)^{2}$ |

${ }^{a}$ Assuming a connected design.
us to (i) estimate $\sigma_{e}^{2}$ and (ii) obtain an (approximate) $F$ test for testing $H_{0}: \tau_{1}=$ $\tau_{2}=\cdots=\tau_{t}=0$. Such an ANOVA table is given in Table 6.2, using an earlier established notation. We then have

$$
\widehat{\sigma}_{e}^{2}=\operatorname{MS}(E)=\frac{\operatorname{SS}(E)}{v_{E}}
$$

and

$$
F=\frac{\hat{\boldsymbol{\tau}}^{\prime} \boldsymbol{Q} /(t-1)}{\operatorname{MS}(E)}
$$

provides an approximate test for testing $H_{0}: \tau_{1}=\tau_{2}=\cdots=\tau_{t}=0$.
It should be mentioned (as is, of course, obvious from the notation used) that the ANOVA in Table 6.2 is a sequential (or type I in SAS terminology) ANOVA. The nature of the design implies immediately that $\operatorname{SS}\left(\boldsymbol{X}_{\gamma} \mid \mathcal{J}, \boldsymbol{X}_{\rho}\right)=\operatorname{SS}\left(\boldsymbol{X}_{\gamma} \mid \boldsymbol{J}\right)$, and hence the simple expression for $\operatorname{SS}\left(\boldsymbol{X}_{\gamma} \mid \mathcal{J}, \boldsymbol{X}_{\rho}\right)$ given in Table 6.2.

### 6.6.4 An Example

We shall illustrate the analysis of data from a row-column design, using the design of Section 6.1 and using SAS PROC GLM. The data and analysis are given in Table 6.3. We make the following comments about the analysis and the SAS output in Table 6.3:

1. The inv-option in the model statement provides a generalized inverse to the coefficient matrix of the NE (6.40), and the $12 \times 12$ submatrix given by the rows and columns $T_{1}, T_{2}, \ldots, T_{12}$ serve as a $\boldsymbol{C}^{-}$for the RNE (6.46).
Table 6.3 Data and Analysis of Row-Column Design ( $t=12, r=4, c=9$ )

estimate 'T1-T5' T $100000-1$; estimate 'T1-T5' T
estimate 'T1-T6' T $100000-1 ;$ estimate T1-T7' T $10000000-1 ;$
 $\stackrel{\square}{1}$



 ๗月
O.
0


 NNNNmmmmmmmmmyみみみみみみみ

Table 6.3 (Continued)


Intercept
0.8611111111
-0.083333333
-0.125
-0.125
0
-0.444444444
-0.333333333
-0.444444444
-0.333333333
-0.333333333
-0.333333333
-0.333333333
-0.444444444
-0.



|  | C 2 | C 3 | C 4 | C 5 | C 6 | C 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C 8 | 0.3333333333 | 0.3333333333 | 0.3333333333 | 0.3333333333 | 0.3333333333 | 0.3333333333 |
| C 9 | 0 | 0 | 0 | 0 | 0 | 0 |
| T 1 | -6.6489E-16 | 0.1111111111 | -7.25482E-16 | -0.111111111 | -7.19612E-16 | -0.111111111 |
| T 2 | 0.1111111111 | 0.1111111111 | 0.1111111111 | 0.1111111111 | 0.1111111111 | -6.41164E-16 |
| T 3 | -6.59544E-16 | 0.1111111111 | -0.111111111 | -6.80361E-16 | -0.111111111 | -7.03875E-16 |
| T 4 | -7.08048E-16 | 0.1111111111 | -0.111111111 | -7.21926E-16 | -7.52338E-16 | -0.111111111 |
| T 5 | -6.10521E-16 | -7.265E-16 | -6.70087E-16 | -0.111111111 | -0.111111111 | -6.53118E-16 |
| T 6 | 0.1111111111 | 0.2222222222 | -7.08466E-16 | -6.35922E-16 | 0.1111111111 | 0.1111111111 |
| T 7 | 0.1111111111 | 0.2222222222 | 0.1111111111 | 0.1111111111 | -7.09929E-16 | 0.1111111111 |
| T 8 | -6.29051E-16 | 0.2222222222 | 0.1111111111 | 0.1111111111 | 0.1111111111 | 0.1111111111 |
| T 9 | -0.111111111 | -7.48079E-16 | -0.111111111 | -6.44453E-16 | -6.91857E-16 | -6.73674E-16 |
| T 10 | -0.111111111 | 0.1111111111 | -7.945E-16 | -7.4153E-16 | -0.111111111 | -0.111111111 |
| T 11 | -0.111111111 | 0.1111111111 | -6.75091E-16 | -0.111111111 | -6.70031E-16 | -6.46005E-16 |
| T 12 | 0 | 0 | 0 | 0 | 0 | 0 |
| Y | 1.4444444444 | 5 | 1.5555555556 | 0.7777777778 | 6.3333333333 | 2.8888888889 |
|  |  | X'X Generalized Inverse (g2) |  |  |  |  |
|  | C 8 | C 9 | T 1 | T 2 | T 3 | T 4 |
| Intercept | -0.444444444 | 0 | -0.421296296 | -0.532407407 | -0.421296296 | -0.37962963 |
| R 1 | -1.12406E-17 | 0 | -0.041666667 | -0.041666667 | -0.041666667 | -0.083333333 |
| R 2 | -1.07621E-16 | 0 | 0.0416666667 | -1.56588E-16 | -1.31958E-16 | -0.041666667 |
| R 3 | -8.74456E-17 | 0 | -8.68327E-17 | 0.0416666667 | 0.0416666667 | -0.041666667 |



 と8もし8もโ86を・0 0.8425925926
 0.4212962963
 と96て96てエても・0
 0.4444444444 0.4444444444

 00000000000000000000
X＇X Generalized Inverse（g2）

| C 9 | T 1 | T 2 | T 3 | T 4 |
| ---: | ---: | ---: | ---: | ---: |
|  |  |  |  |  |
| 0 | 0.4212962963 | 0.3981481481 | 0.3981481481 | 0.4212962963 |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 6.5694444444 | 7.3981481481 | 6.7314814815 | 5.3657407407 |



Table 6.3 (Continued)

|  | T 5 | T 6 | T 7 | T 8 | T 9 | T 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Intercept | -0.37962963 | -0.555555556 | -0.532407407 | -0.490740741 | -0.421296296 | -0.444444444 |
| R 1 | -0.083333333 | -2.16298E-17 | -0.041666667 | -0.083333333 | -0.041666667 | -2.56719E-17 |
| R 2 | -0.041666667 | -1.63766E-16 | 0.0416666667 | -0.041666667 | 0.0416666667 | -1.38442E-16 |
| R 3 | -0.041666667 | -1.12908E-16 | -1.05476E-16 | -0.041666667 | -8.40883E-17 | -8.45796E-17 |
| R 4 | 0 | 0 | 0 | 0 | 0 | 0 |
| C 1 | 0.1111111111 | 0.2222222222 | 0.1111111111 | 0.2222222222 | 0.1111111111 | 0.1111111111 |
| C 2 | -6.10521E-16 | 0.1111111111 | 0.1111111111 | -6.29051E-16 | -0.111111111 | -0.1111111111 |
| C 3 | -7.265E-16 | 0.2222222222 | 0.2222222222 | 0.2222222222 | -7.48079E-16 | 0.1111111111 |
| C 4 | -6.70087E-16 | -7.08466E-16 | 0.1111111111 | 0.1111111111 | -0.1111111111 | -7.945E-16 |
| C 5 | -0.111111111 | -6.35922E-16 | 0.1111111111 | 0.1111111111 | -6.44453E-16 | -7.4153E-16 |
| C 6 | -0.111111111 | 0.1111111111 | -7.09929E-16 | 0.1111111111 | -6.91857E-16 | -0.111111111 |
| C 7 | -6.53118E-16 | 0.1111111111 | 0.1111111111 | 0.1111111111 | -6.73674E-16 | -0.111111111 |
| C 8 | 0.1111111111 | 0.2222222222 | 0.2222222222 | 0.1111111111 | 0.1111111111 | 0.1111111111 |
| C 9 | 0 | 0 | 0 | 0 | 0 | 0 |
| T 1 | 0.4212962963 | 0.4444444444 | 0.3981481481 | 0.4212962963 | 0.3981481481 | 0.4444444444 |
| T 2 | 0.4212962963 | 0.4444444444 | 0.4212962963 | 0.4212962963 | 0.4212962963 | 0.4444444444 |
| T 3 | 0.4212962963 | 0.4444444444 | 0.4212962963 | 0.4212962963 | 0.4212962963 | 0.4444444444 |
| T 4 | 0.3981481481 | 0.4444444444 | 0.4212962963 | 0.3981481481 | 0.4212962963 | 0.4444444444 |
| T 5 | 0.8425925926 | 0.4444444444 | 0.4212962963 | 0.3981481481 | 0.4212962963 | 0.4444444444 |
| T 6 | 0.4444444444 | 0.8888888889 | 0.4444444444 | 0.4444444444 | 0.4444444444 | 0.4444444444 |
| T 7 | 0.4212962963 | 0.4444444444 | 0.8425925926 | 0.4212962963 | 0.3981481481 | 0.4444444444 |
| T 8 | 0.3981481481 | 0.4444444444 | 0.4212962963 | 0.8425925926 | 0.4212962963 | 0.4444444444 |
| T 9 | 0.4212962963 | 0.4444444444 | 0.3981481481 | 0.4212962963 | 0.8425925926 | 0.4444444444 |
| T 10 | 0.4444444444 | 0.4444444444 | 0.4444444444 | 0.4444444444 | 0.4444444444 | 0.8888888889 |

0.4444444444
0
8.4444444444
0.4212962963
0
6.4583333333
0.4212962963
0
5.0324074074
(g2)

N
H
T 11
$-0.421296296$
-0.041666667
$\begin{array}{ll}6 \\ 1 \\ 1 \\ 1 \\ 1 & 6 \\ 1 & 6 \\ 0 & 6 \\ 0 & 6 \\ \infty & \\ \sim & 0 \\ -\quad & 0 \\ 1 & 0\end{array}$
0.4212962963
T 11 $-0.421296296$ $-1.28995 \mathrm{E}-16$

$$
0
$$

                                    \(-6.70031 \mathrm{E}-16\)
                                    0.4212962963
    0.3981481481
0.4444444444
0
8.5555555556
X'X Generalized Inverse (g2)

$$
\begin{array}{r}
0.0416666667 \\
0
\end{array}
$$

0.4212962963
0
6.3472222222

0.4212962963
0

4.4768518519 | 7 |
| :--- |
| 7 |
| 0 |
| $\infty$ |
| 1 |
| 1 |
| $\infty$ |
| 0 |
| $\ldots$ |
|  |

न̈
HE入
4.4768518519
8.5555555556
6.3472222222
5.0324074074
6.4583333333
8.4444444444
0.6203703704
038.76851852
0
0
0
0
0
0
0
0
0 0.4212962963
0.4444444444
0.4212962963
0.4212962963
0.4212962963
0.4444444444
0.8425925926
0
0.6203703704 .
of Estimable Functions
Coefficients

 Form

$$
+-1+2
$$ T

T
T
T
T
T
T
T
Y General
Effect
Intercept ๙ ๙ ๙
UUUUUUU

L1-L15-L16-L17-L18-L19-L20-L21-L22-L23-L24-L25
Value
7.51
Pr $>F$
0.0003
$\begin{array}{lr}\text { Dependent Variable: } & Y \\ \text { Source } & \text { DF } \\ & \\ \text { Model } & 22 \\ \text { Error } & 13 \\ \text { Corrected Total } & 35\end{array}$

| R-Square | Coeff Var | Root MSE | Y Mean |
| :--- | :--- | :--- | ---: |
| 0.927051 | 18.86789 | 5.104813 | 27.05556 |
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$$
\begin{aligned}
& n \\
& 0 \\
& n \\
& 0 \\
& \infty \\
& n_{0} \\
& 6 \\
& \dot{H}
\end{aligned}
$$

ร0عร8ร89・モ

$$
\begin{aligned}
& \text { n } \\
& 0 \\
& n \\
& n \\
& \infty \\
& 1 \\
& \infty \\
& 0 \\
& 0 \\
& \hline
\end{aligned}
$$

$$
\begin{array}{ll}
9 & 28.0138889 \\
10 & 30.0000000 \\
11 & 22.1759259 \\
12 & 21.5555556
\end{array}
$$


Estimate

$$
-0.82870370
$$

$\mathrm{T} 1-\mathrm{T} 2$
$\mathrm{~T} 1-\mathrm{T} 3$
$\mathrm{~T} 1-\mathrm{T} 4$
$\mathrm{~T} 1-\mathrm{T} 5$
$\mathrm{~T} 1-\mathrm{T} 6$
$\mathrm{~T} 1-\mathrm{T} 7$
$\mathrm{~T} 1-\mathrm{T} 8$
$\mathrm{~T} 1-\mathrm{T} 9$
$\mathrm{~T} 1-\mathrm{T} 10$
$\mathrm{~T} 1-\mathrm{T} 11$
$\mathrm{~T} 1-\mathrm{T} 12$

$$
\begin{array}{r}
-0.16203704 \\
1.20370370
\end{array}
$$

$$
\begin{aligned}
& 1.20370370 \\
& 2.09259259
\end{aligned}
$$

$$
-1.98611111
$$

$$
\begin{aligned}
& 0.22222222 \\
& 1.53703704
\end{aligned}
$$

$$
\begin{aligned}
& 1.53703704 \\
& 0.11111111
\end{aligned}
$$ 6.56944444

$$
\begin{aligned}
& 3.2997161 \\
& 3.2997161 \\
& 3.2997161 \\
& 3.2997161
\end{aligned}
$$

Standard Error

$$
4.68585305
$$

$$
\begin{aligned}
& 4.68585305 \\
& 4.68585305
\end{aligned}
$$

$$
\begin{aligned}
& 4.81286395 \\
& 4.68585305
\end{aligned}
$$

$$
\begin{aligned}
& 4.68585305 \\
& 4.81286395
\end{aligned}
$$

$$
\begin{aligned}
& 4.81286395 \\
& 4.68585305
\end{aligned}
$$

$$
\begin{aligned}
& <.0001 \\
& <.0001 \\
& <.0001 \\
& <.0001
\end{aligned}
$$

$$
\begin{array}{r}
\operatorname{Pr}>|t| \\
0.8623 \\
0.9729 \\
0.8013 \\
0.6625 \\
0.6786 \\
0.9639 \\
0.7481 \\
0.9819 \\
0.6956 \\
0.2265 \\
0.1843
\end{array}
$$

ләұәшелед
2. The e-option in the model statement provides a list of linearly independent estimable functions. The output shows that this design is a connected design, that is, all treatment comparisons are estimable.
3. The $P$-values for $R$ and $C$ should be ignored (see Section I.10.2.5).
4. All treatment least-squares means have the same standard error because of the same number of replications.
5. Not all simple treatment comparisons have the same standard error. This has to do with the fact that $\boldsymbol{N}_{\rho}$ and $\boldsymbol{N}_{\gamma}$ represent incomplete block designs. For example, treatment 1 occurs together with treatments 7 and 9 three times in the same row, whereas it occurs together twice in the same row with all other treatments; but treatment 1 never occurs together with treatments 7 and 9 in the same column, whereas it occurs together once in the same column with all other treatments. Hence there are two different variances and, hence, two different standard errors for simple treatment comparisons, for example, 4.81 and 4.68. We add here, however, that, in spite of their appearance, neither $\boldsymbol{N}_{\rho}$ nor $\boldsymbol{N}_{\gamma}$ represent $\mathrm{PBIB}(2)$ designs.

### 6.6.5 Regular Row-Column Designs

As we have already seen in the previous sections, a row-column design consists of the amalgamation of two component designs, characterized by $\boldsymbol{N}_{\rho}$ and $\boldsymbol{N}_{\gamma}$, the row and column designs, respectively. For example, the row-column designs in Table 6.4 can be characterized (prior to an appropriate rearrangement of the treatments) easily in terms of well-defined error-control designs. We might refer to these designs as regular row-column designs.

### 6.6.6 Doubly Incomplete Row-Column Designs

One feature that all the designs in Table 6.4 have in common is that the number of columns, that is, the number of experimental units in each row, is equal to a multiple of the number of treatments. Of considerable interest, however, are designs for which the number of rows and columns is less than the number of treatments. A natural way to construct such designs would be to amalgamate two PBIB designs.

Example 6.13 For $t=8, r=4, c=4$ Eccleston and Russell (1975) give the following design:

|  |  | Column |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 |
| Row | 1 | 1 | 2 | 5 | 6 |
|  | 2 | 3 | 4 | 7 | 8 |
|  | 3 | 7 | 6 | 2 | 3 |
| 4 | 5 | 8 | 4 | 1 |  |

Table 6.4 Regular Row-Column Designs

| Row Design | Column Design | Row-Column Design | Reference |
| :---: | :---: | :---: | :---: |
| RCBD | RCBD | Latin square | I.10.2 |
| RCBD | GRBD | Latin square | I.10.4 |
| GRBD | GRBD | Frequency square | Hedayat and <br> Seiden (1970); <br> Hedayat, <br> Raghavarao, and Seiden (1975) |
| RCBD | BIBD | Youden square | I. 10.5 |
| RCBD | PBIBD | Youden square | I.10.5 |
| RCBD | Extended block design ${ }^{a}$ | Incomplete Latin square | Cochran and Cox (1957) |
| BBD | $\mathrm{BBD}^{\text {b }}$ | Generalized Youden design | Kiefer (1975a, b) |

${ }^{a}$ See I.9.8.5.
${ }^{b}$ See Definition 19.9.

By inspection we find that both row and column designs are PBIB(3) designs with the following association schemes:

Row design:

| 0th Associate | 1st Associates | 2nd | Associates | 3rd Associates |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $2,4,6,8$ | 5 | 3,7 |  |
| 2 | $3,5,7,1$ | 6 | 4,8 |  |
| 3 | $4,6,8,2$ | 7 | 5,1 |  |
| 4 | $5,7,1,3$ | 8 | 6,2 |  |
| 5 | $6,8,2,4$ | 1 | 7,3 |  |
| 6 | $7,1,3,5$ | 2 | 8,4 |  |
| 7 | $8,2,4,6$ | 3 | 2,6 |  |

with $\lambda_{1}=1, \lambda_{2}=2, \lambda_{3}=0$, and

$$
\boldsymbol{P}_{1}=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & 0 & 1 & 2 \\
0 & 1 & 0 & 0 \\
0 & 2 & 0 & 0
\end{array}\right) \quad \boldsymbol{P}_{2}=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 4 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 2
\end{array}\right) \quad \boldsymbol{P}_{3}=\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 4 & 0 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 1 & 0
\end{array}\right)
$$

Column design:

| 0th Associate | 1st | Associates | 2nd | Associates |
| :---: | :---: | :---: | :---: | :---: | 3rd Associates | 3r |
| :---: |
| 1 |

with $\lambda_{1}=1, \lambda_{2}=2, \lambda_{3}=0$, and $\boldsymbol{P}$ matrices the same as for the row design.

### 6.6.7 Properties of Row-Column Designs

We shall restrict ourselves to designs for which each treatment is replicated the same number of times, say $r_{0}$. Moreover, we shall consider a subclass of designs, denoted by $D_{0}$ by Shah (1977), with the property that each row of the design has $r_{0}$ treatments in common with each column (this holds for all the designs discussed so far). In terms of the component design incidence matrices, this condition can be expressed as

$$
\begin{equation*}
\boldsymbol{N}_{\rho}^{\prime} \boldsymbol{N}_{\gamma}=r_{0} \mathfrak{J}_{r} \mathfrak{J}_{c}^{\prime} \tag{6.48}
\end{equation*}
$$

The condition (6.48) is equivalent to the property of adjusted orthogonality for the row-column design (John and Eccleston, 1986). For the type of design considered here Eccleston and Russell $(1975,1977)$ define adjusted orthogonality to mean that using model (6.35) the contrast estimators for row effects adjusted for treatment effects are uncorrelated with the contrast estimators for column effects adjusted for treatment effects. This property is important because it has implications with respect to the connectedness of a row-column design. Thus Eccleston and Russell (1975) show that a row-column design is connected if it satisfies the property of adjusted orthogonality and if both the row and column designs are connected. This, in turn, means that for any design in $D_{0}$ its properties are determined by the properties of the component designs.

One important characteristic of an incomplete block design is its efficiency factor, which is related to the properties of the information matrix $C$ (see Section 1.12.2). For the row-column design the information matrix as given in (6.37) can be written in terms of the information matrices for the component designs as follows:

$$
\begin{align*}
\boldsymbol{C} & =\left(\boldsymbol{r}^{\delta}-\frac{1}{c} \boldsymbol{N}_{\rho} \boldsymbol{N}_{\rho}^{\prime}\right)+\left(\boldsymbol{r}^{\delta}-\frac{1}{r} \boldsymbol{N}_{\gamma} \boldsymbol{N}_{\gamma}^{\prime}\right)-\left(\boldsymbol{r}^{\delta}-\frac{\boldsymbol{r} \boldsymbol{r}^{\prime}}{n}\right) \\
& =\boldsymbol{C}_{\rho}+\boldsymbol{C}_{\gamma}-\left(\boldsymbol{r}^{\delta}-\frac{\boldsymbol{r} \boldsymbol{r}^{\prime}}{n}\right) \tag{6.49}
\end{align*}
$$

where $\boldsymbol{C}_{\rho}$ and $\boldsymbol{C}_{\gamma}$ denote the information matrices for the row and column designs, respectively. More specifically, for the class $D_{0}$ (6.49) can be written as

$$
\begin{equation*}
\boldsymbol{C}=\left(r_{0} \boldsymbol{I}-\frac{1}{c} \boldsymbol{N}_{\rho} \boldsymbol{N}_{\rho}^{\prime}\right)+\left(r_{0} \boldsymbol{I}-\frac{1}{r} \boldsymbol{N}_{\gamma} \boldsymbol{N}_{\gamma}^{\prime}\right)-r_{0}\left(\boldsymbol{I}-\frac{\mathfrak{J J}^{\prime}}{t}\right) \tag{6.50}
\end{equation*}
$$

In addition, for any design in $D_{0} \boldsymbol{C}$ satisfies the condition

$$
\begin{equation*}
\boldsymbol{C}=\boldsymbol{C}_{\rho} \boldsymbol{C}_{\gamma} / r_{0} \tag{6.51}
\end{equation*}
$$

(John and Eccleston, 1986). The relationships (6.50) and (6.51), together with the fact that $\boldsymbol{C}, \boldsymbol{C}_{\rho}$, and $\boldsymbol{C}_{\gamma}$ have the same eigenvectors and that the eigenvalues of $\boldsymbol{C}$ are those of $\boldsymbol{C}_{\rho}$ or $\boldsymbol{C}_{\gamma}$ or 0 (John and Eccleston, 1986), it is possible to express the efficiency factor $E_{\rho \gamma}$ of a row-column design in $D_{0}$ in terms of the efficiency factors $E_{\rho}$ and $E_{\gamma}$ of the row and column component designs, respectively, as

$$
\begin{equation*}
E_{\rho \gamma}=\frac{E_{\rho} E_{\gamma}}{E_{\rho}+E_{\gamma}-E_{\rho} E_{\gamma}} \tag{6.52}
\end{equation*}
$$

(see Eccleston and McGilchrist, 1986; John and Eccleston, 1986). For designs not in $D_{0}$ the right-hand side of (6.52) represents an upper bound for $E_{\rho \gamma}$ (Eccleston and McGilchrist, 1986).

We shall illustrate the relationship (6.52) numerically in terms of the design of Example 6.13.

Example 6.13 (Continued) Inspection shows that the design belongs to $D_{0}$ with $r_{0}=2$. The SAS output in Table 6.5 confirms that the design is connected.

To obtain $E_{\rho}$ and $E_{\gamma}$ (which in this case are identical) we use the system of equations (4.34) and solve for $g_{0}, g_{1}, g_{2}, g_{3}$ to be used in

$$
\operatorname{var}\left(\hat{\tau}_{k}-\hat{\tau}_{k^{\prime}}\right)=2\left(g_{0}-g_{u}\right) \sigma_{e}^{2}
$$

[see (4.39)] for the three types of associates. We find $g_{0}=0, g_{1}=-\frac{5}{8}, g_{2}=$ $-\frac{1}{2}, g_{3}=-\frac{3}{4}$ with $n_{1}=4, n_{2}=1, n_{3}=2$, and hence

$$
\text { av. } \operatorname{var}\left(\hat{\tau}_{k}-\hat{\tau}_{k^{\prime}}\right)=\frac{9}{7} \sigma_{e}^{2}=1.2857 \sigma_{e}^{2}
$$

Thus, from (1.108) $E_{\rho}=E_{\gamma}=1 / 1.2857=.7778$ [we should point out that this value is slightly different from what would have been obtained from (4.41), which is defined as the weighted average of the three efficiencies $\left.E_{1}, E_{2}, E_{3}\right]$. Using (6.52) we obtain

$$
E_{\rho \gamma}=\frac{(.7778)^{2}}{2 \times .7778-(.7778)^{2}}=.6364
$$

Table 6.5 Data and Analysis for Row-Column Design With PBIB (3) Row and Column Designs ( $t=8, r=4, c=4$ )

```
options nodate pageno=1;
data rcpbib;
input R C T Y @@;
datalines;
1 1 1 1 20 1 2 2 23 1 3 3 5 25 1 4 4 6 21
2 1 3 30 2 2 2 4 29 2 3 7 7 25 2 4 4 8 31
3}1174\mp@code{34
4 11 5 33 4 4 2 8 38 4 3 3 4 34 4 4 1 1 31
;
run;
proc print data=rcpbib;
title1 'TABLE 6.5';
title2 'DATA FOR ROW-COLUMN DESIGN';
title3 'W/PBIB(3) ROW AND COLUMN DESIGNS';
title4 't=8, r=4, C=4';
run;
proc glm data=rcpbib;
class R C T;
model Y=C R T/e;
estimate '1-2' T 1 -1;
estimate '1-3' T 1 0 -1;
estimate '1-4' T 1 0 0 -1;
estimate '1-5' T 1 0 0 0 -1;
estimate '1-6' T 1 0 0 0 0 -1;
estimate '1-7' T 1 0 0 0 0 0 -1;
estimate '1-8' T 1 0 0 0 0 0 0 -1;
title2 'ANALYSIS OF DATA';
title3 'FROM ROW-COLUMN DESIGN';
title4 'W/SIMPLE TREATMENT CONTRASTS';
run;
```

| Obs | R | C | T | Y |
| ---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| 1 | 1 | 1 | 1 | 20 |
| 2 | 1 | 2 | 2 | 23 |
| 3 | 1 | 3 | 5 | 25 |
| 4 | 1 | 4 | 6 | 21 |
| 5 | 2 | 1 | 3 | 30 |
| 6 | 2 | 2 | 4 | 29 |
| 7 | 2 | 3 | 7 | 25 |
| 8 | 2 | 4 | 8 | 31 |
| 9 | 3 | 1 | 7 | 34 |
| 10 | 3 | 2 | 6 | 35 |
| 11 | 3 | 3 | 2 | 30 |
| 12 | 3 | 4 | 3 | 35 |

Table 6.5 (Continued)


Table 6.5 (Continued)

| Source | DF | Sum of Squares | Mean Square | F Value | $\mathrm{Pr}>\mathrm{F}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Model | 13 | 426.5000000 | 32.8076923 | 7.09 | 0.1302 |
| Error | 2 | 9.2500000 | 4.6250000 |  |  |
| Corrected |  |  |  |  |  |
|  |  |  |  |  |  |
|  | R-Square | re Coeff Var | ( Root MSE | Y Mean |  |
|  | 0.978772 | $72 \quad 7.259346$ | 62.150581 | 29.62500 |  |
| Source | DF | Type I SS | Mean Square | F Value | $\mathrm{Pr}>\mathrm{F}$ |
| C | 3 | 16.2500000 | 5.4166667 | 1.17 | 0.4913 |
| R | 3 | 357.2500000 | 119.0833333 | 25.75 | 0.0376 |
| T | 7 | 53.0000000 | 7.5714286 | 1.64 | 0.4305 |
| Source | DF | Type III SS | Mean Square | F Value | $\mathrm{Pr}>\mathrm{F}$ |
| C | 3 | 10.2500000 | 3.4166667 | 0.74 | 0.6189 |
| R | 3 | 285.5000000 | 95.1666667 | 20.58 | 0.0467 |
| T | 7 | 53.0000000 | 7.5714286 | 1.64 | 0.4305 |
|  | Standard |  |  |  |  |
| Parameter |  | Estimate | Error | t Value | Pr $>\|t\|$ |
| 1-2 |  | 0.500000002 | 2.84495167 | 0.18 | 0.8767 |
| 1-3 |  | 4.750000002 | 2.63391344 | -1.80 | 0.2131 |
| 1-4 |  | -3.25000000 2 | 2.84495167 | -1.14 | 0.3716 |
| 1-5 |  | -3.50000000 2 | 2.40442301 | -1.46 | 0.2828 |
| 1-6 |  | -1.00000000 2 | 2.63391344 | -0.38 | 0.7407 |
| 1-7 |  | $-1.750000002$ | 2.84495167 | -0.62 | 0.6011 |
| 1-8 |  | -6.25000000 2 | 2.63391344 | -2.37 | 0.1410 |

This value can be confirmed by making use of the SAS output in Table 6.5, in particular the standard errors of simple treatment contrasts and the fact that, because of the combinatorial structure of the design, there are three different standard errors with frequency 3,3 , and 1 , respectively. Thus, using the general definition of $E$ given in (1.108),

$$
E_{\rho \gamma}=\frac{2 / 2}{\left[3 \times(2.8449)^{2}+3 \times(2.6339)^{2}+(2.4044)^{2}\right] /(7 \times 4.625)}=0.6364
$$

It follows, of course, from (6.52) that if, say, $E_{\rho}=1$, then $E_{\rho \gamma}=E_{\gamma}$.

### 6.6.8 Construction

From our discussion in the previous sections concerning the information matrix and the efficiency factor of a row-column design, it comes as no surprise that the construction of an efficient row-column design starts with efficient row and column component designs. This is, of course, easy to do for regular row-column designs for which at least one of the component designs has efficiency equal to 1. There are, however, no general rules for amalgamating two PBIB designs. Rather, we shall describe one construction method due to John and Eccleston (1986), which is based on the generalized cyclic incomplete block designs of Jarrett and Hall (1978) (see Section 6.3).

To construct a design for $t=r \times s$ treatments such that each treatment is replicated $r_{0}$ times (with $r_{0} \leq r$ ) in $r$ rows and $c=r_{0} s$ columns, we consider the $r$ residue classes $S_{i}=\{i, i+r, \ldots, i+r(s-1)\}$ for $i=0,1, \ldots, r-1$, and form an $r \times r_{0}$ array where each column contains one element from each of the $r$ residue classes $S_{i}$. We shall refer to this array as the generator array. From each such column we generate $s-1$ further columns by adding successively $r \bmod t$ to each element in that column. Thus each initial column generates a complete replicate of the $t$ treatments, and the columns of the $r \times r_{0} s$ array represent the blocks of the generalized cyclic incomplete block design with $r_{0}$ replications for each treatment.

In order to obtain a design in $D_{0}$ we need to ensure that each row in the generator array contains at most one element from each residue class. Then each row will consist of elements from $r_{0}$ residue classes and hence each row and each column will have exactly $r_{0}$ elements in common. Thus the final design satisfies the condition of adjusted orthogonality.

To illustrate this method we consider the following example.
Example 6.14 Suppose $t=12=3 \times 4, r=3, s=4, r_{0}=2, c=8$. The residue classes are

$$
S_{0}=\{0,3,6,9\} \quad S_{1}=\{1,4,7,10\} \quad S_{2}=\{2,5,8,11\}
$$

Choose the generator array as

| 0 | 7 |
| :---: | :---: |
| 1 | 11 |
| 2 | 3 |

Then the final row-column design is
Column

| Row |  | 1 | 2 | 3 |  | 5 | 6 | 7 | 8 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | 1 | 0 | 3 | 6 | 9 | 7 | 10 | 1 | 4 |
|  | 2 | 1 | 4 | 7 | 10 | 11 | 2 | 5 | 8 |
|  | 3 | 2 | 5 | 8 | 11 | 3 | 6 | 9 | 0 |

Closer inspection shows that both row and column designs are actually PBIB(2) designs.

As pointed out by John and Williams (1995), the method described above may not always lead to the most efficient row-column designs. Alternatively, computer algorithms have been proposed that rely on iterative improvements of a starting design or a starting component design by using exchange algorithms. The aim is to construct a design with as high an efficiency factor as possible. The criterion used most often in this context is that of $(M, S)$ optimality since it is most amenable to computational procedures. We shall not go into details, but rather refer the reader to the appropriate literature, such as Russell, Eccleston, and Knudsen (1981), Nguyen and Williams (1993), Venables and Eccleston (1993), and John and Williams (1995).

### 6.6.9 Resolvable Row-Column Designs

It is sometimes desirable, especially when the number of treatments is large or when the experiment is done sequentially, to have the treatments arranged in a resolvable design. This means that the design consists of several replicates such that each replicate constitutes a row-column design and each treatment occurs exactly once in each replicate. An example of a resolvable design for $t=c^{2}$ are the lattice square design of Yates (1940b) (see Chapter 18).

For a resolvable row-column design with $R$ distinct replications model (6.1) needs to be changed to

$$
\begin{equation*}
y_{i j k \ell}=\mu+R_{i}+\rho_{i j}+\gamma_{i k}+\tau_{\ell}+e_{i j k \ell} \tag{6.53}
\end{equation*}
$$

with $i=1,2, \ldots, R ; j=1,2, \ldots, r ; k=1,2, \ldots, c ; \ell=1,2, \ldots, t$, and where $R_{i}$ are the replicate effects, $\rho_{i j}, \gamma_{i k}$ are the row and column effects, respectively, nested within replicates, and $\tau_{\ell}$ are the treatment effects. Because of the nesting structure these designs are a special case of what has been referred to as nested row-column designs (see, e.g., Morgan, 1996; John and Williams, 1995).

In matrix notation model (6.53) can be written as

$$
\begin{equation*}
\boldsymbol{y}=\mu \mathcal{J}+\boldsymbol{X}_{R} \boldsymbol{R}+\boldsymbol{X}_{\rho} \boldsymbol{\rho}+\boldsymbol{X}_{\gamma} \boldsymbol{\gamma}+\boldsymbol{X}_{\tau} \boldsymbol{\tau}+\boldsymbol{e} \tag{6.54}
\end{equation*}
$$

where, in contrast to (6.2), $\boldsymbol{X}_{\rho}$ is of dimension $n \times R r$, and $\boldsymbol{X}_{\gamma}$ is of dimension $n \times R c$, where $n=R r c=R t$. Using (6.54) we can write out the normal equations and then the reduced normal equations. In terms of the design matrices in (6.54) the information matrix can be written as (see Morgan and Bailey, 2000)

$$
\begin{equation*}
\boldsymbol{C}=\boldsymbol{X}_{\tau}^{\prime}\left(\boldsymbol{I}-\frac{1}{c} \boldsymbol{X}_{\rho} \boldsymbol{X}_{\rho}^{\prime}-\frac{1}{r} \boldsymbol{X}_{\gamma} \boldsymbol{X}_{\gamma}^{\prime}+\frac{1}{r c} \boldsymbol{X}_{R} \boldsymbol{X}_{R}^{\prime}\right) \boldsymbol{X}_{\tau} \tag{6.55}
\end{equation*}
$$

With $\boldsymbol{X}_{\tau}^{\prime} \boldsymbol{X}_{\rho}=\boldsymbol{N}_{\rho}, \boldsymbol{X}_{\tau} \boldsymbol{X}_{\gamma}=\boldsymbol{N}_{\gamma}$, and $\boldsymbol{X}_{\tau}^{\prime} \boldsymbol{X}_{R}=\boldsymbol{N}_{R}$ we can rewrite (6.55) as

$$
\boldsymbol{C}=R \boldsymbol{I}-\frac{1}{c} \boldsymbol{N}_{\rho} \boldsymbol{N}_{\rho}^{\prime}-\frac{1}{r} \boldsymbol{N}_{\gamma} \boldsymbol{N}_{\gamma}^{\prime}+\frac{1}{r c} \boldsymbol{N}_{R} \boldsymbol{N}_{R}^{\prime}
$$

or, since the replicate design is an RCBD,

$$
\begin{equation*}
\boldsymbol{C}=R \boldsymbol{I}-\frac{1}{c} \boldsymbol{N}_{\rho} \boldsymbol{N}_{\rho}^{\prime}-\frac{1}{r} \boldsymbol{N}_{\gamma} \boldsymbol{N}_{\gamma}^{\prime}+\frac{R}{r c} \mathfrak{J J}^{\prime} \tag{6.56}
\end{equation*}
$$

When constructing resolvable row-column designs care must be taken to ensure that rank $(\boldsymbol{C})=t-1$. This holds for the method of constructing lattice square designs (see Chapter 18). The method described in Section 6.6 .7 can be used here also in conjunction with the interchange algorithm of Nguyen and Williams (1993) to produce connected and efficient designs.

Variations of the model (6.53) may be considered as dictated by the experimental conditions. For example, if in an industrial experiment the rows are different batches of raw material, the columns are different machines, the replicates are different times, and the experiment is conducted in the same factory, then the machines may be the same for the different replicates. Or, in an agriculture the replicates may be contiguous pieces of land so that, for example, the columns are the same for all the replicates. In those cases the columns are no longer nested in replicates but rather crossed with replicates, and hence model (6.53) changes to

$$
\begin{equation*}
y_{i j k \ell}=\mu+R_{i}+\rho_{i j}+\gamma_{k}+\tau_{\ell}+e_{i j k \ell} \tag{6.57}
\end{equation*}
$$

(this is similar to the various forms of replicated Latin squares in I.10.3).
Finally, a further modification, or restriction, of the above design is considered by John and Williams (1995). In addition to having each treatment occur once in each replicate, each treatment should not occur more than once (or nearly equally often) in each column as, for example, in the design given below for $t=12=3 \times 4, R=3, r=3, c=4$ :

| Replicate |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: |
| 1 | 0 | 3 | 6 | 9 |
|  | 1 | 4 | 7 | 10 |
|  | 2 | 5 | 8 | 11 |
| 2 | 4 | 8 | 9 | 0 |
|  | 5 | 6 | 10 | 1 |
|  | 3 | 7 | 11 | 2 |
| 3 | 7 | 10 | 0 | 5 |
|  | 8 | 11 | 1 | 3 |
|  | 4 | 9 | 2 | 4 |

This arrangement may be useful in, for example, an agronomic experiment to provide some protection against the loss of an entire column. This design is referred to as a Latinized row-column design (using terminology of Harshbarger and Davis, 1952). John and Williams (1995) recommend to modify model (6.57) to

$$
\begin{equation*}
y_{i j k \ell}=\mu+R_{i}+\rho_{i j}+\gamma_{k}+(R \gamma)_{i k}+\tau_{\ell}+e_{i j k \ell} \tag{6.58}
\end{equation*}
$$

so that the effects $R_{i}$ and $(R \gamma)_{i k}$ account for the $R(c-1)$ d.f. of the $\gamma_{i j}$ in model (6.53). Obviously, subject matter knowledge may determine whether model (6.53) or (6.57) is appropriate.

From the above discussion it should be clear that the original row-column design may have to be modified in various ways to accommodate practical considerations and requirements, leading to still other forms of row-column designs.

## CHAPTER7

## Two-Level Factorial Designs

### 7.1 INTRODUCTION

In the preceding chapters we have discussed various aspects of error control designs. Another component of an experimental design is, however, the treatment design (see Section I.2.2.3), in particular, designs with a factorial treatment structure (see I.11.1 and I.11.2).

In this chapter we shall consider in great detail the situation where an experiment involves several factors, each having two levels. Such experiments are generally referred to as $2^{n}$ factorials, where $n$ denotes the number of factors, and hence $2^{n}$ denotes the total number of level combinations or treatment combinations.

Although the $2^{n}$ factorial represents only a special case of the general $p^{n}$ factorial experiment, that is, $n$ factors with $p$ levels each, it deserves special consideration because of its practical importance and its special algebraic and combinatorial representation. At the same time, however, we shall use the $2^{n}$ case to lay the foundation for the discussion of the more general case by introducing appropriate notation and mathematics suitable for generalization in later chapters.

### 7.2 CASE OF TWO FACTORS

### 7.2.1 Definition of Main Effects and Interaction

Let us denote the two factors by $A$ and $B$, where factor $A$ has levels $a_{0}$ and $a_{1}$, and factor $B$ has levels $b_{0}$ and $b_{1}$. We shall refer to $a_{0}$ and $b_{0}$ as 0 levels and to $a_{1}$ and $b_{1}$ as 1 levels of the two factors, respectively. The four possible treatment

[^7]combinations may be represented as
\[

$$
\begin{align*}
& a_{0} b_{0} \\
& a_{1} b_{0}  \tag{7.1}\\
& a_{0} b_{1} \\
& a_{1} b_{1}
\end{align*}
$$
\]

We can then define the effect of factor $A$, that is, the effect of changing $A$ from $a_{0}$ to $a_{1}$, at each of the two levels of factor $B$. Denoting these effects by $A\left(b_{0}\right)$ and $A\left(b_{1}\right)$, respectively, we define

$$
\begin{align*}
& A\left(b_{0}\right)=a_{1} b_{0}-a_{0} b_{0}  \tag{7.2}\\
& A\left(b_{1}\right)=a_{1} b_{1}-a_{0} b_{1}
\end{align*}
$$

where $a_{i} b_{j}$ now denotes the true response of the treatment combination $a_{i} b_{j}$. We shall use this dual meaning of $a_{i} b_{j}$ throughout, but from the context it should always be clear whether we mean the treatment combination or the response of that treatment combination. The effect of $A$, also referred to as the main effect $A$, is now defined as the average of the so-called simple effects $A\left(b_{0}\right)$ and $A\left(b_{1}\right)$ of (7.2), denoted by $A$, that is,

$$
\begin{equation*}
A=\frac{1}{2}\left[A\left(b_{0}\right)+A\left(b_{1}\right)\right] \tag{7.3}
\end{equation*}
$$

or, by using (7.2),

$$
\begin{equation*}
A=\frac{1}{2}\left[a_{1} b_{0}-a_{0} b_{0}+a_{1} b_{1}-a_{0} b_{1}\right] \tag{7.4}
\end{equation*}
$$

or, symbolically,

$$
\begin{equation*}
A=\frac{1}{2}\left(a_{1}-a_{0}\right)\left(b_{1}+b_{0}\right) \tag{7.5}
\end{equation*}
$$

where the expression is to be expanded algebraically.
If the two factors are acting independently, we would expect $A\left(b_{0}\right)$ and $A\left(b_{1}\right)$ of (7.2) to be equal, but, in general they will be different, and their difference is a measure of the extent to which the two factors $A$ and $B$ interact. This interaction is denoted by $A B$ (or $A \times B$ ), and defined as

$$
\begin{align*}
A B & =\frac{1}{2}\left[A\left(b_{1}\right)-A\left(b_{0}\right)\right]  \tag{7.6}\\
A B & =\frac{1}{2}\left[a_{1} b_{1}-a_{0} b_{1}-a_{1} b_{0}+a_{0} b_{0}\right]
\end{align*}
$$

or, symbolically,

$$
\begin{equation*}
A B=\frac{1}{2}\left(a_{1}-a_{0}\right)\left(b_{1}-b_{0}\right) \tag{7.7}
\end{equation*}
$$

The factor $\frac{1}{2}$ here is a matter of convention and is used to express the interaction effect on a per-unit-difference basis, there being two differences in (7.6). We shall use this convention throughout.

Along the same lines we may also obtain the effect of factor $B$ by first defining the simple effects:

$$
\begin{align*}
& B\left(a_{0}\right)=a_{0} b_{1}-a_{0} b_{0}  \tag{7.8}\\
& B\left(a_{1}\right)=a_{1} b_{1}-a_{1} b_{0}
\end{align*}
$$

and then

$$
\begin{align*}
B & =\frac{1}{2}\left[B\left(a_{0}\right)+B\left(a_{1}\right)\right] \\
& =\frac{1}{2}\left[a_{0} b_{1}-a_{0} b_{0}+a_{1} b_{1}-a_{1} b_{0}\right]  \tag{7.9}\\
& =\frac{1}{2}\left(a_{1}+a_{0}\right)\left(b_{1}-b_{0}\right)
\end{align*}
$$

$B\left(a_{0}\right)$ and $B\left(a_{1}\right)$ from (7.8) can also be used to define the interaction between factors $B$ and $A$ as

$$
\begin{aligned}
B A & =\frac{1}{2}\left[B\left(a_{1}\right)-B\left(a_{0}\right)\right] \\
& =\frac{1}{2}\left[a_{1} b_{1}-a_{1} b_{0}-a_{0} b_{1}+a_{0} b_{0}\right] \\
& =\frac{1}{2}\left(a_{1}-a_{0}\right)\left(b_{1}-b_{0}\right)=A B
\end{aligned}
$$

which shows that in defining the interaction we need not bother with the order in which we write down the letters.

### 7.2.2 Orthogonal Contrasts

We note that the effects $A, B$ and the interaction $A B$ are three mutually orthogonal contrasts of the true responses of the four treatment combinations:

|  | $a_{0} b_{0}$ | $a_{1} b_{0}$ | $a_{0} b_{1}$ | $a_{1} b_{1}$ |
| :--- | :---: | :---: | :---: | :---: |
| $2 A$ | - | + | - | + |
| $2 B$ | - | - | + | + |
| $2 A B$ | + | - | - | + |

which follows immediately from (7.4), (7.9), and (7.6). If we denote the mean response of the four treatment combinations by $M$, we have the following transformation of the response vector $\left(a_{0} b_{0}, a_{1} b_{0}, a_{0} b_{1}, a_{1} b_{1}\right)^{\prime}$ :

$$
\left(\begin{array}{c}
4 M  \tag{7.10}\\
2 A \\
2 B \\
2 A B
\end{array}\right)=\left(\begin{array}{rrrr}
1 & 1 & 1 & 1 \\
-1 & 1 & -1 & 1 \\
-1 & -1 & 1 & 1 \\
1 & -1 & -1 & 1
\end{array}\right)\left(\begin{array}{l}
a_{0} b_{0} \\
a_{1} b_{0} \\
a_{0} b_{1} \\
a_{1} b_{1}
\end{array}\right)
$$

It is interesting to note that the transformation matrix in (7.10) can be written as the Kronecker product

$$
\left(\begin{array}{rr}
1 & 1 \\
-1 & 1
\end{array}\right) \times\left(\begin{array}{rr}
1 & 1 \\
-1 & 1
\end{array}\right)
$$

where the matrix

$$
\boldsymbol{T}=\left(\begin{array}{rr}
1 & 1  \tag{7.11}\\
-1 & 1
\end{array}\right)
$$

can be considered as the transformation matrix for the one factor situation, that is,

$$
\binom{2 M}{A}=\left(\begin{array}{rr}
1 & 1 \\
-1 & 1
\end{array}\right)\binom{a_{0}}{a_{1}}
$$

Hence, by using (7.11), we can write (7.10) as

$$
\left(\begin{array}{c}
4 M  \tag{7.12}\\
2 A \\
2 B \\
2 A B
\end{array}\right)=(\boldsymbol{T} \times \boldsymbol{T})\left(\begin{array}{l}
a_{0} b_{0} \\
a_{1} b_{0} \\
a_{0} b_{1} \\
a_{1} b_{1}
\end{array}\right)
$$

### 7.2.3 Parameterizations of Treatment Responses

Relationship (7.10) and hence (7.12) may be inverted, that is,

$$
\left(\begin{array}{l}
a_{0} b_{0} \\
a_{1} b_{0} \\
a_{0} b_{1} \\
a_{1} b_{1}
\end{array}\right)=(\boldsymbol{T} \times \boldsymbol{T})^{-1}\left(\begin{array}{c}
4 M \\
2 A \\
2 B \\
2 A B
\end{array}\right)
$$

and since $(\boldsymbol{T} \times \boldsymbol{T})^{-1}=\boldsymbol{T}^{-1} \times \boldsymbol{T}^{-1}$ and

$$
\boldsymbol{T}^{-1}=\frac{1}{2}\left(\begin{array}{rr}
1 & -1 \\
1 & 1
\end{array}\right)
$$

we obtain

$$
\left(\begin{array}{l}
a_{0} b_{0}  \tag{7.13}\\
a_{1} b_{0} \\
a_{0} b_{1} \\
a_{1} b_{1}
\end{array}\right)=\frac{1}{4}\left(\begin{array}{rrrr}
1 & -1 & -1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & 1 & 1 & 1
\end{array}\right)\left(\begin{array}{c}
4 M \\
2 A \\
2 B \\
2 A B
\end{array}\right)
$$

that is,

$$
\begin{align*}
& a_{0} b_{0}=M-\frac{1}{2} A-\frac{1}{2} B+\frac{1}{2} A B \\
& a_{1} b_{0}=M+\frac{1}{2} A-\frac{1}{2} B-\frac{1}{2} A B \\
& a_{0} b_{1}=M-\frac{1}{2} A+\frac{1}{2} B-\frac{1}{2} A B  \tag{7.14}\\
& a_{1} b_{1}=M+\frac{1}{2} A+\frac{1}{2} B+\frac{1}{2} A B
\end{align*}
$$

Parameterizations of type (7.14) will become very useful in later discussions of the $2^{n}$ factorial. At this point it may be of interest to relate representation (7.14) to the usual parameterization of a factorial structure in linear model terms. If $\mu_{i j}$ denotes the true response of the treatment combination $a_{i} b_{j}$, the usual parametric model (see Section I.4.13.2) is given as

$$
\begin{equation*}
\mu_{i j}=\mu+\alpha_{i}+\beta_{j}+(\alpha \beta)_{i j} \tag{7.15}
\end{equation*}
$$

It is obvious that we cannot relate $M, A, B, A B$ uniquely to the parameters in (7.15) without defining them more precisely. For that reason we write (7.15) as the identity

$$
\begin{equation*}
\mu_{i j}=\bar{\mu}_{. .}+\left(\bar{\mu}_{i .}-\bar{\mu}_{. .}\right)+\left(\bar{\mu}_{. j}-\bar{\mu}_{. .}\right)+\left(\mu_{i j}-\bar{\mu}_{i .}-\bar{\mu}_{. j}+\bar{\mu}_{. .}\right) \tag{7.16}
\end{equation*}
$$

where, in the present context with $i, j=0,1$,

$$
\begin{array}{ll}
\bar{\mu}_{i .}=\frac{1}{2}\left(\mu_{i 0}+\mu_{i 1}\right) & (i=0,1) \\
\bar{\mu}_{. j}=\frac{1}{2}\left(\mu_{0 j}+\mu_{1 j}\right) & (j=0,1) \\
\bar{\mu}_{. .}=\frac{1}{4} \sum_{i j} \mu_{i j}=\mu
\end{array}
$$

so that

$$
\begin{aligned}
\alpha_{i} & =\bar{\mu}_{i .}-\bar{\mu}_{. .} \\
\beta_{j} & =\bar{\mu}_{. j}-\bar{\mu}_{. .} \\
(\alpha \beta)_{i j} & =\mu_{i j}-\bar{\mu}_{i .}-\bar{\mu}_{. j}+\bar{\mu}_{. .}
\end{aligned}
$$

with

$$
\begin{align*}
\alpha_{0}+\alpha_{1} & =0 \\
\beta_{0}+\beta_{1} & =0 \\
(\alpha \beta)_{00}+(\alpha \beta)_{10} & =0 \\
(\alpha \beta)_{01}+(\alpha \beta)_{11} & =0  \tag{7.17}\\
(\alpha \beta)_{00}+(\alpha \beta)_{01} & =0 \\
(\alpha \beta)_{10}+(\alpha \beta)_{11} & =0
\end{align*}
$$

It follows then from (7.10) that

$$
\begin{aligned}
M & =\mu \\
A & =\alpha_{1}-\alpha_{0} \\
B & =\beta_{1}-\beta_{0} \\
A B & =\frac{1}{2}\left[(\alpha \beta)_{00}-(\alpha \beta)_{10}-(\alpha \beta)_{01}+(\alpha \beta)_{11}\right]
\end{aligned}
$$

or, using the relationships (7.17),

$$
\begin{aligned}
M & =\mu \\
A & =2 \alpha_{1} \\
B & =2 \beta_{1} \\
A B & =2(\alpha \beta)_{11}
\end{aligned}
$$

that is,

$$
\left(\begin{array}{c}
2 M \\
A \\
B \\
A B
\end{array}\right)=2\left(\begin{array}{c}
\mu \\
\alpha_{1} \\
\beta_{1} \\
(\alpha \beta)_{11}
\end{array}\right)
$$

Hence we obtain from (7.14)

$$
\begin{aligned}
& a_{0} b_{0}=\mu-\alpha_{1}-\beta_{1}+(\alpha \beta)_{11} \\
& a_{1} b_{0}=\mu+\alpha_{1}-\beta_{1}-(\alpha \beta)_{11} \\
& a_{0} b_{1}=\mu-\alpha_{1}+\beta_{1}-(\alpha \beta)_{11} \\
& a_{1} b_{1}=\mu+\alpha_{1}+\beta_{1}+(\alpha \beta)_{11}
\end{aligned}
$$

This again can be expressed as a linear transformation using the matrix $\boldsymbol{T}$ of (7.11) as

$$
\left(\begin{array}{c}
a_{0} b_{0} \\
a_{1} b_{0} \\
a_{0} b_{1} \\
a_{1} b_{1}
\end{array}\right)=4(\boldsymbol{T} \times \boldsymbol{T})^{-1}\left(\begin{array}{c}
\mu \\
\alpha_{1} \\
\beta_{1} \\
(\alpha \beta)_{11}
\end{array}\right)
$$

Hence

$$
\left(\begin{array}{c}
\mu \\
\alpha_{1} \\
\beta_{1} \\
(\alpha \beta)_{11}
\end{array}\right)=\frac{1}{4}(\boldsymbol{T} \times \boldsymbol{T})\left(\begin{array}{c}
a_{0} b_{0} \\
a_{1} b_{0} \\
a_{0} b_{1} \\
a_{1} b_{1}
\end{array}\right)
$$

We can, therefore, easily relate the parameters customarily used in factorial experiments to those commonly used in classificatory linear models and relate both, in turn, to the true responses.

### 7.2.4 Alternative Representation of Treatment Combinations, Main Effects, and Interaction

We now return to Eqs. (7.10) and (7.14) using two alternative ways of representing the treatment combinations and hence the responses, one that is peculiar to the $2^{n}$ factorial and simplifies the previous notation in a very useful way, and one that leads to a more formal, mathematical definition of main effects and interaction, which can be generalized for other factorials as well.

Instead of writing the treatment combinations as in (7.1), we shall now write them as (1) $a, b, a b$, respectively, that is, in each combination the letter corresponding to a 0 level is replaced by 1 and the subscript is dropped in a letter corresponding to a 1 level. With this notation (7.5), (7.9), and (7.7) can be written formally as

$$
\begin{align*}
A & =\frac{1}{2}(a-1)(b+1) \\
B & =\frac{1}{2}(a+1)(b-1)  \tag{7.18}\\
A B & =\frac{1}{2}(a-1)(b-1)
\end{align*}
$$

each of which is then multiplied out as if these were mathematical quantities. We note that in the expressions above terms like $(a-1)$ do not have any meaning in themselves, only the quantities (1) $a, b, a b$ after multiplication are meaningful. A simple rule for writing down the expressions in (7.18) is as follows: A minus sign appears in any factor on the right if the corresponding letter is present on the left, otherwise a plus sign appears. It is crucial in this notation to adhere to the rule that we have used, that effects and interactions are denoted by capital letters and treatment combinations and responses are denoted by small letters.

Still another way of representing the treatment combinations is by pairs $\left(x_{1}, x_{2}\right)$, where $x_{1}$ represents the level of factor $A$ and $x_{2}$ represents the level of factor $B$, with $x_{i}=0,1(i=1,2)$. The four treatment combinations are then written as $(0,0),(1,0),(0,1),(1,1)$. By looking at (7.10) we notice that, apart from a constant, main effect $A$ is a comparison of treatment combinations with $x_{1}=1$ versus those with $x_{1}=0$. Similarly, $B$ is a comparison of treatment combinations with $x_{2}=1$ versus those with $x_{2}=0$. And finally, $A B$ is a comparison of treatment combinations satisfying $x_{1}+x_{2}=0 \bmod 2$, that is, $(0,0)$ and $(1,1)$, versus those satisfying $x_{1}+x_{2}=1$, that is, $(1,0)$ and $(0,1)$. Each of the three
basic equations for

$$
\begin{gathered}
A: x_{1}=i \\
B: x_{2}=j \\
A B: x_{1}+x_{2}=k
\end{gathered}
$$

where $i, j, k$ take on the values 0 and 1 , and where the equations are always reduced mod 2 , represents a partitioning of the set of four treatment combinations into two sets of two treatment combinations each, that is,

$$
\begin{aligned}
x_{1} & =0:(0,0),(0,1) \\
& =1:(1,0),(1,1) \\
x_{2} & =0:(0,0),(1,0) \\
& =1:(0,1),(1,1) \\
x_{1}+x_{2} & =0:(0,0),(1,1) \\
& =1:(1,0),(0,1)
\end{aligned}
$$

A unified way to express these partitions is to write them as

$$
\alpha_{1} x_{1}+\alpha_{2} x_{2}=0,1 \quad \bmod 2
$$

where $\alpha_{1}, \alpha_{2}=0,1$ but $\left(\alpha_{1}, \alpha_{2}\right) \neq(0,0)$. These partitions are orthogonal in the sense that for a given $\alpha_{1} x_{1}+\alpha_{2} x_{2}=i$ the set of treatment combinations contains one from $\alpha_{1}^{\prime} x_{1}+\alpha_{2}^{\prime} x_{2}=0$ and one from $\alpha_{1}^{\prime} x_{1}+\alpha_{2}^{\prime} x_{2}=1$ where $\left(\alpha_{1}^{\prime}, \alpha_{2}^{\prime}\right) \neq$ $\left(\alpha_{1}, \alpha_{2}\right)$. This, of course, is equivalent to our earlier statement that $A, B$ and $A B$ represent orthogonal comparisons of the treatment combination responses.

### 7.3 CASE OF THREE FACTORS

We now consider three factors $A, B$, and $C$, say, with levels $a_{0}, a_{1}, b_{0}, b_{1}, c_{0}, c_{1}$, respectively. The eight possible treatment combinations can be represented, in the standard order, in the following three ways:

| $a_{0} b_{0} c_{0}$ | $(1)$ |  | $(0,0,0)$ |
| :--- | :---: | :---: | :---: |
| $a_{1} b_{0} c_{0}$ | $a$ |  | $(1,0,0)$ |
| $a_{0} b_{1} c_{0}$ |  | $b$ |  |
| $a_{1} b_{1} c_{0}$ |  | $a b$ |  |
|  | or |  | $(0,1,0)$ |
| $a_{0} b_{0} c_{1}$ |  | $c$ | or |
| $a_{1} b_{0} c_{1}$ |  | $a c$ |  |
| $a_{0} b_{1} c_{1}$ | $b c$ | $(0,0,1)$ |  |
| $a_{1} b_{1} c_{1}$ |  | $a b c$ | $(1,0,1)$ |
|  |  |  | $(1,1,1)$ |

### 7.3.1 Definition of Main Effects and Interactions

Denoting the true response by the same symbol as the treatment combination, we define now four simple effects associated with factor $A$ :

$$
\begin{align*}
& A\left(b_{0}, c_{0}\right)=a_{1} b_{0} c_{0}-a_{0} b_{0} c_{0} \\
& A\left(b_{1}, c_{0}\right)=a_{1} b_{1} c_{0}-a_{0} b_{1} c_{0} \\
& A\left(b_{0}, c_{1}\right)=a_{1} b_{0} c_{1}-a_{0} b_{0} c_{1}  \tag{7.19}\\
& A\left(b_{1}, c_{1}\right)=a_{1} b_{1} c_{1}-a_{0} b_{1} c_{1}
\end{align*}
$$

where $A\left(b_{i}, c_{j}\right)$ is the effect of factor $A$ with factor $B$ at level $b_{i}(i=0,1)$ and factor $C$ at level $c_{j}(j=0,1)$. The average of the four simple effects of (7.19) is then defined as the effect of factor $A$, denoted by $A$, that is,

$$
\begin{aligned}
A= & \frac{1}{4} \sum_{i j} A\left(b_{i}, c_{j}\right) \\
= & \frac{1}{4}\left(a_{1} b_{0} c_{0}+a_{1} b_{1} c_{0}+a_{1} b_{0} c_{1}+a_{1} b_{1} c_{1}\right. \\
& \left.\quad-a_{0} b_{0} c_{0}-a_{0} b_{1} c_{0}-a_{0} b_{0} c_{1}-a_{0} b_{1} c_{1}\right)
\end{aligned}
$$

or, symbolically,

$$
\begin{equation*}
A=\frac{1}{4}\left(a_{1}-a_{0}\right)\left(b_{1}+b_{0}\right)\left(c_{1}+c_{0}\right) \tag{7.20}
\end{equation*}
$$

and using the alternative notation

$$
\begin{align*}
A & =\frac{1}{4}(a+a b+a c+a b c-(1)-b-c-b c) \\
& =\frac{1}{4}(a-1)(b+1)(c+1) \tag{7.21}
\end{align*}
$$

Next we define the interaction between factors $A$ and $B$, denoted by $A B$, by considering the difference between the following average effects:

$$
A\left(b_{0}, \bar{c}\right)=\frac{1}{2}\left[A\left(b_{0}, c_{0}\right)+A\left(b_{0}, c_{1}\right)\right]
$$

and

$$
A\left(b_{1}, \bar{c}\right)=\frac{1}{2}\left[A\left(b_{1}, c_{0}\right)+A\left(b_{1}, c_{1}\right)\right]
$$

Then

$$
\begin{align*}
A B= & \frac{1}{2}\left[A\left(b_{1}, \bar{c}\right)-A\left(b_{0}, \bar{c}\right)\right] \\
= & \frac{1}{4}\left(a_{1} b_{1} c_{0}-a_{0} b_{1} c_{0}+a_{1} b_{1} c_{1}-a_{0} b_{1} c_{1}\right. \\
& \left.\quad-a_{1} b_{0} c_{0}+a_{0} b_{0} c_{0}-a_{1} b_{0} c_{1}+a_{0} b_{0} c_{1}\right) \\
= & \frac{1}{4}\left(a_{1}-a_{0}\right)\left(b_{1}-b_{0}\right)\left(c_{1}+c_{0}\right) \tag{7.22}
\end{align*}
$$

or, using the alternative notation

$$
\begin{align*}
A B & =\frac{1}{4}[a b+a b c+(1)+c-a-b-a c-b c] \\
& =\frac{1}{4}(a-1)(b-1)(c+1) \tag{7.23}
\end{align*}
$$

We can also evaluate the simple interaction between factors $A$ and $B$ for each level of factor $C$, using an obvious modification of (7.6), as

$$
\begin{equation*}
A B\left(c_{0}\right)=\frac{1}{2}\left(a_{1} b_{1} c_{0}+a_{0} b_{0} c_{0}-a_{1} b_{0} c_{0}-a_{0} b_{1} c_{0}\right) \tag{7.24}
\end{equation*}
$$

and

$$
\begin{equation*}
A B\left(c_{1}\right)=\frac{1}{2}\left(a_{1} b_{1} c_{1}+a_{0} b_{0} c_{1}-a_{1} b_{0} c_{1}-a_{0} b_{1} c_{1}\right) \tag{7.25}
\end{equation*}
$$

Obviously,

$$
A B=\frac{1}{2}\left[A B\left(c_{0}\right)+A B\left(c_{1}\right)\right]
$$

The two interactions given by (7.24) and (7.25) may be different, and, as a measure of the extent to which they are different, we define the three-factor interaction of factors $A, B$, and $C$, denoted by $A B C$, as

$$
\begin{align*}
A B C= & \frac{1}{4}\left[A B\left(c_{1}\right)-A B\left(c_{0}\right)\right] \\
= & \frac{1}{4}\left(a_{1} b_{1} c_{1}+a_{0} b_{0} c_{1}-a_{1} b_{0} c_{1}-a_{0} b_{1} c_{1}\right. \\
& \left.\quad-a_{1} b_{1} c_{0}-a_{0} b_{0} c_{0}+a_{1} b_{0} c_{0}+a_{0} b_{1} c_{0}\right) \\
= & \frac{1}{4}\left(a_{1}-a_{0}\right)\left(b_{1}-b_{0}\right)\left(c_{1}-c_{0}\right) \tag{7.26}
\end{align*}
$$

or

$$
\begin{align*}
A B C & =\frac{1}{4}[a b c+a+b+c-(1)-a b-a c-b c] \\
& =\frac{1}{4}(a-1)(b-1)(c-1) \tag{7.27}
\end{align*}
$$

Similar arguments can be used to define the remaining main effects and two-factor interactions. We summarize them below:

$$
\begin{aligned}
B & =\frac{1}{4}\left(a_{1}+a_{0}\right)\left(b_{1}-b_{0}\right)\left(c_{1}+c_{0}\right) \\
C & =\frac{1}{4}\left(a_{1}+a_{0}\right)\left(b_{1}+b_{0}\right)\left(c_{1}-c_{0}\right) \\
A C & =\frac{1}{4}\left(a_{1}-a_{0}\right)\left(b_{1}+b_{0}\right)\left(c_{1}-c_{0}\right) \\
B C & =\frac{1}{4}\left(a_{1}+a_{0}\right)\left(b_{1}-b_{0}\right)\left(c_{1}-c_{0}\right)
\end{aligned}
$$

or alternatively,

$$
\begin{aligned}
B & =\frac{1}{4}(a+1)(b-1)(c+1) \\
C & =\frac{1}{4}(a+1)(b+1)(c-1) \\
A C & =\frac{1}{4}(a-1)(b+1)(c-1) \\
B C & =\frac{1}{4}(a+1)(b-1)(c-1)
\end{aligned}
$$

Just as in the two-factor case we can express the effects and interactions defined above as a transformation of the treatment responses:

$$
\left[\begin{array}{c}
8 M  \tag{7.28}\\
4 A \\
4 B \\
4 A B \\
4 C \\
4 A C \\
4 B C \\
4 A B C
\end{array}\right]=\left[\begin{array}{rrrrrrrr}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
-1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 \\
-1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
-1 & -1 & -1 & -1 & 1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 \\
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 \\
-1 & 1 & 1 & -1 & 1 & -1 & -1 & 1
\end{array}\right]\left[\begin{array}{l}
a_{0} b_{0} c_{0} \\
a_{1} b_{0} c_{0} \\
a_{0} b_{1} c_{0} \\
a_{1} b_{1} c_{0} \\
a_{0} b_{0} c_{1} \\
a_{1} b_{0} c_{1} \\
a_{0} b_{1} c_{1} \\
a_{1} b_{1} c_{1}
\end{array}\right]
$$

where $M$ is the mean response of the 8 treatment combinations. We shall comment briefly on the transformation matrix in (7.28): (i) It can be verified easily that, with the standard order of writing the symbols for the treatment combinations and the effects (main effects and interactions) that we have adopted, the matrix can be expressed as the threefold Kronecker product $\boldsymbol{T} \times \boldsymbol{T} \times \boldsymbol{T}$, where $\boldsymbol{T}$ is given by (7.11); (ii) the rows of the transformation matrix are orthogonal to each other; (iii) except for the first row, the rows of the transformation matrix represent comparisons of the treatment responses; (iv) it is easy to write down the elements in any given row: for $A, B$, and $C$ we have a +1 if the corresponding factor appears at the 1 level in a treatment combination, and a -1 if the corresponding factor appears at the 0 level; for interactions we just multiply the corresponding elements for the main effects involved; for the alternate representation of treatment combinations this rule can be formulated as follows: Let $X$ be any effect symbol; if $X$ consists of an odd (even) number of factor symbols, then an element in the row corresponding to $X$ is +1 if the associated treatment combination has an odd (even) number of letters in common with $X$, and it is -1 if the associated treatment combination has an even (odd) number of letters in common with $X$, where zero is considered to be an even number.

### 7.3.2 Parameterization of Treatment Responses

Inverting (7.28) leads to a representation of treatment responses in terms of the overall mean, main effects, and interactions:

$$
\left[\begin{array}{l}
a_{0} b_{0} c_{0}  \tag{7.29}\\
a_{1} b_{0} c_{0} \\
a_{0} b_{1} c_{0} \\
a_{1} b_{1} c_{0} \\
a_{0} b_{0} c_{1} \\
a_{1} b_{0} c_{1} \\
a_{0} b_{1} c_{1} \\
a_{1} b_{1} c_{1}
\end{array}\right]=\left[\begin{array}{rrrrrrrr}
1 & -1 & -1 & 1 & -1 & 1 & 1 & -1 \\
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 \\
1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 \\
1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{array}\right]\left[\begin{array}{c}
8 M \\
4 A \\
4 B \\
4 A B \\
4 C \\
4 A C \\
4 B C \\
4 A B C
\end{array}\right]
$$

The rule for writing down the elements in the matrix in (7.29) corresponding to the treatment combination $a_{i} b_{j} c_{k}$ is: The coefficient for $M$ is +1 ; the coefficient for the main effects is +1 if the corresponding factor appears at the 1 level and -1 if it appears at the 0 level; the coefficient for an interaction is the product of the coefficients for the main effects involved. An alternative way of writing (7.29) then is

$$
\begin{align*}
2 a_{i} b_{j} c_{k}= & 2 M+(-1)^{1-i} A+(-1)^{1-j} B+(-1)^{[1-i)+(1-j)]} A B \\
& +(-1)^{1-k} C+(-1)^{[(1-i)+(1-k)]} A C \\
& +(-1)^{[(1-j)+(1-k)]} B C+(-1)^{[(1-i)+(1-j)+(1-k)]} A B C \tag{7.30}
\end{align*}
$$

where $i, j, k=0,1$.

### 7.3.3 The $\boldsymbol{x}$-Representation

To conclude this section, we shall discuss briefly the formal definition of main effects and interactions in terms of orthogonal partitions, using what we shall henceforth call the $\boldsymbol{x}$ representation of treatment combinations. A treatment combination is given by $\boldsymbol{x}^{\prime}=\left(x_{1}, x_{2}, x_{3}\right)$ with $x_{i}=0,1(i=1,2,3)$. We then consider all partitions of the form

$$
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\alpha_{3} x_{3}=0,1 \quad \bmod 2
$$

where $\alpha_{i}=0,1(i=1,2,3)$ but $\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \neq(0,0,0)$. Each partition divides the set of treatment combinations into two sets of four treatment combinations
each. The comparison of the average response for these two sets defines then a main effect or interaction. Specifically these sets are

$$
\begin{array}{rll}
\text { A: } & \alpha_{1}=1, \alpha_{2}=\alpha_{3}=0 & \text { i.e. } x_{1}=0 \\
& \text { vs. } x_{1}=1 \\
B: & \alpha_{2}=1, \alpha_{1}=\alpha_{3}=0 & \text { i.e. } x_{2}=0 \\
& \text { vs. } x_{2}=1 \\
A B: & \alpha_{1}=\alpha_{2}=1, \alpha_{3}=0 & \text { i.e. } x_{1}+x_{2}=0 \\
& \text { vs. } x_{1}+x_{2}=1 \\
C: & \alpha_{3}=1, \alpha_{1}=\alpha_{2}=0 & \text { i.e. } x_{3}=0 \\
& \text { v.s. } x_{3}=1 \\
A C: & \alpha_{1}=\alpha_{3}=1, \alpha_{2}=0 & \text { i.e. } x_{1}+x_{3}=0 \\
& \text { vs. } x_{1}+x_{3}=1 \\
B C: & \alpha_{1}=0, \alpha_{2}=\alpha_{3}=1 & \text { i.e. } x_{2}+x_{3}=0 \\
& \text { vs. } x_{2}+x_{3}=1 \\
A B C: & \alpha_{1}=\alpha_{2}=\alpha_{3}=1 & \text { i.e. } x_{1}+x_{2}+x_{3}=0 \\
& & \text { vs. } x_{1}+x_{2}+x_{3}=1
\end{array}
$$

where every equation is reduced mod 2 . We refer to each $\boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)^{\prime}$ as a partition of the factor space $X=\left\{\boldsymbol{x}=\left(x_{1}, x_{2}, x_{3}\right)^{\prime} ; x_{i}=0,1 ; i=1,2,3\right\}$.

### 7.4 GENERAL CASE

We now have $n$ factors and hence $2^{n}$ treatment combinations. It is convenient to denote the factors by $A_{1}, A_{2}, \ldots, A_{n}$ where factor $A_{i}$ has levels $a_{i 0}$ and $a_{i 1}(i=1,2, \ldots, n)$, or simply $x_{i}=0$ and 1 . Then a treatment combination can be represented again in three different forms: (1) the explicit form:

$$
a_{1_{j_{1}}} a_{2_{j_{2}}} \cdots a_{n j_{n}}
$$

where $j_{i}=0$ or $1(i=1,2, \ldots, n) ;(2)$ the condensed form:

$$
\begin{equation*}
a_{1}^{x_{i}} a_{2}^{x_{2}} \cdots a_{n}^{x_{n}} \tag{7.31}
\end{equation*}
$$

where $x_{i}=0$ or 1 with $a_{i}^{0}=1$ and $a_{i}^{1}=a_{i}$ and all unity terms in (7.31) are ignored; (3) the $\boldsymbol{x}$ representation

$$
\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

where, as in (2), $x_{i}=0$ or 1.

### 7.4.1 Definition of Main Effects and Interactions

Conforming to the general expression for a partition of the $2^{n}$ treatment combinations into two sets of $2^{n-1}$ treatment combinations each, that is,

$$
\begin{equation*}
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}=0,1 \bmod 2 \tag{7.32}
\end{equation*}
$$

with $\alpha_{i}=0,1, x_{i}=0,1(i=1,2, \ldots, n)$, we write the effects and interactions in the general form

$$
\begin{equation*}
A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}} \tag{7.33}
\end{equation*}
$$

with $A_{i}^{0}=1, A_{i}^{1}=A_{i}$, and we ignore all unity elements in this expression. If all $\alpha_{i}=0$, then (7.33) is written as $M$, the mean of the $2^{n}$ treatment combinations.

Using (7.31) and (7.33) we now generalize the symbolic expressions given in the previous sections for main effects and interactions and write

$$
\begin{equation*}
A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}=\frac{1}{2^{n-1}} \prod_{i=1}^{n}\left[a_{i}+(-1)^{\alpha_{i}}\right] \tag{7.34}
\end{equation*}
$$

and

$$
M=\frac{1}{2^{n}} \prod_{i=1}^{n}\left(a_{i}+1\right)
$$

We know that in (7.34) $2^{n-1}$ treatment combinations enter positively into $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ and the remaining $2^{n-1}$ treatment combinations enter negatively. For the case $n=3$ we have given an even-odd rule to determine which treatment combinations enter positively and which enter negatively, a rule due to Fisher (1949). We shall use (7.34) to derive such a rule for the general case.

First we rewrite (7.34) as

$$
\begin{equation*}
A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}=\frac{1}{2^{n-1}} \prod_{i=1}^{n}\left[a_{i}^{1}+(-1)^{\alpha_{i}} a_{i}^{0}\right] \tag{7.35}
\end{equation*}
$$

We then note that each treatment combination contains either $a_{i}^{1}$ or $a_{i}^{0}(i=$ $1,2, \ldots, n)$. To determine the sign of $a_{1}^{x_{1}} a_{2}^{x_{2}} \cdots a_{n}^{x_{n}}$ we therefore have to determine the sign with which $a_{i}^{x_{i}}$ enters into this "product": If $\alpha_{i}=0$, then the sign for $a_{i}^{x_{i}}$ is +1 whether $x_{i}=0$ or 1 ; if $\alpha_{i}=1$, then the sign for $a_{i}^{x_{i}}$ is +1 for $x_{i}=1$ and -1 for $x_{i}=0$ as is obvious from (7.35). Both statements can be combined into the statement that the sign for $a_{i}^{x_{i}}$ is $(-1)^{\alpha_{i}\left(1-x_{i}\right)}$. Hence the sign of $a_{1}^{x_{1}} a_{2}^{x_{2}} \cdots a_{n}^{x_{n}}$ is

$$
\begin{equation*}
\prod_{i=1}^{n}\left[(-1)^{\alpha_{i}\left(1-x_{1}\right)}\right]=(-1)^{\sum_{i} \alpha_{i}\left(1-x_{i}\right)}=(-1)^{\sum \alpha_{i}-\sum \alpha_{i} x_{i}} \tag{7.36}
\end{equation*}
$$

Now $\sum_{i} \alpha_{i}$ is the number of letters in $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ after deletion of terms of the form $A_{j}^{0}$. Also, $\alpha_{i} x_{i}=1$ if $a_{i}$ and $A_{i}$ are present in (7.31) and (7.33), respectively. With (7.36) this establishes then the following rules.

RuLE 1 The treatment combination $a_{1}^{x_{1}} a_{2}^{x_{2}} \cdots a_{n}^{x_{n}}$ enters positively into $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ if $\delta=$ [number of letters in $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ - number of letters in common between $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ and $a_{1}^{x_{1}} a_{2}^{x_{2}} \cdots a_{n}^{x_{n}}$ ] is even, and it enters negatively if $\delta$ is odd.

This leads immediately to the alternative formulation in rule $1^{\prime}$.
Rule $1^{\prime}$ If $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ has an odd (even) number of letters, then the treatment combination $a_{1}^{x_{1}} a_{2}^{x_{2}} \cdots a_{n}^{x_{n}}$ enters positively into $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ if it has an odd (even) number of letters in common with $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$, and it enters negatively if it has an even (odd) number of letters in common with $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$.

Based on the method of orthogonal partitioning as given in (7.32) and rule $1^{\prime}$, we can give yet another expression for $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ that will prove to be useful for further discussion of the general factorial experiment. We know that $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ is, apart from a constant, a comparison of responses of treatment combinations satisfying the equation

$$
\begin{equation*}
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}=0 \quad \bmod 2 \tag{7.37}
\end{equation*}
$$

versus those satisfying the equation

$$
\begin{equation*}
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}=1 \quad \bmod 2 \tag{7.38}
\end{equation*}
$$

Now, if in $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ the sum $\sum_{i} \alpha_{i}$ is odd, then all treatment combinations with $\sum_{i} \alpha_{i} x_{i}$ odd, that is, satisfying Eq. (7.38), enter positively into $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ and those with $\sum_{i} \alpha_{i} x_{i}$ even, that is, satisfying Eq. (7.37), enter negatively into $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$. If on the other hand $\sum_{i} \alpha_{i}$ is even, then all treatment combinations satisfying (7.37) enter positively, and those satisfying (7.38) enter negatively. Let

$$
\begin{align*}
\left(A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}\right)_{0}= & {[\text { mean response of all treatment }} \\
& \left.\quad \text { combinations satisfying } \sum_{i} \alpha_{i} x_{i}=0\right]-M \tag{7.39}
\end{align*}
$$

and

$$
\begin{align*}
\left(A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}\right)_{1}= & {[\text { mean response of all treatment }} \\
& \left.\quad \text { combinations satisfying } \sum_{i} \alpha_{i} x_{i}=1\right]-M \tag{7.40}
\end{align*}
$$

We can then write

$$
\begin{array}{rlr}
A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}} & =\left(A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}\right)_{1}-\left(A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}\right)_{0} & \text { if } \sum \alpha_{i} \text { is odd } \\
& =\left(A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}\right)_{0}-\left(A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}\right)_{1} & \text { if } \sum \alpha_{i} \text { is even }
\end{array}
$$

or, combining both cases,

$$
\begin{equation*}
\left.A_{1}^{\alpha_{1}} A_{1}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}=(-1)^{\sum \alpha_{i}}\left(A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}\right)_{0}-\left(A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}\right)_{1}\right] \tag{7.41}
\end{equation*}
$$

### 7.4.2 Parameterization of Treatment Responses

We shall use this result now to derive an expression, due to Kempthorne (1952), for the parameterization of treatment combination responses in terms of main effects and interactions, that is, the generalization of (7.30) for the $2^{n}$ case. To abbreviate the notation, let $\boldsymbol{\alpha}^{\prime}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right), \boldsymbol{x}^{\prime}=\left(x_{1}, x_{2}, \ldots, x_{n}\right), a(\boldsymbol{x})=$ $a_{1}^{x_{1}} a_{2}^{x_{2}}, \ldots, a_{n}^{x_{n}}, E^{\alpha}=A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}, E_{i}^{\alpha}=\left(A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}\right)_{i}(i=0,1)$.

First, we establish the following identity: For a fixed $\boldsymbol{x}$

$$
\begin{equation*}
a(\boldsymbol{x})=M+\sum_{\boldsymbol{\alpha}} E_{\boldsymbol{\alpha}^{\prime} \boldsymbol{x}}^{\boldsymbol{\alpha}} \tag{7.42}
\end{equation*}
$$

where summation is over all $\boldsymbol{\alpha} \neq(0,0, \ldots, 0)$, and $\boldsymbol{\alpha}^{\prime} \boldsymbol{x}$ is reduced modulo 2 . Expression (7.42) in itself is useful as a parameterization of $a(\boldsymbol{x})$, and we shall return to it in connection with the general factorial experiment (see Chapter $11)$. For the $2^{n}$ case, however, (7.42) can be rewritten in terms of effects and interactions as we shall see.

Now, to prove (7.42), we make use of (7.39) and (7.40), the definitions of $E_{0}^{\boldsymbol{\alpha}}$ and $E_{1}^{\boldsymbol{\alpha}}$, and we observe that

1. $\sum_{\alpha} E_{\alpha^{\prime} x}^{\alpha}$ contains $2^{n}-1$ terms.
2. Each $E_{\alpha^{\prime} x}^{\alpha}$ contains the term $-M$.
3. Each $E_{\alpha^{\prime} x}^{\boldsymbol{\alpha}}$ contains the sum of $2^{n-1}$ treatment combinations divided by $2^{n-1}$.
4. Each $E_{\boldsymbol{\alpha}^{\prime} x}^{\boldsymbol{\alpha}}$ contains $a(\boldsymbol{x})$.
5. If $\boldsymbol{y}^{\prime}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$, with $\boldsymbol{y} \neq \boldsymbol{x}$, satisfies the same equation as $\boldsymbol{x}$, then $\boldsymbol{\alpha}^{\prime}(\boldsymbol{x}-\boldsymbol{y})=0$, and there are exactly $2^{n-1}-1$ distinct solutions $\boldsymbol{\alpha}$, that is, each $a(\boldsymbol{y}) \neq a(\boldsymbol{x})$ occurs in exactly $2^{n-1}-1$ different $E_{\boldsymbol{\alpha}^{\prime} x}^{\alpha}$.

Collecting terms on the right-hand side of (7.42) we then obtain

$$
\begin{aligned}
M- & \left(2^{n}-1\right) M+\frac{2^{n}-1}{2^{n-1}} a(\boldsymbol{x})+\frac{2^{n-1}-1}{2^{n-1}} \sum_{\boldsymbol{y} \neq \boldsymbol{x}} a(\boldsymbol{y}) \\
& =2\left(2^{n-1}-1\right) M+\frac{2^{n}-1}{2^{n-1}} a(\boldsymbol{x})+\frac{2^{n-1}-1}{2^{n-1}}\left[2^{n} M-a(\boldsymbol{x})\right]=a(\boldsymbol{x})
\end{aligned}
$$

which proves (7.42).

We now use (7.42) to derive an expression of the form

$$
\begin{equation*}
a(\boldsymbol{x})=M+\sum_{\boldsymbol{\alpha}} \phi(\boldsymbol{\alpha}, \boldsymbol{x}) E^{\boldsymbol{\alpha}} \tag{7.43}
\end{equation*}
$$

where the coefficients $\phi(\boldsymbol{\alpha}, \boldsymbol{x})$ are either $+\frac{1}{2}$ or $-\frac{1}{2}$. Let $\delta_{i}^{\boldsymbol{\alpha}^{\prime} \boldsymbol{x}}=1$ if $\boldsymbol{\alpha}^{\prime} \boldsymbol{x}=i$ and $=0$ if $\boldsymbol{\alpha}^{\prime} \boldsymbol{x} \neq i(i=0,1)$. We can then write (7.42) as

$$
\begin{equation*}
a(\boldsymbol{x})=M+\sum_{\alpha}\left[\delta_{0}^{\alpha^{\prime} x} E_{0}^{\alpha}+\delta_{1}^{\alpha^{\prime} x} E_{1}^{\alpha}\right] \tag{7.44}
\end{equation*}
$$

From (7.41) we have

$$
E^{\alpha}=(-1)^{\sum \alpha_{i}}\left(E_{0}^{\alpha}-E_{1}^{\alpha}\right)
$$

and hence

$$
\begin{equation*}
E_{0}^{\alpha}-E_{1}^{\alpha}=(-1)^{\sum \alpha_{i}} E^{\alpha} \tag{7.45}
\end{equation*}
$$

Also, from (7.39) and (7.40), we have

$$
\begin{equation*}
E_{0}^{\boldsymbol{\alpha}}+E_{1}^{\boldsymbol{\alpha}}=0 \tag{7.46}
\end{equation*}
$$

so that from (7.45) and (7.46) it follows that

$$
\begin{equation*}
E_{0}^{\alpha}=\frac{1}{2}(-1)^{\sum \alpha_{i}} E^{\alpha} \quad E_{1}^{\alpha}=-\left(\frac{1}{2}\right)(-1)^{\sum \alpha_{i}} E^{\alpha} \tag{7.47}
\end{equation*}
$$

Substituting (7.47) into (7.44), we obtain

$$
\begin{align*}
a(\boldsymbol{x}) & =M+\frac{1}{2} \sum_{\boldsymbol{\alpha}}\left[\delta_{0}^{\alpha^{\prime} x}(-1)^{\sum \alpha_{i}}-\delta_{1}^{\alpha^{\prime} x}(-1)^{\sum \alpha_{i}}\right] E^{\boldsymbol{\alpha}} \\
& =M+\frac{1}{2} \sum_{\boldsymbol{\alpha}}(-1)^{\sum \alpha_{i}}\left(\delta_{0}^{\boldsymbol{\alpha}^{\prime} x}-\delta_{1}^{\alpha^{\prime} x}\right) E^{\boldsymbol{\alpha}} \tag{7.48}
\end{align*}
$$

Now

$$
\begin{aligned}
\delta_{0}^{\alpha^{\prime} x}-\delta_{1}^{\alpha^{\prime} x} & =1 & & \text { if } \boldsymbol{\alpha}^{\prime} \boldsymbol{x}=0 \\
& =-1 & & \text { if } \boldsymbol{\alpha}^{\prime} \boldsymbol{x}=1
\end{aligned}
$$

that is,

$$
\delta_{0}^{\alpha^{\prime} x}-\delta_{1}^{\alpha^{\prime} x}=(-1)^{\alpha^{\prime} x}=(-1)^{-\alpha^{\prime} x}
$$

and hence (7.48) becomes

$$
\begin{equation*}
a(\boldsymbol{x})=M+\frac{1}{2} \sum_{\boldsymbol{\alpha}}(-1)^{\sum_{i} \alpha_{i}\left(1-x_{i}\right)} E^{\boldsymbol{\alpha}} \tag{7.49}
\end{equation*}
$$

With regard to the contribution of $E^{\alpha}$ to $a(\boldsymbol{x})$, we can state the following rules.

Rule 2 The effect or interaction $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ enters positively into the treatment combination response $a_{1}^{x_{1}} a_{2}^{x_{2}} \cdots a_{n}^{x_{n}}$ if $\delta$ (defined in rule 1 ) is even and it enters negatively if $\delta$ is odd.

The reader may verify that for $n=3$ this rule agrees with the expressions given in (7.29) and that (7.49) does indeed agree with (7.30). Also, the reader will notice that rule 2 is an exact analog to rule 1 . Hence rule 2 can be reformulated as rule $2^{\prime}$.

RULE $2^{\prime}$ If $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ has an odd (even) number of letters, then it will enter positively into $a_{1}^{x_{1}} a_{2}^{x_{2}} \cdots a_{n}^{x_{n}}$ if both have an odd (even) number of letters in common, and it will enter negatively into $a_{1}^{x_{1}} a_{2}^{x_{2}} \cdots a_{n}^{x_{n}}$ if both have an even (odd) number of letters in common.

This rule will become important in our discussion of systems of confounding (see Section 8.6) and fractional replication (see Section 13.3).

### 7.4.3 Generalized Interactions

To conclude this section we shall introduce the concept of a generalized interaction, a concept that also will take on great importance in connection with systems of confounding and fractional replication. To motivate this concept we return briefly to the $2^{2}$ case and arrange the treatment combinations in the following $2 \times 2$ table:


The contrast defining main effects $A, B$ and the interaction $A B$ can then be written down symbolically in terms of the cell labels $1, \ldots, 4$ as

$$
\begin{gathered}
A: \boxed{3}+\boxed{4}-\boxed{1}-\boxed{2} \\
B: \boxed{2}+\boxed{4}-\boxed{1}-\sqrt[3]{2} \\
A B: \boxed{1}+\boxed{4}-2-3
\end{gathered}
$$

Returning to the $2^{n}$ case, let $\boldsymbol{X}$ and $\boldsymbol{Y}$ denote two interactions, that is,

$$
X=A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}
$$

and

$$
Y=A_{1}^{\beta_{1}} A_{2}^{\beta_{2}} \cdots A_{n}^{\beta_{n}}
$$

which are defined by the partitions $\sum_{i} \alpha_{i} x_{i}=0,1$ and $\sum_{i} \beta_{i} x_{i}=0,1$, respectively. Now, any pair of equations

$$
\begin{aligned}
& \sum_{i} \alpha_{i} x_{i}=k \\
& \sum_{i} \beta_{i} x_{i}=\ell
\end{aligned}
$$

with $k, \ell=0,1$ is satisfied by $2^{n-2}$ treatment combinations. Accordingly, we can arrange the $2^{n}$ treatment combinations in a $2 \times 2$ table as follows:


There are three orthogonal comparisons among the four cells, namely

$$
\begin{aligned}
& X: \boxed{3}+\boxed{4}-\boxed{1}-\sqrt{2} \\
& Y: \boxed{2}+\boxed{4}-\boxed{1}-\sqrt{3}
\end{aligned}
$$

The remaining contrast

$$
\begin{equation*}
1+4-2-3 \tag{7.50}
\end{equation*}
$$

corresponds to that of the $A B$ interaction in the $2^{2}$ case above. We shall therefore denote the contrast (7.50) by $X Y$ and call it the generalized interaction (GI) of $X$ and $Y$. From the table above it follows immediately that the treatment combinations in the four cells satisfy the following equations:
1.: $\quad \sum_{i} \alpha_{i} x_{i}=0 \quad \sum_{i} \beta_{i} x_{i}=0 \quad$ hence also $\quad \sum_{i}\left(\alpha_{i}+\beta_{i}\right) x_{i}=0$

2: $\quad \sum_{i} \alpha_{i} x_{i}=0 \quad \sum_{i} \beta_{i} x_{i}=1 \quad$ hence also $\quad \sum_{i}\left(\alpha_{i}+\beta_{i}\right) x_{i}=1$
3: $\quad \sum_{i} \alpha_{i} x_{i}=1 \quad \sum_{i} \beta_{i} x_{i}=0 \quad$ hence also $\quad \sum_{i}\left(\alpha_{i}+\beta_{i}\right) x_{i}=1$
4: $\quad \sum_{i} \alpha_{i} x_{i}=1 \quad \sum_{i} \beta_{i} x_{i}=1 \quad$ hence also $\quad \sum_{i}\left(\alpha_{i}+\beta_{i}\right) x_{i}=0$

According to (7.50), the generalized interaction $X Y$ can then also be defined in terms of the partition

$$
\sum_{i}\left(\alpha_{i}+\beta_{i}\right) x_{i}=0,1 \quad \bmod 2
$$

This is the reason why we shall write the GI between $X=A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ and $Y=A_{1}^{\beta_{1}} A_{2}^{\beta_{2}} \cdots A_{n}^{\beta_{n}}$ formally as

$$
\begin{equation*}
X Y=A_{1}^{\alpha_{1}+\beta_{1}} A_{2}^{\alpha_{2}+\beta_{2}} \cdots A_{n}^{\alpha_{n}+\beta_{n}} \tag{7.51}
\end{equation*}
$$

where the superscripts in (7.51) are reduced modulo 2 , letters with superscript 0 being deleted and letters with superscript 1 being retained following previously established rules.

### 7.5 INTERPRETATION OF EFFECTS AND INTERACTIONS

The main effects and interactions are the building blocks of the theory of factorial experiments, a fact that will become more and more obvious in subsequent chapters. We have introduced the notion of main effects and interactions in such a way that they can be readily interpreted (see Sections 7.2 and 7.3). For example, the main effect $A$ is the effect of changing factor $A$ from the 0 level to the 1 level, averaging over all other factors, or the interaction $A B$ is a measure of the extent that the simple effects of $A$ at both levels of $B$, averaged over all other factors, are different from each other.

In addition to main effects and interactions, however, there may be other effects that are of interest to the experimenter. For example, in the presence of interaction $A B$, the simple effects $A\left(b_{0}\right)$ and $A\left(b_{1}\right)$ may be of interest, or we may ask: What is the effect of factor $A$ when factor $C$ is at the 0 level and we average over the levels of factor $B$ ? Using the previously established notation, we denote this effect by $A\left(\bar{b}, c_{0}\right)$, and it is given by

$$
\begin{align*}
A\left(\bar{b}, c_{0}\right) & =\frac{1}{2}\left(a_{1} b_{1} c_{0}-a_{0} b_{1} c_{0}+a_{1} b_{0} c_{0}-a_{0} b_{0} c_{0}\right) \\
& =\frac{1}{2}[a b-b+a-(1)] \tag{7.52}
\end{align*}
$$

Alternatively, (7.52) can be expressed as

$$
\begin{equation*}
A\left(\bar{b}, c_{0}\right)=A-A C \tag{7.53}
\end{equation*}
$$

which follows immediately from the definition of $A$ and $A C$, namely

$$
\begin{aligned}
A & =\frac{1}{4}(a-1)(b+1)(c+1) \\
A C & =\frac{1}{4}(a-1)(b+1)(c-1)
\end{aligned}
$$

so that

$$
A-A C=\frac{1}{4}(a-1)(b+1)
$$

which is (7.52). More formally, we write (7.53) as the symbolic product

$$
A\left(\bar{b}, c_{0}\right)=A(1-C)
$$

As another example we may ask: What is the interaction between factors $A$ and $B$ if factor $C$ is at the 1 level and we average over the levels of factor $D$ ? The answer, of course, is

$$
\begin{align*}
A B\left(c_{1}, \bar{d}\right)= & \frac{1}{4}\left(a_{1} b_{1} c_{1} d_{0}-a_{1} b_{0} c_{1} d_{0}-a_{0} b_{1} c_{1} d_{0}+a_{0} b_{0} c_{1} d_{0}\right) \\
& +a_{1} b_{1} c_{1} d_{1}-a_{1} b_{0} c_{1} d_{1}-a_{0} b_{1} c_{1} d_{1}+a_{0} b_{0} c_{1} d_{1} \\
= & \frac{1}{4}(a b c-a c-b c+c+a b c d-a c d-b c d+c d) \\
= & \frac{1}{4}(a-1)(b-1) c(d+1) \\
= & A B+A B C \\
= & A B(1+C) \tag{7.54}
\end{align*}
$$

We shall refer to effects and interactions such as (7.52) and (7.54) as partial interactions. For notational purposes in the $2^{n}$ case we partition the set $\mathcal{N}=$ $\left(A_{1}, A_{2}, \ldots, A_{n}\right)$ of $n$ factors into four disjoint sets:

$$
\begin{aligned}
& \mathcal{N}_{1}=A_{i_{1}}, A_{i_{2}}, \ldots, A_{i_{n_{1}}} \\
& \mathcal{N}_{2}=A_{j_{1}}, A_{j_{2}}, \ldots, A_{j_{n_{2}}} \\
& \mathcal{N}_{3}=A_{k_{1}}, A_{k_{2}}, \ldots, A_{k_{n_{3}}} \\
& \mathcal{N}_{4}=A_{\ell_{1}}, A_{\ell_{2}}, \ldots, A_{\ell_{n_{4}}}
\end{aligned}
$$

with $\quad \mathcal{N}_{1} \bigcup \mathcal{N}_{2} \bigcup \mathcal{N}_{3} \bigcup \mathcal{N}_{4}=\mathcal{N}, n_{1}+n_{2}+n_{3}+n_{4}=n \quad$ and $\quad \mathcal{N}_{1} \quad$ is always nonempty. We then write the partial interaction of all factors in $\mathcal{N}_{1}$ with all factors in $\mathcal{N}_{2}$ at the 0 level, all factors in $\mathcal{N}_{3}$ at the 1 level, and averaging over both levels of all factors in $\mathcal{N}_{4}$ as

$$
\begin{equation*}
A_{i_{1}} A_{i_{2}} \cdots A_{i_{n_{1}}}\left(a_{j_{1}, 0}, \ldots, a_{j_{n_{2}}, 0} ; a_{k_{1}, 1}, \ldots, a_{k_{n_{3}}, 1} ; \bar{a}_{\ell_{1}}, \ldots, \bar{a}_{\ell_{n_{4}}}\right) \tag{7.55}
\end{equation*}
$$

By definition, (7.55) is given in terms of treatment combinations as

$$
\begin{equation*}
\frac{1}{2^{n_{1}+n_{4}-1}} \prod_{i \in \mathcal{N}_{1}}\left(a_{i}-1\right) \prod_{k \in \mathcal{N}_{3}} a_{k} \prod_{\ell \in \mathcal{N}_{4}}\left(a_{\ell}+1\right) \tag{7.56}
\end{equation*}
$$

For purposes of expressing (7.55) in terms of effects and interactions, we rewrite (7.56) as

$$
\begin{aligned}
& \frac{1}{2^{n_{1}+n_{4}-1}} \prod_{i \in \mathcal{N}_{1}}\left(a_{i}-1\right) \prod_{j \in \mathcal{N}_{2}} \frac{1}{2}\left[\left(a_{j}+1\right)-\left(a_{j}-1\right)\right] \\
& \prod_{k \in \mathcal{N}_{3}} \frac{1}{2}\left[\left(a_{k}+1\right)+\left(a_{k}-1\right)\right] \prod_{\ell \in \mathcal{N}_{4}}\left(a_{\ell}+1\right)
\end{aligned}
$$

Using (7.34) this product can then be written as the symbolic product

$$
\begin{equation*}
\prod_{i \in \mathcal{N}_{1}} A_{i} \prod_{j \in \mathcal{N}_{2}}\left(1-A_{j}\right) \prod_{k \in \mathcal{N}_{3}}\left(1+A_{k}\right) \tag{7.57}
\end{equation*}
$$

In other words: After expansion (7.57) provides a representation of the partial interaction (7.55) in terms of effects and interactions. This representation rather than (7.56) may prove to be useful if (estimates of) effects and interactions are available, but the individual responses are not (see also Section 13.8).

We illustrate this result by the following example.
Example 7.1 Let $n=7$, that is, we have factors $A_{1}, A_{2}, \ldots, A_{7}$. Suppose $\mathcal{N}_{1}=\left(A_{1}, A_{2}\right), \mathcal{N}_{2}=\left(A_{3}, A_{4}\right), \mathcal{N}_{3}=\left(A_{5}\right)$, and $\mathcal{N}_{4}=\left(A_{6}, A_{7}\right)$. Then

$$
\begin{aligned}
A_{1} A_{2}\left(a_{30}, a_{40}, a_{51}, \bar{a}_{6}, \bar{a}_{7}\right)= & A_{1} A_{2}-A_{1} A_{2} A_{3}-A_{1} A_{2} A_{4}+A_{1} A_{2} A_{3} A_{4} \\
& +A_{1} A_{2} A_{5}-A_{1} A_{2} A_{3} A_{5}-A_{1} A_{2} A_{4} A_{5} \\
& +A_{1} A_{2} A_{3} A_{4} A_{5}
\end{aligned}
$$

### 7.6 ANALYSIS OF FACTORIAL EXPERIMENTS

So far we have considered main effects and interactions as contrasts among the true treatment combination responses. These true responses are, of course, not available, but rather estimates of the true responses as the treatment combinations are used with a particular error control design. Consequently, we obtain estimates of the true effects and interactions.

### 7.6.1 Linear Models

In order to obtain such estimates, we utilize the fact that under additivity the observed yields will be given by a general linear model that characterizes the error control design that has been used. In its most general form such a model can be written as (using the notation of Section I.4.2)

$$
\begin{equation*}
\boldsymbol{y} \doteq \mu \mathcal{J}+\boldsymbol{X}_{\delta} \boldsymbol{\delta}+\boldsymbol{X}_{\tau} \boldsymbol{\tau} \tag{7.58}
\end{equation*}
$$

where $\boldsymbol{y}$ is the vector of observations, $\boldsymbol{\delta}$ is the vector of blocking effects, $\boldsymbol{\tau}$ is the vector of treatment combination effects (by which we mean the true treatment combination response expressed as deviation from the true mean response), and $\boldsymbol{X}_{\delta}$ and $\boldsymbol{X}_{\tau}$ are known design-model matrices. For example, for the completely randomized design (see I.6) (7.58) is of the form

$$
\begin{equation*}
\boldsymbol{y} \doteq \mu \mathcal{J}+\boldsymbol{X}_{\tau} \boldsymbol{\tau} \tag{7.59}
\end{equation*}
$$

For a randomized complete block design (see I.9) it is of the form

$$
\begin{equation*}
\boldsymbol{y} \doteq \mu \mathcal{J}+\boldsymbol{X}_{\beta} \boldsymbol{\beta}+\boldsymbol{X}_{\tau} \boldsymbol{\tau} \tag{7.60}
\end{equation*}
$$

or for a Latin square design (see I.10) it is of the form

$$
\begin{equation*}
\boldsymbol{y} \doteq \mu \mathcal{J}+\boldsymbol{X}_{\rho} \boldsymbol{\rho}+\boldsymbol{X}_{\gamma} \boldsymbol{\gamma}+\boldsymbol{X}_{\tau} \tau \tag{7.61}
\end{equation*}
$$

The effects and interactions, as defined earlier, are then expressible as linear contrasts among the treatment combination effects, and we know that under the GMNLM (see I.4.17) the best estimate of such a contrast is the same contrast of the estimates of the treatment effects. For models (7.59), (7.60), and (7.61) with the same number, $r$ say, of replications for each treatment combination, the best estimate of any treatment contrast is given by the same contrast of the treatment means, that is, to obtain the estimate of the interaction $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ we substitute for $a(\boldsymbol{x})=A_{1}^{x_{1}} A_{2}^{x_{2}} \cdots A_{n}^{x_{n}}$ its observed mean, $\bar{a}(\boldsymbol{x})$ say, into (7.34), using rule 1 of Section 7.4.1.

### 7.6.2 Yates Algorithm

A convenient way of obtaining those estimates is to apply the Yates algorithm (Yates, 1937b) which consists of adding and subtracting the treatment means in an appropriate way through several steps. Mainly for historical reasons we shall illustrate this algorithm for the $2^{3}$ factorial. The steps are as follows:

Step 0: Write down the observed treatment means in standard order. (This is important since otherwise the algorithm will not work.)
Step 1: Starting from the top, add adjacent pairs of treatment means and record them in the first $4\left(=2^{n-1}\right)$ positions; for the same pairs, subtract the first from the second treatment mean and record those differences in the next $4\left(=2^{n-1}\right)$ positions.
Step 2: Repeat step 1 with the numbers recorded in step 1 (column 1).
Step 3: Repeat step 1 with the numbers obtained in step 2 (column 2); the numbers obtained are $8 \widehat{M}, 4 \widehat{A}, 4 \widehat{B}, \ldots, 4 A \widehat{B} C$, that is, apart from a constant the estimates of the mean response and of effects and interactions.

The three steps in terms of the formal expressions of the treatment means (leaving off the bar for convenience) are indicated below:

Step

| $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | Estimate |
| :---: | :--- | :--- | :--- | :--- |
| $(1)$ | $a+1$ | $(a+1)(b+1)$ | $(a+1)(b+1)(c+1)$ | $8 \widehat{M}$ |
| $a$ | $b(a+1)$ | $(a+1)(b+1) c$ | $(a-1)(b+1)(c+1)$ | $4 \widehat{A}$ |
| $b$ | $a c(a+1)$ | $(a-1)(b+1)$ | $(a+1)(b-1)(c+1)$ | $4 \widehat{B}$ |
| $a b$ | $b c(a+1)$ | $(a-1)(b+1) c$ | $(a-1)(b-1)(c+1)$ | $4 \widehat{A B}$ |
| $c$ | $a-1$ | $(a+1)(b-1)$ | $(a+1)(b+1)(c-1)$ | $4 \widehat{C}$ |
| $a c$ | $b(a-1)$ | $(a+1)(b-1) c$ | $(a-1)(b+1)(c-1)$ | $4 \widehat{A C}$ |
| $b c$ | $a c(a-1)$ | $(a-1)(b-1)$ | $(a+1)(b-1)(c-1)$ | $4 \widehat{B C}$ |
| $a b c$ | $b c(a-1)$ | $(a-1)(b-1) c$ | $(a-1)(b-1)(c-1)$ | $4 \widehat{A B C}$ |

For the $2^{n}$ factorial this algorithm requires $n$ steps and at the last step we obtain an estimate of $2^{n-1} A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ in standard order.

An inverse algorithm (Good, 1958) can be used to express the treatment combination responses in terms of effects and interactions. The mean, effects, and interactions are arranged in reverse standard order, and then we proceed exactly as in the Yates algorithm. We shall illustrate this again for the $2^{3}$ factorial:

## Step

| $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ |
| :--- | :--- | :--- | :--- |
| $(a-1)(b-1)(c-1)=4 A B C$ | $2 a(b-1)(c-1)$ | $4 a b(c-1)$ | $8 a b c$ |
| $(a+1)(b-1)(c-1)=4 B C$ | $2 a(b+1)(c-1)$ | $4 a b(c+1)$ | $8 b c$ |
| $(a-1)(b+1)(c-1)=4 A C$ | $2 a(b-1)(c+1)$ | $4 b(c-1)$ | $8 a c$ |
| $(a+1)(b+1)(c-1)=4 C$ | $2 a(b+1)(c+1)$ | $4 b(c+1)$ | $8 c$ |
| $(a-1)(b-1)(c+1)=4 A B$ | $2(b-1)(c-1)$ | $4 a(c-1)$ | $8 a b$ |
| $(a+1)(b-1)(c+1)=4 B$ | $2(b+1)(c-1)$ | $4 a(c+1)$ | $8 b$ |
| $(a-1)(b+1)(c+1)=4 A$ | $2(b-1)(c+1)$ | $4(c-1)$ | $8 a$ |
| $(a+1)(b+1)(c+1)=8 M$ | $2(b+1)(c+1)$ | $4(c+1)$ | $8(1)$ |

This shows that if we start at step 0 with $\frac{1}{2} A B C, \frac{1}{2} B C, \ldots, \frac{1}{2} A, M$ we obtain the treatment combination response averages in reverse standard order. This method thus provides an easy way of estimating the residuals.

A modification of the Yates algorithm has been given by Riedwyl (1998) with a view toward applications for systems of confounding (Chapters 8 and 9) and fractional factorials (Chapter 13).

### 7.6.3 Variances of Estimators

Returning now to the estimation of effects and interactions, we know that each effect and interaction is estimated as

$$
\begin{aligned}
& \frac{1}{2^{n-1}}\left[\left(\text { sum of } 2^{n-1} \text { response means }\right)\right. \\
& \left.\quad-\left(\text { sum of } 2^{n-1} \text { response means }\right)\right]
\end{aligned}
$$

where each response mean is based on $r$ replications. Since each observation has variance $\sigma_{e}^{2}$ and since all the observations can be treated as being uncorrelated (see the argument in I.6.3.4), we obtain

$$
\begin{equation*}
\operatorname{var}\left(\widehat{E}^{\boldsymbol{\alpha}}\right)=\frac{1}{r 2^{n-2}} \sigma_{e}^{2} \tag{7.62}
\end{equation*}
$$

for all $E^{\alpha}=A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$. Since all the effects and interactions are orthogonal to each other, so are their estimates, and hence the variance of a partial interaction (see Section 7.5) consisting of a linear combination of $m$ interactions is $m \sigma_{e}^{2} / r 2^{n-2}$.

### 7.6.4 Analysis of Variance

To estimate the variance (7.62) and that of partial interactions we need to estimate $\sigma_{e}^{2}$. This is accomplished through the ANOVA associated with the basic model (7.58) as outlined in Chapter I.4. Such an ANOVA can, of course, be written out explicitly for models (7.59), (7.60), and (7.61) according to the general rules for such error control designs discussed in Chapters I.6, I.9, and I.10, respectively. In any case, MS(Error) is an estimate of $\sigma_{e}^{2}$.

We shall comment briefly on the sum of squares due to treatments, SS(Treatments) say, which in the present situation has $t-1=2^{n}-1$ d.f. Using the fact that effects and interactions represent $2^{n}-1$ orthogonal comparisons of the treatment effects, we can partition $\operatorname{SS}$ (Treatments) into $2^{n}-1$ orthogonal 1-d.f. sums of squares associated with these comparisons (see Chapter I.7). We denote the sum of squares associated with $E^{\alpha}=A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ by $\operatorname{SS}\left(E^{\alpha}\right)$, and according to the general rules (see I.7.2.3)

$$
\begin{align*}
\operatorname{SS}\left(E^{\alpha}\right) & =\frac{\left(\widehat{E}^{\alpha}\right)^{2}}{\operatorname{var}\left(\hat{E}^{\alpha}\right) / \sigma_{e}^{2}} \\
& =r 2^{n-2}\left[\hat{E}^{\alpha}\right]^{2} \tag{7.63}
\end{align*}
$$

using (7.62).

Another way of writing $\operatorname{SS}\left(E^{\alpha}\right)$, a generalization of which will be used in later chapters, is as follows. We recall from (7.41) that

$$
E^{\alpha}=(-1)^{\sum \alpha_{i}}\left(E_{0}^{\alpha}-E_{1}^{\alpha}\right)
$$

In terms of observed quantities we then write

$$
\widehat{E}^{\alpha}=(-1)^{\sum \alpha_{i}}\left(\widehat{E}_{0}^{\alpha}-\widehat{E}_{1}^{\alpha}\right)
$$

It follows then from (7.63) that

$$
\begin{equation*}
\operatorname{SS}\left(E^{\alpha}\right)=r 2^{n-2}\left(\widehat{E}_{0}^{\alpha}-\widehat{E}_{1}^{\alpha}\right)^{2} \tag{7.64}
\end{equation*}
$$

Using the fact that $\widehat{E}_{0}^{\alpha}+\widehat{E}_{1}^{\alpha}=0$ we can rewrite (7.64) as

$$
\begin{aligned}
\mathrm{SS}\left(E^{\alpha}\right) & =r 2^{n-2}\left[\widehat{E}_{0}^{\alpha}-\widehat{E}_{1}^{\alpha}+\widehat{E}_{0}^{\alpha}+\widehat{E}_{1}^{\alpha}\right]^{2} \\
& =r 2^{n}\left(\widehat{E}_{0}^{\alpha}\right)^{2}
\end{aligned}
$$

or

$$
\begin{aligned}
\operatorname{SS}\left(E^{\alpha}\right) & =r 2^{n-2}\left[\widehat{E}_{0}^{\alpha}-\widehat{E}_{1}^{\alpha}-\widehat{E}_{0}^{\alpha}-\widehat{E}_{1}^{\alpha}\right]^{2} \\
& =r 2^{n}\left(\widehat{E}_{1}^{\alpha}\right)^{2}
\end{aligned}
$$

or

$$
\begin{align*}
\operatorname{SS}\left(E^{\alpha}\right) & =\frac{1}{2} r 2^{n}\left[\left(\widehat{E}_{0}^{\alpha}\right)^{2}+\left(\widehat{E}_{1}^{\alpha}\right)^{2}\right] \\
& =r 2^{n-1}\left[\left(\widehat{E}_{0}^{\alpha}\right)^{2}+\left(\widehat{E}_{1}^{\alpha}\right)^{2}\right] \tag{7.65}
\end{align*}
$$

Now

$$
\begin{align*}
E\left[\widehat{E}^{\alpha}\right]^{2} & =\operatorname{var}\left(\widehat{E}^{\alpha}\right)+\left[E\left(\widehat{E}^{\alpha}\right)\right]^{2} \\
& =\frac{1}{r 2^{n-2}} \sigma_{e}^{2}+r 2^{n-2}\left[E^{\alpha}\right]^{2} \tag{7.66}
\end{align*}
$$

so that, using (7.63) and (7.66),

$$
\begin{equation*}
E\left[\operatorname{SS}\left(E^{\alpha}\right)\right]=\sigma_{e}^{2}+r 2^{n-2}\left[E^{\alpha}\right]^{2} \tag{7.67}
\end{equation*}
$$

Under the GMNLM we can then test

$$
H_{0}: E^{\alpha}=0
$$

by means of the $F$ test (as an approximation to the randomization test)

$$
F=\frac{\mathrm{SS}\left(E^{\alpha}\right)}{\mathrm{MS}(\text { Error })}
$$

Table 7.1 ANOVA for $\mathbf{2}^{\mathbf{3}}$ Factorial in RCBD

| Source | d.f. | SS | $\mathrm{E}(\mathrm{MS})$ |
| :--- | :---: | :---: | :---: |
| Blocks | $r-1$ | $8 \sum_{i}\left(\bar{y}_{i \ldots .}-\bar{y}_{\ldots . .}\right)^{2}$ |  |
| Treatments | 7 | $r \sum_{j k \ell}^{i}\left(\bar{y}_{. j k \ell}-\bar{y}_{\ldots . .}\right)^{2}$ |  |
| $A$ | 1 | $2 r[\widehat{A}]^{2}$ | $\sigma_{e}^{2}+2 r[A]^{2}$ |
| $B$ | 1 | $2 r[\widehat{B}]^{2}$ | $\sigma_{e}^{2}+2 r[B]^{2}$ |
| $A B$ | 1 | $2 r[\widehat{A B}]^{2}$ | $\sigma_{e}^{2}+2 r[A B]^{2}$ |
| $C$ | 1 | $2 r[\widehat{C}]^{2}$ | $\sigma_{e}^{2}+2 r[C]^{2}$ |
| $A C$ | 1 | $2 r[\widehat{A C}]^{2}$ | $\sigma_{e}^{2}+2 r[A C]^{2}$ |
| $B C$ | 1 | $2 r[\widehat{B C}]^{2}$ | $\sigma_{e}^{2}+2 r[B C]^{2}$ |
| $A B C$ | 1 | $2 r[\widehat{A B C}]^{2}$ | $\sigma_{e}^{2}+2 r[A B C]^{2}$ |
| Error | $7(r-1)$ | $\sum_{i j k \ell}\left(y_{i j k \ell}-\bar{y}_{i \ldots}-\bar{y}_{. j k \ell}+\bar{y}_{\ldots . . .}\right)^{2}$ | $\sigma_{e}^{2}$ |
| Total | $8 r-1$ | $\sum_{i j k \ell}\left(\bar{y}_{i j k \ell}-\bar{y}_{. . .}\right)^{2}$ |  |

As an example of the present discussion we give in Table 7.1 the ANOVA of a $2^{3}$ experiment in a RCB design with $r$ blocks, using the model equation

$$
\begin{equation*}
y_{i j k \ell}=\mu+\beta_{i}+\tau_{j k \ell}+e_{i j k \ell} \tag{7.68}
\end{equation*}
$$

### 7.6.5 Numerical Examples

To illustrate some aspects of the theoretical developments in the previous sections, we shall consider two numerical examples. The analysis will be performed by using SAS PROC GLM and PROC MIXED (SAS Institute, 1999-2001), and we shall provide some comments on the output.

Example 7.2 Consider a $2^{3}$ factorial in an RCBD with $r=2$ blocks. The data and the analysis, using the model equation (7.68), are given in Table 7.2.

Although most of the output is self-explanatory we shall make the following comments:

1. Estimates of the main and interaction effects can be obtained by using the ESTIMATE option. The coefficients for the contrasts are obtained by utilizing the relationship between the various parameterizations, as explained in Section 7.2.3.
2. The estimates of the effects are, of course, obtained as linear contrasts among the LSMEANS using the coefficients as specified in the ESTIMATE

Table 7.2 Data and Analysis for $\mathbf{2}^{\mathbf{3}}$ Factorial in a RCBD

```
options pageno=1 nodate;
data example1;
input block A B C Y @@;
datalines;
1 0
1 0
2
2
;
run;
```

proc print data=example1;
title1 'TABLE 7.2';
title2 'DATA FOR 2**3 FACTORIAL';
title3 'IN A RCBD';
run;
proc glm data=example1;
class block A B C;
model $Y=b l o c k ~ A|B| C ;$
lsmeans $A$ B $C A * B A * C B * C A * B * C / s t d e r r ;$
contrast 'Main effect $A^{\prime} A-11$;
estimate 'Main effect A' A -1 1;
contrast 'Interaction $A B^{\prime} A * B$. 5 -. 5-. 5 . 5 ;
estimate 'Interaction $A B^{\prime} A * B$. 5 -. 5-. 5 . 5 ;

estimate 'Interaction $A B C^{\prime} A * B * C-.25 \quad .25 .25-.25 .25-.25-.25$. 25 ;
title1 'ANALYSIS OF 2**3 FACTORIAL';
title2 'IN A RCBD';
run;

| Obs | block | A | B | C | Y |
| ---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 0 | 0 | 0 | 13 |
| 2 | 1 | 1 | 0 | 0 | 20 |
| 3 | 1 | 0 | 1 | 0 | 14 |
| 4 | 1 | 1 | 1 | 0 | 17 |
| 5 | 1 | 0 | 0 | 1 | 21 |
| 6 | 1 | 1 | 0 | 1 | 25 |
| 7 | 1 | 0 | 1 | 1 | 19 |
| 8 | 1 | 1 | 1 | 1 | 22 |
| 9 | 2 | 0 | 0 | 0 | 24 |
| 10 | 2 | 1 | 0 | 0 | 27 |
| 11 | 2 | 0 | 1 | 0 | 28 |
| 12 | 2 | 1 | 1 | 0 | 31 |
| 13 | 2 | 0 | 0 | 1 | 35 |
| 14 | 2 | 1 | 0 | 1 | 39 |

Table 7.2 (Continued)
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| Source | DF |  | Type III SS | Mean Square | F Value | $\mathrm{Pr}>\mathrm{F}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| block | 1 |  | 715.5625000 | 715.5625000 | 139.38 | $<.0001$ |
| A | 1 |  | 68.0625000 | 68.0625000 | 13.26 | 0.0083 |
| B | 1 |  | 0.0625000 | 0.0625000 | 0.01 | 0.9152 |
| A*B | 1 |  | 0.5625000 | 0.5625000 | 0.11 | 0.7503 |
| C | 1 |  | 232.5625000 | 232.5625000 | 45.30 | 0.0003 |
| A* C | 1 |  | 0.0625000 | 0.0625000 | 0.01 | 0.9152 |
| B*C | 1 |  | 7.5625000 | 7.5625000 | 1.47 | 0.2642 |
| $A * B * C$ | 1 |  | 1.5625000 | 1.5625000 | 0.30 | 0.5983 |
| Least Squares Means |  |  |  |  |  |  |
| Standard |  |  |  |  |  |  |
|  |  | A | Y LSMEAN | Error | $\operatorname{Pr}>\|t\|$ |  |
|  |  | 0 | 23.5000000 | 0.8010874 | $<.0001$ |  |
|  |  | 1 | 27.6250000 | 0.8010874 | $<.0001$ |  |
| Standard |  |  |  |  |  |  |
|  |  | B | Y LSMEAN | Error | $\operatorname{Pr}>\|t\|$ |  |
|  |  | 0 | 25.5000000 | 0.8010874 | $<.0001$ |  |
|  |  | 1 | 25.6250000 | 0.8010874 | $<.0001$ |  |
| Standard |  |  |  |  |  |  |
|  |  | C | Y LSMEAN | Error | $\operatorname{Pr}>\|t\|$ |  |
|  |  | 0 | 21.7500000 | 0.8010874 | $<.0001$ |  |
|  |  | 1 | 29.3750000 | 0.8010874 | $<.0001$ |  |


| A | B | Standard |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | Y LSMEAN | Error | $\operatorname{Pr}>\|t\|$ |
| 0 | 0 | 23.2500000 | 1.1329087 | $<.0001$ |
| 0 | 1 | 23.7500000 | 1.1329087 | $<.0001$ |
| 1 | 0 | 27.7500000 | 1.1329087 | $<.0001$ |
| 1 | 1 | 27.5000000 | 1.1329087 | $<.0001$ |
|  |  |  | Standard |  |
| A | C | Y LSMEAN | Error | $\operatorname{Pr}>\|t\|$ |
| 0 | 0 | 19.7500000 | 1.1329087 | $<.0001$ |
| 0 | 1 | 27.2500000 | 1.1329087 | $<.0001$ |
| 1 | 0 | 23.7500000 | 1.1329087 | $<.0001$ |
| 1 | 1 | 31.5000000 | 1.1329087 | $<.0001$ |
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statements. Recall that for an orthogonal design the least-squares means are just the ordinary means. Thus, we have, for example,

$$
\begin{align*}
\widehat{A B}= & \frac{1}{2}\left[\operatorname{LSMEAN}\left(a_{0} b_{0}\right)-\operatorname{LSMEAN}\left(a_{0} b_{1}\right)\right. \\
& \left.\quad-\operatorname{LSMEAN}\left(a_{1} b_{0}\right)+\operatorname{LSMEAN}\left(a_{1} b_{1}\right)\right] \\
= & \frac{1}{2}\left(\bar{y}_{\cdot 00 \cdot}-\bar{y}_{\cdot 01 \cdot}-\bar{y}_{\cdot 10 \cdot}+\bar{y}_{\cdot 11 \cdot}\right) \\
= & \frac{1}{2}(23.25-23.75-27.75+27.5) \\
= & -.375 \tag{7.69}
\end{align*}
$$

3. The $\widehat{E}_{i}^{\alpha}$ terms, as introduced in Section 7.4.2, can easily be obtained from the LSMEANS. For example,

$$
\begin{aligned}
E_{0}^{(110)}= & \frac{1}{2}\left[\operatorname{LSMEAN}\left(a_{0} b_{0}\right)+\operatorname{LSMEAN}\left(a_{1} b_{1}\right)\right] \\
& - \text { overall mean } \\
= & \frac{1}{2}\left(\bar{y}_{.00}+\bar{y}_{.11 .}\right)-\bar{y}_{\ldots} \\
= & \frac{1}{2}(23.25+27.50)-25.5625 \\
= & -.1875
\end{aligned}
$$

and

$$
E_{1}^{(110)}=.1875
$$

4. From the estimate in comment 2 and (7.63)we obtain

$$
\operatorname{SS}(A B)=2 \cdot 2 \cdot(-.375)^{2}=.5625
$$

The same value is, of course, obtained in the ANOVA table and through the CONTRAST statement.
5. The standard error (SE) for the estimate of an effect is provided through the ESTIMATE statement. It can also be obtained directly from the information provided for the LSMEANS. For example, making use of (7.69), we obtain

$$
\begin{aligned}
\widehat{\operatorname{var}}(\widehat{A B}) & =\frac{1}{4} \cdot 4 \widehat{\operatorname{var}}\left[\operatorname{LSMEAN}\left(a_{0} b_{0}\right)\right] \\
& =(1.133)^{2}=1.283
\end{aligned}
$$

and hence

$$
\mathrm{SE}(\widehat{A B})=\sqrt{\widehat{\operatorname{var}}(\widehat{A B})}=1.133
$$

The same result can be obtained by substituting in (7.62) the estimate for $\sigma_{e}^{2}$, namely $\widehat{\sigma}_{e}^{2}=\mathrm{MS}($ Error $)=5.134$ from the ANOVA table,

$$
\mathrm{SE}(\widehat{A B})=\sqrt{\frac{1}{4} \cdot 5.134}=1.133
$$

Example 7.3 The following is an example of combining all three elements of an experimental design, namely error control design, treatment design, and sampling design (see I.2.23 and I.3). More specifically, we consider a $2^{3}$ factorial in an RCBD with $r^{\prime}=2$ blocks and subsampling $(n=2)$. The data and the analysis are given in Table 7.3.

Table 7.3 Data and Analysis for $\mathbf{2}^{\mathbf{3}}$ Factorial in a RCBD With Subsampling

```
options pageno=1 nodate;
data example2;
input block A B C Y @@;
datalines;
1 0
1 0
1}0
1
2
2
2
2
;
run;
proc print data=example2;
title1 'TABLE 7.3';
title2 'DATA FOR 2**3 FACTORIAL';
title3 'IN A RCBD WITH SUBSAMPLING';
run;
proc glm data=example2;
class block A B C;
model Y=block A|B|C block*A*B*C;
test H=A B C A*B A*C B*C A*B*C E=block*A*B*C;
titlel 'ANALYSIS OF 2**3 FACTORIAL';
title2 'IN A RCBD WITH SUBSAMPLING';
run;
proc mixed data=example2;
class block A B C;
model Y=block A|B|C;
random block*A*B*C;
estimate 'Main effect A' A -1 1;
estimate 'Interaction AB' A*B . 5 -. 5 -. 5 . 5;
estimate 'Interaction ABC' A*B*C -. 25 . 25 . 25 -. 25 . 25 -. 25 -. 25 . 25;
run;
\begin{tabular}{cccccc} 
Obs & block & A & B & C & Y \\
1 & 1 & 0 & 0 & 0 & 13 \\
2 & 1 & 0 & 0 & 0 & 14 \\
3 & 1 & 1 & 0 & 0 & 20 \\
4 & 1 & 1 & 0 & 0 & 22 \\
5 & 1 & 0 & 1 & 0 & 14 \\
6 & 1 & 0 & 1 & 0 & 11 \\
7 & 1 & 1 & 1 & 0 & 17
\end{tabular}
```
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Number of observations 32

Dependent Variable: Y

|  | Sum of |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Source | DF | Squares | Mean Square | F Value | Pr $>$ F |
| Model | 15 | 2244.968750 | 149.664583 | 129.44 | $<.0001$ |
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| Error | 16 | 18.500000 | 1.156250 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Corrected Total | 131 | 2263.468750 | Root MSE Y Mean |  |  |
|  | R -Square | Coeff Var |  |  |  |
|  | 0.991827 | 4.170824 | 1.075291 | 25.78125 |  |
| Source | DF | Type I SS | Mean Square | F Value | $\mathrm{Pr}>\mathrm{F}$ |
| block | 1 | 1498.781250 | 1498.781250 | 1296.24 | $<.0001$ |
| A | 1 | 132.031250 | 132.031250 | 114.19 | $<.0001$ |
| B | 1 | 0.031250 | 0.031250 | 0.03 | 0.8715 |
| A*B | 1 | 1.531250 | 1.531250 | 1.32 | 0.2667 |
| C | 1 | 504.031250 | 504.031250 | 435.92 | <. 0001 |
| A*C | 1 | 0.781250 | 0.781250 | 0.68 | 0.4232 |
| B*C | 1 | 3.781250 | 3.781250 | 3.27 | 0.0894 |
| A*B*C | 1 | 2.531250 | 2.531250 | 2.19 | 0.1584 |
| block*A*B*C | 7 | 101.468750 | 14.495536 | 12.54 | $<.0001$ |
| Source | DF | Type III SS | Mean Square | F Value | $\mathrm{Pr}>\mathrm{F}$ |
| block | 1 | 1498.781250 | 1498.781250 | 1296.24 | <. 0001 |
| A | 1 | 132.031250 | 132.031250 | 114.19 | <. 0001 |
| B | 1 | 0.031250 | 0.031250 | 0.03 | 0.8715 |
| A*B | 1 | 1.531250 | 1.531250 | 1.32 | 0.2667 |
| C | 1 | 504.031250 | 504.031250 | 435.92 | <. 0001 |
| A* C | 1 | 0.781250 | 0.781250 | 0.68 | 0.4232 |
| B*C | 1 | 3.781250 | 3.781250 | 3.27 | 0.0894 |
| A*B*C | 1 | 2.531250 | 2.531250 | 2.19 | 0.1584 |
| block*A*B*C | 7 | 101.468750 | 14.495536 | 12.54 | $<.0001$ |

Tests of Hypotheses Using the Type III MS for block*A*B*C as an Error Term

| Source | DF | Type III SS | Mean Square | Falue | Pr | F |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
|  |  | 1 | 132.0312500 | 132.0312500 | 9.11 | 0.0194 |
| A | 1 | 0.0312500 | 0.0312500 | 0.00 | 0.9643 |  |
| B | 1 | 504.0312500 | 504.0312500 | 34.77 | 0.0006 |  |
| C | 1 | 1.5312500 | 1.5312500 | 0.11 | 0.7547 |  |
| A*B | 1 | 0.7812500 | 0.7812500 | 0.05 | 0.8231 |  |
| A*C | 1 | 3.7812500 | 3.7812500 | 0.26 | 0.6252 |  |
| B*C | 1 | 2.5312500 | 2.5312500 | 0.17 | 0.6886 |  |
| A*B*C |  |  |  |  |  |  |
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The Mixed Procedure

Model Information

| Data set | WORK.EXAMPLE2 |
| :--- | :--- |
| Dependent Variable | Y |
| Covariance Structure | Variance Components |
| Estimation Method | REML |
| Residual Variance Method | Profile |
| Fixed Effects SE Method | Model-Based |
| Degrees of Freedom Method | Containment |

Class Level Information

| Class | Levels | Values |
| :--- | ---: | :--- |
| block | 2 | 12 |
| A | 2 | 0 |
| B | 2 | 0 |
| C | 2 | 0 |
| C |  |  |

Dimensions

Covariance Parameters 2
Columns in X 29
Columns in Z 16
Subjects 1
Max Obs Per Subject 32
Observations Used 32
Observations Not Used 0
Total Observations 32

Iteration History

| Iteration | Evaluations | -2 Res Log Like | Criterion |
| ---: | ---: | ---: | ---: |
| 0 | 1 | 116.43092171 |  |
| 1 | 1 | 99.48076616 | 0.00000000 |

Convergence criteria met.

Covariance Parameter
Estimates

| Cov Parm | Estimate |
| :--- | ---: |
| block*A*B*C | 6.6696 |
| Residual | 1.1563 |
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| Fit Statistics |  |  |
| :---: | :---: | :---: |
|  | -2 Res Log Likelihood | 99.5 |
|  | AIC (smaller is better) | 103.5 |
| AICC (smaller is better) | 104.1 |  |
| BIC (smaller is better) | 105.0 |  |

Type 3 Tests of Fixed Effects

|  | Num | Den |  |  |
| :--- | ---: | ---: | ---: | ---: |
| Effect | DF | DF | F Value | Pr $>$ F |
| block | 1 | 7 | 103.40 | $<.0001$ |
| A | 1 | 7 | 9.11 | 0.0194 |
| B | 1 | 7 | 0.00 | 0.9643 |
| A*B | 1 | 7 | 0.11 | 0.7547 |
| C | 1 | 7 | 34.77 | 0.0006 |
| A*C | 1 | 7 | 0.05 | 0.8231 |
| B*C | 1 | 7 | 0.26 | 0.6252 |
| A*B*C | 1 | 7 | 0.17 | 0.6886 |

## Estimates

| Label | Estimate | Standard <br> Error | DF | $t$ Value | Pr $>\|t\|$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Main effect A | 4.0625 | 1.3461 | 7 | 3.02 | 0.0194 |
| Interaction AB | 0.4375 | 1.3461 | 7 | 0.33 | 0.7547 |
| Interaction ABC | 0.5625 | 1.3461 | 7 | 0.42 | 0.6886 |

The analysis is based on the model

$$
y_{i j k \ell m}=\mu+\beta_{i}+\tau_{j k \ell}+\epsilon_{i j k \ell}+\eta_{i j k \ell m}
$$

(see I.6.9.1).
The following comments are intended to relate the output to the theoretical developments:

1. SAS PROC GLM is being used only to obtain an ANOVA table. Because of subsampling it is necessary to explicitly define the experimental error as block $* A * B * C$ in order to perform the correct tests about all effects, using $\operatorname{MS}(\mathrm{X}) / \mathrm{MS}($ block $* A * B * C)$, where $X$ represents any of the seven effects and MS(Experimental error) $=\operatorname{MS}($ block $* A * B * C)$ represents
technically speaking, the 7 d.f. associated with the seven 1-d.f. interactions block $* X$.
2. Specifying the correct error term is not necessary when using SAS PROC MIXED because the random term block $* A * B * C$ automatically assumes that role. This can be verified by comparing the tests performed by PROC GLM and PROC MIXED (note, however, that the test about block effects should be ignored; see I.9.2.6).
3. PROC MIXED provides REML estimates of $\sigma_{\epsilon}^{2}$ and $\sigma_{\eta}^{2}$ (PROC GLM provides an estimate of $\sigma_{\eta}^{2}$ only). We obtain

$$
\widehat{\sigma}_{\epsilon}^{2}=6.6696 \quad \widehat{\sigma}_{\eta}^{2}=1.1563
$$

4. In estimating the various effects, and their standard errors as illustrated here for $A, A B$, and $A B C$, by means of the ESTIMATE statement, PROC MIXED uses the correct error term, namely MS(Experimental error).
5. The above statement is true also for the LSMEANS, and their standard error.

### 7.6.6 Use of Only One Replicate

In the previous section we have assumed that each treatment combination is replicated $r$ times in a certain error control design such as a CRD or a RCBD. In any case we usually have $r>1$, according to the general principles of experimental design. One can visualize, however, that in a $2^{n}$ factorial experiment (particularly an exploratory-type experiment) the number of treatment combinations can be rather large, in fact so large that the experimenter cannot afford to replicate the treatments. How should we deal with such a situation?

Even with only one replicate, that is, $r=1$, we can, of course, estimate all effects and interactions in the usual way. We cannot, however, estimate their variances as there are no d.f. left for error in the ANOVA. We then recall (see Chapter I.11) that many-factor, that is, higher order, interactions are often negligible. Assuming that they are actually zero, it follows then from (7.67) that the expected value of their sums of squares is $\sigma_{e}^{2}$. The idea then is to pool all sums of squares associated with interactions assumed (a priori) to be negligible and treat the resulting sum of squares as SS (Error) for analysis purposes. Even if the interactions are not zero (and they seldom are), this procedure will result in a conservative $F$ test for the remaining effects and interactions.

## C H A P TER 8

## Confounding in $2^{n}$ Factorial Designs

### 8.1 INTRODUCTION

It is well known that the experimental error variance is related to the size of the block, increasing to a greater or lesser degree as the block size increases. If we were testing 5 factors each at 2 levels, we would have 32 treatment combinations and hence, if we were to use a randomized complete block design, we would require blocks of size 32 in order to compare them. In field experiments it is generally acknowledged that, if at all possible, the size of the block should not be greater than 16 and if possible 8 , though, of course, there are no hard and fast rules, and one experiment with blocks of 16 EUs may well give a lower experimental error than another on similar material with blocks of 8 EUs. In other situations, as, for example, in industrial experimentation, it may be impossible to have blocks as large as this without randomizing over factors that contribute considerable variation, thereby causing large experimental error. Or in experiments with animals (e.g. mice), the litter size determines and hence limits the block size. It is desirable, therefore, to have some means of reducing the block size or of making use of blocks of smaller size (i.e., incomplete blocks), and for this purpose the device of confounding has been introduced. It is a fundamental concept in the theory and application of factorial experiments.

### 8.1.1 A Simple Example

We have introduced the concept of confounding certain interactions (or effects, in general) with block effects in Section I.11.5. The basic idea is that information about unimportant, that is, usually negligible interactions is sacrificed in the sense that only biased estimates of the confounded interactions are available, and the bias is a linear function (contrast) of block effects. For example, for the $2^{3}$ factorial (with factors $A, B, C$ ) with blocks of size 4 , we might confound the

[^8]3-factor interaction, $A B C$, with blocks that lead to the arrangement

$$
\begin{array}{ll}
\text { Block } 1 & (1), a b, a c, b c  \tag{8.1}\\
\text { Block } 2 & a, b, c, a b c
\end{array}
$$

Since for each observation we have derived a linear model of the form

$$
\begin{equation*}
\text { Observation }=\text { mean }+ \text { block effect }+ \text { treatment effect }+ \text { error } \tag{8.2}
\end{equation*}
$$

(see Sections I.9.2 and 1.3) and since block 1 contains all the treatment combinations that enter negatively into $A B C$ (see Section 7.3) and block 2 contains those entering positively, we have

$$
\begin{equation*}
E(\widehat{A B C})=A B C+\left(\beta_{2}-\beta_{1}\right) \tag{8.3}
\end{equation*}
$$

where $\beta_{1}, \beta_{2}$ are the block effects, in other words, the interaction $A B C$ and the difference of block effects, $\beta_{2}-\beta_{1}$, cannot be separated. We say, for short, that $A B C$ is confounded with blocks.

### 8.1.2 Comparison of Information

As we have mentioned earlier (see Section I.11.2) the main value of the factorial structure lies in the fact that in many situations the high-order interactions are of inappreciable magnitude. If in the situation described above the 3-factor interaction can be assumed to be negligible, then the basic arrangement (8.1) is quite satisfactory since it allows the unbiased estimation of all main effects and 2-factor interactions. For practical purposes, however, one would have to repeat the basic arrangement (8.1), say $r$ times (using, of course, a different randomization every time). Thus, with $r$ replications for each treatment combination, we can compare the information on each effect and interaction obtained from the present design with that obtained from a design without confounding, that is, the RCBD. Using the reciprocal of the true variance of each estimator as a measure of the information on each effect and interaction, and denoting by $\sigma_{k}^{2}$ the true error variance [of the error in model (8.2)] with blocks of size $k$, we have the results of Table 8.1. Since generally $\sigma_{4}^{2}<\sigma_{8}^{2}$, we have increased the information on main effects and 2 -factor interactions in the ratio $\sigma_{8}^{2} / \sigma_{4}^{2}$ by using blocks of size 4 at the expense of obtaining zero information on the 3 -factor interaction instead of $2 r / \sigma_{8}^{2}$ units.

### 8.1.3 Basic Analysis

Before discussing the problem of confounding and appropriate systems of confounding more generally and more formally, we shall conclude this introductory section by outlining briefly the analysis of the experiment discussed above. As indicated earlier, all main effects and 2-factor interactions are estimated in the

Table 8.1 Comparison of Information

| Effect or | Information with Blocks of |  |
| :--- | :---: | :---: |
| Interaction | 8 Units | 4 Units |


| A |  |  |
| :---: | :---: | :---: |
| B |  |  |
| AB |  | $2 r$ |
| C | $\underline{2 r}$ | $\overline{\sigma_{4}^{2}}$ |
| AC | $\overline{\sigma_{8}^{2}}$ | ${ }_{4}$ |
| BC |  |  |
| ABC |  | Zero |

usual way based upon the average responses from the $r$ replicates. We can, for example, use the Yates algorithm and obtain the estimates $\widehat{A}, \widehat{B}, \widehat{A B}, \widehat{C}, \widehat{A C}, \widehat{B C}$. We also obtain $\widehat{A B C}$, but we know already that it is an estimate of $A B C$ plus a function of block effect differences. In order to distinguish it from unbiased estimates we shall denote it by $\widetilde{A B C}$ rather than $\widehat{A B C}$.

For purposes of writing out the analysis of variance we rewrite model (8.2) more explicitly as

$$
\begin{equation*}
y_{i j k \ell m}=\mu+\beta_{i j}+\tau_{k \ell m}+e_{i j k \ell m} \tag{8.4}
\end{equation*}
$$

where $\beta_{i j}$ is the effect of the $j$ th block in the $i$ th replicate $(i=1,2, \ldots, r ; j=$ $1,2), \tau_{k \ell m}$ is the effect of the treatment combination $a_{k} b_{\ell} c_{m}(k, \ell, m=0,1)$, and $e_{i j k \ell m}$ is the usual error, that is, experimental and observational error.

We then have the usual breakdown of the total sum of squares into the block sum of squares, the treatment sum of squares, and the error sum of squares as exhibited in Table 8.2. The treatment sum of squares is partitioned in the usual way (as explained in Chapter 7), except that there is no $\mathrm{SS}_{A B C}$.

We close this section with a few remarks about some of the features of Table 8.2:

1. Due to the confounding of $A B C$ we have only 6 d.f. for treatments, which means that this incomplete block design is a disconnected design (see Section 1.5). It is, of course, disconnected by choice.
2. The sums of squares for estimable (and unconfounded) main effects and interactions are obtained as if an RCBD had been used, that is, by linear combinations of treatment means. This is contrary to what would have happened had we assigned the treatment combinations in other ways to existing incomplete block designs, for example, BIB or PBIB designs. In that case the method described in Section 1.3 would have to be used, that is, treatment means would have to be replaced by least-squares means.
3. The statement above implies that the estimable effects are orthogonal to block effects; that is, we have, for example, that $\mathrm{SS}(\mathrm{A} \mid \mathrm{Blocks})=\mathrm{SS}(\mathrm{A})$.

Table 8.2 Analysis of Variance Table for $2^{\mathbf{3}}$ Factorial in Blocks of Size 4

| Source of Variation | d.f. | Sum <br> of Squares | Expected Mean Squares |
| :---: | :---: | :---: | :---: |
| Blocks | $2 r-1$ | $\frac{1}{4} \sum_{i j} y_{i j \ldots}^{2}-\frac{y^{2} \ldots .}{8 r}$ |  |
| Replicates | $r-1$ | $\frac{1}{8} \sum_{i} y_{i \ldots .}^{2}-\frac{y^{2} \ldots \ldots}{8 r}$ |  |
| ABC | 1 | $2 r[\widetilde{A B C}]^{2}$ |  |
| Remainder | $r-1$ | Difference |  |
| Treatments | 6 |  |  |
| A | 1 | $2 r[\widehat{A}]^{2}$ | $\sigma_{e}^{2}+2 r[A]^{2}$ |
| $B$ | 1 | $2 r[\widehat{B}]^{2}$ | $\sigma_{e}^{2}+2 r[B]^{2}$ |
| $A B$ | 1 | $2 r[\widehat{A B}]^{2}$ | $\sigma_{e}^{2}+2 r[A B]^{2}$ |
| C | 1 | $2 r[\widehat{C}]^{2}$ | $\sigma_{e}^{2}+2 r[C]^{2}$ |
| $A C$ | 1 | $2 r[\widehat{A C}]^{2}$ | $\sigma_{e}^{2}+2 r[A C]^{2}$ |
| $B C$ | 1 | $2 r[\widehat{B C}]^{2}$ | $\sigma_{e}^{2}+2 r[B C]^{2}$ |
| Error | $6(r-1)$ | Difference | $\sigma_{e}^{2}$ |
| Total | $8 r-1$ | $\sum_{i j k \ell m} y_{i j k \ell m}^{2}-\frac{y_{\ldots}^{2}}{8 r}$ |  |

4. Although it is not important at this point but will become important later (see Section 8.7), SS(Blocks) can be partitioned in various ways. Recall that we have $r$ replicates, each consisting of two blocks. We therefore have

$$
\mathrm{SS}(\text { Blocks })=\mathrm{SS}(\text { Replicates })+\mathrm{SS}(\text { Blocks/Replicates })
$$

with $r-1$ and $r$ d.f., respectively. Now, the makeup of the two blocks in each replicate is the same, that is, one block contains the treatment combinations (1), $a b, a c, b c$ and the other block contains $a, b, c, a b c$. Apart from block effects, the comparison between the two blocks is an "estimate" of the (confounded) interaction $A B C$. Hence we can write

$$
\mathrm{SS}(\text { Blocks } / \text { Replicates })=\mathrm{SS}(A B C)+\mathrm{SS}(\text { Remainder })
$$

where $\operatorname{SS}(A B C)$ is obtained in the usual way (see remark 2 above).
5. Although we indicate that SS (Error) and SS (Remainder) can be obtained by subtraction, there is also a direct way of computing them. Each main effect and 2-factor interaction can be estimated (unbiasedly) from the $r$ replicates and comparisons among the $r$ estimates of a particular effect
provide a measure of the interaction between replicates and the effect. These interactions are, at least for our current discussion, assumed to be negligible. Hence, these comparisons "belong to error" (see I.4.17.1) and the corresponding sums of squares, for example, $\mathrm{SS}(A \times$ reps $)$, are part of SS(Error). Each such "interaction" sum of squares has $r-1$ d.f. Since we have six unconfounded effects we have six such sums of squares and hence $6(r-1)$ d.f. for $\mathrm{SS}($ Error). The same comment applies to SS (Remainder), which, technically speaking, is equal to $\operatorname{SS}(A B C \times$ reps $)$. For a more precise discussion see Section 8.5.3.

### 8.2 SYSTEMS OF CONFOUNDING

In this section we present a formal method of constructing systems of confounding when the block sizes are equal to a power of 2 . Such systems will be obtained by considering different partitions of the factor space as represented by corresponding systems of equations.

### 8.2.1 Blocks of Size $2^{n-1}$

The general feature of the example discussed in the previous section is that the block size is $\frac{1}{2}$ the number of treatment combinations. As a consequence two blocks are necessary to accommodate all possible treatment combinations, and hence not all treatment contrasts are estimable. Through proper arrangement of the treatment combinations in the blocks, it can be achieved that the nonestimable contrast (i.e., the lost degree of freedom) is of minor or no importance.

For the $2^{n}$ factorial with blocks of size $k=2^{n-1}$ this means that we can confound any interaction $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ with blocks, and the basic arrangement is obtained by assigning the set of treatment combinations satisfying

$$
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}=0 \quad \bmod 2
$$

to one block and the set satisfying

$$
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}=1 \quad \bmod 2
$$

to the other block. Typically, one would choose the interaction with all $\alpha_{i}=$ $1(i=1,2, \ldots, n)$, that is, the highest-order interaction.

### 8.2.2 Blocks of Size $\mathbf{2}^{\boldsymbol{n - 2}}$

In many practical situations blocks of size $2^{n-1}$ may still be too large or may not be available. From a factorial point of view the next smaller block size is then $k=2^{n-2}$. In this case four blocks are needed for the $2^{n}$ treatment combinations. It is obvious then that the 3 d.f. due to block comparisons are "lost"
as far as treatment comparisons are concerned. With a proper allocation of the treatment combinations to the blocks this means that three interactions will not be estimable, that is, will have to be confounded with blocks. To obtain an appropriate arrangement, we assume first that the interaction $E^{\alpha}=A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ is negligible, that is, can be confounded with blocks. Based on the equations

$$
\begin{array}{ll}
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}=0 & \bmod 2 \\
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}=1 & \bmod 2 \tag{8.6}
\end{array}
$$

we divide the $2^{n}$ treatment combinations into two sets of $2^{n-1}$ treatment combinations each. We now assume further that the interaction $E^{\beta}=A_{1}^{\beta_{1}} A_{2}^{\beta_{2}} \cdots A_{n}^{\beta_{n}}$ is also negligible. We can then subdivide the set of treatment combinations into two sets of $2^{n-1}$ based on the equations

$$
\begin{align*}
& \beta_{1} x_{1}+\beta_{2} x_{2}+\cdots+\beta_{n} x_{n}=0 \quad \bmod 2  \tag{8.7}\\
& \beta_{1} x_{1}+\beta_{2} x_{2}+\cdots+\beta_{n} x_{n}=1 \quad \bmod 2 \tag{8.8}
\end{align*}
$$

Because of orthogonality, we know that among the $2^{n-1}$ treatment combinations that satisfy (8.5), exactly $2^{n-2}$ satisfy also (8.7) and the remaining $2^{n-2}$ satisfy (8.8). The same statement can be made for the treatment combinations satisfying (8.6). This then gives us a method of dividing the treatment combinations into 4 sets of $2^{n-2}$ treatment combinations, which are then assigned to the four blocks, that is, we consider

Block 1: $\quad \sum_{i} \alpha_{i} x_{i}=0$
$\sum_{i} \beta_{i} x_{i}=0$
Block 2: $\quad \sum_{i} \alpha_{i} x_{i}=0$
$\sum_{i} \beta_{i} x_{i}=1$
Block 3: $\quad \sum_{i} \alpha_{i} x_{i}=1$
$\sum_{i} \beta_{i} x_{i}=0$
Block 4: $\quad \sum_{i} \alpha_{i} x_{i}=1$

$$
\sum_{i} \beta_{i} x_{i}=1
$$

where all equations are reduced modulo 2 as usual. In terms of block comparisons $E^{\boldsymbol{\alpha}}$ and $E^{\boldsymbol{\beta}}$ are defined (apart from a constant) as follows:

|  | Block |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ | + | + | - | - |
| $A_{1}^{\beta_{1}} A_{2}^{\beta_{2}} \cdots A_{n}^{\beta_{n}}$ | + | - | + | - |

The third orthogonal comparison is

|  | Block |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| $A_{1}^{\alpha_{1}+\beta_{1}} A_{2}^{\alpha_{2}+\beta_{2}} \ldots A_{n}^{\alpha_{n}+\beta_{n}}$ | + | - | - | + |

which we recognize immediately as the GI of $E^{\boldsymbol{\alpha}}$ and $E^{\boldsymbol{\beta}}$ satisfying the equations

$$
\sum_{i}\left(\alpha_{i}+\beta_{i}\right) x_{i}=0
$$

and

$$
\sum_{i}\left(\alpha_{i}+\beta_{i}\right) x_{i}=1
$$

The block contrasts given above also indicate at the same time with which linear function of block effects each of the three interactions is confounded.

The main result of this discussion, however, is that if two interactions $E^{\boldsymbol{\alpha}}$ and $E^{\boldsymbol{\beta}}$ are each confounded with blocks then also their GI $E^{\boldsymbol{\alpha}+\boldsymbol{\beta}}$ is confounded with blocks. This imposes a certain restriction on the choice of the design, that is, the allocation of the treatment combinations to the blocks. It may very well be the case that, although $E^{\boldsymbol{\alpha}}$ and $E^{\boldsymbol{\beta}}$ are negligible, $E^{\boldsymbol{\alpha}+\boldsymbol{\beta}}$ is not; in fact it may be a main effect or a low-order interaction. Hence care has to be exercised in choosing $E^{\alpha}$ and $E^{\boldsymbol{\beta}}$.

### 8.2.3 General Case

The problem described above becomes even more acute if we have to resort to still smaller block sizes. Suppose then that we have available blocks of size $k=2^{p}(p<n)$ that require $2^{n-p}$ blocks for the basic arrangement and hence the confounding of $2^{n-p}-1$ interactions with blocks. To find a suitable system of confounding, we choose $n-p$ interactions $E^{\boldsymbol{\alpha}_{s}}$ represented by the $n$-tuples

$$
\begin{equation*}
\boldsymbol{\alpha}_{s}^{\prime}=\left(\alpha_{s 1}, \alpha_{s 2}, \ldots, \alpha_{s n}\right) \tag{8.9}
\end{equation*}
$$

with $s=1,2, \ldots, n-p$, such that no $\boldsymbol{\alpha}_{s}^{\prime}$ can be obtained as a linear combination of the remaining $n$-tuples. We refer to this set of interactions as independent
interactions. Each set of equations associated with these $n-p$ interactions, namely

$$
\begin{gather*}
\alpha_{11} x_{1}+\alpha_{12} x_{2}+\cdots+\alpha_{1 n} x_{n}=\delta_{1} \\
\alpha_{21} x_{1}+\alpha_{22} x_{2}+\cdots+\alpha_{2 n} x_{n}=\delta_{2} \\
\vdots  \tag{8.10}\\
\alpha_{n-p, 1} x_{1}+\alpha_{n-p, 2} x_{2}+\cdots+\alpha_{n-p, n} x_{n}=\delta_{n-p}
\end{gather*}
$$

for a fixed right-hand side with $\delta_{s}=0,1(s=1,2, \ldots, n-p)$ is satisfied by $2^{p}$ treatment combinations $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. Since each $\delta_{s}$ can take on two different values, there are altogether $2^{n-p}$ equations of the form (8.10) (with the $\boldsymbol{\alpha}_{s}^{\prime}, s=1,2, \ldots, n-p$, remaining constant, of course). Any treatment combination satisfying one set of equations cannot satisfy another set. Hence the $2^{n-p}$ sets of $2^{p}$ treatment combinations comprise together all $2^{n}$ treatment combinations and, moreover, each set makes up the treatment combinations for one block.

Because of the nature of the equations (8.10), the interactions $E^{\boldsymbol{\alpha}_{s}}$ are obviously confounded with blocks. We have shown earlier that if two interactions are confounded with blocks then so is their GI. Similarly if three interactions, $E^{\alpha_{1}}, E^{\alpha_{2}}, E^{\alpha_{3}}$ say, are confounded with blocks, then any treatment combination $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ that satisfies the equations

$$
\begin{aligned}
& \sum_{i} \alpha_{1 i} x_{i}=\delta_{1} \\
& \sum_{i} \alpha_{2 i} x_{i}=\delta_{2} \\
& \sum_{i} \alpha_{3 i} x_{i}=\delta_{3}
\end{aligned}
$$

also satisfies the equations

$$
\begin{aligned}
\sum_{i}\left(\alpha_{1 i}+\alpha_{2 i}\right) x_{i} & =\delta_{1}+\delta_{2} \\
\sum_{i}\left(\alpha_{1 i}+\alpha_{3 i}\right) x_{i} & =\delta_{1}+\delta_{3} \\
\sum_{i}\left(\alpha_{2 i}+\alpha_{3 i}\right) x_{i} & =\delta_{2}+\delta_{3} \\
\sum_{i}\left(\alpha_{1 i}+\alpha_{2 i}+\alpha_{3 i}\right) x_{i} & =\delta_{1}+\delta_{2}+\delta_{3}
\end{aligned}
$$

which define the GIs $E^{\boldsymbol{\alpha}_{1}+\boldsymbol{\alpha}_{2}}, E^{\boldsymbol{\alpha}_{1}+\boldsymbol{\alpha}_{3}}, E^{\boldsymbol{\alpha}_{2}+\boldsymbol{\alpha}_{3}}$, and $E^{\boldsymbol{\alpha}_{1}+\boldsymbol{\alpha}_{2}+\boldsymbol{\alpha}_{3}}$, respectively, which are then also confounded with blocks. By induction it is then easy to see that if $n-p$ interactions are confounded with blocks so are their

$$
\begin{align*}
\binom{n-p}{2}+\binom{n-p}{3}+ & \cdots+\binom{n-p}{n-p} \\
& =2^{n-p}-\binom{n-1}{1}-\binom{n-p}{0} \\
& =2^{n-p}-(n-p)-1 \tag{8.11}
\end{align*}
$$

GIs. It follows then from (8.11) that altogether $2^{n-p}-1$ interactions (including the set of $n-p$ independent ones) are confounded with blocks, which is equal to the number of linearly independent comparisons among the $2^{n-p}$ blocks.

This result emphasizes the important role played by the original set of $n-p$ independent interactions. They must be chosen so that their GIs do not result in main effects and/or low-order interactions that are possibly nonnegligible.

We shall illustrate this procedure with the following example.
Example 8.1 Suppose we have six factors $A, B, C, D, E, F$ and we consider blocks of size 8 , that is, we have $n=6,2^{6}=64$ treatment combinations, $2^{p}=$ $8, n-p=3,2^{n-p}=8$. A possible set of three independent interactions is

$$
A B C D, C D E, B D F
$$

Their GIs are

$$
\begin{aligned}
(A B C D)(C D E) & =A B C^{2} D^{2} E=A B E \\
(A B C D)(B D F) & =A B^{2} C D^{2} F=A C F \\
(C D E)(B D F) & =B C D^{2} E F=B C E F \\
(A B C D)(C D E) & =A B^{2} C^{2} D^{3} E F=A D E F
\end{aligned}
$$

Hence the seven interactions $A B C D, C D E, B D F, A B E, A C F, B C E F$, and $A D E F$ will be confounded with blocks.

We give in Table 8.3 typical examples of systems of confounding for up to 8 factors. Only those systems are given that result in a block size of 16 or less. The allocation of letters to the factors is a matter for the experimenter, and the type exemplified by $A B C^{*}, A B D^{*}, C D$ for 4 factors in blocks of 4 experimental units includes 5 additional systems, namely, $A B^{*}, A C D^{*}, B C D ; A C^{*}, A B D^{*}, B C D$; $A D^{*}, A B C^{*}, B C D ; B C^{*}, A B D^{*}, A C D ; B D^{*}, A B C^{*}, A C D$. If the experimenter wishes to use this type of confounding, he should decide which of the six 2-factor interactions is least important and choose the system involving that one.

Table 8.3 Types of Confounding for $\mathbf{2}^{\boldsymbol{n}}$ Factorial Systems in Blocks of Size $\boldsymbol{k}$

\begin{tabular}{|c|c|c|}
\hline \(n\) \& \(k\) \& Confounded Effects \({ }^{a}\) \\
\hline 2 \& 2 \& Any one effect or interaction \\
\hline 3 \& \[
\begin{aligned}
\& 4 \\
\& 2
\end{aligned}
\] \& \begin{tabular}{l}
Any one effect or interaction \(A B^{*}, A C^{*}, B C\) \\
\(A^{*}, B C^{*}, A B C\)
\end{tabular} \\
\hline 4 \& 8
4
2 \& Any one effect or interaction
\[
\begin{aligned}
\& A^{*}, B C D^{*}, A B C D \\
\& A B^{*}, C D^{*}, A B C D \\
\& A B^{*}, A C D^{*}, B C D \\
\& A^{*}, B^{*}, A B, C^{*}, A C, B C, A B C \\
\& A^{*}, B C^{*}, A B C, B D^{*}, A B D, C D, A C D \\
\& A B^{*}, A C^{*}, B C, A D^{*}, B D, C D, A B C D
\end{aligned}
\] \\
\hline 5 \& 16
8
4

2 \& | Any one effect or interaction |
| :--- |
| $A^{*}, B C D E^{*}, A B C D E$ |
| $A B^{*}, C D E^{*}, A B C D E$ |
| $A B C^{*}, C D E^{*}, A B D E$ |
| $A^{*}, B^{*}, A B, C D E^{*}, A C D E, B C D E, A B C D E$ |
| $A^{*}, B C^{*}, A B C, D E^{*}, A D E, B C D E, A B C D E$ |
| $A^{*}, B C^{*}, A B C, C D E^{*}, A C D E, B D E, A B D E$ |
| $A B^{*}, A C^{*}, B C, D E^{*}, A B D E, A C D E, B C D E$ |
| $A B^{*}, C D^{*}, A B C D, B D E^{*}, A D E, B C E, A C E$ |
| $A B^{*}, A C^{*}, A D^{*}, A E^{*}$, and all GIs |
| $A^{*}, B C^{*}, A D^{*}, B E^{*}$, and all GIs | <br>

\hline 6 \& 16
8
4

2 \& | $A B C D^{*}, C D E F^{*}, A B E F$ |
| :--- |
| $A C E^{*}, B D E^{*}, A B C D, B C F^{*}, A B E F, C D E F, A D F$ $A B^{*}, C D^{*}, A B C D, E F^{*}, A B E F, C D E F, A B C D E F$ $A C E^{*}, B C E^{*}, A D E, B D E^{*}, A C F, B C F, A D F, B D F$ $A B^{*}, A C^{*}, A D^{*}, A E^{*}, A F^{*}$, and all GIs [not particularly useful except with partial confounding (see Chapter 9)] $A^{*}, B C^{*}, B D^{*}, B E^{*}, B F^{*}, B G^{*}$, and all GIs | <br>

\hline 7 \& 16
8
4 \& $A C E G^{*}, B D E^{*}, A B C D G, B C F^{*}, A B E F G, C D E F, A D F G$ $A B C^{*}, A D E^{*}, B C D E, B D F^{*}, A C D F, A B E F, C E F, A B C D E F G^{*}$ $D E F G, B C F G, A F G, A C E G, B E G, C D G, A B D G$ $A B^{*}, A C^{*}, A D^{*}, A E^{*}, A F^{*}, A G^{*}$, and all GIs [again not particularly useful] $A^{*}, B C^{*}, B D^{*}, B E^{*}, B F^{*}, B G^{*}$, and all GIs <br>
\hline 8 \& 16 \& As for 7 factors in blocks of 8 $A B C^{*}, A D E^{*}, A F G^{*}, B D G^{*}, C H^{*}$, and all their GIs; $C H$ is the only 2 -factor interaction confounded. <br>
\hline
\end{tabular}

[^9]In general one would like to avoid confounding of main effects and 2-factor interactions. There is a remarkable theorem obtained by Fisher (1942) that this is possible only if the number of units in a block is larger than the number of factors. We shall return to this theorem in Section 11.7.

### 8.3 COMPOSITION OF BLOCKS FOR A PARTICULAR SYSTEM OF CONFOUNDING

Once it has been decided which effects and interactions are to be confounded with blocks, that is, once the set of independent interactions has been chosen, the composition of the individual blocks is (apart from randomization) completely determined. In fact, varying the right-hand side of the system of equations (8.10) in all possible ways yields the sets of treatment combinations that are to be allocated to the various blocks. We shall now describe a more systematic way of determining these sets.

### 8.3.1 Intrablock Subgroup

We consider the general case of a $2^{n}$ factorial in blocks of size $2^{p}$. Suppose we confound the interactions $E^{\boldsymbol{\alpha}_{s}}(s=1,2, \ldots, n-p)$ with $\boldsymbol{\alpha}_{s}$ defined in (8.9). Out of the $2^{n-p}$ possible sets of equations (8.10) we then consider the set

$$
\begin{gather*}
\alpha_{11} x_{1}+\alpha_{12} x_{2}+\cdots+\quad \alpha_{1 n} x_{n}=0 \\
\alpha_{21} x_{1}+\alpha_{22} x_{2}+\cdots+\quad \alpha_{2 n} x_{n}=0  \tag{8.12}\\
\vdots \\
\alpha_{n-p, 1} x_{1}+\alpha_{n-p, 2} x_{2}+\cdots+\quad \alpha_{n-p, n} x_{n}=0
\end{gather*}
$$

As pointed out earlier, Eqs. (8.12) are satisfied by $2^{p}$ treatment combinations $\boldsymbol{x}_{j}^{\prime}=\left(x_{j 1}, x_{j 2}, \ldots, x_{j n}\right)\left(j=1,2, \ldots, 2^{p}\right)$. We shall now exhibit the structure of this set, which will prove to be useful for the construction of all blocks.

We note that (i) the treatment combination $\boldsymbol{\phi}^{\prime}=(0,0, \ldots, 0)$, often referred to as the control, satisfies (8.12); and (ii) if two treatment combinations, $\boldsymbol{x}_{k}$ and $\boldsymbol{x}_{\ell}$ say, satisfy (8.12), then the treatment combination

$$
\begin{equation*}
\boldsymbol{x}_{k}^{\prime}+\boldsymbol{x}_{\ell}^{\prime}=\left(x_{k 1}+x_{\ell 1}, x_{k 2}+x_{\ell 2}, \ldots, x_{k n}+x_{\ell n}\right) \tag{8.13}
\end{equation*}
$$

also satisfies (8.12), where each component in (8.13) is reduced mod 2. Hence, if we define "addition" of treatment combinations by (8.13), then the $2^{p}$ treatment combinations satisfying (8.12) form an Abelian group with respect to this addition operation and with $\boldsymbol{\phi}^{\prime}$ as the zero element. More precisely, it forms a subgroup of the group of all $2^{n}$ treatment combinations. In the context of systems of confounding this subgroup is referred to as the intrablock subgroup (IBSG).

In terms of the reduced representation of treatment combinations, that is, (1), $a, b, a b, c, \ldots$, the operation for this subgroup is the ordinary algebraic multiplication with the square of any letter replaced by unity. The symbol (1) acts as the unity element of the group.

If we examine Eq. (8.12), we see immediately that associated with the nonzero $\alpha_{s i}$ for each $s=1,2, \ldots, n-p$ there can be only an even number of $x_{i}(i=$ $1,2, \ldots, n$ ) equal to unity. This implies that each treatment combination in the IBSG has an even number of letters in common with each confounded interaction. Because of the group property of the IBSG, one only needs to find, in addition to the control, $p$ "independent" treatment combinations that satisfy (8.12). The remaining ones are then determined automatically.

We shall illustrate this procedure by continuing Example 8.1.
Example 8.1 (Continued) Equations (8.12) are of the form

$$
\begin{aligned}
x_{1}+x_{2}+x_{3}+x_{4} & =0 \\
x_{3}+x_{4}+x_{5} & =0 \\
x_{2}+x_{4}+x_{6} & =0 .
\end{aligned}
$$

The following treatment combinations satisfy these equations; that is, constitute the IBSG:

1. $(0,0,0,0,0,0)$
2. $(1,1,1,1,0,0)$
3. $(1,0,1,0,1,0)$
4. $(0,1,0,1,1,0)$ (by adding 2 and 3 )
5. $(1,0,0,1,1,1)$
6. $(0,1,1,0,1,1)$ (by adding 2 and 5)
7. $(0,0,1,1,0,1)$ (by adding 3 and 5)
8. ( $1,1,0,0,0,1$ ) (by adding 4 and 5)

In terms of the reduced representation these treatment combinations are (1), $a b c d, a c e, b d e(=a b c d \times a c e), a d e f, b c e f(=a b c d \times a d e f), c d f(=a c e \times$ $a d e f), a b f(=b d e \times a d e f)$.

### 8.3.2 Remaining Blocks

So far we have described the composition of one block. Rather than change the right-hand side of (8.10) and solve the resulting equations to obtain the remaining $2^{n-p}-1$ blocks, we make use of the IBSG and construct the blocks in the following way. Suppose the treatment combinations in the IBSG are denoted by

$$
\boldsymbol{x}_{j}^{\prime}=\left(x_{j 1}, x_{j 2}, \ldots, x_{j n}\right) \quad\left(j=1,2, \ldots, 2^{p}\right)
$$

and suppose further that $\boldsymbol{y}^{\prime}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ is a treatment combination not in the IBSG. Then the treatment combinations

$$
\begin{equation*}
\left\{\boldsymbol{x}_{j}^{\prime}+\boldsymbol{y}^{\prime} ; j=1,2, \ldots, 2^{p}\right\} \tag{8.14}
\end{equation*}
$$

form a new set of $2^{p}$ treatment combinations. Obviously, these treatment combinations satisfy some set of equations (8.10) with $\left(\delta_{1}, \delta_{2}, \ldots, \delta_{n}\right) \neq(0,0, \ldots, 0)$ and hence are different from the treatment combinations in the IBSG. Thus these treatment combinations form another block.

This process is now repeated, replacing $\boldsymbol{y}^{\prime}$ in (8.14) by a treatment combination $z^{\prime}$, where $z^{\prime}$ is neither in the IBSG nor in a previously constructed set (block). This gives an easy and systematic way of constructing all blocks. We illustrate this again with a continuation of Example 8.1.

Example 8.1 (Continued) Let block 1 be the IBSG. The first treatment combination of each subsequent block takes the role of $\boldsymbol{y}^{\prime}$ in (8.14). The eight blocks then are given in Table 8.4.

In terms of the reduced representation for a treatment combination the method just described means that the treatment combinations in any one block may be obtained from those in the IBSG by multiplying the symbols of the treatment combinations in the IBSG by the symbol of a treatment combination not contained in any previous block, replacing the square of any letter by unity.

Also, as a consequence of the procedure, we have that when an effect or interaction is confounded with blocks, all treatment combinations in a block have either an even number of letters in common with the effect or interaction or an odd number. No two treatment combinations in the same block can have an odd number of letters and the other an even number of letters in common with any effect or interaction that is confounded. This serves as a convenient check.

### 8.4 DETECTING A SYSTEM OF CONFOUNDING

Occasionally we may be confronted with the problem of analyzing an experiment that we have not designed. It may then be necessary to discover the system of confounding on which the plan for the experiment is based. This can be done by reversing the procedure outlined in the previous section.

To illustrate, consider the plan given for Example 8.1. Take the IBSG, that is, the block containing the control. We then know that each treatment combination in that block must have an even number of letters in common with each confounded interaction. Inspection shows that no 2-factor interaction meets that requirement; hence no 2 -factor interaction can be confounded with blocks. Next going through the 3 -factor interactions in a systematic fashion one finds that $A B E$ and $A C F$ meet the requirement. Hence they and their GI, $B C E F$, are confounded with blocks. Finally, $B D F$ is found to be confounded with blocks, and so then are all GIs of $B D F$ with the previously identified interactions. Thus the system of confounding has been determined completely.

Table 8.4 Basic Plan for $\mathbf{2}^{6}$ Factorial in Blocks of Size 8

| Block 1 | Block 2 | Block 3 |
| :---: | :---: | :---: |
| $(0,0,0,0,0,0)$ | $(1,0,0,0,0,0)$ | $(0,1,0,0,0,0)$ |
| $(1,1,1,1,0,0)$ | $(0,1,1,1,0,0)$ | $(1,0,1,1,0,0)$ |
| $(1,0,1,0,1,0)$ | $(0,0,1,0,1,0)$ | $(1,1,1,0,1,0)$ |
| $(0,1,0,1,1,0)$ | $(1,1,0,1,1,0)$ | $(0,0,0,1,1,0)$ |
| $(1,0,0,1,1,1)$ | $(0,0,0,1,1,1)$ | $(1,1,0,1,1,1)$ |
| $(0,1,1,0,1,1)$ | $(1,1,1,0,1,1)$ | $(0,0,1,0,1,1)$ |
| $(0,0,1,1,0,1)$ | $(1,0,1,1,0,1)$ | $(0,1,1,1,0,1)$ |
| $(1,1,0,0,0,1)$ | $(0,1,0,0,0,1)$ | $(1,0,0,0,0,1)$ |
| Block 4 | Block 5 | Block 6 |
| $(0,0,1,0,0,0)$ | $(0,0,0,1,0,0)$ | $(0,0,0,0,1,0)$ |
| $(1,1,0,1,0,0)$ | $(1,1,1,0,0,0)$ | $(1,1,1,1,1,0)$ |
| $(1,0,0,0,1,0)$ | $(1,0,1,1,1,0)$ | $(1,0,1,0,0,0)$ |
| $(0,1,1,1,1,0)$ | $(0,1,0,0,1,0)$ | $(0,1,0,1,0,0)$ |
| $(1,0,1,1,1,1)$ | $(1,0,0,0,1,1)$ | $(1,0,0,1,0,1)$ |
| $(0,1,0,0,1,1)$ | $(0,1,1,1,1,1)$ | $(0,1,1,0,0,1)$ |
| $(0,0,0,1,0,1)$ | $(0,0,1,0,0,1)$ | $(0,0,1,1,1,1)$ |
| $(1,1,1,0,0,1)$ | $(1,1,0,1,0,1)$ | $(1,1,0,0,1,1)$ |
|  | Block 8 |  |
| Block 7 | $(1,1,1,1,1,1)$ |  |
| $(0,0,0,0,0,1)$ | $(0,0,0,0,1,1)$ |  |
| $(1,1,1,1,0,1)$ | $(0,1,0,1,0,1)$ |  |
| $(1,0,1,0,1,1)$ | $(1,0,1,0,0,1)$ |  |
| $(0,1,0,1,1,1)$ | $(0,1,1,0,0,0)$ |  |
| $(1,0,0,1,1,0)$ | $(1,0,0,1,0,0)$ |  |
| $(0,1,1,0,1,0)$ | $(1,1,0,0,1,0)$ |  |
| $(0,0,1,1,0,0)$ | $(0,0,1,1,1,0)$ |  |
| $1,0,0,0,0)$ |  |  |

This then exemplifies the general procedure that should be used in a case like this: Start with main effects, then 2 -factor interactions, and so forth and find $n-p$ independent interactions that satisfy the even-or-odd-number-of-letters-incommon requirement for a given block. This presupposes, however, that a proper system of confounding has been used except that one does not know which. If
one is not sure, one should check other blocks to see whether they too conform to the even-or-odd-numbers-of-letters-in-common requirement.

### 8.5 USING SAS FOR CONSTRUCTING SYSTEMS OF CONFOUNDING

In this section we shall illustrate briefly how the SAS procedure PROC FACTEX can be used to generate systems of confounding.

Example 8.2 In Table 8.5 we present the SAS input and output for the $2^{3}$ factorial in blocks of size 4, assuming that the 3-factor interaction is negligible. The keys to generating the system are (1) specification of the block size and (2) specification of the effects to be estimated, in this example $A, B, C, A B$, $A C, B C$. The "Block Pseudo-factor Confounding Rules" give then the effect(s) confounded with blocks, in this example $A B C$.

Example 8.3 This example is to illustrate how, in the $2^{3}$ factorial with blocks of size 4 , any effect can be confounded with blocks. For example, we may know already something about the $A$ effect from a previous experiment, but we are mainly interested in the other main effects and all interactions. Table 8.6 gives such a plan.

Example 8.4 Consider the $2^{4}$ factorial in blocks of size 4. It is intended to estimate all the main effects and as many 2 -factor interactions as possible, and then as many 3 -factor interactions as possible. From Table 8.3 we see that design 3 for $n=4, k=4$ seems an appropriate choice, since it sacrifices information on one 2 -factor interaction, $A B$, and two 3-factor interactions, $A C D$ and $B C D$. This knowledge determines the model statement in Table 8.7 and yields the basic arrangement given in Table 8.7 The two independent interactions to be confounded with blocks are listed as $B C D$ and $A C D$, which implies, of course, that the generalized interaction, $A B$, is also confounded with blocks.

### 8.6 ANALYSIS OF EXPERIMENTS WITH CONFOUNDING

### 8.6.1 Estimation of Effects and Interactions

We consider the $2^{n}$ experiment with blocks of size $2^{p}$, replicating the basic block arrangement $r$ times. A linear model appropriate for this design is of the form (7.60), which we write more specifically as

$$
\begin{equation*}
y_{i j}(\boldsymbol{x})=\mu+\beta_{i j}+\tau(\boldsymbol{x})+e_{i j}(\boldsymbol{x}) \tag{8.15}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
y_{i j}(\boldsymbol{x})=\mu+\rho_{i}+\beta_{i j}^{*}+\tau(\boldsymbol{x})+e_{i j}(\boldsymbol{x}) \tag{8.16}
\end{equation*}
$$

Table $8.5 \quad \mathbf{2}^{\mathbf{3}}$ Factorial in Blocks of Size 4 (Confounding ABC)

```
options nodate pageno=1;
proc factex;
factors A B C;
size design=8;
blocks size=4;
model estimate=(A|B|C @2);
examine design confounding;
output out=design blockname=block nvals=(1 2);
title1 'TABLE 8.5';
title2 '2**3 FACTORIAL IN BLOCKS OF SIZE 4';
title3 'CONFOUNDING ABC';
run;
proc print data=design;
run;
```


## The FACTEX Procedure

Design Points


Table 8.6 $\quad 2^{3}$ Factorial in Blocks of Size 4 (Confounding Main Effect A)

```
options nodate pageno=1;
proc factex;
factors A B C;
blocks size=4;
model est=(B A*B C A*C B*C A*B*C);
examine design confounding;
output out=design blockname=block nvals=(1 2);
title1 'TABLE 8.6';
title2 '2**3 FACTORIAL IN BLOCKS OF SIZE 4';
title3 'CONFOUNDING MAIN EFFECT A';
run;
proc print data=design;
run;
```

The FACTEX Procedure
Design Points

| Experiment <br> Number | A | B | C | Block |
| :---: | :---: | :---: | :---: | ---: |
| $\ldots \ldots$ | $\ldots$ | $\ldots$ | $-\ldots$ | 1 |
| 1 | -1 | -1 | -1 | 1 |
| 2 | -1 | -1 | 1 | 1 |
| 3 | -1 | 1 | -1 | 1 |
| 4 | -1 | 1 | 1 | 2 |
| 5 | 1 | -1 | -1 | 2 |
| 6 | 1 | -1 | 1 | 2 |
| 7 | 1 | 1 | -1 | 2 |

Block Pseudofactor Confounding Rules [B1] $=A$

| Obs | block | A | B | C |
| ---: | :---: | ---: | ---: | ---: |
|  |  |  |  |  |
| 1 | 1 | -1 | -1 | -1 |
| 2 | 1 | -1 | -1 | 1 |
| 3 | 1 | -1 | 1 | -1 |
| 4 | 1 | -1 | 1 | 1 |
| 5 | 2 | 1 | -1 | -1 |
| 6 | 2 | 1 | -1 | 1 |
| 7 | 2 | 1 | 1 | -1 |
| 8 | 2 | 1 | 1 | 1 |

Table 8.7 $\quad 2^{4}$ Factorial in Blocks of Size 4

```
options nodate pageno=1;
proc factex;
factors A B C D;
model est=(A B C A*C B*C D A*D B*D C*D A*B*C A*B*D);
blocks size=4;
examine design confounding;
output out=design blockname=block nvals=((1) 2 3 4 4
title1 'TABLE 8.7';
title2 '2**4 FACTORIAL IN BLOCKS OF SIZE 4';
run;
proc print data=design;
run;
```

```
The FACTEX Procedure
Design Points
```

| Experiment |  |  |  |  |  |
| ---: | :--- | :--- | :--- | :--- | :--- |
| Number | $A$ | $B$ | $C$ | $D$ | Block |


| 1 | -1 | -1 | -1 | -1 | 1 |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | -1 | -1 | -1 | 1 | 4 |
| 3 | -1 | -1 | 1 | -1 | 4 |
| 4 | -1 | -1 | 1 | 1 | 1 |
| 5 | -1 | 1 | -1 | -1 | 2 |
| 6 | -1 | 1 | -1 | 1 | 3 |
| 7 | -1 | 1 | 1 | -1 | 3 |
| 8 | -1 | 1 | 1 | 1 | 2 |
| 9 | 1 | -1 | -1 | -1 | 3 |
| 10 | 1 | -1 | -1 | 1 | 2 |
| 11 | 1 | -1 | 1 | -1 | 2 |
| 12 | 1 | -1 | 1 | 1 | 3 |
| 13 | 1 | 1 | -1 | -1 | 4 |
| 14 | 1 | 1 | -1 | 1 | 1 |
| 15 | 1 | 1 | 1 | -1 | 1 |
| 16 | 1 | 1 | 1 | 1 | 4 |

Block Pseudofactor Confounding Rules

$$
\begin{aligned}
{[B 1] } & =B * C * D \\
{[B 2] } & =A * C * D
\end{aligned}
$$

Table 8.7 (Continued)

| Obs | block | A | B | C | D |
| :---: | :---: | ---: | ---: | ---: | ---: |
|  |  |  |  |  |  |
| 1 | 1 | -1 | -1 | -1 | -1 |
| 2 | 1 | -1 | -1 | 1 | 1 |
| 3 | 1 | 1 | 1 | -1 | 1 |
| 4 | 1 | 1 | 1 | 1 | -1 |
| 5 | 2 | -1 | 1 | -1 | -1 |
| 6 | 2 | -1 | 1 | 1 | 1 |
| 7 | 2 | 1 | -1 | -1 | 1 |
| 8 | 2 | 1 | -1 | 1 | -1 |
| 9 | 3 | -1 | 1 | -1 | 1 |
| 10 | 3 | -1 | 1 | 1 | -1 |
| 11 | 3 | 1 | -1 | -1 | -1 |
| 12 | 3 | 1 | -1 | 1 | 1 |
| 13 | 4 | -1 | -1 | -1 | 1 |
| 14 | 4 | -1 | -1 | 1 | -1 |
| 15 | 4 | 1 | 1 | -1 | -1 |
| 16 | 4 | 1 | 1 | 1 | 1 |

$$
\text { where } \begin{aligned}
\rho_{i}= & \text { effect of the } i \text { th replicate }(i=1,2, \ldots, r) \\
\beta_{i j}^{*} \text { or } \beta_{i j}= & \text { effect of } j \text { th block in } i \text { th replicate }\left(j=1,2, \ldots, 2^{n-p}\right) \\
\tau(\boldsymbol{x})= & \text { effect of treatment combination } \boldsymbol{x}^{\prime}=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \\
& \left(x_{\ell}=0,1 ; \ell=1,2, \ldots, n\right) \\
e_{i j}(\boldsymbol{x})= & \text { error associated with treatment combination } \boldsymbol{x} \text { in the } \\
& j \text { th block of the } i \text { th replicate, }
\end{aligned}
$$

or in matrix notation

$$
\begin{equation*}
\boldsymbol{y}=\mu \mathcal{J}+\mathbf{X}_{\rho} \boldsymbol{\rho}+\mathbf{X}_{\beta^{*}} \boldsymbol{\beta}^{*}+\mathbf{X}_{\tau} \boldsymbol{\tau}+\mathbf{e} \tag{8.17}
\end{equation*}
$$

with the obvious definition of all terms in this model equation. Let $\mathcal{E}_{1}=\left\{E^{\boldsymbol{\alpha} \ell}, \ell=\right.$ $\left.1,2, \ldots, q\left(=2^{n-p}-1\right)\right\}$ be the set of interactions confounded with blocks, and let $\mathcal{E}_{2}=\left\{E^{\gamma_{m}}, m=1,2, \ldots, s\left[=2^{n-p}\left(2^{p}-1\right)\right]\right\}$ be the set of interactions not confounded with blocks. (We note that we use here the word interaction in a general sense that includes also main effects as 1 -factor interactions.) We then obtain in the usual way, using the Yates algorithm for example, estimates $\widehat{E}^{\gamma_{m}}$ for each $E^{\boldsymbol{\gamma}_{m}} \in \mathcal{E}_{2}$ and $\widetilde{E}^{\boldsymbol{\alpha}_{\ell}}$ for each $E^{\boldsymbol{\alpha}_{\ell}} \in \mathcal{E}_{1}$, such that $\widehat{E}^{\boldsymbol{\gamma}_{m}}$ is BLUE and $\widetilde{E}^{\boldsymbol{\alpha}_{\ell}}$ is a biased estimate. From the general discussion in Chapter 7 it also follows that

$$
\begin{equation*}
\operatorname{var}\left(\widehat{E}^{\gamma_{m}}\right)=\frac{1}{r 2^{n-2}} \sigma_{e}^{2} \tag{8.18}
\end{equation*}
$$

### 8.6.2 Parameterization of Treatment Responses

It is clear from the discussion above that only the $E^{\gamma_{m}} \in \mathcal{E}_{2}$ are estimable. It is also obvious from the construction of a confounded design that certain treatment combinations never occur together in the same block and hence cannot,
ordinarily, be compared with each other. We thus have a disconnected design, which generally is an undesirable situation. In the factorial setting this negative feature may be overcome, however. If we can assume that all $E^{\boldsymbol{\alpha}_{\ell}} \in \mathcal{E}_{1}$ are negligible, then the reparameterization (7.42) and (7.43) may be rewritten as

$$
a(\boldsymbol{x})=M+\sum_{\boldsymbol{\gamma}_{m}} E_{\boldsymbol{\gamma}_{m}^{\prime} \boldsymbol{x}}^{\boldsymbol{x}}
$$

or

$$
a(\boldsymbol{x})=M+\sum_{\boldsymbol{\gamma}_{m}} \phi\left(\boldsymbol{\gamma}_{m}, \boldsymbol{x}\right) E^{\boldsymbol{\gamma}_{m}}
$$

respectively, where $\sum_{\boldsymbol{\gamma}_{m}}$ is summation over all $\boldsymbol{\gamma}_{m}$ such that $E^{\boldsymbol{\gamma}_{m}} \in \mathcal{E}_{2}$. For any two treatment combinations $\boldsymbol{x}$ and $\boldsymbol{z}$, we can then obtain

$$
\widehat{a}(\boldsymbol{x})-\widehat{a}(z)=\sum_{\gamma_{m}}\left[\phi\left(\boldsymbol{\gamma}_{m}, \boldsymbol{x}\right)-\phi\left(\boldsymbol{\gamma}_{m}, z\right)\right] \widehat{E}^{\gamma_{m}}
$$

where $\phi\left(\boldsymbol{\gamma}_{m}, \boldsymbol{x}\right)-\phi\left(\boldsymbol{\gamma}_{m}, \boldsymbol{z}\right)$ is either 0 , 1 , or -1 . Using (8.18) we can then evaluate $\operatorname{var}[\widehat{a}(\boldsymbol{x})-\widehat{a}(\boldsymbol{z})]$.

As an illustration of this procedure consider the following example.
Example 8.5 Suppose we have a $2^{3}$ experiment in blocks of size 4, confounding $A B C$. We have the basic arrangement

Block 1: (1), $a b, a c, b c$
Block 2: $a, b, c, a b c$
which is replicated $r$ times. Suppose $a(\boldsymbol{x})=a b c, a(z)=(1)$. Then, assuming $A B C$ to be negligible, we can write

$$
\widehat{a b c}=\widehat{M}+\frac{1}{2} \widehat{A}+\frac{1}{2} \widehat{B}+\frac{1}{2} \widehat{A B}+\frac{1}{2} \widehat{C}+\frac{1}{2} \widehat{A C}+\frac{1}{2} \widehat{B C}
$$

and

$$
(\widehat{1})=\widehat{M}-\frac{1}{2} \widehat{A}-\frac{1}{2} \widehat{B}+\frac{1}{2} \widehat{A B}-\frac{1}{2} \widehat{C}+\frac{1}{2} \widehat{A C}+\frac{1}{2} \widehat{B C}
$$

and hence

$$
\widehat{a b c}-(\widehat{1})=\widehat{A}+\widehat{B}+\widehat{C}
$$

and

$$
\operatorname{var}[\widehat{a b c}-(\widehat{1})]=\frac{3}{r 2^{n-2}} \sigma_{e}^{2}
$$

### 8.6.3 ANOVA Tables

The ANOVA table for a system of confounding as described in this section follows the basic outline of the ANOVA table for incomplete block designs (see Table 1.3) and is as given in Table 8.8a. A partitioning of the various sums of

Table 8.8 ANOVA Tables for System of Confounding

| Source | d.f. | SS |
| :---: | :---: | :---: |
| a. Basic T\|B-ANOVA |  |  |
| $\boldsymbol{X}_{\beta} \mid \boldsymbol{J}$ | $r 2^{n-p}-1$ | $\frac{1}{2^{p}} \sum_{i j} y_{i j}^{2}(\cdot)-\frac{1}{r 2^{n}} y_{. .}^{2}(\cdot)$ |
| $\boldsymbol{X}_{\tau} \mid \mathcal{J}, \boldsymbol{X}_{\beta}$ | $2^{n-p}\left(2^{p}-1\right)$ | $r 2^{n-2} \sum\left[\widehat{E}^{\gamma_{m}}\right]^{2}$ |
| $\boldsymbol{I} \mid \mathcal{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\tau}$ | $(r-1) 2^{n-p}\left(2^{p}-1\right)$ | Subtraction |
| Total | $2^{n}-1$ | $\sum_{i j} \sum_{\boldsymbol{x}} y_{i j}^{2}(\boldsymbol{x})-\frac{1}{r 2^{n}} y_{. .}^{2}(\cdot)$ |
| b. Detailed $T \mid B-A N O V A$ |  |  |
| $\boldsymbol{X}_{\beta} \mid \mathfrak{J}$ | $r 2^{n-p}-1$ | $\frac{1}{2^{p}} \sum_{i} \sum_{j} y_{i j}^{2}(\cdot)-\frac{1}{r 2^{n}} y_{. .}^{2}(\cdot)$ |
| $\boldsymbol{X}_{\rho} \mid \mathfrak{J}$ | $r-1$ | $\frac{1}{2^{n}} \sum_{i} y_{i \cdot}^{2}(\cdot)-\frac{1}{r 2^{n}} y_{. .}^{2}(\cdot)$ |
| $\boldsymbol{X}_{\beta^{*}} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}$ | $r\left(2^{n-p}-1\right)=r q$ | $\frac{1}{2^{p}} \sum_{i} \sum_{j} y_{i j}^{2}(\cdot)-\frac{1}{2^{n}} \sum_{i} y_{i \cdot}^{2}(\cdot)$ |
| $E^{\alpha_{1}}$ | 1 | $r 2^{n-2}\left[\widetilde{E}^{\alpha_{1}}\right]^{2}$ |
| - | : |  |
| $E^{\alpha_{q}}$ | 1 | $r 2^{n-2}\left[\widetilde{E}^{\alpha_{q}}\right]^{2}$ |
| Remainder | $(r-1)\left(2^{n-p}-1\right)=(r-1) q$ | Subtraction |
| $\boldsymbol{X}_{\tau} \mid \mathcal{J}, \boldsymbol{X}_{\beta}$ | $2^{n-p}\left(2^{p}-1\right)=s$ |  |
| $E^{\gamma_{1}}$ | 1 | $r 2^{n-2}\left[\widehat{E}^{\gamma_{1}}\right]^{2}$ |
| $E^{\gamma_{2}}$ | 1 | $r 2^{n-2}\left[\widehat{E}^{\gamma_{2}}\right]^{2}$ |
| 交 | : | : |
| $E^{\gamma_{s}}$ | 1 | $r 2^{n-2}\left[\widehat{E}^{\gamma_{s}}\right]^{2}$ |
| $\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\beta}, \boldsymbol{X}_{\tau}$ | $(r-1) 2^{n-p}\left(2^{p}-1\right)=(r-1) s$ | Subtraction |
| Total | $r 2^{n}-1$ | $\sum_{i} \sum_{j} \sum_{\boldsymbol{x}} y_{i j}^{2}(\boldsymbol{x})-\frac{1}{r 2^{n}} y_{. .}^{2}(\cdot)$ |

squares is then given in Table 8.8 b . Although quite self-explanatory we shall comment on these partitionings briefly.

The partitioning

$$
\mathrm{SS}\left(\boldsymbol{X}_{\beta} \mid \mathfrak{J}\right)=\mathrm{SS}(\text { Replicates })+\mathrm{SS}(\text { Blocks } / \text { reps })
$$

follows immediately from model (8.16) and can be written more precisely as

$$
\begin{equation*}
\operatorname{SS}\left(\boldsymbol{X}_{\beta} \mid \mathfrak{J}\right)=\operatorname{SS}\left(\boldsymbol{X}_{\rho} \mid \mathfrak{J}\right)+\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}\right) \tag{8.19}
\end{equation*}
$$

Since each treatment combination occurs exactly once in each replicate, $\operatorname{SS}\left(\boldsymbol{X}_{\rho} \mid \mathfrak{J}\right)$ is orthogonal to treatments in the same sense that blocks and treatments are orthogonal to each other in a randomized complete block design. However, $\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}\right)$ is not orthogonal to treatments. This fact becomes evident from the partitioning

$$
\begin{equation*}
\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}\right)=\sum_{\ell=1}^{q} \operatorname{SS}\left(E^{\boldsymbol{\alpha}_{\ell}}\right)+\mathrm{SS}(\text { Remainder }) \tag{8.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{SS}\left(E^{\boldsymbol{\alpha}_{\ell}}\right)=r 2^{n-2}\left[\tilde{E}^{\boldsymbol{\alpha}_{\ell}}\right]^{2} \tag{8.21}
\end{equation*}
$$

with

$$
\begin{equation*}
E \operatorname{SS}\left(E^{\boldsymbol{\alpha}_{\ell}}\right)=r 2^{n-2}\left[\widetilde{E}^{\boldsymbol{\alpha}_{\ell}}\right]^{2}+Q_{\ell}\left(\beta_{i j}^{*}\right)+\sigma_{e}^{2} \tag{8.22}
\end{equation*}
$$

and $Q_{\ell}\left(\beta_{i j}^{*}\right)$ a quadratic function of block effects corresponding to the block contrast defining $E^{\alpha_{\ell}}$ in the chosen system of confounding.

There is another way of writing (8.20) that is informative. Let $\widetilde{E}_{i}^{\boldsymbol{\alpha}_{\ell}}$ be the estimate of $E^{\alpha_{\ell}}$ in the $i$ th replicate $(i=1,2, \ldots, r)$ and let

$$
\begin{equation*}
\operatorname{SS}\left(E_{i}^{\boldsymbol{\alpha}_{\ell}}\right)=2^{n-2}\left[\widetilde{E}_{i}^{\boldsymbol{\alpha}_{\ell}}\right]^{2} \tag{8.23}
\end{equation*}
$$

be the sum of squares associated with that estimate. It is clear then that

$$
\begin{align*}
\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}\right)= & \sum_{i=1}^{r} \sum_{\ell=1}^{q} \operatorname{SS}\left(E_{i}^{\boldsymbol{\alpha}_{\ell}}\right) \\
= & \sum_{\ell=1}^{q} \operatorname{SS}\left(E^{\boldsymbol{\alpha}_{\ell}}\right) \\
& +\sum_{\ell=1}^{q}\left[\sum_{i=1}^{r} \operatorname{SS}\left(E_{i}^{\boldsymbol{\alpha}_{\ell}}\right)-\operatorname{SS}\left(E^{\boldsymbol{\alpha}_{\ell}}\right)\right] \tag{8.24}
\end{align*}
$$

Hence, in (8.20)

$$
\begin{equation*}
\mathrm{SS}(\text { Remainder })=\sum_{\ell=1}^{q}\left[\sum_{i=1}^{r} \operatorname{SS}\left(E_{i}^{\boldsymbol{\alpha}_{\ell}}\right)-\operatorname{SS}\left(E^{\boldsymbol{\alpha}_{\ell}}\right)\right] \tag{8.25}
\end{equation*}
$$

The purpose of writing $\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}\right)$ in the form (8.24) is to partition it into what is sometimes referred to as a treatment component and a pure block component. Obviously, $\sum_{\ell} \operatorname{SS}\left(E^{\boldsymbol{\alpha}_{\ell}}\right)$ depends both on treatment effects, namely the $E^{\alpha_{\ell}}$, and on block effects. As we shall show below SS (Remainder) does not depend on treatment effects, hence $\sum_{\ell} \operatorname{SS}\left(E^{\alpha_{\ell}}\right)$ is the treatment component of the block sum of squares mentioned above.

We now consider $\operatorname{SS}$ (Remainder) and derive (8.25) in a different way, which will show that $\operatorname{SS}$ (Remainder) is algebraically equivalent to a sum of squares associated with the replicate $\times E^{\boldsymbol{\alpha}_{\ell}}(\ell=1,2, \ldots, q)$ interactions. Let

$$
\begin{aligned}
X_{\delta i}^{\boldsymbol{\alpha}_{\ell}}= & \{\text { average observed response in replicate } i \\
& \text { of all treatment combinations satisfying } \\
& \left.\boldsymbol{\alpha}_{\ell}^{\prime} \boldsymbol{x}=\delta(\delta=0,1)\right\}
\end{aligned}
$$

We note that $X_{\delta i}^{\boldsymbol{\alpha}_{\ell}}$ is the mean of $2^{n-1}$ observations and that $E_{\delta i}^{\boldsymbol{\alpha}_{\ell}}=X_{\delta i}^{\boldsymbol{\alpha}_{\ell}}-\bar{y}_{i \cdot}(\cdot)$. We then consider the following two-way table:

Replicate (i)

|  | 1 | 2 | $\cdots$ | $r$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $X_{01}^{\boldsymbol{\alpha}_{\ell}}$ | $X_{02}^{\boldsymbol{\alpha}_{\ell}}$ | $\cdots$ | $X_{0 r}^{\boldsymbol{\alpha}_{\ell}}$ | $X_{0 .}^{\boldsymbol{\alpha}_{\ell}}$ |
| 1 | $X_{11}^{\boldsymbol{\alpha}_{\ell}}$ | $X_{12}^{\boldsymbol{\alpha}_{\ell}}$ | $\ldots$ | $X_{1 r}^{\boldsymbol{\alpha}_{\ell}}$ | $X_{1 \cdot}^{\boldsymbol{\alpha}_{\ell}}$ |
|  | $X_{.1}^{\boldsymbol{\alpha}_{\ell}}$ | $X_{.2}^{\boldsymbol{\alpha}_{\ell}}$ | $\cdots$ | $X_{. r}^{\boldsymbol{\alpha}_{\ell}}$ | $X_{. .}^{\boldsymbol{\alpha}_{\ell}}$ |

The interaction sum of squares in this table (on a per-observation basis) is

$$
\begin{aligned}
\mathrm{SS}(I)_{\ell} & =2^{n-1} \sum_{i} \sum_{\delta}\left[X_{\delta i}^{\boldsymbol{\alpha}_{\ell}}-\bar{X}_{. i}^{\boldsymbol{\alpha}_{\ell}}-\bar{X}_{\delta \cdot}^{\boldsymbol{\alpha}_{\ell}}+\bar{X}_{. \cdot}^{\boldsymbol{\alpha}_{\ell}}\right]^{2} \\
& =2^{n-1} \sum_{i} \sum_{\delta}\left[\widetilde{E}_{\delta i}^{\boldsymbol{\alpha}_{\ell}}-\widetilde{E}_{\delta}^{\boldsymbol{\alpha}_{\ell}}\right]^{2}
\end{aligned}
$$

since $\bar{X}_{. i}^{\boldsymbol{\alpha}_{\ell}}=\bar{y}_{i}^{2}(\cdot)$ and $\bar{X}_{. .}^{\boldsymbol{\alpha}_{\ell}}=\bar{y} .(\cdot)$. The expression above for $\operatorname{SS}(I)_{\ell}$ shows that it is free of treatment effects as those cancel within each square bracket. Further,

$$
\begin{align*}
\mathrm{SS}(I)_{\ell} & =2^{n-1}\left\{\sum_{i} \sum_{\delta}\left[\widetilde{E}_{\delta i}^{\boldsymbol{\alpha}_{i}}\right]+r \sum_{\delta}\left[\widetilde{E}_{\delta}^{\boldsymbol{\alpha}_{\ell}}\right]-2 \sum_{i} \sum_{\delta} \widetilde{E}_{\delta i}^{\boldsymbol{\alpha}_{\ell}} \widetilde{E}_{\delta}^{\boldsymbol{\alpha}_{\ell}}\right\} \\
& =2^{n-1}\left\{\sum_{i} \sum_{\delta}\left[\widetilde{E}_{\delta i}^{\boldsymbol{\alpha}_{i}}\right]-r \sum_{\delta}\left[\widetilde{E}_{\delta}^{\boldsymbol{\alpha}_{\ell}}\right]^{2}\right\}  \tag{8.26}\\
& =\sum_{i}\left(E_{i}^{\boldsymbol{\alpha}_{\ell}}\right)-\operatorname{SS}\left(E^{\boldsymbol{\alpha}_{\ell}}\right)
\end{align*}
$$

using (7.65). Hence

$$
\sum_{\ell=1}^{q} \mathrm{SS}(I)_{\ell}=\mathrm{SS}(\text { Remainder })
$$

as given in (8.25).
Turning now to $\operatorname{SS}\left(\boldsymbol{X}_{\tau} \mid \mathcal{J}, \boldsymbol{X}_{\beta}\right)$ the treatment sum of squares adjusted for block effects with $s=2^{n-p}\left(2^{p}-1\right)$ d.f., we can partition it into $s$ single-d.f. sums of squares associated with the unconfounded interactions $E^{\gamma_{m}}(m=1,2, \ldots, s)$, given by

$$
\begin{equation*}
\operatorname{SS}\left(E^{\gamma_{m}}\right)=r 2^{n-2}\left[\widehat{E}^{\gamma_{m}}\right]^{2} \tag{8.27}
\end{equation*}
$$

We then use the $F$ test (as an approximation to the randomization test)

$$
F=\frac{\mathrm{SS}\left(E^{\gamma_{m}}\right)}{\mathrm{MS}(\text { Residual })}
$$

to test the hypothesis $H_{0}: E^{\gamma_{m}}=0$.
Finally, corresponding to SS (Remainder) in (8.25) we can partition SS(Error) as $s$ sums of squares with $r-1$ d.f. each, that is,

$$
\begin{equation*}
\mathrm{SS}(\text { Error })=\sum_{m=1}^{s}\left[\sum_{i=1}^{r} \mathrm{SS}\left(E_{i}^{\boldsymbol{\gamma}_{m}}\right)-\mathrm{SS}\left(E^{\boldsymbol{\gamma}_{m}}\right)\right] \tag{8.28}
\end{equation*}
$$

where

$$
\operatorname{SS}\left(E_{i}^{\gamma_{m}}\right)=2^{n-2}\left[\widehat{E}_{i}^{\gamma_{m}}\right]^{2}
$$

and $\widehat{E}_{i}^{\gamma_{m}}$ is the BLUE of $E^{\gamma_{m}}$ in the $i$ th replicate. Obviously, then, (8.28) is a function of the $e_{i j}(\boldsymbol{x})$ only and

$$
\begin{equation*}
E\left[\sum_{i=1}^{r} \operatorname{SS}\left(E_{i}^{\gamma_{m}}\right)-\operatorname{SS}\left(E^{\boldsymbol{\gamma}_{m}}\right)\right]=(r-1) \sigma_{e}^{2} \tag{8.29}
\end{equation*}
$$

for $m=1,2, \ldots, s$. Hence we have $s$ independent estimates of $\sigma_{e}^{2}$, a fact that may be useful for testing homogeneity of error.

To complete this discussion about the various sums of squares in Table 8.8b, we mention that just as

$$
\mathrm{SS}(I)_{\ell}=\sum_{i} \mathrm{SS}\left(E_{i}^{\boldsymbol{\alpha}_{\ell}}\right)-\operatorname{SS}\left(E^{\boldsymbol{\alpha}_{\ell}}\right)
$$

in (8.25) is algebraically the (replicate $\times E^{\alpha_{\ell}}$ ) interaction sum of squares with $r-1$ d.f. $(\ell=1,2, \ldots, q)$,

$$
\operatorname{SS}(I)_{m}=\sum_{i} \operatorname{SS}\left(E_{i}^{\gamma_{m}}\right)-\operatorname{SS}\left(E^{\gamma_{m}}\right)
$$

in (8.28) is algebraically the (replicate $\times E^{\gamma_{m}}$ ) interaction sum of squares with $r-1$ d.f. $(m=1,2, \ldots, s)$.

### 8.7 INTERBLOCK INFORMATION IN CONFOUNDED EXPERIMENTS

In discussing the problem of confounding and the analysis of confounded experiments we have assumed that the block effects are fixed effects, as is evident from Eq. (8.3), for example. If, however, we consider block effects as random effects, then it becomes clear that, again referring to (8.3),

$$
\frac{1}{4} E[\text { block } 2-\text { block } 1]=A B C
$$

that is, the block difference is an unbiased estimate of $A B C$. The only difference between this estimator, $\widetilde{A B C}$ say, and the estimators for the other effects and interactions, $\widehat{A}, \ldots, \widehat{B C}$ is that with $r$ replications

$$
\begin{equation*}
\operatorname{var}(\widehat{A})=\cdots=\operatorname{var}(\widehat{B C})=\frac{1}{2 r} \sigma_{e}^{2} \tag{8.30}
\end{equation*}
$$

whereas

$$
\begin{equation*}
\operatorname{var}(\widetilde{A B C})=\frac{1}{2 r}\left(\sigma_{e}^{2}+4 \sigma_{\beta}^{2}\right) \tag{8.31}
\end{equation*}
$$

From the nature of the estimators it is clear that $\widehat{A}, \ldots, \widehat{B C}$ are intrablock estimates and that $\widetilde{A B C}$ is an interblock estimate as it is a linear function of block totals only (see Section 1.7).

For the general case of a $2^{n}$ factorial in blocks of size $k=2^{p}$, using an appropriate system of confounding, we are then able to estimate all interactions as

Table 8.9 ANOVA for Interblock Analysis

| Source | d.f. | SS |
| :---: | :---: | :---: |
| Replicates | $r-1$ |  |
| $E^{\boldsymbol{\alpha}_{1}}$ | 1 | $\sigma_{e}^{2}+2^{p} \sigma_{\beta}^{2}+r 2^{n-2}\left[E^{\alpha_{1}}\right]^{2}$ |
| $E^{\boldsymbol{\alpha}_{2}}$ | 1 | $\sigma_{e}^{2}+2^{p} \sigma_{\beta}^{2}+r 2^{n-2}\left[E^{\alpha_{2}}\right]^{2}$ |
| $\vdots$ | $\vdots$ | $\vdots$ |
| $E^{\boldsymbol{\alpha}_{q}}$ | 1 | $\sigma_{e}^{2}+2^{p} \sigma_{\beta}^{2}+r 2^{n-2}\left[E^{\alpha_{q}}\right]^{2}$ |
| Remainder | $(r-1)\left(2^{n-p}-1\right)$ | $\sigma_{e}^{2}+2^{p} \sigma_{\beta}^{2}$ |

Table 8.10 Data and Intrablock Analysis for $\mathbf{2}^{3}$ Factorial in Blocks of Size 4 With ABC Confounded with Blocks

```
options nodate pageno=1;
data example;
input rep block A B C Y @@;
datalines;
1}1110000014 1 1 1 0 1 1 1 25
1 1 1 1 0 1 1 17 17 1 1 1 1 0 20
```



```
1
2
2
2
2
;
run;
proc print data=example;
title1 'TABLE 8.10';
title2 'DATA FOR 2**3 FACTORIAL IN BLOCKS OF SIZE 4';
title3 'WITH ABC CONFOUNDED WITH BLOCKS';
run;
proc glm data=example;
class rep block A B C;
model Y=rep block(rep) A|B|C@2;
estimate 'A' A -1 1;
estimate 'A*B' A*B 1 -1 -1 1/divisor=2;
title2 'INTRA-BLOCK ANALYSIS OF 2**3 FACTORIAL';
title3 'IN BLOCKS OF SIZE 4';
title4 'WITH ABC CONFOUNDED WITH BLOCKS';
run;
```

| Obs | rep | block | A | B | C | Y |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 1 | 0 | 0 | 0 |
| 1 | 1 | 1 | 0 | 1 | 1 | 14 |
| 2 | 1 | 1 | 1 | 0 | 1 | 17 |
| 3 | 1 | 1 | 1 | 1 | 0 | 20 |
| 4 | 1 | 2 | 0 | 0 | 1 | 13 |
| 5 | 1 | 2 | 0 | 1 | 0 | 16 |
| 6 | 1 | 2 | 1 | 0 | 0 | 14 |
| 7 | 1 | 2 | 1 | 1 | 1 | 26 |
| 8 | 1 | 3 | 0 | 0 | 0 | 24 |
| 9 | 2 | 3 | 0 | 1 | 1 | 34 |
| 10 | 2 | 3 | 1 | 0 | 1 | 27 |
| 11 | 2 | 4 | 0 | 0 | 1 | 24 |
| 12 | 2 | 4 | 0 | 1 | 0 | 26 |
| 13 | 2 | 4 | 1 | 0 | 0 | 25 |
| 14 | 2 | 4 | 1 | 1 | 1 | 35 |

Table 8.10 (Continued)


Table 8.11 Data and Combined Analysis for $2^{3}$ Factorial in Blocks of Size 4 With ABC Confounded with Blocks

```
options nodate pageno=1;
data example;
input rep block A B C y @@;
datalines;
1 1 0 0 0 14 1 1 0 1 1 25
1 1 1 1 0 1 1 17 1 1 1 1 1 0 20
1 2 0 0 0 1 13 1 1 2 0 1 0 16
1 2 1 1 0 0 14 1 2 2 1 1 1 1 26
2
2
2 4
2 4 1 1 0 0 25 2 4 4 1 1 1 35
;
run;
proc print data=example;
title1 'TABLE 8.11';
title2 'DATA FOR 2**3 FACTORIAL IN BLOCKS OF SIZE 4';
title3 'WITH ABC CONFOUNDED WITH BLOCKS';
proc mixed data=example;
class rep block A B C;
model Y=rep A|B|C/ddfm=satterth;
random block(rep);
estimate 'A' A -1 1;
estimate 'A*B' A*B 1 -1 -1 1/divisor=2;
estimate 'A*B*C' A*B*C -1 1 1 -1 1 -1 -1 1/divisor=4;
title1 'TABLE 8.11';
title2 'INTRA- AND INTER-BLOCK ANALYSIS';
title3 'OF 2**3 FACTORIAL IN BLOCKS OF SIZE 4';
title4 'WITH ABC CONFOUNDED WITH BLOCKS';
run;
```

| Obs | rep | block | A | B | C | Y |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
| 1 | 1 | 1 | 0 | 0 | 0 | 14 |
| 2 | 1 | 1 | 0 | 1 | 1 | 25 |
| 3 | 1 | 1 | 1 | 0 | 1 | 17 |
| 4 | 1 | 1 | 1 | 1 | 0 | 20 |
| 5 | 1 | 2 | 0 | 0 | 1 | 13 |
| 6 | 1 | 2 | 0 | 1 | 0 | 16 |
| 7 | 1 | 2 | 1 | 0 | 0 | 14 |
| 8 | 1 | 2 | 1 | 1 | 1 | 26 |
| 9 | 2 | 3 | 0 | 0 | 0 | 24 |
| 10 | 2 | 3 | 0 | 1 | 1 | 34 |
| 11 | 2 | 3 | 1 | 0 | 1 | 27 |
| 12 | 2 | 3 | 1 | 1 | 0 | 29 |
| 13 | 2 | 4 | 0 | 0 | 1 | 24 |
| 14 | 2 | 4 | 0 | 1 | 0 | 26 |
| 15 | 2 | 4 | 1 | 0 | 0 | 25 |
| 16 | 2 | 4 | 1 | 1 | 1 | 35 |

Table 8.11 (Continued)


Table 8.11 (Continued)

| Convergence Criteria met. |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |
| Covariance Parameter Estimates |  |  |  |  |  |
| Cov Parm Estimate |  |  |  |  |  |
| $\begin{array}{lr}\text { block(rep) } & 0.06250 \\ \text { Residual } & 0.3125\end{array}$ |  |  |  |  |  |
|  |  |  |  |  |  |
| Fit Statistics |  |  |  |  |  |
| -2 Res Log Likelihood 19.2 <br> AIC (smaller is better) 23.2 <br> AICC (smaller is better) 26.2 <br> BIC (smaller is better) 22.0 |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
| Type 3 Tests of Fixed Effects |  |  |  |  |  |
| Effect | Num DF | Den DF |  | F Value | $\mathrm{Pr}>\mathrm{F}$ |
| rep | 1 | 1 |  | 693.44 | 0.0242 |
| A | 1 | 6 |  | 57.80 | 0.0003 |
| B | 1 | 6 |  | 561.80 | <. 0001 |
| A*B | 1 | 6 |  | 0.20 | 0.6704 |
| C | 1 | 6 |  | 217.80 | <. 0001 |
| A*C | 1 | 6 |  | 0.20 | 0.6704 |
| B*C | 1 | 6 |  | 125.00 | $<.0001$ |
| A*B*C | 1 | 1 |  | 13.44 | 0.1695 |
| Estimates |  |  |  |  |  |
| Standard |  |  |  |  |  |
| A | 2.1250 | 0.2795 | 6 | 7.60 | 0.0003 |
| A*B | 0.1250 | 0.2795 | 6 | 0.45 | 0.6704 |
| $A * B * C$ | -1.3750 | 0.3750 | 1 | -3.67 | 0.1695 |

follows (using the notation from the previous section): $E^{\boldsymbol{\alpha}_{\ell}}\left(\ell=1,2, \ldots, 2^{n-p}-\right.$ 1) from interblock information only and with variance $1 / r 2^{n-2}\left(\sigma_{e}^{2}+2^{p} \sigma_{\beta}^{2}\right)$, $E^{\gamma_{m}}\left[m=1,2, \ldots, 2^{n-p}\left(2^{p}-1\right)\right]$ from intrablock information only and with variance $\left(1 / r 2^{n-2}\right) \sigma_{e}^{2}$. The fact that either intrablock or interblock information only is available for a particular interaction is a major difference between the block arrangements we have been discussing in this chapter and the block

Table 8.12 Auxiliary Analysis of $\mathbf{2}^{\mathbf{3}}$ Factorial With Blocks of Size 4 and ABC Confounded with Blocks

```
options nodate pageno=1;
proc glm data=example;
class rep block A B C;
model y=rep|A|B|C;
title1 'TABLE 8.12';
title2 'AUXILIARY ANALYSIS OF 2**3 FACTORIAL';
title3 'WITH BLOCKS OF SIZE4 AND ABC CONFOUNDED WITH BLOCKS';
run;
```



Table 8.12 (Continued)

| Source | DF | Type I SS | Mean Square | F | Value | $\mathrm{Pr}>\mathrm{F}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| rep | 1 | 390.0625000 | 390.0625000 |  | - | . |
| A | 1 | 18.0625000 | 18.0625000 |  | - | - |
| rep*A | 1 | 0.0625000 | 0.0625000 |  | - | - |
| B | 1 | 175.5625000 | 175.5625000 |  | . | . |
| rep*B | 1 | 1.5625000 | 1.5625000 |  | . | - |
| A*B | 1 | 0.0625000 | 0.0625000 |  | . | . |
| rep*A*B | 1 | 0.0625000 | 0.0625000 |  | - | - |
| C | 1 | 68.0625000 | 68.0625000 |  | . | . |
| rep*C | 1 | 0.0625000 | 0.0625000 |  | . | - |
| A*C | 1 | 0.0625000 | 0.0625000 |  | . | . |
| rep*A*C | 1 | 0.0625000 | 0.0625000 |  | . | - |
| $B * C$ | 1 | 39.0625000 | 39.0625000 |  | - | - |
| rep*B*C | 1 | 0.0625000 | 0.0625000 |  | - | - |
| $A * B * C$ | 1 | 7.5625000 | 7.5625000 |  | - | - |
| rep*A*B*C | 1 | 0.5625000 | 0.5625000 |  | - | - |
| Source | DF | Type III SS | Mean Square | F | Value | $\mathrm{Pr}>\mathrm{F}$ |
| rep | 1 | 390.0625000 | 390.0625000 |  | - | - |
| A | 1 | 18.0625000 | 18.0625000 |  | - | - |
| rep*A | 1 | 0.0625000 | 0.0625000 |  | - | - |
| B | 1 | 175.5625000 | 175.5625000 |  | - | - |
| rep*B | 1 | 1.5625000 | 1.5625000 |  | - | - |
| $A * B$ | 1 | 0.0625000 | 0.0625000 |  | - | - |
| rep*A*B | 1 | 0.0625000 | 0.0625000 |  | - | - |
| C | 1 | 68.0625000 | 68.0625000 |  | - | - |
| rep*C | 1 | 0.0625000 | 0.0625000 |  | . | . |
| A*C | 1 | 0.0625000 | 0.0625000 |  | - | - |
| rep*A*C | 1 | 0.0625000 | 0.0625000 |  | - | - |
| $\mathrm{B} * \mathrm{C}$ | 1 | 39.0625000 | 39.0625000 |  | - | - |
| rep*B*C | 1 | 0.0625000 | 0.0625000 |  | - | - |
| $A * B * C$ | 1 | 7.5625000 | 7.5625000 |  | - | - |
| $r e p * A * B * C$ | 1 | 0.5625000 | 0.5625000 |  | . | . |

arrangements we have discussed in connection with incomplete block designs in Chapters 1, 2, and 4.

Although the choice of a particular system of confounding is no longer as crucial as it is in the case of fixed block effects, it is important nevertheless as is evident from the statement about the variances of the different estimators, interblock estimators having generally larger variance than the intrablock estimators. This is emphasized also by the way in which hypotheses about the $E^{\boldsymbol{\alpha}} \ell_{\ell}$ can be tested in the ANOVA. To show this we give in Table 8.9 the appropriate
$E(\mathrm{MS})$ in the ANOVA table pertaining to the interblock analysis. The hypothesis $H_{0}: E^{\boldsymbol{\alpha}}=0$ is then tested using an approximate $F$ test by

$$
F=\frac{\operatorname{SS}\left(E^{\boldsymbol{\alpha}_{\ell}}\right)}{\mathrm{MS}(\text { Remainder })}
$$

with $(r-1)\left(2^{n-p}-1\right)$ d.f. in the denominator, as compared to $(r-1) 2^{n-p}\left(2^{p}-\right.$ 1) for testing $H_{0}: E^{\boldsymbol{\gamma}_{m}}=0$ in the intrablock analysis.

### 8.8 NUMERICAL EXAMPLE USING SAS

The following example illustrates how SAS PROC GLM and PROC MIXED can be used to analyze the data from systems of confounding.

Consider again the $2^{3}$ factorial in blocks of size 4 and with $A B C$ confounded with blocks (see Example 8.2). The data are given in Table 8.10 together with the intrablock analysis, using PROC GLM.

The combined analysis, using intrablock information for $A, B, A B, C, A C$, $B C$ and interblock information for $A B C$, is obtained with PROC MIXED and is given in Table 8.11.

We note here that in order to obtain the correct interblock information; that is, test of $A B C$, it is not sufficient to declare the block effects as random effects, but also amend the model statement by the option DDFM = SATTERTH (Note: It is always useful to check the d.f. of each $F$ test as at least a partial assurance that the correct test has been performed). A check that the correct test for $A B C$ has been performed is provided in Table 8.12

As explained in Section 8.7 (see also Table 8.8b), the denominator for testing $H_{0}: A B C=0$ is given by MS(Remainder) [see (8.25)], which algebraically is given by $\operatorname{MS}(\operatorname{Rep} \times A B C)$ with $r-1=1$ d.f. From Table 8.12 we obtain

$$
\mathrm{SS}(A B C)=7.5625 \text { and } \quad \mathrm{SS}(\mathrm{rep} \times A B C)=0.5625
$$

and hence

$$
F=\frac{7.5625}{0.5625}=13.38
$$

which is approximately the same as the $F$ value given in Table 8.11, namely 13.44.

As a final note we mention that estimates for $\sigma_{e}^{2}$ and $\sigma_{\beta^{*}}^{2}$ are given in Table 8.11 as

$$
\widehat{\sigma}_{e}^{2}=0.3125 \text { and } \widehat{\sigma}_{\beta^{*}}^{2}=0.0625
$$

from which we can also reconstruct MS (Remainder) as

$$
\mathrm{MS}(\text { Remainder })=\widehat{\sigma}_{e}^{2}+4 \widehat{\sigma}_{\beta^{*}}^{2}=0.5625
$$

which agrees with the value given in Table 8.12.

## Partial Confounding in $2^{n}$ Factorial Designs

### 9.1 INTRODUCTION

In the previous chapter we have seen how the treatment combinations of a $2^{n}$ experiment can be accommodated in blocks of size $2^{p}$, where $p<n$, and what consequences this has with regard to the estimation of effects and interactions. The price we have to pay for being able to reduce the error variance is the loss of information on certain interactions and possibly main effects. As long as only high-order interactions are confounded, the price may not be too high, but as is evident from Table 8.3, this may not always be possible; that is, in certain cases we may have to confound low-order interactions and/or main effects. This is clearly undesirable. We would like to obtain at least partial information on all essential effects and interactions. Since most experiments are replicated, it seems quite reasonable to use different systems of confounding in different replicates, which may achieve the objective just stated. This is known as partial confounding (as compared to the complete confounding of Chapter 8).

### 9.2 SIMPLE CASE OF PARTIAL CONFOUNDING

### 9.2.1 Basic Plan

Consider the simplest possible factorial scheme, that involving two factors $A$, $B$, each at two levels, and suppose that it is necessary to use blocks of two experimental units. The necessity of blocks of this size might arise, for example, in an experiment on young cattle, because it is possible to obtain a number of identical twins, that is, twins of the same genetic constitution and each pair of twins forming a block. Or it may be that the experimenter can handle only two
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Figure 9.1 Partial confounding of a $2^{2}$ experiment.
experimental units at a time and that, if units were treated in random order, the experimental error introduced by randomizing over "times" would be considerable. Another possible use of blocks of two EUs could arise in plant pathological work, the block being a leaf and the EUs the two halves. Other examples in other fields of experimental research (e.g., medicine, engineering, psychology) can be found easily.

Given such a situation, suppose also that the experimenter wishes to obtain equal information on both main effects and the 2 -factor interaction. This implies immediately that $A, B$, and $A B$ should be confounded equally often with blocks. The basic pattern of the design would then consist of three replicates arranged as in Figure 9.1. The main effect $A$ is confounded in replicate $\mathrm{I}, B$ in replicate II, and the interaction $A B$ in replicate III. Each effect and interaction is then "partially confounded" with blocks. In view of this, we shall estimate the effects and interaction from the replicates in which they are unconfounded with blocks, namely

| Effect $A$ | estimated from replicates II, III |
| :--- | :--- |
| Effect $B$ | estimated from replicates I, III |
| Effect $A B$ | estimated from replicates I, II. |

These estimates will be subject to an error based on the variance of units within blocks of two units treated alike, and, in order to obtain a reasonably precise estimate of this error variance, we shall need several repetitions of the basic pattern given in Figure 9.1. Suppose we have $q$ repetitions (i.e., $3 q$ replicates in all); then the ANOVA will have the structure shown in Table 9.1.

### 9.2.2 Analysis

The ANOVA is based on the three-part model

$$
\begin{equation*}
y_{i j k \ell}=\mu+\rho_{i}+\beta_{i j}^{*}+\tau_{k \ell}+e_{i j k \ell} \tag{9.1}
\end{equation*}
$$

where $\rho_{i}$ is the effect of the $i$ th replicate $(i=1,2, \ldots, 3 q), \beta_{i j}^{*}$ is the effect of the $j$ th block $(j=1,2)$ in the $i$ th replicate, and $\tau_{k \ell}$ is the effect of the treatment combination $a_{k} b_{\ell}(k, \ell=0,1)$. The reader will recognize that the basic pattern of this design, given in Figure 9.1, is actually a BIB design (see Chapter 2). Hence

Table 9.1 Structure of T|B-ANOVA for Partially Confounded Design

| Source | d.f. | SS |
| :--- | :---: | :--- |
| $\boldsymbol{X}_{\rho} \mid \boldsymbol{J}$ | $3 q-1$ | $4 \sum_{i}\left(\bar{y}_{i \ldots}-\bar{y}_{\ldots . .}\right)^{2}$ |
| $\boldsymbol{X}_{\beta^{*} \mid} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}$ | $3 q$ | $2 \sum_{i j}\left(\bar{y}_{i j . .}-\bar{y}_{i \ldots .}\right)^{2}$ |
| $\boldsymbol{X}_{\tau} \mid \mathfrak{J}, \mathbf{X}_{\rho}, \mathbf{X}_{\beta^{*}}$ | 3 |  |
| $A$ | 1 | $2 q\left[\widehat{A}_{\text {II, III }}\right]^{2}$ |
| $B$ | 1 | $2 q\left[\widehat{B}_{\mathrm{I}, \mathrm{III}}\right]^{2}$ |
| $A B$ | 1 | $2 q\left[\widehat{A B}_{\mathrm{II}, \mathrm{II}}\right]^{2}$ |
| $\boldsymbol{I} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\tau}$ | $3(2 q-1)$ | Difference |
| Total | $12 q-1$ | $\sum_{i j k \ell}\left(y_{i j k \ell}-\bar{y}_{\ldots . . .}\right)^{2}$ |

the complete design is a resolved BIB design and could be analyzed as such (see Section 9.3). It is, however, much simpler to use the factorial structure of the treatments and the particular system of confounding that has been employed.

As mentioned earlier, the effects and the interaction can be estimated (unbiasedly) only from those types of replicates in which they are not confounded. To emphasize this point, we write $\widehat{A}_{\text {II, III }}, \widehat{B}_{\mathrm{I}, \mathrm{III}}, \widehat{A B}_{\mathrm{I}, \mathrm{II}}$ indicating that $A$ is estimated from replicates of types II and III, that is, from $r=2 q$ replicates; $B$ is estimated from replicates of types I and III; and $A B$ is estimated from replicates of types I and II. Consequently, the associated sums of squares are based on these estimates, as given in Table 9.1. Also, using the general formula (7.62), with $r=2 q, n=2$, we have

$$
\operatorname{var}\left(\widehat{A}_{\mathrm{II}, \mathrm{III}}\right)=\operatorname{var}\left(\widehat{B}_{\mathrm{I}, \mathrm{III}}\right)=\operatorname{var}\left(\widehat{A B}_{\mathrm{I}, \mathrm{II}}\right)=\frac{1}{2 q} \sigma_{e}^{2}
$$

Following the procedure outlined in Section 8.5 we can partition $\operatorname{SS}$ (Blocks/ replicates $)=\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}\right)$ and $\operatorname{SS}($ Residual $)=\operatorname{SS}\left(\boldsymbol{I} \mid \boldsymbol{J}, \quad \boldsymbol{X}_{\rho}, \quad \boldsymbol{X}_{\beta^{*}}, \quad \boldsymbol{X}_{\tau}\right)$ of Table 9.1 as given in Table 9.2. The SS (Blocks/replicates) is further partitioned into a treatment component, associated with the estimates of $A, B, A B$ from those types of replicates in which they are confounded, and SS(Remainder), which is algebraically equal to the interactions between the effects and the replicates in which the effects are confounded. The actual computation of the various sums of squares is indicated explicitly in Table 9.2a. Here, for example, $\widetilde{A}_{\mathrm{I}}$ is the estimate of $A$ obtained from observations in the $q$ replicates of type I in which $A$

Table 9.2 Partitioning of Sums of Squares

| Source |  | d.f. | SS |
| :---: | :---: | :---: | :---: |
| a. SS(Blocks/Replicates) |  |  |  |
| A |  | 1 | $q\left[\widetilde{A}_{I}\right]^{2}$ |
| $B$ |  | 1 | $q\left[\widetilde{B}_{\text {II }}\right]^{2}$ |
| AB |  | 1 | $q\left[\widetilde{A B}_{\text {III }}\right]^{2}$ |
| $A \times \mathrm{reps}_{\text {I }}$ |  | $q-1$ | $\sum_{\ell=1}^{q}\left[\tilde{A}_{\ell I}\right]^{2}-q\left[\tilde{A}_{I}\right]^{2}$ |
| $B \times$ reps $_{\text {II }}$ | Remainder | $q-1$ | $\sum_{\ell=1}^{q}\left[\widetilde{B}_{\ell I I}\right]^{2}-q\left[\widetilde{B}_{I I}\right]^{2}$ |
| $A B \times \mathrm{reps}_{\text {III }}$ |  | $q-1$ | $\sum_{\ell=1}^{q}\left[\widetilde{A B}_{\ell \mathrm{III}}\right]-q\left[\widetilde{A B}_{\mathrm{III}}\right]^{2}$ |
|  |  | b. $\operatorname{SS}$ (Res |  |
| $A \times \mathrm{reps}_{\text {II, }}$ III |  | $2 q-1$ | $\sum_{m=1}^{2 q}\left[\widehat{A}_{m, \text { II, III }}\right]^{2}-2 q\left[\widehat{A}_{\text {II, III }}\right]^{2}$ |
| $B \times$ reps $_{\text {I, }}$ III |  | $2 q-1$ | $\sum_{m=1}^{2 q}\left[\widehat{B}_{m, \text { I, III }}\right]^{2}-2 q\left[\widehat{B}_{\mathrm{I}, \mathrm{III}}\right]^{2}$ |
| $A B \times$ reps $_{\text {I, }}$ II |  | $2 q-1$ | $\sum_{m=1}^{2 q}\left[\widehat{A B}_{m, \text { I, II }}\right]^{2}-2 q\left[\widehat{A B}_{\mathrm{I}, \mathrm{II}}\right]^{2}$ |

is confounded. Similarly, $\tilde{A}_{\ell \mathrm{I}}$ is the estimate of $A$ obtained from observations in the $\ell$ th replicate of type I.

With regard to SS (Residual) it can be partitioned into three components each one algebraically equal to the interaction between an effect and replicates, in this case the replicates in which the corresponding effect is not confounded. The form of the sums of squares is given in Table 9.2b. The notation should be obvious now.

### 9.2.3 Use of Intra- and Interblock Information

In concluding the discussion of this introductory example of partial confounding, we point out that in this case we have both intra- and interblock information about $A, B$, and $A B$. If the block effects in model (9.1) were considered to be random effects, we could obtain combined estimates of the effects and interaction. We
know from our previous discussion that

$$
\operatorname{var}\left(\widehat{A}_{\mathrm{II}, \mathrm{III}}\right)=\operatorname{var}\left(\widehat{B}_{\mathrm{I}, \mathrm{III}}\right)=\operatorname{var}\left(\widehat{A B}_{\mathrm{I}, \mathrm{II}}\right)=\frac{1}{2 q} \sigma_{e}^{2}
$$

and, as follows from Section 8.6,

$$
\operatorname{var}\left(\tilde{A}_{\mathrm{I}}\right)=\operatorname{var}\left(\widetilde{B}_{\mathrm{II}}\right)=\operatorname{var}\left(\widetilde{A B}_{\mathrm{III}}\right)=\frac{1}{q}\left(\sigma_{e}^{2}+2 \sigma_{\beta}^{2}\right)
$$

Hence the combined estimate of $A$, for example, is the weighted average of $\widehat{A}_{\text {II, III }}$ and $\widetilde{A}_{I}$, that is, letting $w=1 / \sigma_{e}^{2}$ and $w^{\prime}=1 /\left(\sigma_{e}^{2}+2 \sigma_{\beta}^{2}\right)$,

$$
\begin{equation*}
\widehat{\widehat{A}}=\frac{2 q w \widehat{A}_{\mathrm{II}, \mathrm{III}}+q w^{\prime} \tilde{A}_{\mathrm{I}}}{2 q w+q w^{\prime}} \tag{9.2}
\end{equation*}
$$

with similar expressions for $B$ and $A B$. (For a proof of this result we refer to Section 11.6.) Since $w$ and $w^{\prime}$ or $\rho=w / w^{\prime}$ are usually not known, the quantities have to be estimated and then substituted into (9.2). We know that

$$
\widehat{\sigma}_{e}^{2}=\operatorname{MS}(\text { Residual })
$$

and we also know that (see Section 8.6)

$$
\widehat{\sigma_{e}^{2}+2 \sigma_{\beta}^{2}}=\operatorname{MS}(\text { Remainder })
$$

There is, however, another way of estimating $\sigma_{e}^{2}+2 \sigma_{\beta}^{2}$. This is accomplished through the $\mathrm{B} \mid \mathrm{T}-A N O V A$ as given in Table 9.3 by utilizing all $3 q$ d.f. for $\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)$ and not just the $3(q-1)$ d.f. for $\operatorname{SS}($ Remainder). We comment briefly on how $\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)$ is obtained in a way other than the usual as indicated in Section 1.3.

As mentioned above, SS (Remainder) from the $\mathrm{T} \mid \mathrm{B}-\mathrm{ANOVA}$ is part of $\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)$ because it is free of treatment effects. Since this SS accounts for $3(q-1)$ d.f., there remain 3 d.f. to be accounted for. These are obtained by realizing that for each effect and interaction we have two estimates, namely one from replicates in which the effect is not confounded and one from replicates in ${\underset{\sim}{w}}_{\text {which }}$ the effect is confounded. Specifically, we have $\widehat{A}_{\mathrm{II}, \mathrm{III}}$ and $\widetilde{A}_{\mathrm{I}}, \widehat{B}_{\mathrm{I}, \text { III }}$ and $\widetilde{B}_{\mathrm{II}}$, and $\widehat{A B}_{\mathrm{I}, \mathrm{II}}$ and $\widetilde{A B}_{\mathrm{III}}$. Obviously, the comparison of these two types of estimates is a function of block effects and error only, and hence the associated sum of squares belongs to $\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)$. Since, for example, $\widetilde{A}_{\text {II,III }}$ is obtained from $2 q$ replicates and $\widetilde{A}_{\text {I }}$ from $q$ replicates and these estimates are uncorrelated, we have

$$
\begin{equation*}
\mathrm{SS}\left(\widehat{A}_{\mathrm{II}, \mathrm{III}}-\widetilde{A}_{\mathrm{I}}\right)=\frac{\left[\widehat{A}_{\mathrm{II}, \mathrm{III}}-\widetilde{A}_{\mathrm{I}}\right]^{2}}{1 / 2 q+1 / q}=\frac{2 q}{3}\left[\widehat{A}_{\mathrm{II}, \mathrm{III}}-\widetilde{A}_{\mathrm{I}}\right]^{2} \tag{9.3}
\end{equation*}
$$

Table 9.3 Structure of B|T-ANOVA for Partially Confounded Design

| Source | d.f. | SS | $E$ (MS) |
| :---: | :---: | :---: | :---: |
| $X_{\rho} \mid \mathcal{J}$ | $3 q-1$ | From Table 9.1 |  |
| $X_{\tau} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}$ | 3 | $3 q \sum\left(\bar{y}_{. . k l}-\bar{y}_{\ldots \ldots .}\right)^{2}$ |  |
| $X_{\beta^{*}} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}$ | $3 q$ | $k \ell$ |  |
| $\widehat{A}_{\text {II,III }}$ vs. $\tilde{A}_{\text {I }}$ | 1 | $\frac{2 q}{3}\left(\widehat{A}_{\mathrm{II}, \mathrm{III}}-\widetilde{A}_{\mathrm{I}}\right)^{2}$ | $\sigma_{e}^{2}+\frac{4}{3} \sigma_{\beta}^{2}$ |
| $\widehat{B}_{\text {I, III }}$ vs. $\widetilde{B}_{\text {II }}$ | 1 | $\frac{2 q}{3}\left(\widehat{B}_{\mathrm{I}, \mathrm{III}}-\widetilde{B}_{\mathrm{II}}\right)^{2}$ | $\sigma_{e}^{2}+\frac{4}{3} \sigma_{\beta}^{2}$ |
| $\widehat{A B}_{\text {I,II }}$ vs. $\widetilde{A}_{\text {III }}$ | 1 | $\frac{2 q}{3}\left(\widehat{A B}_{I, I I}-\widetilde{A B}_{\mathrm{III}}\right)^{2}$ | $\sigma_{e}^{2}+\frac{4}{3} \sigma_{\beta}^{2}$ |
| Remainder | $3(q-1)$ | From Table 9.2a | $\sigma_{e}^{2}+2 \sigma_{\beta}^{2}$ |
| Residual | $3(2 q-1)$ | From Table 9.2b | $\sigma_{e}^{2}$ |
| Total | $12 q-1$ | From Table 9.1 |  |

Similarly

$$
\begin{align*}
\mathrm{SS}\left(\widehat{B}_{\mathrm{I}, \mathrm{III}}-\widetilde{B}_{\mathrm{II}}\right) & =\frac{2 q}{3}\left[\widehat{B}_{\mathrm{I}, \mathrm{III}}-\widetilde{B}_{\mathrm{II}}\right]^{2}  \tag{9.4}\\
\mathrm{SS}\left(\widehat{A B}_{\mathrm{I}, \mathrm{II}}-\widetilde{A B}_{\mathrm{III}}\right) & =\frac{2 q}{3}\left[\widehat{A B}_{\mathrm{I}, \mathrm{II}}-\widetilde{A B}_{\mathrm{III}}\right]^{2} \tag{9.5}
\end{align*}
$$

Since the comparisons $\widehat{A}_{\text {II,III }}-\widetilde{A}_{\mathrm{I}}, \widehat{B}_{\mathrm{I}, \mathrm{III}}-\widetilde{B}_{\text {III }}$, and $\widehat{A B}_{\mathrm{I}, \mathrm{II}}-\widetilde{A B}_{\text {III }}$ are orthogonal to each other, the SS (9.3), (9.4), and (9.5) are orthogonal. Also, the 3 d.f. associated with (9.3), (9.4), and (9.5) are not accounted for in SS(Remainder) since the comparisons leading to SS(Remainder) involve only comparisons among blocks from those replicates in which the respective effects are confounded, as is evident from Table 9.2a.

Returning now to the estimation of $\sigma_{e}^{2}+2 \sigma_{\beta}^{2}$, to be used in (9.2), we evaluate as usual $E\left[\operatorname{MS}\left(\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \mathbf{X}_{\tau}\right)\right]$ assuming that the $\beta_{i j}^{*}$ are i.i.d. random variables with mean zero and variance $\sigma_{\beta}^{2}$. We do this by obtaining the expected value of each component of $\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)$ as given in Table 9.3. We already know that

$$
\begin{equation*}
E[\mathrm{SS}(\text { Remainder })]=3(q-1)\left(\sigma_{e}^{2}+2 \sigma_{\beta}^{2}\right) \tag{9.6}
\end{equation*}
$$

Now

$$
\begin{align*}
E\left[\mathrm{SS}\left(\widehat{A}_{\mathrm{II}, \mathrm{III}}-\widetilde{A}_{\mathrm{I}}\right)\right] & =\frac{2 q}{3} \operatorname{var}\left(\widehat{A}_{\mathrm{II}, \mathrm{III}}-\widetilde{A}_{\mathrm{I}}\right)  \tag{9.7}\\
& =\sigma_{e}^{2}+\frac{4}{3} \sigma_{\beta}^{2}
\end{align*}
$$

since

$$
\operatorname{var}\left(\widehat{A}_{\mathrm{II}, \mathrm{III}}\right)=\frac{1}{2 q} \sigma_{e}^{2}
$$

and

$$
\operatorname{var}\left(\tilde{A}_{\mathrm{I}}\right)=\frac{1}{q}\left(\sigma_{e}^{2}+2 \sigma_{\beta}^{2}\right)
$$

The same result (9.7) is, of course, obtained also for $\mathrm{SS}\left(\widehat{B}_{\mathrm{I}, \mathrm{III}}-\widetilde{B}_{\mathrm{II}}\right)$ and $\mathrm{SS}\left(\widehat{A B}_{\mathrm{I}, \mathrm{II}}-\widetilde{A}_{\mathrm{III}}\right)$. Hence,

$$
\begin{align*}
E\left[\left(\operatorname{MS}\left(\boldsymbol{X}_{\beta^{*}} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)\right]\right. & =\frac{1}{3 q}\left[3\left(\sigma_{e}^{2}+\frac{4}{3} \sigma_{\beta}^{2}\right)+3(q-1)\left(\sigma_{e}^{2}+2 \sigma_{\beta}^{2}\right)\right] \\
& =\sigma_{e}^{2}+2 \frac{3 q-1}{3 q} \sigma_{\beta}^{2} \tag{9.8}
\end{align*}
$$

An estimator for $\sigma_{e}^{2}+2 \sigma_{\beta}^{2}$ is then

$$
\begin{equation*}
\widehat{\sigma_{e}^{2}+2 \sigma_{\beta}^{2}}=\frac{1}{3 q-1}\left[3 q \operatorname{MS}\left(\boldsymbol{X}_{\beta^{*}} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)-\mathrm{MS}(\text { Residual })\right] \tag{9.9}
\end{equation*}
$$

We note here that if $q$ is large, $\operatorname{MS}$ (Remainder) may actually be a quite satisfactory estimator for $\sigma_{e}^{2}+2 \sigma_{\beta}^{2}$.

### 9.3 PARTIAL CONFOUNDING AS AN INCOMPLETE BLOCK DESIGN

In the previous section we have presented a simple example of partial confounding together with the analysis based entirely on reasoning suggested by the factorial structure of the treatments and the corresponding allocation of the treatments to blocks. The design given in Figure 9.1, replicated $q$ times, is, of course, an example of an incomplete block design, in fact a resolvable BIB design in this case as we pointed out earlier. As such, data from this design can be analyzed according to the general principles discussed in Chapter 1, or, more specifically, as in Chapter 2. We shall do this now and show that the resulting analysis agrees with that given in the previous section.

### 9.3.1 Two Models

Without loss of generality and for purpose of ease of notation only, we assume that the arrangement of treatments in blocks is the same for each repetition of the basic design of Figure 9.1. Using the model for an incomplete block design, we have

$$
\begin{equation*}
\boldsymbol{y}=\mu \mathfrak{J}+\boldsymbol{X}_{\beta} \boldsymbol{\beta}+\boldsymbol{X}_{\tau} \boldsymbol{\tau}+\boldsymbol{e} \tag{9.10}
\end{equation*}
$$

with $\boldsymbol{y}=\left(y_{i j k \ell m}\right), i=1,2, \ldots, q$ indicating the repetition, $j=1,2,3$ indicating the replication within repetition (as labeled in Fig. 9.1), $k=1,2$ denoting the block within replication, and $\ell, m=0,1$ denoting the levels of factors $A$ and $B$. The observation vector $\boldsymbol{y}$ consists then of $q$ segments $\left(y_{i 1110}, y_{i 1111}, y_{i 1200}\right.$, $\left.y_{i 1201}, y_{i 2101}, y_{i 2111}, y_{i 2200}, y_{i 2210}, y_{i 3100}, y_{i 3111}, y_{i 3210}, y_{i 3201}\right)^{\prime}(i=1,2, \ldots, q)$ following Figure 9.1. Further, it can be deduced easily that

$$
\begin{align*}
& \boldsymbol{X}_{\beta}=\boldsymbol{I}_{6 q} \times\binom{ 1}{1}  \tag{9.11}\\
& \boldsymbol{X}_{\tau}=\boldsymbol{J}_{q} \times\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right)
\end{align*}
$$

and $\boldsymbol{\tau}^{\prime}=\left(\tau_{00}, \tau_{10}, \tau_{01}, \tau_{11}\right)$.
Alternatively, we may write (9.1) as

$$
\begin{equation*}
\boldsymbol{y}=\mu \mathcal{I}+\boldsymbol{X}_{\beta} \boldsymbol{\beta}+\boldsymbol{X}_{\tau^{*}} \boldsymbol{\tau}^{*}+\boldsymbol{e} \tag{9.12}
\end{equation*}
$$

where

$$
\boldsymbol{X}_{\tau^{*}}=\left(\begin{array}{rrrr}
1 & 1 & -1 & -1  \tag{9.13}\\
1 & 1 & 1 & 1 \\
1 & -1 & -1 & 1 \\
1 & -1 & 1 & -1 \\
1 & -1 & 1 & -1 \\
1 & 1 & 1 & 1 \\
1 & -1 & -1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1
\end{array}\right)
$$

and $\boldsymbol{\tau}^{*^{\prime}}=\left(M, \frac{1}{2} A, \frac{1}{2} B, \frac{1}{2} A B\right)$. The "factorial incidence matrix" $\boldsymbol{N}_{F}=\boldsymbol{X}_{\tau^{*}}^{\prime} \boldsymbol{X}_{\beta}$ is then of the form

$$
\boldsymbol{N}_{F}=\mathfrak{J}_{q}^{\prime} \times\left(\begin{array}{rrrrrr}
2 & 2 & 2 & 2 & 2 & 2 \\
2 & -2 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & -2 & 0 & 0 \\
0 & 0 & 0 & 0 & 2 & -2
\end{array}\right)
$$

or

$$
\boldsymbol{N}_{F}=2 \boldsymbol{J}_{q}^{\prime} \times\left(\begin{array}{rrrrrr}
1 & 1 & 1 & 1 & 1 & 1  \tag{9.14}\\
1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -1
\end{array}\right)
$$

### 9.3.2 Normal Equations

We consider now the RNE for $\tau^{*}$, that is,

$$
\begin{equation*}
\left(\boldsymbol{X}_{\tau^{*}}^{\prime} \boldsymbol{X}_{\tau^{*}}-\boldsymbol{N}_{F}\left(\boldsymbol{X}_{\beta}^{\prime} \boldsymbol{X}_{\beta}\right)^{-1} \boldsymbol{N}_{F}^{\prime}\right) \tau^{*}=\boldsymbol{X}_{\tau^{*}}^{\prime} \boldsymbol{y}-\boldsymbol{N}_{F}\left(\boldsymbol{X}_{\beta}^{\prime} \boldsymbol{X}_{\beta}\right)^{-1} \boldsymbol{X}_{\beta}^{\prime} \boldsymbol{y} \tag{9.15}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(12 q \boldsymbol{I}_{4}-\frac{1}{2} \boldsymbol{N}_{F} \boldsymbol{N}_{F}^{\prime}\right) \tau^{*}=\boldsymbol{T}^{*}-\frac{1}{2} \boldsymbol{N}_{F} \boldsymbol{B} \tag{9.16}
\end{equation*}
$$

where

$$
\boldsymbol{T}^{*}=\left(\begin{array}{c}
12 q \widehat{M}  \tag{9.17}\\
6 q \widetilde{A} \\
6 q \widetilde{B} \\
6 q \widetilde{A B}
\end{array}\right), \quad \boldsymbol{B}=\left(\begin{array}{c}
B_{111} \\
B_{112} \\
\vdots \\
B_{q 32}
\end{array}\right)
$$

are the effect totals and block totals, respectively. With

$$
\boldsymbol{N}_{F} \boldsymbol{N}_{F}^{\prime}=4 q\left(\begin{array}{cccc}
6 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 \\
0 & 0 & 2 & 0 \\
0 & 0 & 0 & 2
\end{array}\right)
$$

and

$$
\boldsymbol{N}_{F} \boldsymbol{B}=2\left(\begin{array}{l}
B . . . \\
B .11-B .12 \\
B .21-B .22 \\
B .31-B_{.32}
\end{array}\right)
$$

Eq. (9.16) reduces to

$$
\left(\begin{array}{l}
8 q \cdot \frac{1}{2} \widehat{A} \\
8 q \cdot \frac{1}{2} \widehat{B} \\
8 q \cdot \frac{1}{2} \widehat{A B}
\end{array}\right)=\left(\begin{array}{l}
6 q \widetilde{A}-(B .11-B .12) \\
6 q \widetilde{B}-(B .21-B .22) \\
6 q \widetilde{A B}-\left(B_{.31}-B_{.32}\right)
\end{array}\right)=\left(\begin{array}{l}
4 q \widehat{A}_{\mathrm{III} \mathrm{III}} \\
4 q \widehat{B}_{\mathrm{IIIII}} \\
4 q \widehat{A B}_{\mathrm{I}, \mathrm{II}}
\end{array}\right)
$$

and hence to

$$
\left(\begin{array}{l}
\widehat{A} \\
\widehat{B} \\
\widehat{A B}
\end{array}\right)=\left(\begin{array}{c}
\widehat{A}_{\mathrm{II}, \mathrm{III}} \\
\widehat{B}_{\mathrm{I}, \mathrm{III}} \\
\widehat{A B}_{\mathrm{I}, \mathrm{II}}
\end{array}\right)
$$

since $\quad B .11-B .12=2 q \widetilde{A}_{\mathrm{I}}, \quad B .21-B_{.22}=2 q \widetilde{B}_{\mathrm{II}}, \quad B .31-B_{.32}=2 q \widetilde{A B}_{\mathrm{III}}, \widetilde{A}=$ $\frac{1}{3}\left(\widetilde{A}_{\mathrm{I}}+2 \widehat{A}_{\mathrm{II}, \mathrm{III}}\right), \widetilde{B}=\frac{1}{3}\left(\widetilde{B}_{\mathrm{II}}+2 \widehat{B}_{\mathrm{I}, \mathrm{III}}\right), \widetilde{A B}=\frac{1}{3}\left(\widetilde{A B}{ }_{\text {III }}+2 \widehat{A B}_{\mathrm{I}, \mathrm{II}}\right)$.

Turning to the RNE for $\boldsymbol{\beta}$, we consider

$$
\begin{equation*}
\left(\boldsymbol{X}_{\beta}^{\prime} \boldsymbol{X}_{\beta}-\boldsymbol{N}_{F}^{\prime}\left(\boldsymbol{X}_{\tau^{*}}^{\prime} \boldsymbol{X}_{\tau^{*}}\right)^{-1} \boldsymbol{N}_{F}\right) \boldsymbol{\beta}=\boldsymbol{X}_{\beta}^{\prime} \boldsymbol{y}-\boldsymbol{N}_{F}^{\prime}\left(\boldsymbol{X}_{\tau^{*}}^{\prime} \boldsymbol{X}_{\tau^{*}}\right)^{-1} \boldsymbol{X}_{\tau^{*}}^{\prime} \boldsymbol{y} \tag{9.18}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(2 \boldsymbol{I}_{6 q}-\frac{1}{12 q} \boldsymbol{N}_{F}^{\prime} \boldsymbol{N}_{F}\right) \boldsymbol{\beta}=\boldsymbol{B}-\frac{1}{12 q} \boldsymbol{N}_{F}^{\prime} \boldsymbol{T}^{*} \tag{9.19}
\end{equation*}
$$

with $\boldsymbol{B}$ and $\boldsymbol{T}^{*}$ as defined in (9.17). With

$$
\begin{aligned}
\boldsymbol{N}_{F}^{\prime} \boldsymbol{N}_{F} & =4\left(\boldsymbol{J}_{q} \mathfrak{J}_{q}^{\prime}\right) \times\left[\begin{array}{cccccc}
2 & 0 & 1 & 1 & 1 & 1 \\
0 & 2 & 1 & 1 & 1 & 1 \\
1 & 1 & 2 & 0 & 1 & 1 \\
1 & 1 & 0 & 2 & 1 & 1 \\
1 & 1 & 1 & 1 & 2 & 0 \\
1 & 1 & 1 & 1 & 0 & 2
\end{array}\right] \\
& =4\left(\boldsymbol{J}_{q} \boldsymbol{J}_{q}^{\prime}\right) \times \boldsymbol{H} \text { say }
\end{aligned}
$$

we see that the coefficient matrix for $\boldsymbol{\beta}$, that is,

$$
\begin{equation*}
\frac{1}{3 q}\left(6 q \boldsymbol{I}-\mathfrak{J}_{q} \mathfrak{J}_{q}^{\prime} \times \boldsymbol{H}\right) \tag{9.20}
\end{equation*}
$$

is of rank $6 q-1$.

### 9.3.3 Block Contrasts

From the form of (9.20) we can write out $6 q-1$ identifiable functions of $\boldsymbol{\beta}$, namely $3 q-1$ of the form

$$
S_{1}:\left\{2\left(\beta_{i j 1}+\beta_{i j 2}-\beta_{q 31}-\beta_{q 32}\right) ; i=1,2, \ldots, q ; j=1,2,3 ;(i j) \neq(q 3)\right\}
$$

$3(q-1)$ of the form

$$
S_{2}:\left\{2\left(\beta_{i j 1}-\beta_{i j 2}-\beta_{q j 1}+\beta_{q j 2}\right) ; i=1,2, \ldots, q-1 ; j=1,2,3\right\}
$$

and 3 of the form

$$
S_{3}:\left\{\frac{4}{3} \sum_{i=1}^{q}\left(\beta_{i j 1}-\beta_{i j 2}\right) ; j=1,2,3\right\}
$$

These three sets of identifiable functions are orthogonal to each other in the sense that any function in $S_{v}$ is orthogonal to any function in $S_{\nu^{\prime}}\left(v, v^{\prime}=1,2,3 ; v \neq v^{\prime}\right)$.

The corresponding RHSs are obtained by writing the RHS of (9.19) in the form

$$
\boldsymbol{B}-\mathfrak{J}_{q} \times\left[\begin{array}{l}
2 \widehat{M}+\widetilde{A} \\
2 \widehat{M}-\widetilde{A} \\
2 \widehat{M}+\widetilde{B} \\
2 \widehat{M}-\widetilde{B} \\
2 \widehat{M}+\widetilde{A B} \\
2 \widehat{M}-\widetilde{A B}
\end{array}\right]
$$

We then find the following RHSs for

$$
\begin{aligned}
& S_{1}: \quad\left\{B_{i j .}-B_{q 3} ; i=1,2 \ldots, q ; j=1,2,3 ;(i j) \neq(3 q)\right\} \\
& S_{2}: \quad\left\{B_{i j 1}-B_{i j 2}-B_{q j 1}+B_{q j 2} ; i=1,2 \ldots, q-1 ; j=1,2,3\right\} \\
& S_{3}: \quad\left\{B_{.11}-B_{.12}-2 q \widetilde{A}, B_{.21}-B_{.22}-2 q \widetilde{B}, B_{.31}-B_{.32}-2 q \widetilde{A B}\right\}
\end{aligned}
$$

Within the context of the factorial calculus we can rewrite these for $S_{2}$ and $S_{3}$ as

$$
\begin{aligned}
& S_{2}: \quad\left\{2\left(\widetilde{A}_{i}-\widetilde{A}_{q}\right)(\text { for } j=1)\right. \\
& 2\left(\widetilde{B}_{i}-\widetilde{B}_{q}\right)(\text { for } j=2) \\
&\left.2\left(\widetilde{A B}_{i}-\widetilde{A B}_{q}\right)(\text { for } j=3) ; i=1,2 \ldots, q-1\right\} \\
& S_{3}:\{ \left\{\frac{4 q}{3}\left(\widetilde{A}_{\mathrm{I}}-\widetilde{A}_{\mathrm{II}, \mathrm{III}}\right), \frac{4 q}{3}\left(\widetilde{B}_{\mathrm{II}}-\widetilde{B}_{\mathrm{I}, \mathrm{III}}\right), \frac{4 q}{3}(\widetilde{A B}\right. \\
&\text { IIII } \left.\left.-\widetilde{A B}_{\mathrm{I}, \mathrm{II}}\right)\right\} \\
& \text { since } B_{i 11}-B_{i 12}=2 \widetilde{A}_{i \mathrm{I}}, B_{i 21}-B_{i 22}=2 \widetilde{B}_{i \mathrm{II}}, B_{i 21}-B_{i 32}=2 \widetilde{A B}_{i \mathrm{III}} .
\end{aligned}
$$

We recognize that the comparisons $S_{1}$ represent comparisons among replicates and the associated sum of squares is SS (Replicate) in Table 9.1. The comparisons of $S_{2}$ and $S_{3}$ are comparisons of block effects within replicates and hence belong to $\left(\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)$. The sum of squares associated with $S_{2}$ is SS (Remainder) of Table 9.2, each set for $j=1,2,3$ leading to a sum of squares with $q-1$ d.f. Finally, the three functions of $S_{3}$ give rise to the remaining three single d.f. sums of squares belonging to ( $\boldsymbol{X}_{\beta^{*}} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}$ ) as given in Table 9.3.

We have thus shown that a system of partial confounding can be analyzed using the general principles of incomplete block designs. Although we have only considered the intrablock analysis of a particular case, this line of argument can, of course, be carried over to the combined analysis and to the general case. It is hoped, however, that the reader realizes that the analysis can be described and performed much easier via the concepts of factorial experiments as the factorial structure of the treatments determines the structure of the incomplete block design.

### 9.4 EFFICIENCY OF PARTIAL CONFOUNDING

In general, reduction of block size will lead to a reduction of experimental error variance. On the other hand, this forces the experimenter to use a system of partial confounding, which may offset this gain. Therefore, if the experimenter has a choice of using blocks either of size 4 or of size 2 , he or she needs a criterion on which to base the choice. For the simple case discussed so far, this is obtained by comparing the information provided by both designs (using the same number of replicates) as given in Table 9.4.

The information of the partially confounded scheme relative to that of the scheme with no confounding is

$$
\begin{equation*}
\frac{2 q / \sigma_{2}^{2}}{3 q / \sigma_{4}^{2}}=\frac{2}{3} \frac{\sigma_{4}^{2}}{\sigma_{2}^{2}} \tag{9.21}
\end{equation*}
$$

where the subscript on $\sigma^{2}$ denotes the number of units per block. If $\sigma_{4}^{2}$ is greater than $3 / 2 \sigma_{2}^{2}$ (or $\sigma_{2}^{2}$ less than $2 / 3 \sigma_{4}^{2}$ ), the information is greater with the partially confounded design. Equivalently, we say then that the efficiency of the partially confounded design relative to the unconfounded design, as given by (9.21), is

Table 9.4 Information on Effects with Equal Confounding

|  | No Confounding |
| :---: | :---: | | Partial Confounding |
| :---: |
| of Section 9.2 |

Table 9.5 Information on Effects with Unequal Confounding

|  | No Confounding | Partial Confounding |
| :---: | :---: | :---: |
| $A$ |  | $\frac{4 q}{}$ |
| $B$ | $\frac{3 q}{\sigma_{4}^{2}}$ | $\sigma_{2}^{2}$ |
| $A B$ |  | $\frac{2 q}{\sigma_{2}^{2}}$ |

larger than 1 . In general, $\sigma_{4}^{2}$ will be greater than $\sigma_{2}^{2}$, but whether it will be sufficiently greater to give the advantage to the partially confounded design depends on the experimental material. In many cases this may prove to be a difficult question.

We have considered a scheme of partial confounding that results in equal information on main effects and the 2 -factor interaction. In some cases it may be more appropriate to obtain greater information on main effects. This would entail greater representation of replicates of type III, to an extent depending on the relative amounts of information required. Suppose that a basic repetition consists of one replicate each of types I and II and 2 replicates of type III and that there are $q$ such repetitions, that is, $4 q$ replicates all together. The amounts of information to be compared then are as given in Table 9.5.

Since the emphasis is on main effects, it seems reasonable to use the partial confounding scheme if $\sigma_{2}^{2}<\frac{3}{4} \sigma_{4}^{2}$.

The design utilizing partial confounding that we have just mentioned is obviously only one of many choices. The number of choices becomes even larger as the number of factors increases. Some such cases will be discussed in the following sections.

### 9.5 PARTIAL CONFOUNDING IN A $2^{3}$ EXPERIMENT

As we have mentioned earlier, the arrangements utilizing partial confounding that are best for any given situation depend on the information the experimenter wishes to obtain. Suppose, for example, with an experiment of three factors $A, B, C$, each at two levels, the experimenter desires maximum possible accuracy on main effects and equal information on the 2 -factor and 3 -factor interactions.

### 9.5.1 Blocks of Size 2

A suitable system of partial confounding will consist of a number of repetitions, $q$ say, of the following types of replicates:

Type I: Confound $A B, A C, B C$
Type II: Same as type I

Type III: Confound $A, B C, A B C$
Type IV: Confound $B, A C, A B C$
Type V: Confound $C, A B, A B C$
This design requires $5 q$ replicates, that is, $20 q$ blocks, which may not always be feasible. The information that this design yields as compared to the unconfounded design is given in Table 9.6.

For an example using SAS PROC FACTEX see Table 9.14, Section 9.10.1.

### 9.5.2 Blocks of Size 4

In this case the experimenter will use a number of repetitions of the following basic pattern (with each column representing a block):

I

| $(1)$ | $a$ |
| :---: | :---: |
| $a b$ | $b$ |
| $c$ | $a c$ |
| $a b c$ | $b c$ |

II

| $(1)$ | $b$ |
| :---: | :---: |
| $a c$ | $c$ |
| $b$ | $a b$ |
| $a b c$ | $b c$ |

III

| $(1)$ | $b$ |
| :---: | :---: |
| $b c$ | $c$ |
| $a$ | $a b$ |
| $a b c$ | $a c$ |

IV

| $(1)$ | $a$ |
| :---: | :---: |
| $a b$ | $b$ |
| $a c$ | $c$ |
| $b c$ | $a b c$ |

confounding $A B, A C, B C, A B C$ in replicates of types I, II, III, IV, respectively.
Suppose we use $q$ repetitions, the positions of replicates, and blocks within replicates and treatment combinations within blocks being randomized. The information from this design and the corresponding unconfounded design is given in Table 9.7. It follows then that the partially confounded design will yield more information on interactions than the unconfounded design and substantially more information on main effects if $\sigma_{4}^{2}$ is less than $\frac{3}{4} \sigma_{8}^{2}$.

Table 9.6 Information Given by Design for $\mathbf{2}^{\mathbf{3}}$ System in Blocks of Size 2

|  | No Confounding |  | Partial Confounding of Section 9.5.1 |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Information | Estimate From |  | Information | Estimate from <br> Replicate of Types |
| $A$ |  |  |  |  |  |
| $B$ |  |  | $8 q / \sigma_{2}^{2}$ | I, II, IV, V |  |
| $A B$ |  |  | $8 q / \sigma_{2}^{2}$ | I, II, III, V |  |
| $C$ | $\frac{10 q}{\sigma_{8}^{2}}$ | All replicates |  | $4 q / \sigma_{2}^{2}$ | III, IV |
| $A C$ |  |  | $8 q / \sigma_{2}^{2}$ | I, II, III, IV |  |
| $B C$ |  |  | $4 q / \sigma_{2}^{2}$ | III, V |  |
| $A B C$ |  |  | $4 q / \sigma_{2}^{2}$ | IV, V |  |

Table 9.7 Information Given by Design for $\mathbf{2}^{\mathbf{3}}$ System in Blocks of 4

|  | No Confounding |  | Partial Confounding of Section 9.5.2 |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Information | Estimate From |  | Information | Estimate from <br> Replicate of Types |
| $A$ |  |  | $8 q / \sigma_{4}^{2}$ | All |  |
| $B$ |  |  | $8 q / \sigma_{4}^{2}$ | All |  |
| $A B$ |  |  | $6 q / \sigma_{4}^{2}$ | II, III, V |  |
| $C$ | $\frac{8 q}{\sigma_{8}^{2}}$ | All replicates |  | $8 q / \sigma_{4}^{2}$ | All |
| $A C$ |  |  | $6 q / \sigma_{4}^{2}$ | I, III, V |  |
| $B C$ |  |  | $6 q / \sigma_{4}^{2}$ | I, II, V |  |
| $A B C$ |  |  | $q / \sigma_{4}^{2}$ | I, II, III |  |

Table 9.8 Structure of T|B-ANOVA

|  | Source of Variation | d.f. |
| :---: | :---: | :---: |
| a. | Replicates | $4 q-1$ |
|  | Blocks/replicates | $4 q$ |
|  | A | 1 |
|  | B | 1 |
|  | $A B$ | 1 |
|  | C | 1 |
|  | AC | 1 |
|  | BC | 1 |
|  | $A B C$ | 1 |
|  | Residual | $24 q-7$ |
|  | Total | $32 q-1$ |
| b. | Blocks/replicates | $4 q$ |
|  | AB | 1 |
|  | $A C$ | 1 |
|  | $B C$ | 1 |
|  | $A B C$ | 1 |
|  | $A B \times \mathrm{reps}_{\text {I }}$ | $q-1$ |
|  | $A C \times \mathrm{reps}_{\text {II }}$ | $q-1$ |
|  | $B C \times \mathrm{reps}_{\text {III }}$ | $q-1$ |
|  | $A B C \times \mathrm{reps}_{\text {IV }}$ | $q-1$ |

Table 9.8 (Continued)

|  | Source of Variation | d.f. |
| :--- | :--- | ---: |
| c. | Residual | $24 q-7$ |
|  | $A \times$ reps (all) | $4 q-1$ |
| $B \times$ reps (all) | $4 q-1$ |  |
| $A B \times$ reps (II, III, IV) | $3 q-1$ |  |
| $C \times$ reps (all) | $4 q-1$ |  |
| $A C \times$ reps (I, III, IV) | $3 q-1$ |  |
| $B C \times$ reps (I, II, IV) | $3 q-1$ |  |
|  | $A B C \times$ reps (I, II, III) | $3 q-1$ |

The partition of the degrees of freedom in the analysis of variance is given in Table 9.8a with a breakdown of the degrees of freedom for blocks in Table 9.8b and residual in Table 9.8c.

The computation of the various sums of squares follows the general procedure as indicated in Tables 9.1 and 9.2 using the observations from the respective replicates according to Tables 9.7 and 9.8.

### 9.6 PARTIAL CONFOUNDING IN A $2^{4}$ EXPERIMENT

### 9.6.1 Blocks of Size 2

In this situation each replicate will consist of eight blocks. With $s$ types of replicates, each utilizing a different system of confounding, there will be $8 s-1$ d.f. for blocks, 15 d.f. for treatments if no effect is completely confounded, and therefore $8 s-15$ d.f. for residual. In order to have an error based on a reasonable number of d.f., it seems that we need at least $s=4$ replicates. It follows from Table 8.3 that under these circumstances the best system of confounding appears to be as follows:

| Replicate | Effects and Interactions Confounded |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| I | $A$, | $B C$, | $A B C$, | $B D$, | $A B D$, | $C D$, | $A C D$ |
| II | $B$, | $A C$, | $A B C$, | $A D$, | $A B D$, | $C D$, | $B C D$ |
| III | $C$, | $A B$, | $A B C$, | $A D$, | $A C D$, | $B D$, | $B C D$ |
| IV | $D$, | $A B$, | $A B D$, | $A C$, | $A C D$, | $B C$, | $B C D$ |

These four replicates give $\frac{3}{4}$ relative information on main effects (in the sense that all main effects are estimated from three out of four replicates), $\frac{1}{2}$ relative information on 2-factor interactions, $\frac{1}{4}$ relative information on 3-factor interactions, and full information on the 4 -factor interaction.

Since the number of observations is already quite large for one set of replicates, it does not seem to be practical to have repetitions of the basic pattern given above.

### 9.6.2 Blocks of Size 4

Referring again to Table 8.3, we find that a reasonable pattern of confounding is obtained by combining two systems of confounding as follows:

| Replicate | Interactions Confounded |  |  |
| :--- | :--- | :--- | :--- |
| I | $A B$, | $C D$, | $A B C D$ |
| II | $A C$, | $B D$, | $A B C D$ |
| III | $A D$, | $A B C$, | $B C D$ |
| IV | $B C$, | $A B D$, | $A C D$ |

This yields full information on main effects, $\frac{3}{4}$ relative information on 2- and 3 -factor interactions, and $\frac{1}{2}$ relative information on the 4 -factor interaction. It also provides a sufficient number of degrees of freedom for residual.

For a design using replicates of types I and II see Section 9.10.2.
Another pattern of confounding, yielding equal information on all effects and interactions, is based on the completely orthogonalized $4 \times 4$ square given in Table 9.9. If we insert into each cell of this square the treatment combinations obtained by multiplying the treatment combinations listed for the corresponding row and column and then make up blocks of size 4 according to columns, rows, Latin letters, Greek letters, and numerals, we find the following pattern of confounding:

| Replicate | Blocks <br> Obtained From | Effects and Interactions <br> Confounded |
| :--- | :--- | :--- |
| I | Columns | $A, B, A B$ |
| II | Rows | $C, D, C D$ |
| III | Latin letters | $A C, B D, A B C D$ |
| IV | Greek letters | $A D, A B C, B C D$ |
| V | Numerals | $B C, A B D, A C D$ |

The reader will realize that this design is in fact a resolvable BIB design with parameters $t=16, b=20, r=5, k=4, \lambda=1$.

### 9.6.3 Blocks of Size 8

Most likely one would use here a system of complete confounding, namely confounding $A B C D$. If some information is wanted on all interactions, a reasonable

Table 9.9 Completely Orthogonalized $4 \times 4$ Square

|  | $(1)$ | $a$ | $b$ | $a b$ |
| :---: | :---: | :---: | :---: | :---: |
| $(1)$ | $A \alpha 1$ | $B \beta 2$ | $C \gamma 3$ | $D \delta 4$ |
| $c$ | $B \gamma 4$ | $A \delta 3$ | $D \alpha 2$ | $C \beta 1$ |
| $d$ | $C \delta 2$ | $D \gamma 1$ | $A \beta 4$ | $B \alpha 3$ |
| $c d$ | $D \beta 3$ | $C \alpha 4$ | $B \delta 1$ | $A \gamma 2$ |
| $c$ |  |  |  |  |
|  |  |  |  |  |

system of confounding would be to confound some or all of $A B C, A B D, A C D$, $B C D$, and $A B C D$, one in each replicate.

For all the examples discussed in this section it should be clear what the structure of the analysis is. Also, these examples should serve as an illustration for more general systems of partial confounding for $2^{n}$ experiments.

### 9.7 GENERAL CASE

The discussion in the preceding sections should have given an indication of how the concept of partial confounding can be utilized very effectively for obtaining information about most or all effects and interactions using blocks of small size. It also has pointed out that there exist many different designs, that is, patterns of confounding, for a given situation. There does not seem to be a reasonable way of discussing the various designs in general. A careful choice must be made for each specific experiment based on the objectives of the experiment and prior knowledge or expectations about the experimental situation. All designs, however, have certain properties in common, and we shall comment on these as they affect various parts of the analysis.

Suppose we have a $2^{n}$ factorial in blocks of size $2^{p}$. We then have $2^{n-p}$ blocks in each replicate; that is, $2^{n-p}-1$ interactions are confounded in each replicate. Let a basic pattern of partial confounding consist of $s$ types of replicates and let there be $q$ repetitions of the basic pattern. We can then divide the totality of the $2^{n}-1$ interactions into three mutually exclusive sets as follows:

$$
\begin{aligned}
& \mathcal{E}_{1}=\left\{E^{\boldsymbol{\alpha}_{k}}, k=1,2, \ldots, n_{1} ; \text { completely confounded }\right\} \\
& \mathcal{E}_{2}=\left\{E^{\boldsymbol{\gamma}_{\ell}}, \ell=1,2, \ldots, n_{2} ; \text { partially confounded }\right\} \\
& \mathcal{E}_{3}=\left\{E^{\delta_{m}}, m=1,2, \ldots, n_{3} ; \text { not confounded }\right\}
\end{aligned}
$$

with $n_{1}+n_{2}+n_{3}=2^{n}-1$. With regard to $\mathcal{E}_{2}$, let $E^{\boldsymbol{\gamma}_{\ell}}$ be confounded in $c\left(\gamma_{\ell}\right)$ replicates and not confounded in $u\left(\gamma_{\ell}\right)=s-c\left(\gamma_{\ell}\right)$ replicates. Finally, let $N=$ $2^{n} s q$ denote the total number of observations.

### 9.7.1 Intrablock Information

Each $E^{\delta_{m}} \in \mathcal{E}_{3}$ is estimated from all replicates, and

$$
\operatorname{var}\left(\widehat{E}^{\delta_{m}}\right)=\frac{1}{s q 2^{n-2}} \sigma_{e}^{2}
$$

and hence

$$
\begin{equation*}
\operatorname{SS}\left(E^{\delta_{m}}\right)=s q 2^{n-2}\left[\widehat{E}^{\delta_{m}}\right]^{2} \tag{9.22}
\end{equation*}
$$

$E^{\gamma \ell} \in \mathcal{E}_{2}$ is estimated from $q u(\gamma \ell)$ replicates with

$$
\begin{equation*}
\operatorname{var}\left(\widehat{E}^{\gamma_{\ell}}\right)=\frac{1}{q u\left(\gamma_{\ell}\right) 2^{n-2}} \sigma_{e}^{2} \tag{9.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{SS}\left(E^{\boldsymbol{\gamma}_{\ell}}\right)=q u\left(\gamma_{\ell}\right) 2^{n-2}\left[\widehat{E}^{\boldsymbol{\gamma}_{\ell}}\right]^{2} \tag{9.24}
\end{equation*}
$$

### 9.7.2 The ANOVAs

The basic partitioning of the total sum of squares and its d.f. in the T|B-ANOVA is given in Table 9.10a, with a further partitioning of the block and residual sum of squares indicated symbolically in Tables 9.10b and 9.10c. The ANOVA is based on model (9.1).

In Table 9.10a $\operatorname{SS}\left(E^{\boldsymbol{\gamma}_{\ell}}\right)$ and $\operatorname{SS}\left(E^{\boldsymbol{\delta}_{m}}\right)$ for $E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}$ and $E^{\boldsymbol{\delta}_{m}} \in \mathcal{E}_{3}$ are obtained from (9.22) and (9.24), respectively, and $\nu_{R}$ is obtained by subtraction. In Table 9.10b $\operatorname{SS}\left(E^{\boldsymbol{\alpha}_{k}}\right)_{c}$ and $\operatorname{SS}\left(E^{\boldsymbol{\gamma} \ell}\right)_{c}$ for $E^{\boldsymbol{\alpha}_{k}} \in \mathcal{E}_{1}$ and $E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}$ are obtained from the replicates in which these interactions are confounded, that is,

$$
\operatorname{SS}\left(E^{\boldsymbol{\alpha}_{k}}\right)_{c}=\operatorname{sq} 2^{n-2}\left[\widetilde{E}^{\boldsymbol{\alpha}_{k}}\right]^{2}
$$

and

$$
\operatorname{SS}\left(E^{\boldsymbol{\gamma}_{\ell}}\right)_{c}=q c\left(\gamma_{\ell} 2^{n-2}\right)\left[\widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right]^{2}
$$

Similarly

$$
\operatorname{SS}\left(E_{i j}^{\boldsymbol{\alpha}_{k}}\right)_{c}=2^{n-2}\left[\widetilde{E}_{i j}^{\boldsymbol{\alpha}_{k}}\right]^{2}
$$

and

$$
\operatorname{SS}\left(E_{i j}^{\boldsymbol{\gamma}_{\ell}}\right)_{c}=2^{n-2}\left[\widetilde{E}_{i j}^{\boldsymbol{\gamma}_{\ell}}\right]^{2}
$$

where ( $i j$ ) denotes the replicate $j$ in repetition $i$ and $\sum_{i j}^{\prime}$ denotes summation over all replicates in which a given $E^{\gamma_{\ell}}$ is confounded, that is, $q c\left(\gamma_{\ell}\right)$ replicates.

Also, in Table 9.10c $\operatorname{SS}\left(E_{i j}^{\gamma_{\ell}}\right)$ and $\operatorname{SS}\left(E_{i j}^{\delta_{m}}\right)$ are obtained from those replicates in which the corresponding effects are not confounded, that is,

$$
\operatorname{SS}\left(E_{i j}^{\gamma_{\ell}}\right)=2^{n-2}\left[\widehat{E}_{i j}^{\gamma_{\ell}}\right]^{2}
$$

Table 9.10 T|B-ANOVA for Partial Confounding

| Source | d.f. | SS |
| :--- | :--- | :--- |

a. Basic Partitioning

| $\boldsymbol{X}_{\rho} \mid \mathcal{J}$ | $s q-1$ | Usual |
| :--- | :--- | :--- |
| $\boldsymbol{X}_{\beta^{*}} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}$ | $s q\left(2^{n-p}-1\right)$ | Usual |
| $\boldsymbol{X}_{\tau} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}$ | $n_{2}+n_{3}$ | $\sum_{\ell} \operatorname{SS}\left(E^{\boldsymbol{\gamma}_{\ell}}\right)+\sum_{m} \operatorname{SS}\left(E^{\boldsymbol{\delta}_{m}}\right)$ |
| $\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\tau}$ | $v_{R}$ | Difference |
| Total | $N-1$ | Usual |

b. Partitioning of Block Sum of Squares

| $\boldsymbol{X}_{\beta^{*}} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}$ | $s q\left(2^{n-p}-1\right)$ |  |
| :--- | :--- | :--- |
| $\left\{E^{\boldsymbol{\alpha}_{k}}\right\}$ | $n_{1}$ | $\sum_{k} \operatorname{SS}\left(E^{\boldsymbol{\alpha}_{k}}\right)_{c}$ |
| $\left\{E^{\boldsymbol{\gamma}_{\ell}}\right\}$ | $n_{2}$ | $\sum_{\ell} \operatorname{SS}\left(E^{\boldsymbol{\gamma}_{\ell}}\right)_{c}$ |
| $\left\{E^{\boldsymbol{\alpha}_{k}} \times \mathrm{reps}\right\}$ | $n_{1}(s q-1)$ | $\sum_{k} \sum_{i j} \operatorname{SS}\left(E_{i j}^{\boldsymbol{\alpha}_{k}}\right)_{c}-\sum_{k} \operatorname{SS}\left(E^{\boldsymbol{\alpha}_{k}}\right)_{c}$ |
| $\left\{E^{\boldsymbol{\gamma}_{\ell}} \times \mathrm{reps}\right\}$ | $q \sum_{\ell} c\left(\gamma_{\ell}\right)-n_{2}$ | $\sum_{\ell} \sum_{i j}{ }^{\prime} \operatorname{SS}\left(E_{i j}^{\boldsymbol{\gamma}_{\ell}}\right)_{c}-\sum_{\ell} \operatorname{SS}\left(E^{\boldsymbol{\gamma}_{\ell}}\right)_{c}$ |

c. Partitioning of Residual Sum of Squares
$\boldsymbol{I} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\tau} \quad v_{R}$
$\left\{E^{\boldsymbol{\gamma}_{\ell}} \times \mathrm{reps}\right\} \quad q \sum_{\ell} u\left(\gamma_{\ell}\right)-n_{2} \quad \sum_{\ell} \sum_{i j}{ }^{\prime \prime} \operatorname{SS}\left(E_{i j}^{\gamma_{\ell}}\right)-\sum_{\ell} \operatorname{SS}\left(E^{\boldsymbol{\gamma}_{\ell}}\right)$
$\left\{E^{\delta_{m}} \times \mathrm{reps}\right\} \quad n_{3}(s q-1) \quad \sum_{m} \sum_{i j} \operatorname{SS}\left(E_{i j}^{\delta_{m}}\right)-\sum_{m} \operatorname{SS}\left(E^{\delta_{m}}\right)$
and

$$
\operatorname{SS}\left(E_{i j}^{\delta_{m}}\right)=2^{n-2}\left[\widehat{E}_{i j}^{\delta_{m}}\right]^{2}
$$

and $\sum^{\prime \prime}$ denotes summation over all replicates (ij) in which a given $E^{\boldsymbol{\gamma}_{\ell}}$ is not confounded, there being $q u\left(\gamma_{\ell}\right)$ such replicates.

Table 9.11 B|T-ANOVA for Partial Confounding

| Source | d.f. | SS |
| :---: | :---: | :---: |
| a. Basic Partitioning |  |  |
| $\boldsymbol{X}_{\rho} \mid \mathcal{J}$ | sq-1 | Usual |
| $\boldsymbol{X}_{\tau} \mid \mathcal{J}, \boldsymbol{X}_{\rho}$ | $2^{n}-1$ | Usual |
| $\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}$ | $s q\left(2^{n-p}-1\right)-n_{1}$ | Difference |
| $\boldsymbol{I} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}, \boldsymbol{X}_{\beta^{*}}$ | $\nu_{R}$ | From Table 9.10 |
| Total | $N-1$ | Usual |
| b. Partitioning of Block Sum of Squares |  |  |
| $\boldsymbol{X}_{\beta^{*}} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}$ | $s q\left(2^{n-p}-1\right)-n_{1}$ |  |
| $\widehat{E}^{\gamma_{\ell}}$ vs. $\widetilde{E}^{\gamma_{\ell}}$ |  | $\frac{q 2^{n-2}}{s} \sum_{\ell} c\left(\gamma_{\ell}\right) u\left(\gamma_{\ell}\right)\left[\widehat{E}^{\gamma_{\ell}}-\widetilde{E}^{\gamma_{\ell}}\right]^{2}$ |
| $\left\{E^{\boldsymbol{\alpha}_{k}} \times\right.$ reps $\}$ | $n_{1}(s q-1)$ | From Table 9.10b |
| $\left\{E^{\gamma_{\ell}} \times\right.$ reps $\}$ | $q \sum_{\ell} c\left(\gamma_{\ell}\right)-n_{2}$ | From Table 9.10b |

The B|T-ANOVA in its basic form is given in Table 9.11a and a partitioning of the block sum of squares is given in Table 9.11b. Here

$$
\operatorname{SS}\left(\widehat{E}^{\boldsymbol{\gamma}_{\ell}} \text { vs. } \widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right)=\frac{\left(\widehat{E}^{\boldsymbol{\gamma}_{\ell}}-\widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right)^{2}}{\operatorname{var}\left(\widehat{E}^{\boldsymbol{\gamma}_{\ell}}-\widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right) / \sigma_{e}^{2}}
$$

with

$$
\begin{aligned}
\operatorname{var}\left(\widehat{E}^{\gamma_{\ell}}-\widetilde{E}^{\gamma_{\ell}}\right) & =\left(\frac{1}{q u\left(\gamma_{\ell}\right) 2^{n-2}}+\frac{1}{q c\left(\gamma_{\ell}\right) 2^{n-2}}\right) \sigma_{e}^{2} \\
& =\frac{s}{q u\left(\gamma_{\ell}\right) c\left(\gamma_{\ell}\right) 2^{n-2}} \sigma_{e}^{2}
\end{aligned}
$$

### 9.7.3 Interblock Information

Assuming $\boldsymbol{\beta}^{*}$ to be a vector of i.i.d. random variables with $E\left(\boldsymbol{\beta}^{*}\right)=\boldsymbol{\phi}, E\left(\boldsymbol{\beta}^{*} \boldsymbol{\beta}^{* \prime}\right)$ $=\sigma_{\beta}^{2} \boldsymbol{I}$, we can obtain interblock information on the $E^{\boldsymbol{\alpha}_{k}} \in \mathcal{E}_{1}$ and $E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}$, namely

$$
E\left(\widetilde{E}^{\boldsymbol{\alpha}_{k}}\right)=E^{\boldsymbol{\alpha}_{k}} \text { with } \operatorname{var}\left(\widetilde{E}^{\boldsymbol{\alpha}_{k}}\right)=\frac{1}{s q 2^{n-2}}\left(\sigma_{e}^{2}+2^{p} \sigma_{\beta}^{2}\right)
$$

and

$$
\begin{equation*}
E\left(\widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right)=E^{\boldsymbol{\gamma}_{\ell}} \text { with } \operatorname{var}\left(\widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right)=\frac{1}{q c(\gamma \ell) 2^{n-2}}\left(\sigma_{e}^{2}+2^{p} \sigma_{\beta}^{2}\right) \tag{9.25}
\end{equation*}
$$

### 9.7.4 Combined Intra- and Interblock Information

Combined information is available for $E^{\gamma_{\ell}} \in \mathcal{E}_{2}$. Using (9.23) and (9.25), we obtain the combined estimator

$$
\begin{equation*}
\widehat{\widehat{E}}^{\boldsymbol{\gamma}_{\ell}}=\frac{u\left(\gamma_{\ell}\right) w \widehat{E}^{\boldsymbol{\gamma}_{\ell}}+c\left(\gamma_{\ell}\right) w^{\prime} \tilde{E}^{\boldsymbol{\gamma}_{\ell}}}{u\left(\gamma_{\ell}\right) w+c\left(\gamma_{\ell}\right) w^{\prime}} \tag{9.26}
\end{equation*}
$$

where, as usual, $w=1 / \sigma_{e}^{2}, w^{\prime}=1 /\left(\sigma_{e}^{2}+2^{p} \sigma_{\beta}^{2}\right)$. Letting $w^{\prime} / w=\rho$, we have

$$
\begin{align*}
\operatorname{var}\left(\widehat{\widehat{E}}^{\gamma_{\ell}}\right) & =\frac{1}{\left[u\left(\gamma_{\ell}\right) w+c\left(\gamma_{\ell}\right) w^{\prime}\right] q 2^{n-2}} \\
& =\frac{\sigma_{e}^{2}}{\left[u\left(\gamma_{\ell}\right)+c\left(\gamma_{\ell}\right) \rho\right] q 2^{n-2}} \tag{9.27}
\end{align*}
$$

### 9.7.5 Estimation of Weights

As always, we estimate $\sigma_{e}^{2}$ and hence $w$ from the T|B-ANOVA, and using the Yates procedure, we estimate $\sigma_{\beta}^{2}$ and hence $w^{\prime}$ from the $\mathrm{B} \mid \mathrm{T}-A N O V A$. From Table 9.10 we obtain

$$
\begin{equation*}
\widehat{\sigma}_{e}^{2}=\frac{\operatorname{SS}\left(\boldsymbol{I}, \boldsymbol{X}_{\rho}, \mathbf{X}_{\beta_{*}}, \boldsymbol{X}_{\tau}\right)}{v_{R}}=\operatorname{MS}\left(\boldsymbol{I} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\tau}\right) \tag{9.28}
\end{equation*}
$$

and hence $\widehat{w}=1 / \widehat{\sigma}_{e}^{2}$.
In order to estimate $w^{\prime}$ we consider the expected values of the sums of squares that form $\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)$ as given in Table 9.11 b . Under the mixed model assumption given in Section 9.7.3 above we find, for each $E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}$,

$$
\begin{align*}
E\left(\widehat{E}^{\gamma_{\ell}}-\widetilde{E}^{\gamma_{\ell}}\right)^{2} & =\operatorname{var}\left(\widehat{E}^{\gamma_{\ell}}-\widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right) \\
& =\frac{1}{q 2^{n-2}}\left[\frac{1}{u\left(\gamma_{\ell}\right)} \sigma_{e}^{2}+\frac{1}{c\left(\gamma_{\ell}\right)}\left(\sigma_{e}^{2}+2^{p} \sigma_{\beta}^{2}\right)\right] \\
& =\frac{s}{q 2^{n-2} u\left(\gamma_{\ell}\right) c\left(\gamma_{\ell}\right)}\left[\sigma_{e}^{2}+\frac{u\left(\gamma_{\ell}\right) 2^{p}}{s} \sigma_{\beta}^{2}\right] \tag{9.29}
\end{align*}
$$

and hence, from (9.29) and Table 9.11b,

$$
\begin{equation*}
E \operatorname{SS}\left(\widehat{E}^{\gamma_{\ell}} \text { vs. } \widetilde{E}^{\gamma_{\ell}}\right)=\sigma_{e}^{2}+\frac{u\left(\gamma_{\ell}\right) 2^{p}}{s} \sigma_{\beta}^{2} \tag{9.30}
\end{equation*}
$$

Since

$$
\begin{equation*}
E \operatorname{SS}\left(E^{\boldsymbol{\alpha}_{k}} \times \mathrm{reps}\right)=(s q-1)\left(\sigma_{e}^{2}+2^{p} \sigma_{\beta}^{2}\right) \tag{9.31}
\end{equation*}
$$

and

$$
\begin{equation*}
E \operatorname{SS}\left(E^{\boldsymbol{\gamma}_{\ell}} \times \mathrm{reps}\right)=\left[q c\left(\gamma_{\ell}\right)-1\right]\left(\sigma_{e}^{2}+2^{p} \sigma_{\beta}^{2}\right) \tag{9.32}
\end{equation*}
$$

we obtain, by using (9.30), (9.31), and (9.32) in Table 9.11b,

$$
\begin{equation*}
E M S\left(\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)=\sigma_{e}^{2}+\Delta 2^{p} \sigma_{\beta}^{2} \tag{9.33}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta=\frac{(1 / s) \sum_{\ell} u\left(\gamma_{\ell}\right)+n_{1}(s q-1)+q \sum_{\ell} c\left(\gamma_{\ell}\right)-n_{2}}{s q\left(2^{n-p}-1\right)-n_{1}} \tag{9.34}
\end{equation*}
$$

From (9.33), (9.34), and (9.28) we then obtain

$$
\begin{align*}
\widehat{\sigma}_{e}^{2}+2^{p} \widehat{\sigma}_{\beta}^{2}=\frac{1}{\widehat{w}^{\prime}}= & \left(1-\frac{1}{\Delta}\right) \operatorname{MS}\left(\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\tau}\right) \\
& +\frac{1}{\Delta} \operatorname{MS}\left(\boldsymbol{X}_{\beta^{*}} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right) \tag{9.35}
\end{align*}
$$

An interesting consequence of our derivation of $E \operatorname{MS}\left(\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)$ is that because of (9.30), that is, the heterogeneous expected values of the components of $\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)$, it follows that even under the assumption of normality $\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)$ does not follow a scaled $\chi^{2}$ distribution but rather is distributed as a linear combination of scaled $\chi^{2}$ distributions.

Of course, as we have discussed earlier (see Section 1.11), other estimation procedures can be used to obtain estimates of $\sigma_{e}^{2}$ and $\sigma_{\beta}^{2}$ (see Section 9.10 for numerical examples using such procedures).

### 9.7.6 Efficiencies

Under a system of no confounding with $r=q s$ replicates per treatment combination ( $=$ number of blocks of size $2^{n}$ ) and a particular pattern of partial confounding, we can compare the following amounts of information:

## No Confounding Partial Confounding

| $E^{\boldsymbol{\alpha}_{k}} \in \mathcal{E}_{1}$ | $s q 2^{n-2} / \sigma_{n}^{2}$ | 0 |
| :--- | :---: | :---: |
| $E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}$ | $s q 2^{n-2} / \sigma_{n}^{2}$ | $u\left(\gamma_{\ell}\right) q 2^{n-2} / \sigma_{p}^{2}$ |
| $E^{\delta_{m}} \in \mathcal{E}_{3}$ | $s q 2^{n-2} / \sigma_{n}^{2}$ | $s q 2^{n-2} / \sigma_{p}^{2}$ |

where $\sigma_{n}^{2}$ denotes $\sigma_{e}^{2}$ for blocks of size $2^{n}$ and $\sigma_{p}^{2}$ denotes $\sigma_{e}^{2}$ for blocks of size $2^{p}$. From this we can compute the efficiency for each interaction and determine when the information on interactions in $\mathcal{E}_{2}$ and $\mathcal{E}_{3}$ under confounding is at least
as good as that without confounding depending on the ratio $\sigma_{p}^{2} / \sigma_{e}^{2}$. Excepting interactions in $\mathcal{E}_{1}$ we can express the average efficiency as

$$
\frac{\left[\sum_{\ell} u\left(\gamma_{\ell}\right)+n_{3} s\right] /\left(n_{2}+n_{3}\right) s}{\sigma_{n}^{2} / \sigma_{p}^{2}}
$$

### 9.8 DOUBLE CONFOUNDING

In certain experimental situations it may be necessary to use more sophisticated systems of confounding than we have discussed up to this point. Consider, for example, a $2^{5}$ experiment, where each treatment is applied to a certain material that is then processed by a machine. Homogeneous batches of material, sufficient for four runs (treatment combinations), are available and, in order to complete the experiment in a reasonable time, four machines will be used; that is, each machine will handle eight pieces of material from eight different batches, each piece of material being treated differently (by one of the $2^{5}$ treatment combinations). In order to eliminate batch-to-batch variation we might consider each batch as a block of size 4. Elimination of possible systematic differences among machines suggests to consider each machine as a block of size 8 . Combining these two types of blocking and their corresponding systems of confounding leads to an arrangement of the treatment combinations in a rectangular array that is referred to as a system of double confounding. For the present example this is illustrated in Table 9.12.

This arrangement is obtained by confounding $A B C, C D E, A B D E$ with rows (machines) and $A B, C D, A B C D, B D E, A D E, B C E$, ACE with columns (batches) (see Table 8.3) and then constructing the intrablock subgroup for each system of confounding. These subgroups represent the first row and first column, respectively, in Table 9.12. The remaining treatment combinations are then filled in by taking products of appropriate treatment combinations according to the usual rules. In the actual experiment rows and columns are, of course, randomized.

Table $9.12 \quad 2^{5}$ Experiment in $4 \times 8$ Pattern

| Machines |  | Batches |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|  | 1 | (1) | $a b$ | ace | $b c e$ | abde | de | bcd | acd |
|  | 2 | abe | $e$ | $b c$ | $a c$ | $d$ | $a b d$ | acde | $b c d e$ |
|  | 3 | cde | abcde | ad | $b d$ | $a b c$ | c | be | ae |
|  | 4 | $a b c d$ | $c d$ | bde | ade | ce | abce | $a$ | $b$ |

Table 9.13 Analysis of Variance for Double Confounding Scheme

| Source of Variation | d.f. |
| :--- | ---: |
| Replicates | 1 |
| Rows/replicates | 6 |
| Columns/replicates | 14 |
| $A, B, A B_{\mathrm{II}}, C, A C_{\mathrm{I}}, B C$, |  |
| $D, A D, B D, C D_{\mathrm{II}}, E, A E$, | 15 |
| $B E_{\mathrm{I}}, C E, D E$ |  |
| Residual | 27 |

The observation in the $j$ th row and $k$ th column receiving the $\ell$ th treatment is represented by the model

$$
\begin{equation*}
y_{j k \ell}=\mu+\rho_{j}+\gamma_{k}+\tau_{\ell}+e_{j k \ell} \tag{9.36}
\end{equation*}
$$

where the terms have the obvious meaning. However, this particular design is of little value unless repeated, for the only means of estimating the error variance is to use unconfounded interactions involving three or more factors, so that only 8 d.f. are available. In replications it would be well to use different schemes of confounding (i.e., partial confounding) so that some within-row-and-column information could be obtained on all important effects and interactions. If different sets of machines are used in different replicates, model (9.36) will be extended as follows:

$$
\begin{equation*}
y_{i j k \ell}=\mu+\alpha_{i}+\rho_{i j}+\gamma_{i k}+\tau_{\ell}+e_{i j k \ell} \tag{9.37}
\end{equation*}
$$

where $\alpha_{i}$ is the effect of the $i$ th replicate, $\rho_{i j}$ the effect of the $j$ th row (machine) in the $i$ th replicate, $\gamma_{i k}$ the effect of the $k$ th column (batch) in the $i$ th replicate, $\tau_{\ell}$ the effect of the $\ell$ th treatment combination, and $e_{i j k \ell}$ the error associated with the unit in the $j$ th row and $k$ th column of the $i$ th replicate receiving the $\ell$ th treatment. The structure of the ANOVA for model (9.37) is exhibited in Table 9.13 using two replicates and confounding in the second replicate $A C D, B C E, A B D E$ with rows, $A C, B E, A B C E, B C D, A B D, C D E, A D E$ with columns. We assume that interactions involving three or more factors are negligible. The d.f. for error in Table 9.13 can be broken down into 12 d.f. from unconfounded or partially confounded higher order interactions and 15 d.f. from comparisons of unconfounded effects and interactions in the two replicates, for example, $\widehat{A}_{\mathrm{I}}$ versus $\widehat{A}_{\text {II }}$.

### 9.9 CONFOUNDING IN SQUARES

In the previous section we have discussed systems of confounding in a rectangular array utilizing in general columns as blocks of size $2^{p}$ and rows as blocks of size
$2^{n-p}$. A special case, $p=n / 2$, would lead to a square array. More generally, however, confounding in squares refers to any type of square array with blocks of size $2^{p}$ in both directions. Then every treatment combination appears $2^{2 p-n}$ times in the array. We shall consider a few specific examples illustrating the procedure (Kempthorne, 1952, Chapter 15).

### 9.9.1 $\quad 2^{3}$ Factorial in Two $4 \times 4$ Squares

We need to confound one interaction with columns and one interaction with rows, and since two replicates are necessary to get an adequate estimate of the error variance, we may completely confound these two interactions, or we may partially confound four interactions, or we may partially confound two interactions (say, two 2-factor interactions) and completely confound one interaction (say, the 3factor interaction). Examples of each follow.

1. If $A B C$ is confounded with columns and $B C$ with rows, both replicates will be randomizations of one of the squares

| (1) | $a$ | $b c$ | $a b c$ |  | $(1)$ | $a$ | $b c$ | $a b c$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a b$ | $b$ | $a c$ | $c$ | or | $a b$ | $c$ | $a c$ | $b$ |
| $a c$ | $c$ | $a b$ | $b$ |  | $a c$ | $b$ | $b c$ | $c$ |
| $b c$ | $a b c$ | (1) | $a$ |  | $b c$ | $a b c$ | (1) | $a$ |

Note that the first square is constructed by the method described in Section 9.8. Also, the ANOVA has a structure similar to that given in Table 9.13.
2. If $A B C$ and $B C$ are confounded with columns and rows, respectively, in one square, and $A B$ and $A C$ are confounded with columns and rows, respectively, in the second square, we obtain the following result:

| (1) | $a$ | $b c$ | $a b c$ |  | $(1)$ | $a$ | $a b c$ | $a c$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a b$ | $b$ | $a c$ | $c$ | and | $a b$ | $b$ | $c$ | $b c$ |
| $a c$ | $c$ | $a b$ | $b$ |  | $a b c$ | $b c$ | $(1)$ | $b$ |
| $b c$ | $a b c$ | $(1)$ | $a$ |  | $c$ | $a c$ | $a b$ | $a$ |

Here we obtain full information on main effects and $\frac{1}{2}$ relative information on interactions. As a result, however, the error d.f. are reduced from 13 to 11 compared to the previous design.
3. If we confound ABC with columns in both squares, $B C$ with rows in one square, and $A B$ with rows in the second square, we obtain

| (1) | $a$ | $b c$ | $a b c$ |  | $(1)$ | $c$ | $a b$ | $a b c$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a b$ | $b$ | $a c$ | $c$ | and | $a b$ | $a b c$ | $(1)$ | $c$ |
| $a c$ | $c$ | $a b$ | $b$ | an |  |  |  |  |
| $b c$ | $a b c$ | $(1)$ | $a$ |  | $b c$ | $b$ | $b c$ | $b$ |
| $b c$ | $a$ |  |  |  |  |  |  |  |

### 9.9.2 $\quad 2^{4}$ Factorial in $8 \times 8$ Squares

An interesting alternative to completely confounding two interactions with rows and columns is the following: Partially confound four 3-factor interactions with row pairs and completely confound the 4 -factor interaction with the four column pairs. This leads to the following design, where $A B C, A B D, A C D, B C D$ are confounded with row pairs I, II, III, IV, respectively:

| I | (1) | d | $a b$ | $a b d$ | $a c$ | acd | $b c$ | bcd |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ad | $a$ | $b d$ | $b$ | $c d$ | $a b c$ | abcd | c |
|  | $a b$ | c | (1) | $a b c$ | ad | $b c d$ | $b d$ | acd |
|  | $a c$ | $b$ | $b c$ | $a$ | $a b c d$ | $a b d$ | $c d$ | $d$ |
| III | cd | $a b c$ | $a c$ | $b c d$ | (1) | $b$ | ad | $a b d$ |
|  | $b c$ | acd | abcd | $c$ | $b d$ | $d$ | $a b$ | $a$ |
| IV | $b d$ | abd | $c d$ | acd | $b c$ | $a$ | (1) | $a b c$ |
|  | $a b c d$ | $b c d$ | ad | $d$ | $a b$ | $c$ | $a c$ | $b$ |

This design will provide $\frac{3}{4}$ relative information on the 3 -factor interactions $A B C, A B D, A C D$, and $B C D$, no information on $A B C D$, and full information on main effects and 2 -factor interactions. If replications can be done, other systems of partial confounding may be used. The structure of the ANOVA is similar to that given in Table 9.13.

Yates (1937a) has given arrangements for the $2^{5}$ and $2^{6}$ experiment in $8 \times 8$ squares. Through the process of randomizing rows and columns, these arrangements may lead (with considerable frequency) to undesirable configurations. Grundy and Healy (1950) have provided solutions to this problem by using the concept of restricted randomization.

### 9.10 NUMERICAL EXAMPLES USING SAS

In this section we shall illustrate the use of PROC FACTEX to construct designs with partial confounding and PROC GLM and PROC MIXED to analyze data from such designs.

### 9.10.1 $\quad 2^{3}$ Factorial in Blocks of Size 2

Using one replicate each of types III, IV, and V as defined in Section 9.5.1 leads to a design with partial confounding of $A, B, C, A B, A C, B C$ and complete confounding of $A B C$. The SAS input and output are given in Table 9.14.

Table 9.14 $2^{\mathbf{3}}$ Factorial in Blocks of Size 2 Using Partial Confounding

```
options nodate pageno=1;
proc factex;
factors A B C;
blocks size=2;
model est=(A B A*C B*C);
examine design confounding;
output out=replicate1 blockname=block nvals=(1 2 3 4);
title1 'TABLE 9.14';
title2 '2**3 FACTORIAL IN BLOCKS OF SIZE 2';
title3 'USING PARTIAL CONFOUNDING';
title4 '(CONFOUNDING ABC, AB AND C IN REP 1)';
run;
proc factex;
factors A B C;
blocks size=2;
model est=(A C A*B B*C);
examine design confounding;
output out=replicate2 blockname=block nvals=(5 6 7 8);
title4 '(CONFOUNDING ABC, AC AND B IN REP 2';
run;
proc factex;
factors A B C;
blocks size=2;
model est=(B C A*B A*C);
examine design confounding;
output out=replicate3 blockname=block nvals=(9 10 11 12);
title4 '(CONFOUNDING ABC, BC, AND A IN REP 3)';
run;
data combine;
set replicate1 replicate2 replicate3;
run;
proc print data=combine;
title4 '(PARTIALLY CONFOUNDING A, B, AB, C AC, BC';
title5 'AND COMPLETELY CONFOUNDING ABC)';
run;
```

Table 9.14 (Continued)

```
    2**3 FACTORIAL IN BLOCKS OF SIZE 2
                    USING PARTIAL CONFOUNDING
(CONFOUNDING ABC, AB AND C IN REP 1)
```

```
The FACTEX Procedure
    Design Points
```

| Experiment <br> Number | A | B | C | Block |
| :---: | :---: | :---: | :---: | ---: |
| 1 | -1 | -1 | -1 | 1 |
| 2 | -1 | -1 | 1 | 4 |
| 3 | -1 | 1 | -1 | 2 |
| 4 | -1 | 1 | 1 | 3 |
| 5 | 1 | -1 | -1 | 2 |
| 6 | 1 | -1 | 1 | 3 |
| 7 | 1 | 1 | -1 | 1 |
| 8 | 1 | 1 | 1 | 4 |

Block Pseudofactor Confounding Rules

$$
\begin{aligned}
{[\mathrm{B} 1] } & =\mathrm{A} * \mathrm{~B} * \mathrm{C} \\
{[\mathrm{~B} 2] } & =\mathrm{C}
\end{aligned}
$$

2**3 FACTORIAL IN BLOCKS OF SIZE 2 USING PARTIAL CONFOUNDING (CONFOUNDING ABC, AC AND B IN REP 2)

```
Design Points
```

| Experiment |
| :---: |
| Number |

A B $\quad$ C $\quad$ Block

Table 9.14 (Continued)

| 2**3 FACTORIAL IN BLOCKS OF SIZE 2 <br> USING PARTIAL CONFOUNDING <br> (CONFOUNDING ABC, BC, AND A IN REP 3) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Experiment |  |  |  |  |  |
| Number | A | B | C Block |  |  |
| 1 | -1 | -1 | -1 |  | 3 |
| 2 | -1 | -1 | 1 |  | 2 |
| 3 | -1 | 1 | -1 |  | 2 |
| 4 | -1 | 1 | 1 |  | 3 |
| 5 | 1 | -1 | -1 |  | 4 |
| 6 | 1 | -1 | 1 |  | 1 |
| 7 | 1 | 1 | -1 |  | 1 |
| 8 | 1 | 1 | 1 |  | 4 |
| Block Pseudofactor Confounding Rules |  |  |  |  |  |
| $\begin{aligned} {[\mathrm{B} 1] } & =\mathrm{A} * \mathrm{~B} * \mathrm{C} \\ {[\mathrm{~B} 2] } & =\mathrm{B} * \mathrm{C} \end{aligned}$ |  |  |  |  |  |
| 2**3 FACTORIAL IN BLOCKS OF SIZE 2 USING PARTIAL CONFOUNDING |  |  |  |  |  |
| (PARTIALLY CONFOUNDING $A, B, A B, C, A C, B C$ AND COMPLETELY CONFOUNDING ABC) |  |  |  |  |  |
| Obs | block | A | B | C |  |
| 1 | 1 | -1 | -1 | -1 |  |
| 2 | 1 | 1 | 1 | -1 |  |
| 3 | 2 | -1 | 1 | -1 |  |
| 4 | 2 | 1 | -1 | -1 |  |
| 5 | 3 | -1 | 1 | 1 |  |
| 6 | 3 | 1 | -1 | 1 |  |
| 7 | 4 | -1 | -1 | 1 |  |
| 8 | 4 | 1 | 1 | 1 |  |
| 9 | 5 | -1 | 1 | 1 |  |
| 10 | 5 | 1 | 1 | -1 |  |
| 11 | 6 | -1 | -1 | 1 |  |
| 12 | 6 | 1 | -1 | -1 |  |
| 13 | 7 | -1 | -1 | -1 |  |
| 14 | 7 | 1 | -1 | 1 |  |
| 15 | 8 | -1 | 1 | -1 |  |
| 16 | 8 | 1 | 1 | 1 |  |
| 17 | 9 | 1 | -1 | 1 |  |
| 18 | 9 | 1 | 1 | -1 |  |
| 19 | 10 | -1 | -1 | 1 |  |
| 20 | 10 | -1 | 1 | -1 |  |
| 21 | 11 | -1 | -1 | -1 |  |
| 22 | 11 | -1 | 1 | 1 |  |
| 23 | 12 | 1 | -1 | -1 |  |
| 24 | 12 | 1 | 1 | 1 |  |

Note that there are three input statements, one for each replicate, and that the ESTIMATE statement specifies which effects should be estimable and hence which effects should be confounded in a given replicate.

Various aspects of the analysis of data from the design of Table 9.14 are illustrated in Table 9.15

The intrablock analysis is performed with PROC GLM and the combined analysis with PROC MIXED. The output is fairly self-explanatory, but we shall make the following comments, mainly to relate the numerical output to the theoretical developments in this chapter:

1. For the intrablock analysis, that is, the GLM procedure, estimates of all effects are obtained from the replicates in which they are not confounded with blocks. For example, the main effect $A$ is estimated from replicates 1 and 2 , that is, blocks $1-8$, yielding $\widehat{A}=3.0$.
2. The standard error for $\widehat{A}$ is obtained from

$$
\widehat{\operatorname{var}}(\widehat{A})=\frac{1}{2 \cdot 2^{3-2}} \widehat{\sigma}_{e}^{2}=\frac{1}{4} \cdot 7.5833=1.8958
$$

as

$$
\operatorname{se}(\widehat{A})=\sqrt{\widehat{\operatorname{var}}(\widehat{A})}=1.3769
$$

3. Concerning the combined analysis using PROC MIXED, we notice that the estimate for $\sigma_{e}^{2}$ obtained here, namely $\widehat{\sigma}_{e}^{2}=8.0297$, is different from the estimate obtained from PROC GLM. The reason for this is that $\sigma_{e}^{2}$ and $\sigma_{\beta}^{2}$ are estimated jointly using the REML procedure (see Section 1.11.2) rather than the ANOVA procedure as outlined in Section 9.7.
4. With $\widehat{\sigma}_{e}^{2}=8.027$ and $\widehat{\sigma}_{\beta}^{2}=2.4656$ the weights $w$ and $w^{\prime}$ (see Section 9.7.5) are estimated as

$$
\begin{aligned}
\widehat{w} & =\frac{1}{\widehat{\sigma}_{e}^{2}}=.1245 \\
\widehat{w}^{\prime} & =\frac{1}{\widehat{\sigma}_{e}^{2}+2 \widehat{\sigma}_{\beta}^{2}}=\frac{1}{12.96}=.0772
\end{aligned}
$$

5. To illustrate the combining of intra- and interblock information, we consider estimation of $A$. From the intrablock analysis we have $\widehat{A}_{\mathrm{I}, \mathrm{II}}=3.0$. From replicate 3 we find $\widetilde{A}_{\text {III }}=5.50$. Then [see (9.26)]

$$
\widehat{\hat{A}}=\frac{2 \times .1245 \times 3.0+.0772 \times 5.50}{2 \times .1245+.0772}=3.5916
$$

which is (apart from rounding error) the value given in the output.

Table 9.15 Analysis of $\mathbf{2}^{\mathbf{3}}$ Factorial With Partial Confounding

```
options nodate pageno=1;
data confound;
input rep block A B C Y @@;
datalines;
1 1 0 0 0 8 2 5 0 1 1 22 3 9 1 0 1 39
1 1 1 1 0 13 2 5 1 1 0 25 3 9 1 1 0 32
1 2 0 0 1 0 15 2 6 0 0 1 1 20 3 10 00 0 1 1 28
1 2 1 1 0 0 9 2 6 1 0 0 18 3 10 0 1 0 26
1 3 0 1 1 1 11 2 2 7 0 0 0 20 3 11 0 0 0 0 30
1 3 1 1 0 1 1 18 2 7 7 1 0 1 21 3 11 0 1 1 1 33
1 4
1 4 1 1 1 1 19 2 8 1 1 1 1 21 3 3 12 1 1 1 1 41
;
run;
proc print data=confound;
title1 'TABLE 9.15';
title2 '2**3 FACTORIAL WITH PARTIAL CONFOUNDING';
run;
proc glm data=confound;
class rep block A B C;
model Y= rep block(rep) A|B|C@2;
estimate 'Main effect A' A -1 1;
estimate 'Interaction AB' A*B 1 -1 -1 1/divisor=2;
title3 'INTRA-BLOCK ANALYSIS';
run;
proc mixed data=confound;
class rep block A B C;
model Y= rep A|B|C/ddfm=satterth;
random block(rep);
estimate 'Main effect A' A -1 1;
estimate 'Interaction AB' A*B 1 -1 -1 1/divisor=2;
estimate 'Interaction ABC' A*B*C 1 -1 -1 1 -1 1 1 -1/divisor=4;
title3 'COMBINED INTRA- AND INTER-BLOCK ANALYSIS';
run;
proc glm data=confound;
class rep block A B C;
model Y= rep A|B|C block(rep);
title3 'AUXILIARY ANALYSIS';
run;
```
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2**3 FACTORIAL WITH PARTIAL CONFOUNDING
COMBINED INTRA- AND INTERBLOCK ANALYSIS

The Mixed Procedure

Model Information

| Data Set | WORK.CONFOUND |
| :--- | :--- |
| Dependent Variable | Y |
| Covariance Structure | Variance Components |
| Estimation Method | REML |
| Residual Variance Method | Profile |
| Fixed Effects SE Method | Model-Based |
| Degrees of Freedom Method | Satterthwaite |

Class Level Information

| Class | Levels |  | Values |  |  |  |  |  |  |  |  |  |  |
| :--- | ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | 3 | 1 | 2 | 3 |  |  |  |  |  |  |  |  |
| rep | 12 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| block | 2 | 0 | 1 |  |  |  |  |  |  |  |  |  |  |
| A | 2 | 0 | 1 |  |  |  |  |  |  |  |  |  |  |
| B | 2 | 0 | 1 |  |  |  |  |  |  |  |  |  |  |
| C |  |  |  |  |  |  |  |  |  |  |  |  |  |

Dimensions

Covariance Parameters 2
Columns in X 30
Columns in Z 12
Subjects 1
Max Obs Per Subject 24
Observations Used 24
Observations Not Used 0
Total Observations 24

Iteration History

Iteration Evaluations -2 Res Log Like Criterion

| 0 | 1 | 83.94834175 |  |
| :--- | :--- | :--- | :--- |
| 1 | 2 | 83.76036493 | 0.00000969 |
| 2 | 1 | 83.76008026 | 0.00000000 |
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| 2**3 FACTORIAL WITH PARTIAL CONFOUNDING AUXILIARY ANALYSIS |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| The GLM Procedure |  |  |  |  |  |  |
| Class Level Information |  |  |  |  |  |  |
| Class |  | Levels Value |  | es |  |  |
| rep |  |  | 31123 |  |  |  |
| block |  |  | $121 \begin{array}{ll}12\end{array}$ | $\begin{array}{lllllll}3 & 4 & 5 & 6 & 7 & 8 & 9\end{array}$ | 101112 |  |
| A |  |  | 201 |  |  |  |
| B |  |  | 2001 |  |  |  |
| C |  |  | 201 |  |  |  |
| Number of observations 24 |  |  |  |  |  |  |
| Dependent Variable: y |  |  |  |  |  |  |
| Sum of |  |  |  |  |  |  |
| Model |  | 17 | 1889.833333 | 111.166667 | 14.66 | 0.0016 |
| Error |  | 6 | 45.500000 | 7.583333 |  |  |
| Corrected Total |  | 231935.333333 |  |  |  |  |
|  | R-Square |  | Coeff Var | Root MSE | Y Mean |  |
|  | 0.976490 |  | 12.70978 | 2.753785 | 21.66667 |  |
| Source | DF |  | Type I SS M | Mean Square | F Value | $\mathrm{Pr}>\mathrm{F}$ |
| rep | 2 |  | 537.333333 | 768.666667 | 101.36 | $<.0001$ |
| A | 1 |  | 88.166667 | 88.166667 | 11.63 | 0.0143 |
| B | 1 |  | 37.500000 | 37.500000 | 4.95 | 0.0678 |
| A*B | 1 |  | 2.666667 | 2.666667 | 0.35 | 0.5748 |
| C | 1 |  | 66.666667 | 66.666667 | 8.79 | 0.0251 |
| A* C | 1 |  | 37.500000 | 37.500000 | 4.95 | 0.0678 |
| B*C | 1 |  | 0.166667 | 0.166667 | 0.02 | 0.8870 |
| A*B*C | 1 |  | 24.000000 | 24.000000 | 3.16 | 0.1256 |
| block (rep) | p) 8 |  | 95.833333 | 11.979167 | 1.58 | 0.2973 |

Table 9.15 (Continued)

| Source | DF | Type III SS | Mean Square | F Value | Pr $>$ F |
| :--- | ---: | ---: | ---: | ---: | ---: |
| rep | 2 | 1537.333333 | 768.666667 | 101.36 | $<.0001$ |
| A | 1 | 36.000000 | 36.000000 | 4.75 | 0.0722 |
| B | 1 | 36.000000 | 36.000000 | 4.75 | 0.0722 |
| A*B | 1 | 12.250000 | 12.250000 | 1.62 | 0.2508 |
| C | 1 | 56.250000 | 56.250000 | 7.42 | 0.0345 |
| A*C | 1 | 81.000000 | 81.000000 | 10.68 | 0.0171 |
| B*C | 1 | 4.000000 | 4.000000 | 0.53 | 0.4950 |
| A*B*C | 0 | 0.000000 | . | . | . |
| block (rep) | 8 | 95.833333 | 11.979167 | 1.58 | 0.2973 |

Using (9.27), we obtain

$$
\widehat{\operatorname{var}}(\widehat{\widehat{A}})=\frac{8.0297}{(2+0.6201) 2}=1.5323
$$

and hence

$$
\operatorname{se}(\widehat{\widehat{A}})=1.2379
$$

which is (apart from rounding error) the value given in the output.
6. Using all three replicates, we find

$$
\widetilde{A B C}=2.0
$$

with

$$
\widehat{\operatorname{var}}(\widetilde{A B C})=\frac{1}{3 \times 2} 12.96=2.16
$$

and

$$
\operatorname{se}(\widetilde{A B C})=1.4697
$$

7. We use the results of Table 9.15 -auxiliary analysis-to illustrate the numerical implementation of some of the results of Sections 9.7.4 and 9.7.5 The reader will recognize that the type I SS are those of the B|T-ANOVA in Table 9.11. Its main purpose is the estimation of $w$ and $w^{\prime}$. Obviously,

$$
\widehat{w}=\frac{1}{7.5833}=.1319
$$

and with $\Delta=0.75$ in (9.34), we obtain

$$
\widehat{w}^{\prime}=(-0.3333 \times 7.5833+1.3333 \times 11.9792)^{-1}=0.0744
$$

The values for $\widehat{w}$ and $\widehat{w}^{\prime}$ are used to obtain, for example,

$$
\widehat{\hat{A}}=\frac{0.1319 \times 3.0+0.0744 \times 5.5}{0.1319+0.0744}=3.9016
$$

[see (9.26) and from (9.27)],

$$
\begin{aligned}
\widehat{\operatorname{var}}(\widehat{\widehat{A}}) & =\frac{7.5833}{(2+0.5641) 2}=1.4787 \\
\operatorname{se}(\widehat{\widehat{A}}) & =1.2160
\end{aligned}
$$

which is in good agreement with the results obtained in 5 .

### 9.10.2 $2^{4}$ Factorial in Blocks of Size 4

Assuming that the 4 -factor into action $A B C D$ is negligible and that we want full information on all main effects, using eight blocks of size 4, a suitable design (from inspection of Table 8.3) is to confound $A B$ and $C D$ and, hence, $A B C D$ in one replicate and $A C$ and $B D$ and, hence, $A B C D$ in the other replicate. Such a design is given in Table 9.16, generated by PROC FACTEX. This design results in the following three sets (see Section 9.7):

$$
\begin{aligned}
& \mathcal{E}_{1}=\{A B C D\} \quad n_{1}=1 \\
& \mathcal{E}_{2}=\{A B, A C, B D, C D\} \quad n_{2}=4 \\
& \mathcal{E}_{3}=\{A, B, C, D, A D, B C, A B C, A B D, A C D, B C D\} \quad n_{3}=10
\end{aligned}
$$

with zero information on $\varepsilon_{1}, \frac{1}{2}$ information on $\varepsilon_{2}$, and full information on $\varepsilon_{3}$.
The analysis of a data set using the design of Table 9.16 is given in Table 9.17 using PROC GLM for intrablock analysis and PROC MIXED for the combined analysis.

The same comments made in Section 9.10.1 apply here also, and the reader is encouraged to perform the computations using previously described methodology in order to verify agreement with the computer output. We only make one additional comment concerning unconfounded effects, for example, main effect $A$. Since $A$ is unconfounded, only intrablock information exists. This is reflected in the fact that the estimates for $A$ are the same, namely $\widehat{A}=4.6250$, in the PROC GLM and PROC MIXED outputs. However, the standard errors are slightly different, 0.8705 for PROC GLM versus 0.8722 for PROC MIXED, due to the fact that the estimation procedures for variance components and hence the estimates are different (due to unbalancedness) for the two procedures, $\widehat{\sigma}_{e}^{2}=6.0625$ for PROC GLM and $\widehat{\sigma}_{e}^{2}=6.0857$ for PROC MIXED. The difference in this case is, of course, negligible.

Table 9.16 $\quad 2^{4}$ Factorial in Blocks of Size 4 Using Partial Confounding

```
options nodate pageno=1;
proc factex;
factors A B C D;
blocks size=4;
model est=(A B C A*C B*C D A*D B*D A*B*C A*B*D A*C*D B*C*D);
examine design confounding;
output out=replicate1 blockname=block nvals=(1 2 3 4);
title1 'TABLE 9.16';
title2 '2**4 FACTORIAL IN BLOCKS OF SIZE 4';
title3 'USING PARTIAL CONFOUNDING';
run;
proc factex;
factors A B C D;
blocks size=4;
model est=(A B A*B C B*C A*B*C D A*D C*D A*B*D A*C*D B*C*D);
examine design confounding;
output out=replicate2 blockname=block nvals=(5 6 7 8);
run;
proc print data=replicatel;
title3 '(PARTIALLY CONFOUNDING AB AC BD CD';
title4 'AND COMPLETELY CONFOUNDING ABCD)';
run;
proc print data=replicate2;
run;
                                    The FACTEX Procedure
                                    Design Points
```

| Experiment <br> Number | A | B | C | D | Block |
| ---: | ---: | ---: | ---: | ---: | ---: |
| $\ldots$ | -1 | -1 | -1 | -1 | 4 |
| 2 | -1 | -1 | -1 | 1 | 1 |
| 3 | -1 | -1 | 1 | -1 | 1 |
| 4 | -1 | -1 | 1 | 1 | 4 |
| 5 | -1 | 1 | -1 | -1 | 3 |
| 6 | -1 | 1 | -1 | 1 | 2 |
| 7 | -1 | 1 | 1 | -1 | 2 |
| 8 | -1 | 1 | 1 | 1 | 3 |
| 9 | 1 | -1 | -1 | -1 | 3 |
| 10 | 1 | -1 | -1 | 1 | 2 |
| 11 | 1 | -1 | 1 | -1 | 2 |
| 12 | 1 | -1 | 1 | 1 | 3 |
| 13 | 1 | 1 | -1 | -1 | 4 |

Table 9.16 (Continued)

| 14 | 1 | 1 | -1 | 1 | 1 |
| ---: | :--- | ---: | ---: | ---: | ---: |
| 15 | 1 | 1 | 1 | -1 | 1 |
| 16 | 1 | 1 | 1 | 1 | 4 |
| Block Pseudo-factor Confounding Rules |  |  |  |  |  |
| [B1] | $=\mathrm{A} * \mathrm{~B} * \mathrm{C} * \mathrm{D}$ |  |  |  |  |
| [B2] | $=\mathrm{C} * \mathrm{D}$ |  |  |  |  |
| Design Points |  |  |  |  |  |


| Experiment <br> Number | A | B | C | D | Block |
| :---: | :---: | :---: | :---: | :---: | ---: |
| $\ldots$ | $\ldots$ | -1 | -1 | -1 | -1 |
| 2 | -1 | -1 | -1 | 1 | 4 |
| 3 | -1 | -1 | 1 | -1 | 1 |
| 4 | -1 | -1 | 1 | 1 | 3 |
| 5 | -1 | 1 | -1 | -1 | 2 |
| 6 | -1 | 1 | -1 | 1 | 1 |
| 7 | -1 | 1 | 1 | -1 | 4 |
| 8 | -1 | 1 | 1 | 1 | 2 |
| 9 | 1 | -1 | -1 | -1 | 3 |
| 10 | 1 | -1 | -1 | 1 | 3 |
| 11 | 1 | -1 | 1 | -1 | 2 |
| 12 | 1 | -1 | 1 | 1 | 4 |
| 13 | 1 | 1 | -1 | -1 | 1 |
| 14 | 1 | 1 | -1 | 1 | 2 |
| 15 | 1 | 1 | 1 | -1 | 3 |
| 16 | 1 | 1 | 1 | 1 | 1 |

Block Pseudo-factor Confounding Rules

$$
\begin{aligned}
& {[\mathrm{B} 1]=\mathrm{A} * \mathrm{~B} * \mathrm{C} * \mathrm{D}} \\
& {[\mathrm{~B} 2]=\mathrm{B} * \mathrm{D}}
\end{aligned}
$$

2**4 FACTORIAL IN BLOCKS OF SIZE 4 (PARTIALLY CONFOUNDING AB AC BD CD AND COMPLETELY CONFOUNDING ABCD)

| Obs | block | A | B | C | D |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 1 | -1 | -1 | -1 | 1 |
| 2 | 1 | -1 | -1 | 1 | -1 |
| 3 | 1 | 1 | 1 | -1 | 1 |
| 4 | 1 | 1 | 1 | 1 | -1 |
| 5 | 2 | -1 | 1 | -1 | 1 |
| 6 | 2 | -1 | 1 | 1 | -1 |

Table 9.16 (Continued)

| 7 | 2 | 1 | -1 | -1 | 1 |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 8 | 2 | 1 | -1 | 1 | -1 |
| 9 | 3 | -1 | 1 | -1 | -1 |
| 10 | 3 | -1 | 1 | 1 | 1 |
| 11 | 3 | 1 | -1 | -1 | -1 |
| 12 | 3 | 1 | -1 | 1 | 1 |
| 13 | 4 | -1 | -1 | -1 | -1 |
| 14 | 4 | -1 | -1 | 1 | 1 |
| 15 | 4 | 1 | 1 | -1 | -1 |
| 16 | 4 | 1 | 1 | 1 | 1 |
|  |  |  |  |  |  |
| 1 | 5 | -1 | -1 | -1 | 1 |
| 2 | 5 | -1 | 1 | -1 | -1 |
| 3 | 5 | 1 | -1 | 1 | 1 |
| 4 | 5 | 1 | 1 | 1 | -1 |
| 5 | 6 | -1 | -1 | 1 | 1 |
| 6 | 6 | -1 | 1 | 1 | -1 |
| 7 | 6 | 1 | -1 | -1 | 1 |
| 8 | 6 | 1 | 1 | -1 | -1 |
| 9 | 7 | -1 | -1 | 1 | -1 |
| 10 | 7 | -1 | 1 | 1 | 1 |
| 11 | 7 | 1 | -1 | -1 | -1 |
| 12 | 7 | 1 | 1 | -1 | 1 |
| 13 | 8 | -1 | -1 | -1 | -1 |
| 14 | 8 | -1 | 1 | -1 | 1 |
| 15 | 8 | 1 | -1 | 1 | -1 |
| 16 | 8 | 1 | 1 | 1 | 1 |

Table 9.17 Analysis of $\mathbf{2}^{\mathbf{4}}$ Factorial With Partial Confounding

```
options nodate pageno=1;
data partial;
input rep block A B C D Y @@;
datalines;
1 1 1 0 0 0 0 1 15 15 2 5 0 0 0 0 0 1 40
1 1 1 0 0 1 1 0 19 2 5 5 0 1 0 0 0 43
1 1 1 1 1 0 1 12 2 5 1 0 1 1 1 47
1 1 1 1 1 1 1 0 0 22 2 2 5 1 1 1 1 0 45
1 2 0 0 1 0 1 1 21 2 6 0 0 1 1 1 45
1 2 0 0 1 1 1 0 25 2 6 0
1 2 1 1 0 0 1 28 2 6 1 0 0 1 52
1 2 1 0 1 0 30 2 6 1 1 0 0 53
1 3 0 1 0 0 27 2 7 0 0 1 0 55
1 3 0 1 1 1 31 2 7 0 1 1 1 1 59
1 3 1 1 0 0 0 30 2 7 1 1 0 0 0 54
1 3 1 1 0 1 1 1 34 2 7 7 1 1 0 0 1 58
```

Table 9.17 (Continued)

```
1 4 0 0 0 0 0 14 2 2 8 0 0 0 0 0 45
1 4 0 0 1 1 1 20 2 8 0 1 0 0 1 50
1 4 1 1 1 0 0 22 2 2 8 1 0 1 0 55
1 4 1 1 1 1 1 1 27 2 8 8 1 1 1 1 1 1 63
;
run;
```

proc print data=partial;
title1 'TABLE 9.17';
title2 '2**4 FACTORIAL WITH PARTIAL CONFOUNDING';
run;
proc glm data=partial;
class rep block A B C D;
model $Y=r e p$ block (rep) A|B|C|D@3;
estimate 'Main effect A' A -1 1;
estimate 'Interaction $A B^{\prime} A * B 1-1$-1 1/divisor=2;
title3 'INTRA-BLOCK ANALYSIS';
run;
proc mixed data=partial;
class rep block A B C D;
model $Y=$ rep $A|B| C \mid D / d d f m=s a t t e r t h ;$
random block(rep);
estimate 'Main effect $A$ ' A -1 1;
estimate 'Interaction $A B^{\prime} A * B 1$-1 -1 1/divisor=2;
title3 'COMBINED INTRA- AND INTER-BLOCK ANALYSIS';
run;

| Obs | rep | block | A | B | C | D | Y |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 0 | 0 | 0 | 1 | 15 |
| 2 | 1 | 1 | 0 | 0 | 1 | 0 | 19 |
| 3 | 1 | 1 | 1 | 1 | 0 | 1 | 12 |
| 4 | 1 | 1 | 1 | 1 | 1 | 0 | 22 |
| 5 | 1 | 2 | 0 | 1 | 0 | 1 | 21 |
| 6 | 1 | 2 | 0 | 1 | 1 | 0 | 25 |
| 7 | 1 | 2 | 1 | 0 | 0 | 1 | 28 |
| 8 | 1 | 2 | 1 | 0 | 1 | 0 | 30 |
| 9 | 1 | 3 | 0 | 1 | 0 | 0 | 27 |
| 10 | 1 | 3 | 0 | 1 | 1 | 1 | 31 |
| 11 | 1 | 3 | 1 | 0 | 0 | 0 | 30 |
| 12 | 1 | 3 | 1 | 0 | 1 | 1 | 34 |
| 13 | 1 | 4 | 0 | 0 | 0 | 0 | 14 |
| 14 | 1 | 4 | 0 | 0 | 1 | 1 | 20 |
| 15 | 1 | 4 | 1 | 1 | 0 | 0 | 22 |
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|  | R-Square | Coeff Var | Root MSE | Y Mean |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
|  | 0.991572 | 6.621081 | 2.462214 | 37.18750 |  |
|  |  |  |  |  |  |
| Source | DF | Type I SS | Mean Square | F Value | Pr > F |
| rep |  |  | 5940.500000 | 5940.500000 | 979.88 |
| block (rep) | 6 | 777.375000 | 129.562500 | 21.37 | $<.0001$ |
| A | 1 | 171.125000 | 171.125000 | 28.23 | 0.0001 |
| B | 1 | 18.000000 | 18.000000 | 2.97 | 0.1156 |
| A*B | 1 | 1.562500 | 1.562500 | 0.26 | 0.6227 |
| C | 1 | 120.125000 | 120.125000 | 19.81 | 0.0012 |
| A*C | 1 | 0.562500 | 0.562500 | 0.09 | 0.7669 |
| B*C | 1 | 2.000000 | 2.000000 | 0.33 | 0.5784 |
| A*B*C | 1 | 4.500000 | 4.500000 | 0.74 | 0.4091 |
| D | 1 | 6.125000 | 6.125000 | 1.01 | 0.3385 |
| A*D | 1 | 1.125000 | 1.125000 | 0.19 | 0.6758 |
| B*D | 1 | 5.062500 | 5.062500 | 0.84 | 0.3823 |
| A*B*D | 1 | 0.500000 | 0.500000 | 0.08 | 0.7798 |
| C*D | 1 | 1.562500 | 1.562500 | 0.26 | 0.6227 |
| A*C*D | 1 | 10.125000 | 10.125000 | 1.67 | 0.2253 |
| B*C*D | 1 | 72.000000 | 72.000000 | 11.88 | 0.0063 |


| Source | DF | Type III SS | Mean Square | F Value | Pr $>$ F |
| :--- | ---: | ---: | ---: | ---: | ---: |
| rep |  |  |  |  |  |
| block (rep) | ( | 5940.500000 | 5940.500000 | 979.88 | $<.0001$ |
| A | 406.875000 | 67.812500 | 11.19 | 0.0006 |  |
| B | 1 | 171.125000 | 171.125000 | 28.23 | 0.0003 |
| A*B | 1 | 18.000000 | 18.000000 | 2.97 | 0.1156 |
| C | 1 | 1.562500 | 1.562500 | 0.26 | 0.6227 |
| A*C | 1 | 120.125000 | 120.125000 | 19.81 | 0.0012 |
| B*C | 1 | 0.562500 | 0.562500 | 0.09 | 0.7669 |
| A*B*C | 1 | 2.000000 | 2.000000 | 0.33 | 0.5784 |
| D | 1 | 4.500000 | 4.500000 | 0.74 | 0.4091 |
| A*D | 1 | 6.125000 | 6.125000 | 1.01 | 0.3385 |
| B*D | 1 | 1.125000 | 1.125000 | 0.19 | 0.6758 |
| A*B*D | 1 | 5.062500 | 5.062500 | 0.84 | 0.3823 |
| C*D | 1 | 0.500000 | 0.500000 | 0.08 | 0.7798 |
| A*C*D | 1 | 1.562500 | 1.562500 | 0.26 | 0.6227 |
| B*C*D | 1 | 10.125000 | 10.125000 | 1.67 | 0.2253 |
|  | 1 | 72.000000 | 72.000000 | 11.88 | 0.0063 |

Parameter Estimate Standard Error $t$ Value Pr $>|t|$

| Main effect A | 4.62500000 | 0.87052427 | 5.31 | 0.0003 |
| :--- | ---: | ---: | ---: | ---: |
| Interaction AB | -0.62500000 | 1.23110723 | -0.51 | 0.6227 |

Table 9.17 (Continued)

```
2**4 FACTORIAL WITH PARTIAL CONFOUNDING COMBINED INTRA- AND INTERBLOCK ANALYSIS
```

The Mixed Procedure

Model Information

| Data Set | WORK.PARTIAL |
| :--- | :--- |
| Dependent Variable | Y |
| Covariance Structure | Variance Components |
| Estimation Method | REML |
| Residual Variance Method | Profile |
| Fixed Effects SE Method | Model-Based |
| Degrees of Freedom Method | Satterthwaite |

Class Level Information

| Class | Levels | Values |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| rep | 2 | 1 | 2 |  |  |  |  |
| block | 8 | 1 | 23 | 34 | 5 | 6 |  |
| A | 2 | 0 | 1 |  |  |  |  |
| B | 2 | 0 | 1 |  |  |  |  |
| C | 2 | 0 | 1 |  |  |  |  |
| D | 2 |  | 1 |  |  |  |  |

Dimensions

Covariance Parameters 2
Columns in X 83
Columns in Z 8
Subjects 1
Max Obs Per Subject 32
Observations Used 32
Observations Not Used 0
Total Observations 32

Iteration History
Iteration Evaluations -2 Res Log Like Criterion

| 0 | 1 | 107.26388086 |  |
| :--- | :--- | ---: | ---: |
| 1 | 2 | 97.51296909 | 0.01846419 |
| 2 | 1 | 96.69150852 | 0.00679576 |
| 3 | 1 | 96.40491364 | 0.00138264 |
| 4 | 1 | 96.35086623 | 0.00008239 |
| 5 | 1 | 96.34791369 | 0.00000036 |
| 6 | 1 | 96.34790114 | 0.00000000 |

Table 9.17 (Continued)
Convergence criteria met.

Covariance Parameter Estimates

| Cov Parm | Estimate |
| :--- | ---: |
| block(rep) | 36.8465 |
| Residual | 6.0857 |

Fit Statistics

| -2 Res Log Likelihood | 96.3 |
| :--- | ---: |
| AIC (smaller is better) | 100.3 |
| AICC (smaller is better) | 101.3 |
| BIC (smaller is better) | 100.5 |

Type 3 Tests of Fixed Effects

| Effect | Num DF | Den DF | F Value | Pr $>$ F |
| :--- | ---: | ---: | ---: | ---: |
| rep |  |  |  |  |
| A | 1 | 4.62 | 38.71 | 0.0021 |
| B | 1 | 9.92 | 28.12 | 0.0004 |
| A*B | 1 | 9.92 | 2.96 | 0.1164 |
| C | 1 | 10.7 | 0.63 | 0.4452 |
| A*C | 1 | 10.9 | 19.74 | 0.0013 |
| B*C | 1 | 9.92 | 0.02 | 0.8817 |
| A*B*C | 1 | 9.92 | 0.33 | 0.5792 |
| D | 1 | 9.92 | 1.01 | 0.3396 |
| A*D | 1 | 9.92 | 0.18 | 0.6764 |
| B*D | 1 | 10.7 | 0.41 | 0.5366 |
| A*B*D | 1 | 9.92 | 0.08 | 0.7803 |
| C*D | 1 | 10.7 | 0.39 | 0.5438 |
| A*C*D | 1 | 9.92 | 1.66 | 0.2264 |
| B*C*D | 1 | 9.92 | 11.83 | 0.0064 |
| A*B*C*D | 1 | 4.62 | 0.01 | 0.9139 |

## Estimates

Standard
Label Estimate Error DF $t$ Value Pr $>|t|$

| Main effect A | 4.6250 | 0.8722 | 9.92 | 5.30 | 0.0004 |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Interaction AB | -0.9587 | 1.2097 | 10.7 | -0.79 | 0.4452 |

# Designs with Factors at Three Levels 

### 10.1 INTRODUCTION

In discussing the $2^{n}$ factorial design in Chapter 7 we saw that main effects and interactions can be defined simply as linear combinations of the true responses, more specifically as the average response of one set of $2^{n-1}$ treatment combinations minus the average response of the complementary set of $2^{n-1}$ treatment combinations. And even more specifically, the main effect of a certain factor is the average response with that factor at the 1 level minus the average response with that factor at the 0 level. Turning now to the situation where each factor has three levels, which we shall refer to as 0 level, 1 level, and 2 level, such a simple definition of main effects and interactions no longer exists. We can no longer talk about the main effect of a factor or the interaction between two or more factors but shall talk instead about main effect components or comparisons belonging to a certain factor and about interaction components. We shall see how all this can be developed as a generalization of the formal approach described for the $2^{n}$ experiment in Section 7.4.

### 10.2 DEFINITION OF MAIN EFFECTS AND INTERACTIONS

### 10.2.1 The $3^{2}$ Case

To introduce the concepts we shall consider first the simplest case, namely that of two factors, $A$ and $B$ say, each having three levels, denoted by $0,1,2$. A treatment combination of this $3^{2}$ factorial is then represented by $\boldsymbol{x}^{\prime}=\left(x_{1}, x_{2}\right)$ where $x_{i}=0,1,2(i=1,2)$, with $x_{1}$ referring to factor $A$ and $x_{2}$ to factor $B$.

[^11]We now partition the set of nine treatment combinations into three sets of three treatment combinations each according to the levels of factor $A$ :

$$
\begin{aligned}
\text { set I: } & \{(0,0),(0,1),(0,2)\} \\
\text { set II: } & \{(1,0),(1,1),(1,2)\} \\
\text { set III: } & \{(2,0),(2,1),(2,2)\}
\end{aligned}
$$

More formally, we can define these three sets by the three equations:

$$
\begin{align*}
\text { set I: } & x_{1}=0 \\
\text { set II: } & x_{1}=1  \tag{10.1}\\
\text { set III: } & x_{1}=2
\end{align*}
$$

Comparisons among the mean true responses for these three sets are then said to belong to main effect $A$. Since there are three sets, there are two linearly independent comparisons among these three sets (i.e., their mean responses), and these comparisons represent the 2 d.f. for main effect $A$. For example, the comparisons could be (set I - set II) and (set I - III), or (set I - set II) and (set I + set II -2 set III).

Similarly, we can divide the nine treatment combinations into three sets corresponding to the levels of factor $B$ or, equivalently, corresponding to the equations:

$$
\begin{array}{lll}
x_{2}=0: & \{(0,0), & (1,0), \\
x_{2}=1: & (2,0)\}  \tag{10.2}\\
x_{2}=2: & \{(0,1), & (1,1), \\
(2,2), & (1,2), & (2,2)\}
\end{array}
$$

Comparisons among the mean responses of these three sets then constitute main effect $B$.

As in the $2^{n}$ case, the interaction between factors $A$ and $B$ will be defined in terms of comparisons of sets (of treatment combinations), which are determined by equations involving both $x_{1}$ and $x_{2}$. One such partitioning is given by

$$
\begin{array}{rllll}
\text { set I: } & x_{1}+x_{2}=0 & \bmod 3: & \{(0,0),(1,2),(2,1)\} \\
\text { set II: } & x_{1}+x_{2}=1 & \bmod 3: & \{(1,0),(0,1),(2,2)\}  \tag{10.3}\\
\text { set III: } & x_{1}+x_{2}=2 & \bmod 3: & \{(2,0),(0,2),(1,1)\}
\end{array}
$$

Comparisons among these three sets account for 2 of the 4 d.f. for the $A \times B$ interaction. The remaining 2 d.f. are accounted for by comparisons among the sets based on the following partition:

$$
\begin{array}{rllll}
\text { set I: } & x_{1}+2 x_{2}=0 & \bmod 3: & \{(0,0),(1,1),(2,2)\} \\
\text { set II: } & x_{1}+2 x_{2}=1 & \bmod 3: & \{(1,0),(0,2),(2,1)\}  \tag{10.4}\\
\text { set III: } & x_{1}+2 x_{2}=2 & \bmod 3: & \{(2,0),(0,1),(1,2)\}
\end{array}
$$

To see what our development so far means with respect to the usual factorial representation, we consider (see also Section I.11.8.1)

$$
\begin{equation*}
\tau_{i j}=\mu+A_{i}+B_{j}+(A B)_{i j} \tag{10.5}
\end{equation*}
$$

with

$$
\sum_{i=0}^{2} A_{i}=0 \quad \sum_{j=0}^{2} B_{j}=0 \quad \sum_{i=0}^{2}(A B)_{i j}=0
$$

for each $j$,

$$
\sum_{j=0}^{2}(A B)_{i j}=0
$$

for each $i$, where $\tau_{i j}$ is the true response for the treatment combination ( $x_{1}=$ $i, x_{2}=j$ ). With the model (10.5), a contrast among sets (10.1), that is,

$$
\sum_{i} c_{i} \bar{\tau}_{i}=\sum_{i} c_{i} A_{i} \quad\left(\sum c_{i}=0\right)
$$

is the corresponding contrast among $A$ main effects. A contrast among sets (10.2), that is,

$$
\sum_{j} c_{j} \bar{\tau}_{\cdot j}=\sum_{j} c_{j} B_{j} \quad\left(\sum c_{j}=0\right)
$$

it is the corresponding contrast among $B$ main effects. A contrast among sets (10.3) can be written as

$$
\begin{aligned}
c_{1}\left(\tau_{00}+\tau_{12}+\tau_{21}\right)+c_{2}\left(\tau_{10}+\tau_{01}+\tau_{22}\right)+ & c_{3}\left(\tau_{20}+\tau_{02}+\right. \\
& \left.\tau_{11}\right) \\
& \left(c_{1}+c_{2}+c_{3}=0\right)
\end{aligned}
$$

which, using (10.5), reduces to the same contrast in the $(A B)_{i j}$ 's. The same is true for comparisons among sets (10.4), that is,

$$
\begin{aligned}
c_{1}\left(\tau_{00}+\tau_{11}+\tau_{22}\right)+c_{2}\left(\tau_{10}+\tau_{02}+\tau_{21}\right)+c_{3}\left(\tau_{20}+\tau_{01}+\right. & \left.\tau_{12}\right) \\
& \left(c_{1}+c_{2}+c_{3}=0\right)
\end{aligned}
$$

The reader will notice that the last two comparisons have no particular meaning or interpretation for any choice of the $c_{i}$ 's, except that they each belong to the 2 factor interaction $A \times B$, and that each represents 2 d.f. of that interaction. This is in contrast to the parameterization given in Section I.11.8.1 in terms of orthogonal
polynomials. One difference, of course, is that the parameterization given there is in terms of single degree of freedom parameters, and a second difference is that it is meaningful only for quantitative factors, whereas the definitions in terms of the partitions as summarized in (10.6) below hold for quantitative and qualitative factors. But the most important point is that the current definitions of effects and interactions will prove to be important in the context of systems of confounding (see Section 10.5) and fractional factorials (see Section 13.4).

To sum up our discussion so far, the effects and interactions for a $3^{2}$ experiment are given in pairs of degrees of freedom by comparisons among three sets of treatment combinations as follows:

$$
\begin{array}{cl}
A: & x_{1}=0,1,2  \tag{10.6}\\
B: & x_{2}=0,1,2 \\
A \times B: & \left\{\begin{array}{l}
x_{1}+x_{2}=0,1,2 \\
x_{1}+2 x_{2}=0,1,2
\end{array}\right\} \bmod 3
\end{array}
$$

It is convenient to denote the pairs of degrees of freedom corresponding to $x_{1}+x_{2}=0,1,2$ by the symbol $A B$ and the pair corresponding to $x_{1}+2 x_{2}=$ $0,1,2$ by $A B^{2}$.

It is easy to see that the groups given by the symbols $A B^{2}$ and $A^{2} B$ are the same. It is, therefore, convenient, in order to obtain a complete and unique enumeration of the pairs of degrees of freedom, to adopt the rule that an order of the letters is to be chosen in advance and that the power of the first letter in a symbol must be unity. This latter is obtained by taking the square of the symbol with the rule that the cube of any letter is to be replaced by unity, that is, if the initial letter of the symbol occurs raised to the power 2 , for example, $A^{2} B$, we then obtain

$$
A^{2} B \equiv\left(A^{2} B\right)^{2} \equiv A^{4} B^{2} \equiv A B^{2}
$$

This procedure follows from the fact that the partitioning produced by

$$
2 x_{1}+x_{2}=0,1,2
$$

is the same as that produced by

$$
2 \cdot 2 x_{1}+2 x_{2}=0,2,1
$$

that is,

$$
x_{1}+2 x_{2}=0,2,1
$$

which is the partitioning denoted by $A B^{2}$.

Table 10.1 Effects and Interactions for $3^{3}$ Experiment

| Effect/Interaction | Left-Hand Side of Defining Equation |
| :---: | :---: |
| A | $x_{1}$ |
| B | $x_{2}$ |
| $A \times B\left\{\begin{array}{l}A B \\ A B^{2}\end{array}\right.$ | $x_{1}+x_{2}$ $x_{1}+2 x_{2}$ |
| C | $x_{3}$ |
| $A \times C\left\{\begin{array}{l}A C \\ A C^{2}\end{array}\right.$ | $x_{1}+x_{3}$ $x_{1}+2 x_{3}$ |
| $B \times C\left\{\begin{array}{l}B C \\ B C^{2}\end{array}\right.$ | $\begin{aligned} & x_{2}+x_{3} \\ & x_{2}+2 x_{3} \end{aligned}$ |
| $A \times B \times C\left\{\begin{array}{l}A B C \\ A B C^{2} \\ A B^{2} C \\ A B^{2} C^{2}\end{array}\right.$ | $x_{1}+x_{2}+x_{3}$ $x_{1}+x_{2}+2 x_{3}$ $x_{1}+2 x_{2}+x_{3}$ $x_{1}+2 x_{2}+2 x_{3}$ |

### 10.2.2 General Case

The procedure of formally defining effects and interactions, illustrated for the $3^{2}$ experiment, can be extended easily to the $3^{n}$ case. We shall have then $\left(3^{n}-1\right) / 2$ symbols, each representing 2 d.f. For example, for the $3^{3}$ experiment there will be 13 symbols as given in Table 10.1 together with their defining equations of the form $\alpha_{1} x_{1}+\alpha_{2} x_{2}+\alpha_{3} x_{3}=0,1,2 \bmod 3$.

For the general case of the $3^{n}$ experiment, denoting the factors by $A_{1}, A_{2}, \ldots, A_{n}$, the $\left(3^{n}-1\right) / 2$ symbols can be written as $A_{1}^{\alpha_{1}}, A_{2}^{\alpha_{2}}, \ldots, A_{n}^{\alpha_{n}}$ with $\alpha_{i}=0,1,2(i=1,2, \ldots, n)$ and the convention that (1) any letter $A_{i}$ with $\alpha_{i}=0$ is dropped from the expression, (2) the first nonzero $\alpha$ is equal to one (this can always be achieved by multiplying each $\alpha_{i}$ by 2), and (3) any $\alpha_{i}=1$ is not written explicitly in the expression. (This is illustrated in Table 10.1 by replacing $A$ by $A_{1}, B$ by $A_{2}$, and $C$ by $A_{3}$.)

The $n$-tuple $\boldsymbol{\alpha}^{\prime}=\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right)$ associated with $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ is referred to as a partition of the $3^{n}$ treatment combinations into three sets according to the equations

$$
\begin{equation*}
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}=0,1,2 \bmod 3 \tag{10.7}
\end{equation*}
$$

We now list some properties of such partitions:

1. Each partition leads to three sets of $3^{n-1}$ treatment combinations each as is evident from Eqs. (10.7).
2. If $\boldsymbol{\alpha}^{\prime}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ and $\boldsymbol{\beta}^{\prime}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right)$ are two distinct partitions, then the two equations

$$
\begin{equation*}
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}=\delta_{1} \quad \bmod 3 \tag{10.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{1} x_{1}+\beta_{2} x_{2}+\cdots+\beta_{n} x_{n}=\delta_{2} \quad \bmod 3 \tag{10.9}
\end{equation*}
$$

are satisfied by exactly $3^{n-2}$ treatment combinations $\boldsymbol{x}^{\prime}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. This implies that the set of treatment combinations determined by $\boldsymbol{\alpha}^{\prime} \boldsymbol{x}=\delta_{1}$ has exactly $3^{n-2}$ treatment combinations in common with each of the three sets determined by the equations $\boldsymbol{\beta}^{\prime} \boldsymbol{x}=0,1,2 \bmod 3$, respectively. It is in this sense that the two partitions $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ are orthogonal to each other.
3. If a treatment combination $\boldsymbol{x}^{\prime}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ satisfies both Eqs. (10.8) and (10.9) for a particular choice of $\delta_{1}, \delta_{2}$, then $\boldsymbol{x}$ also satisfies the equation

$$
\begin{equation*}
\left(\alpha_{1}+\beta_{1}\right) x_{1}+\left(\alpha_{2}+\beta_{2}\right) x_{2}+\cdots+\left(\alpha_{n}+\beta_{n}\right) x_{n}=\delta_{1}+\delta_{2} \quad \bmod 3 \tag{10.10}
\end{equation*}
$$

Equation (10.10) is, of course, one of the three equations associated with the partition $\boldsymbol{\alpha}^{\prime}+\boldsymbol{\beta}^{\prime}=\left(\alpha_{1}+\beta_{1}, \alpha_{2}+\beta_{2}, \ldots, \alpha_{n}+\beta_{n}\right)$, in which each component is reduced mod 3, and hence with the interaction $A_{1}^{\alpha_{1}+\beta_{1}} A_{2}^{\alpha_{2}+\beta_{2}} \cdots A_{n}^{\alpha_{n}+\beta_{n}}$. In agreement with the definition in Section 7.4 we refer to $E^{\alpha+\beta}=A_{1}^{\alpha_{1}+\beta_{1}} A_{2}^{\alpha_{2}+\beta_{2}} \cdots A_{n}^{\alpha_{n}+\beta_{n}}$ as generalized interaction (GI) of $E^{\alpha}=A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ and $E^{\beta}=A_{1}^{\beta_{1}} A_{2}^{\beta_{2}} \cdots A_{n}^{\beta_{n}}$.
In addition to satisfying (10.10), the treatment combination $\boldsymbol{x}$, which satisfies (10.8) and (10.9), also satisfies the equation

$$
\begin{equation*}
\left(\alpha_{1}+2 \beta_{1}\right) x_{1}+\left(\alpha_{2}+2 \beta_{2}\right) x_{2}+\cdots+\left(\alpha_{n}+2 \beta_{n}\right) x_{n}=\delta_{1}+2 \delta_{2} \quad \bmod 3 \tag{10.11}
\end{equation*}
$$

which is associated with the partition $\boldsymbol{\alpha}^{\prime}+2 \boldsymbol{\beta}^{\prime}$ and hence the interaction $E^{\boldsymbol{\alpha}+2 \boldsymbol{\beta}}=A_{1}^{\alpha_{1}+2 \beta_{1}} A_{2}^{\alpha_{2}+2 \boldsymbol{\beta}_{2}} \cdots A_{n}^{\alpha_{n}+2 \beta_{n}}$. This interaction is therefore another GI of $E^{\boldsymbol{\alpha}}$ and $E^{\boldsymbol{\beta}}$. To summarize then, any two interactions $E^{\boldsymbol{\alpha}}$ and $E^{\boldsymbol{\beta}}$ have two GIs $E^{\boldsymbol{\alpha}+\boldsymbol{\beta}}$ and $E^{\boldsymbol{\alpha}+2 \boldsymbol{\beta}}$, where $\boldsymbol{\alpha}+\boldsymbol{\beta}$ and $\boldsymbol{\alpha}+2 \boldsymbol{\beta}$ are formed $\bmod 3$ and are subject to the rules stated earlier. We illustrate this by the following example.

Example 10.1 Consider $A B$ and $A B C^{2}$ in the $3^{3}$ case, that is, $\boldsymbol{\alpha}^{\prime}=(1,1,0)$ and $\boldsymbol{\beta}^{\prime}=(1,1,2)$. Then

$$
(\boldsymbol{\alpha}+\boldsymbol{\beta})^{\prime}=(2,2,2) \equiv(1,1,1)
$$

and

$$
(\boldsymbol{\alpha}+2 \boldsymbol{\beta})^{\prime}=(3,3,4) \equiv(0,0,1)
$$

and hence the GIs of $A B$ and $A B C^{2}$ are $A B C$ and $C$. Another way of obtaining this result is through formal multiplication and reduction $\bmod 3$, that is,

$$
(A B)\left(A B C^{2}\right)=A^{2} B^{2} C^{2}=\left(A^{2} B^{2} C^{2}\right)^{2}=A B C
$$

and

$$
(A B)\left(A B C^{2}\right)^{2}=A^{3} B^{3} C^{4}=C
$$

### 10.3 PARAMETERIZATION IN TERMS OF MAIN EFFECTS AND INTERACTIONS

The symbols used in the previous section to denote pairs of degrees of freedom will also be used to denote the magnitude of effects and interactions in the following way (see also Section 10.4). Each symbol represents a division of the set of $3^{n}$ treatment combinations into three sets of $3^{n}-1$ treatment combinations each. The symbol, with a subscript that is the right-hand side of the equation determining the particular one of the three sets in which the treatment combinations lie, will denote the mean response of that set as a deviation from the overall mean, $M$. If $E^{\alpha}=A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ represents an interaction, then

$$
\begin{equation*}
E_{i}^{\alpha}=\left(A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}\right)_{i}=\binom{\text { mean of treatment combinations }}{\text { satisfying } \boldsymbol{\alpha}^{\prime} \boldsymbol{x}=i \bmod 3}-M \tag{10.12}
\end{equation*}
$$

We shall also use the notation $E_{\alpha^{\prime} x}^{\alpha}$ for given $\boldsymbol{\alpha}$ and $\boldsymbol{x}$ to denote one of the quantities $E_{0}^{\boldsymbol{\alpha}}, E_{1}^{\boldsymbol{\alpha}}, E_{2}^{\boldsymbol{\alpha}}$ depending on whether $\boldsymbol{\alpha}^{\prime} \boldsymbol{x}=0,1,2 \bmod 3$, respectively.

We note that a comparison belonging to $E^{\boldsymbol{\alpha}}$ is, of course, given by

$$
\begin{equation*}
c_{0} E_{0}^{\boldsymbol{\alpha}}+c_{1} E_{1}^{\boldsymbol{\alpha}}+c_{2} E_{2}^{\boldsymbol{\alpha}} \quad\left(c_{0}+c_{1}+c_{2}=0\right) \tag{10.13}
\end{equation*}
$$

Also, it follows from (10.12) that

$$
\begin{equation*}
E_{0}^{\alpha}+E_{1}^{\alpha}+E_{2}^{\alpha}=0 \tag{10.14}
\end{equation*}
$$

so that any comparison of the form (10.13) could be expressed in terms of only two $E_{i}^{\alpha}$. Such a procedure was, in fact, adopted for the $2^{n}$ factorial, but as we
shall see below, in the present situation this would only lead to a certain amount of asymmetry.

As an extension of (7.42) we can now state and prove the following result, which expresses the response $a(\boldsymbol{x})$ of a treatment combination $\boldsymbol{x}$ as a linear combination of interaction components. This parameterization of $a(\boldsymbol{x})$ is given by

$$
\begin{equation*}
a(\boldsymbol{x})=M+\sum_{\boldsymbol{\alpha}} E_{\boldsymbol{\alpha}^{\prime} \boldsymbol{x}}^{\boldsymbol{\alpha}} \tag{10.15}
\end{equation*}
$$

where summation is over all $\boldsymbol{\alpha}^{\prime}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right) \neq(0,0, \ldots, 0)$, subject to the rule that the first nonzero $\alpha_{i}$ equals one, and $\boldsymbol{\alpha}^{\prime} \boldsymbol{x}$ is reduced mod 3. The proof of (10.15) follows that of (7.42) and will be given for the general case in Section 11.5.

We illustrate (10.15) with the following example.
Example 10.2 Consider the $3^{3}$ factorial with factors $A, B, C$ and denote the true response of the treatment combination $(i, j, k)$ by $a_{i} b_{j} c_{k}$. Then (10.15) can be written as

$$
\begin{aligned}
a_{i} b_{j} c_{k}= & M+A_{i}+B_{j}+A B_{i+j}+A B_{i+2 j}^{2} \\
& +C_{k}+A C_{i+k}+A C_{i+2 k}^{2}+B C_{j+k} \\
& +B C_{j+2 k}^{2}+A B C_{i+j+k}+A B C_{i+j+2 k}^{2} \\
& +A B^{2} C_{i+2 j+k}+A B^{2} C_{i+2 j+2 k}^{2}
\end{aligned}
$$

For $i=1, j=1, k=2$, for example, this becomes

$$
\begin{aligned}
a_{1} b_{1} c_{2}= & M+A_{1}+B_{1}+A B_{2}+A B_{0}^{2}+C_{2}+A C_{0} \\
& +A C_{2}^{2}+B C_{0}+B C_{2}^{2}+A B C_{1}+A B C_{0}^{2} \\
& +A B^{2} C_{2}+A B^{2} C_{1}^{2}
\end{aligned}
$$

We emphasize again that the parameterization (10.15), which because of (10.14) is a non-full-rank parameterization, becomes important in connection with systems of confounding (Section 10.5) and fractional factorials (Section 13.4).

### 10.4 ANALYSIS OF $3^{\boldsymbol{n}}$ EXPERIMENTS

Suppose that each treatment combination is replicated $r$ times in an appropriate error control design, such as a CRD or a RCBD. Comparisons of treatments are then achieved by simply comparing the observed treatment means, and tests for main effects and interactions are done in an appropriate ANOVA.

Table 10.2 ANOVA for $\mathbf{3}^{3}$ Experiment in Randomized Complete Block Design

| Source | d.f. | SS |
| :---: | :---: | :---: |
| Blocks | $r-1$ | $27 \sum^{r}\left(\bar{y}_{i \ldots}-\bar{y}_{\ldots . .}\right)^{2}$ |
| Treatments | $3^{3}-1=26$ | $\sum_{i=1}$ |
| A | 2 | $9 r \sum_{j=0}^{2}\left(\bar{y}_{\cdot j . .}-\bar{y}_{\ldots . .}\right)^{2}$ |
| B | 2 | $9 r \sum_{k=0}^{2}\left(\bar{y}_{. . k \cdot}-\bar{y}_{\ldots . .}\right)^{2}$ |
| $A \times B$ | 4 | $3 r \sum_{j k}\left(\bar{y}_{\cdot j k \cdot}-\bar{y}_{. j . .}-\bar{y}_{. . k \cdot}+\bar{y}_{\ldots . .}\right)^{2}$ |
| C | 2 | $9 r \sum_{\ell=0}^{2}\left(\bar{y}_{\ldots \ell}-\bar{y}_{\ldots . .}\right)^{2}$ |
| $A \times C$ | 4 | $3 r \sum_{j \ell}\left(\bar{y}_{. j \cdot \ell}-\bar{y}_{. j . .}-\bar{y}_{\ldots \ell}+\bar{y}_{\ldots . .}\right)^{2}$ |
| $B \times C$ | 4 | $3 r \sum_{k \ell}\left(\bar{y}_{. k \ell}-\bar{y}_{\ldots k}-\bar{y}_{\ldots \ell}+\bar{y}_{\ldots . .}\right)^{2}$ |
| $A \times B \times C$ | 8 | $\begin{aligned} & r \sum_{j k \ell}\left(\bar{y}_{. j k \ell}-\bar{y}_{. j k .}-\bar{y}_{\cdot j \cdot \ell}-\bar{y}_{. . k \ell}+\bar{y}_{. j .}\right. \\ & \left.\quad+\bar{y}_{. . k \cdot}+\bar{y}_{\ldots \ell}-\bar{y}_{\ldots . .}\right)^{2} \end{aligned}$ |
| Residual | $26(r-1)$ | $\sum_{i j k \ell}\left(\bar{y}_{i j k \ell}-\bar{y}_{i \ldots}-\bar{y}_{. j k \ell}+\bar{y}_{\ldots .}\right)^{2}$ |

For purposes of illustration we consider a $3^{3}$ experiment in an RCBD with $r$ blocks. With the usual model

$$
y_{i j k \ell}=\mu+\beta_{i}+\tau_{j k \ell}+e_{i j k \ell}
$$

or

$$
\boldsymbol{y}=\mu \mathcal{J}+\boldsymbol{X}_{\beta} \boldsymbol{\beta}+\boldsymbol{X}_{\tau} \boldsymbol{\tau}+\boldsymbol{e}
$$

where $(j k \ell)$ denotes the level combinations for the three factors $A, B, C$, and with the factorial structure of the treatments, we obtain the usual ANOVA given in Table 10.2.

An alternative way of computing the various components of the treatment sum of squares is based upon the definition of the 2-d.f. components of any interaction and the corresponding symbols defined in Section 10.3. Let $E^{\alpha}$ denote any such interaction component, such as $A B$ or $A B^{2} C$, and let $\widehat{E}_{0}^{\alpha}, \widehat{E}_{1}^{\alpha}, \widehat{E}_{2}^{\alpha}$ be the mean

Table 10.3 Partitioning of 3-Factor Interaction
Sum of Squares

| Source | d.f. | SS |
| :--- | :---: | :---: |
| $A B C$ | 2 | $9 r\left\{\left[\widehat{A B C_{0}}\right]^{2}+\left[\widehat{A B C_{1}}\right]^{2}+\left[\widehat{A B C_{2}}\right]^{2}\right\}$ |
| $A B C^{2}$ | 2 | $9 r\left\{\left[\widehat{A B C_{0}^{2}}\right]^{2}+\left[\widehat{A B C_{1}^{2}}\right]^{2}+\left[\widehat{A B C_{2}^{2}}\right]^{2}\right\}$ |
| $A B^{2} C$ | 2 | $9 r\left\{\left[\widehat{A B^{2} C_{0}}\right]^{2}+\left[\widehat{A B^{2} C_{1}}\right]^{2}+\left[\widehat{A B^{2} C_{2}}\right]^{2}\right\}$ |
| $A B^{2} C^{2}$ | 2 | $9 r\left\{\left[\widehat{A B^{2} C_{0}^{2}}\right]^{2}+\left[\widehat{A B^{2} C_{1}^{2}}\right]^{2}+\left[\widehat{A B^{2} C_{2}^{2}}\right]^{2}\right\}$ |

observed responses (as a deviation from the overall mean) of the three sets defining $E^{\boldsymbol{\alpha}}$. The sum of squares associated with $E^{\boldsymbol{\alpha}}$, accounting for 2 d.f., is then given by

$$
\begin{equation*}
\mathrm{SS}\left(E^{\alpha}\right)=r 3^{n-1}\left\{\left[\widehat{E}_{0}^{\alpha}\right]^{2}+\left[\widehat{E}_{1}^{\alpha}\right]^{2}+\left[\widehat{E}_{2}^{\alpha}\right]^{2}\right\} \tag{10.16a}
\end{equation*}
$$

with

$$
\begin{equation*}
E\left[\operatorname{SS}\left(E^{\boldsymbol{\alpha}}\right)\right]=2 \sigma_{e}^{2}+r 3^{n-1}\left\{\left[E_{0}^{\boldsymbol{\alpha}}\right]^{2}+\left[E_{1}^{\boldsymbol{\alpha}}\right]^{2}+\left[E_{2}^{\alpha}\right]^{2}\right\} \tag{10.16b}
\end{equation*}
$$

Specifically, for the $3^{3}$ experiment the sum of squares due to 3 -factor interaction, for example, can be broken down as given in Table 10.3. The usefulness of this procedure will become apparent when we consider systems of confounding in Section 10.5. The SS given in (10.16a) is simply the SS (among sets) for the sets defined by $\boldsymbol{\alpha}^{\prime} x=0,1,2$. Since the various partitions are orthogonal to each other, so are their associated SSs. It is not difficult to show that the sum of the four SSs in Table 10.3 is the same as $\operatorname{SS}(A \times B \times C)$ in Table 10.2.

Generally, it is also useful to list the quantities $\widehat{E}_{0}^{\alpha}, \widehat{E}_{1}^{\alpha}, \widehat{E}_{2}^{\alpha}$ for main effects and interactions as they can be used to estimate the yield of any treatment combination or comparisons among treatment combinations (see Section 10.3).

### 10.5 CONFOUNDING IN A $3^{n}$ FACTORIAL

The necessity for using incomplete blocks for a $3^{n}$ factorial is even more obvious than for a $2^{n}$ factorial. Even for small $n$ the number of treatment combinations is often too large for complete blocks, either because such large blocks are not available or they are no longer homogeneous. The use of smaller blocks will then lead to confounding of effects and interactions with blocks, a notion that we have discussed extensively for the $2^{n}$ factorials. We shall see that the basic ideas encountered there can be modified easily for $3^{n}$ factorials. We shall illustrate this with a simple example before discussing useful systems of confounding more generally.

### 10.5.1 The $\mathbf{3}^{\mathbf{3}}$ Experiment in Blocks of Size 3

Suppose we wish to arrange a $3^{3}$ experiment in blocks of size 3 . This will result in nine blocks with 8 d.f. among them. Hence, we need to confound with blocks four pairs of degrees of freedom, each pair representing a main effect or an interaction component. Suppose we first choose to confound $A B$ and $A C^{2}$. Recall that $A B$ is represented by comparisons among the sets satisfying the equations

$$
x_{1}+x_{2}=0,1,2 \bmod 3
$$

and that $A C^{2}$ is similarly represented by the equations

$$
x_{1}+2 x_{3}=0,1,2 \bmod 3
$$

It is obvious then that considering jointly

$$
\begin{align*}
x_{1}+x_{2}=k & \bmod 3 \\
x_{1}+2 x_{3}=\ell & \bmod 3 \tag{10.17}
\end{align*}
$$

for all possible combinations of $k, \ell,=0,1,2$, we partition the 27 treatment combinations into 9 sets of 3 treatment combinations each, these sets being the blocks for the desired system of confounding. Now, any treatment combination which satisfies (10.17) for given $(k, \ell)$, also satisfies

$$
2 x_{1}+x_{2}+2 x_{3}=k+\ell \quad \bmod 3
$$

or, equivalently,

$$
x_{1}+2 x_{2}+x_{3}=2(k+\ell) \quad \bmod 3
$$

and since $2(k+\ell) \equiv 0,1,2 \bmod 3$ it follows that there are three sets of three blocks which satisfy the equation

$$
x_{1}+2 x_{2}+x_{3}=0,1,2 \quad \bmod 3
$$

respectively. Comparisons among these sets, however, define the interaction component $A B^{2} C$. Hence $A B^{2} C$ is also confounded with blocks, and we recognize immediately that $A B^{2} C$ is a GI of $A B$ and $A C^{2}$; that is,

$$
(A B) \times\left(A C^{2}\right)=A^{2} B C^{2}=A^{4} B^{2} C^{4}=A B^{2} C
$$

Similarly, any treatment combination that satisfies (10.17) also satisfies the equation

$$
\left(x_{1}+x_{2}\right)+2\left(x_{1}+2 x_{3}\right)=k+2 \ell \quad \bmod 3
$$

Table 10.4 Plan for $3^{3}$ Experiment in Blocks of Size 3

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 000 | 002 | 001 | 010 | 012 | 011 | 020 | 022 | 021 |
| 121 | 120 | 122 | 101 | 100 | 102 | 111 | 110 | 112 |
| 212 | 211 | 210 | 222 | 221 | 220 | 202 | 201 | 200 |

or

$$
x_{2}+x_{3}=k+2 \ell \quad \bmod 3
$$

Hence the other GI

$$
(A B)\left(A C^{2}\right)^{2}=A^{3} B C^{4}=B C
$$

is also confounded with blocks. These four interactions, $A B, A C^{2}, A B^{2} C$, and $B C$, then account for the 8 d.f. for comparisons among blocks.

The composition of the blocks for the above system of confounding can be obtained from Eqs. (10.17) with ( $k, \ell$ ) assuming all possible values. Alternatively, we can construct first the intrablock subgroup (IBSG) from

$$
\begin{array}{r}
x_{1}+x_{2}=0 \quad \bmod 3 \\
x_{1}+2 x_{3}=0 \quad \bmod 3
\end{array}
$$

and then, using the $x$ representation for treatment combinations, add (componentwise and mod 3) a treatment combination, not already contained in the IBSG, to each element in the IBSG. This process is continued as described in Section 8.3, until all blocks have been constructed in this manner as given in Table 10.4.

### 10.5.2 Using SAS PROC FACTEX

A similar design can be obtained by using SAS PROC FACTEX and is given in Table 10.5.

We shall comment briefly here on some aspects of the SAS output and how it relates to our discussion in this chapter:

1. We note that rather than using $0,1,2$ for the factor levels, SAS uses -1 , 0,1 , respectively, as commonly used in response surface and regression methodology.
2. The single degree of freedom associated with the main effects and interactions are listed formally akin to the linear-quadratic effects representation for quantitative factors (see I.11.8.1), for example,

$$
\begin{aligned}
A & \longrightarrow A \text { linear } \\
2 * A & \longrightarrow A \text { quadratic }
\end{aligned}
$$

## Table 10.5 $\quad 3^{\mathbf{3}}$ Factorial in Blocks of Size 3

```
options nodate pageno=1;
proc factex;
factors A B C/nlev=3;
blocks size=3;
model est=(A B C);
examine design confounding aliasing;
output out=design blockname=block nvals=(1 1 2 3 4 5 6 7 % 9 9);
title1 'TABLE 10.5';
title2 '3**3 FACTORIAL IN BLOCKS OF SIZE 3';
run;
proc print data=design;
run;
```

                    The FACTEX Procedure
                    Design Points
    | Experiment <br> Number | A | B | C |
| :---: | :---: | :---: | :---: | Block

Block Pseudofactor Confounding Rules

```
[B1] = (2*A) +(2*B) + (2*C)
```

$[\mathrm{B} 2]=\mathrm{B}+(2 * \mathrm{C})$

Table 10.5 (Continued)
Aliasing Structure

|  |  | $\begin{gathered} \text { A } \\ (2 * A) \end{gathered}$ |  |
| :---: | :---: | :---: | :---: |
|  |  | B |  |
|  |  | ( 2 * ${ }^{\text {B }}$ ) |  |
|  |  | C |  |
|  |  | ( 2 * C ) |  |
|  |  | A | $+\mathrm{B}$ |
| [B] | = | ( $2 *$ A $)$ | $+\mathrm{B}$ |
| [B] | $=$ | A | $+(2 * B)$ |
|  |  | ( $2 *$ A $)+$ | $+(2 * B)$ |
|  |  | A | $+\quad \mathrm{C}$ |
| [B] | = | ( $2 *$ A $)$ | $+\mathrm{C}$ |
| [B] | $=$ | A + | $+(2 * C)$ |
|  |  | ( $2 *$ A $)+$ | $+(2 * C)$ |
|  |  | B | $+\quad \mathrm{C}$ |
| [B] | = | (2*B) | $+\mathrm{C}$ |
| [B] | = | B | $+(2 * C)$ |
|  |  | (2*B) + | $+(2 * C)$ |


| Obs | block | A | B | C |
| ---: | ---: | ---: | ---: | ---: |
|  |  |  |  |  |
| 1 | 1 | -1 | -1 | -1 |
| 2 | 1 | 0 | 0 | 0 |
| 3 | 1 | 1 | 1 | 1 |
| 4 | 2 | -1 | 0 | 0 |
| 5 | 2 | 0 | 1 | 1 |
| 6 | 2 | 1 | -1 | -1 |
| 7 | 3 | -1 | 1 | 1 |
| 8 | 3 | 0 | -1 | -1 |
| 9 | 3 | 1 | 0 | 0 |
| 10 | 4 | -1 | 1 | 0 |
| 11 | 4 | 0 | -1 | 1 |
| 12 | 4 | 1 | 0 | -1 |
| 13 | 5 | -1 | -1 | 1 |
| 14 | 5 | 0 | 0 | -1 |
| 15 | 5 | 1 | 1 | 0 |
| 16 | 6 | -1 | 0 | -1 |
| 17 | 6 | 0 | 1 | 0 |
| 18 | 6 | 1 | -1 | 1 |
| 19 | 7 | -1 | 0 | 1 |
| 20 | 7 | 0 | 1 | -1 |
| 21 | 7 | 1 | -1 | 0 |
| 22 | 8 | -1 | 1 | -1 |
| 23 | 8 | 0 | -1 | 0 |
| 24 | 8 | 1 | 0 | 1 |
| 25 | 9 | -1 | -1 | 0 |
| 26 | 9 | 0 | 0 | 1 |
| 27 | 9 | 1 | 1 | -1 |

and

$$
\begin{aligned}
A+B & \longrightarrow A \text { linear } \times B \text { linear } \\
2 * A+B & \longrightarrow A \text { quadratic } \times B \text { linear } \\
A+2 * B & \longrightarrow A \text { linear } \times B \text { quadratic } \\
2 * A+2 * B & \longrightarrow A \text { quadratic } \times B \text { quadratic }
\end{aligned}
$$

We should point out, however, that these representations are not identical [see also (4) below].
3. The confounding rules are essentially the same as those we have explained earlier. In this example the block compositions are obtained by satisfying the equations

$$
\begin{array}{r}
2 * A+2 * B+2 * C=\delta_{1} \\
B+2 * C=\delta_{2}
\end{array}
$$

for some $\delta_{1}, \delta_{2}(=0,1,2 \bmod 3)$, where $A, B$, and $C$ are the levels of those factors. In our notation this is equivalent to satisfying the equations

$$
\begin{array}{r}
2 x_{1}+2 x_{2}+2 x_{3}=\gamma_{1} \\
x_{2}+2 x_{3}=\gamma_{2}
\end{array}
$$

or

$$
\begin{array}{r}
x_{1}+x_{2}+x_{3}=\gamma_{1}^{*} \\
x_{2}+2 x_{3}=\gamma_{2}
\end{array}
$$

Hence, in this example we confound $A B C$ and $B C^{2}$ and, hence, $A B^{2}$ and $A C^{2}$ with blocks. We only need to remember that $-1 \equiv 2 \bmod 3$ and $-2 \equiv 1 \bmod 3$.
4. The aliasing structure gives a list of the main effects and 2-factor interactions that are either estimable or confounded with blocks, the latter being identified by $[B]$. More precisely, we should really say that the aliasing structure represents a list of the number of degrees of freedom associated with estimable and confounded effects, respectively. For example, the output identifies $A+B$ and $2 * A+2 * B$ as estimable. This does not mean, however, that $A$ linear $\times B$ linear, or $A$ quadratic $\times B$ quadratic are estimable since there is no relationship between these components and the 2-d.f. component $A B$.

### 10.5.3 General Case

Following the example from Section 10.5.1 it is easy to see that for the general case of a $3^{n}$ factorial in blocks of size $3^{p}$ we then have the following:

1. $3^{n-p}-1$ d.f. are confounded with blocks, that is, $\left(3^{n-p}-1\right) / 2$ main effects and/or interactions are confounded with blocks.
2. If two interactions $E^{\boldsymbol{\alpha}}$ and $E^{\boldsymbol{\beta}}$ are confounded with blocks, then their GIs $E^{\alpha+\beta}$ and $E^{\alpha+2 \beta}$ are also confounded with blocks.
3. To find a system of confounding, one needs to specify only $q=n-p$ independent main effects and/or interactions $E^{\boldsymbol{\alpha}_{1}}, E^{\boldsymbol{\alpha}_{2}}, \ldots, E^{\alpha_{q}}$ since the $q$ interactions have

$$
2\binom{q}{2}+2^{2}\binom{q}{3}+2^{3}\binom{q}{4}+\cdots+2^{q-1}\binom{q}{q}=\frac{1}{2} 3^{q}-\frac{1}{2}-q
$$

GIs among them. Hence altogether $\left(3^{q}-1\right) / 2$ interactions are confounded with blocks.
4. The composition of the blocks is obtained by means of the IBSG, which is composed of the treatment combinations satisfying the equations

$$
\alpha_{j 1} x_{1}+\alpha_{j 2} x_{2}+\cdots+\alpha_{j n} x_{n}=0
$$

( $j=1,2, \ldots, q=n-p$ ) as determined by the independent confounded interactions $E^{\boldsymbol{\alpha}_{1}}, E^{\boldsymbol{\alpha}_{2}}, \ldots, E^{\boldsymbol{\alpha}_{q}}$ in (3). The remaining blocks are then obtained as described in Section 10.5.1.

### 10.6 USEFUL SYSTEMS OF CONFOUNDING

As we have mentioned earlier, the number of treatment combinations is quite large even for a moderate number of factors. This would call in most cases for incomplete blocks and hence for a system of confounding. But even this may lead to certain difficulties since at this time we are only considering blocks the size of which is a power of 3 , so that the choice is quite limited. (For other block sizes we refer to Section 11.14.4.) To complicate matters, according to Fisher's $(1942,1945)$ theorem (see Section 11.7) confounding of main effects and/or 2-factor interactions can be avoided only if the block size is larger than twice the number of factors, that is, $k>2 n$. For purposes of reference we list in Table 10.6 possible types of confounding involving up to five factors and various block sizes. Further systems can be obtained from this list by permuting the letters.

Table 10.6 Types of Systems of Confounding for $3^{\boldsymbol{n}}$ Experiments

| Number of Factors | Size of Blocks | Confounded Effects/Interactions ${ }^{a}$ |
| :---: | :---: | :---: |
| 2 | 3 | Any main effect or interaction |
| 3 | 3 | $\begin{aligned} & A^{*}, B^{*}, A B, A B^{2} \\ & A^{*}, B C^{*}, A B C, A B^{2} C^{2} \\ & A^{*}, B C^{2^{*}}, A B^{2} C, A B C^{2} \\ & A B^{*}, A C^{*}, B C^{2}, A B^{2} C^{2} \\ & A B^{*}, A C^{2^{*}}, B C, A B^{2} C \\ & A B^{2^{*}}, A C^{*}, B C, A B C^{2} \\ & A B^{2^{*}}, A C^{2^{*}}, B C^{2}, A B C \end{aligned}$ |
|  | 9 | Any main effect or interaction |
| 4 | 3 | $\begin{aligned} & A^{*}, B C^{*}, A B C, A B^{2} C^{2}, B D^{*}, A B D, A B^{2} D^{2}, \\ & \quad B C^{2} D^{2}, C D^{2}, A B^{2} C D, A C D^{2}, A C^{2} D, A B C^{2} D^{2} \\ & B^{*}, A C^{*}, A B C, A B^{2} C, A D^{2}, A B D^{2}, A B^{2} D^{2} \\ & \quad A C^{2} D, C D, A B^{2} C^{2} D, B C D, A B C^{2} D, B C^{2} D^{2} \\ & C^{*}, A B^{*}, A B C, A B C^{2}, A D^{*}, A C D, A C^{2} D, \\ & A B^{2} D^{2}, B D^{2}, A B^{2} C^{2} D^{2}, B C D^{2}, A B^{2} C D^{2}, B C^{2} D^{2} \\ & D^{*}, A B^{2^{*}}, A B^{2} D, A B^{2} D^{2}, A C^{2 *}, A C^{2} D, A C^{2} D^{2}, \\ & A B C, B C^{2}, A B C D^{2}, B C^{2} D^{2}, A B C D, B C^{2} D \end{aligned}$ |
|  | 9 | $\begin{aligned} & A^{*}, B^{*}, A B, A B^{2} \\ & A^{*}, B C^{*}, A B C, A B^{2} C^{2} \\ & A^{*}, B C D^{*}, A B C D, A B^{2} C^{2} D^{2} \\ & A B^{*}, A C^{*}, B C^{2}, A B^{2} C^{2} \\ & A B^{*}, C D^{*}, A B C D, A B C^{2} D^{2} \\ & A B^{*}, A C D^{*}, B C^{2} D^{2}, A B^{2} C^{2} D^{2} \\ & A B D^{*}, A C D^{2^{*}}, A B^{2} C^{2}, B C^{2} D^{2} \end{aligned}$ |
|  | 27 | Any main effect or interaction |
| 5 | 9 | $\begin{aligned} & B E^{*}, A B C^{*}, A B^{2} C E, A C E^{2}, C D E^{*} \\ & \quad B C D E^{2}, B C^{2} D^{2}, A B C^{2} D E, A B D^{2} E^{2} \\ & \quad A B^{2} C^{2} D E^{2}, A B^{2} D^{2}, A C^{2} D, A D^{2} E \end{aligned}$ |
|  | 27 | $A B C^{*}, A B^{2} D E^{*}, A C^{2} D^{2} E^{2}, B C^{2} D E$ |

${ }^{a}$ Effects with an asterisk (*) are the independent effects.

Generally not all components of a particular interaction are confounded with blocks and, hence, limited intrablock information on that interaction is still available (see also Sections 10.7.2 and 10.7.3). Even so, in most practical cases it will be useful to resort to partial confounding. These can be obtained easily from the systems provided in Table 10.6. In the following we shall comment briefly on some such systems.

### 10.6.1 Two Factors

Since we can confound any pair of effect or interaction degrees of freedom, the following systems suggest themselves: (1) Use a basic pattern of two replicates, confounding $A B$ and $A B^{2}$, giving full information on main effects and $\frac{1}{2}$ information on the interaction. (2) Use a basic pattern of four replicates, confounding $A, B, A B$, and $A B^{2}$, each in one of the four replicates, giving equal information on main effects and interactions. The arrangement of the treatment combinations in blocks and the structure of the analysis of variance with $q$ repetitions of the basic pattern are given in Table 10.7.

### 10.6.2 Three Factors

1. Blocks of Size 3 Consulting Table 10.6 suggests that a suitable system of confounding consists of a basic pattern of four replicates of the following types:

> Type I confound $A B, A C, B C^{2}, A B^{2} C^{2}$
> Type II confound $A B, A C^{2}, B C, A B^{2} C$
> Type III confound $A B^{2}, A C, B C, A B C^{2}$
> Type IV confound $A B^{2}, A C^{2}, B C^{2}, A B C$

This will yield full information on main effects, $\frac{1}{2}$ relative information on 2-factor interactions, and $\frac{3}{4}$ relative information on 3 -factor interactions.
2. Blocks of Size 9 The most useful design consists of one or more repetitions of a basic pattern of four replicates confounding $A B C, A B C^{2}, A B^{2} C$, and $A B^{2} C^{2}$, respectively. This will result in full information on all main effects and 2-factor interactions and $\frac{3}{4}$ relative information on the 3-factor interaction components. The arrangement of the blocks is given in Table 10.8, each column (level of $C$ ) combined with the levels of $A$ and $B$ giving a block and each set of three columns a replicate.

### 10.6.3 Treatment Comparisons

At this point we comment briefly on evaluating the amount of information on any treatment comparison provided by the confounded design relative to the unconfounded design. To do so we make use of the fact that the yield of a treatment combination can be represented in terms of main effect and interaction components (see Section 10.3). For purposes of illustration suppose that we are interested in the comparison $\left(a_{0} b_{0} c_{0}-a_{0} b_{0} c_{1}\right)$, using $q$ repetitions of the basic pattern given in Table 10.8. Notice that $a_{0} b_{0} c_{0}$ and $a_{0} b_{0} c_{1}$ never occur together in the same block, so that a simple comparison among their mean yields

Table 10.7 $\mathbf{3}^{\mathbf{2}}$ Experiment in Blocks of Size 3

| Replicate Type | Effect/Interaction Confounded | Blocks |
| :---: | :---: | :---: |
| a. Arrangement in Blocks |  |  |
| I | A | 00, 01, 02; 10, 11, 12; 20, 21, 22 |
| II | B | 00, 10, 20; 01, 11, 21; 02, 12, 22 |
| III | $A B$ | 00, 12, 21; 01, 10, 22; 02, 20, 11 |
| IV | $A B^{2}$ | 00, 11, 22; 10, 02, 21; 01, 12, 20 |
|  | Source | d.f. |
| b. Analysis of Variance |  |  |
|  | Replicates | $4 q-1$ |
|  | Blocks/reps | $8 q$ |
|  | A | 2 |
|  | B | 2 |
|  | $A B$ | 2 |
|  | $A B^{2}$ | 2 |
|  | Residual | $24 q-8$ |
|  | $A \times$ reps | $2(3 q-1)$ |
|  | II, III, IV |  |
|  | $B \times$ reps | $2(3 q-1)$ |
|  | I, III, IV |  |
|  | $A B \times$ reps | $2(3 q-1)$ |
|  | I, II, IV |  |
|  | $A B^{2} \times$ reps | $2(3 q-1)$ |
|  | I, II, III |  |

Table 10.8 Design for $3^{3}$ Experiment in Blocks of Size 9

| Level of |  | Confounded Interaction |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $A B C$ | $A B C^{2}$ | $A B^{2} C$ | $A B^{2} C^{2}$ |
| A | B |  |  |  |  |
| 0 | 0 | 012 | 021 | 012 | $\begin{array}{lll}0 & 21\end{array}$ |
| 1 | 0 | 201 | 102 | 201 | 102 |
| 2 | 0 | 120 | 210 | 120 | 210 |
| 0 | , | 201 | 102 | 120 | 210 |
| 1 | 1 | 120 | 210 | 012 | 021 |
| 2 | 1 | 012 | 021 | 201 | 102 |
| 0 | 2 | 120 | 210 | 201 | 102 |
| 1 | 2 | 012 | 021 | 120 | 210 |
| 2 | 2 | 201 | 102 | 012 | 021 |

will not provide any useful information. Instead, we make use of the fact that [see (10.15)]

$$
\begin{aligned}
a_{0} b_{0} c_{0}= & M+A_{0}+B_{0}+A B_{0}+A B_{0}^{2}+C_{0} \\
& +A C_{0}+A C_{0}^{2}+B C_{0}+B C_{0}^{2}+A B C_{0} \\
& +A B C_{0}^{2}+A B^{2} C_{0}+A B^{2} C_{0}^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
a_{0} b_{0} c_{1}= & M+A_{0}+B_{0}+A B_{0}+A B_{0}^{2}+C_{1} \\
& +A C_{1}+A C_{2}^{2}+B C_{1}+B C_{2}^{2}+A B C_{1} \\
& +A B C_{2}^{2}+A B^{2} C_{1}+A B^{2} C_{2}^{2}
\end{aligned}
$$

so that the estimator for $\left(a_{0} b_{0} c_{0}-a_{0} b_{0} c_{1}\right)$ is

$$
\begin{aligned}
\widehat{a_{0} b_{0} c_{0}}-\widehat{a_{0} b_{0} c_{1}}= & \left(\widehat{C}_{0}-\widehat{C}_{1}\right)+\left(\widehat{A C}_{0}-\widehat{A C}_{1}\right) \\
& +\left(\widehat{A C}_{0}-\widehat{A C}_{2}^{2}\right)+\left(\widehat{B C}_{0}-\widehat{B C}_{1}\right) \\
& +\left(\widehat{B C}_{0}^{2}-\widehat{B C}_{2}^{2}\right)+\left(\widehat{A B C}_{0}-\widehat{A B C}_{1}\right) \\
& +\left(\widehat{A B C}_{0}^{2}-\widehat{A B C}_{2}^{2}\right)+\left({\widehat{A B^{2} C}}_{0}-\widehat{A B}^{2} C_{1}\right) \\
& +\left({\widehat{A B^{2} C_{0}}}_{0}^{2}-{\widehat{A B^{2} C_{2}}}_{2}^{2}\right)
\end{aligned}
$$

Each quantity in parentheses is statistically independent of the others (because of the orthogonality of the partitions), with a variance depending on the system of confounding used. In the present case any difference among main effect components (like $C_{0}-C_{1}$ ) and among 2-factor interaction components (like $A C_{0}-A C_{1}$ ) is estimated with variance

$$
2 \frac{\sigma_{e}^{2}}{4 q \cdot 9}=\frac{\sigma_{e}^{2}}{18 q}
$$

and any difference among 3-factor interaction components (like $A B C_{0}-A B C_{1}$ ) is estimated with variance

$$
2 \frac{\sigma_{e}^{2}}{3 q \cdot 9}=\frac{2 \sigma_{e}^{2}}{27 q}
$$

Hence

$$
\operatorname{var}\left(\widehat{a_{0} b_{0} c_{0}}-\widehat{a_{0} b_{0} c_{1}}\right)=5 \cdot \frac{\sigma_{e}^{2}}{18 q}+4 \cdot \frac{2 \sigma_{e}^{2}}{27 q}=\frac{31}{54 q} \sigma_{e}^{2}
$$

With no confounding and the same error variance, the variance of the comparison would have been $\sigma_{e}^{2} / 2 q$, so that the relative information on this comparison is $\frac{54}{62}=\frac{27}{31}$.

### 10.6.4 Four Factors

1. Blocks of Size 3 A suitable system consists of a basic pattern of four replicates, using the four systems of confounding given in Table 10.6. This design will result in $\frac{3}{4}$ information on main effects and all 2-factor interaction components.
2. Blocks of Size 9 The most useful type of confounding is obviously the last one given in Table 10.6 since it confounds only 3-factor interaction components, one from each type of 3-factor interaction. Altogether there exist eight such systems of confounding.
3. Blocks of Size 27 In general, the experimenter will wish to avoid blocks of size as large as 27 , though, in some fields of experimentation and with some types of experimental material, the effect on error variance of reducing block size from 27 to 9 may be so small as not to offset any loss in relative information that results from confounding. If blocks of size 27 are being used, any of the eight 4 -factor interaction components may be confounded.

### 10.6.5 Five Factors

1. Blocks of Size 9 It is not possible to avoid confounding a main effect or 2factor interactions. Under these circumstances, the system of confounding given in Table 10.6 and permutation of that set would be most useful.
2. Blocks of Size 27 One can show that it is not possible to find a design confounding only 4 - and 5 -factor interactions. The most useful system of confounding is then one of the form given in Table 10.6.

### 10.6.6 Double Confounding

Occasionally it may be desirable to impose a double restriction on the pattern of a $3^{n}$ experiment. This leads to systems of double confounding. Suitable systems can be found by consulting Table 10.6. The actual arrangement of the treatment combinations can be obtained by first constructing the IBSGs for confounding with "rows" and "columns," respectively, and then adding the elements of the first row and first column termwise mod 3 . As an example consider the $3^{3}$ experiment
with rows of size 9 , confounding $A B C^{2}$, and columns of size 3 , confounding $A B, A C, B C^{2}, A B^{2} C^{2}$; that is, construct row blocks from

$$
x_{1}+x_{2}+2 x_{3}=0 \quad \bmod 3
$$

and column blocks from

$$
\begin{array}{ll}
x_{1}+x_{2}=0 & \bmod 3 \\
x_{1}+x_{3}=0 & \bmod 3
\end{array}
$$

The final arrangement (apart from randomization of rows and columns) then is as follows:

Column

|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 000 | 101 | 202 | 011 | 112 | 210 | 022 | 120 | 221 |
| Row | 2 | 122 | 220 | 021 | 100 | 201 | 002 | 111 | 212 | 010 |
|  | 3 | 211 | 012 | 110 | 222 | 020 | 121 | 200 | 001 | 102 |

Obviously, one will need replications of this or a similar arrangement, using different systems of confounding.

### 10.7 ANALYSIS OF CONFOUNDED $3^{n}$ FACTORIALS

In the course of our discussion of $3^{n}$ factorial experiments we have already commented on some aspects of the analysis for particular situations. We shall now make some remarks about the general $3^{n}$ factorial experiment in blocks of size $3^{p}$ using some system of complete or partial confounding. Since the development parallels that of Section 9.7, we shall not repeat all the details, but only those that are specific to the $3^{n}$ case.

The basic model underlying the analysis is as before:

$$
\boldsymbol{y}=\mu \mathcal{J}+\boldsymbol{X}_{\rho} \boldsymbol{\rho}+\boldsymbol{X}_{\beta^{*}} \boldsymbol{\beta}^{*}+\boldsymbol{X}_{\tau} \boldsymbol{\tau}+\boldsymbol{e}
$$

where $\rho$ represents the replicate effects, $\boldsymbol{\beta}^{*}$ the block within replicate effects, and $\boldsymbol{\tau}$ the treatment effects, or in its reparameterized form

$$
\boldsymbol{y}=\mu \mathcal{J}+\boldsymbol{X}_{\rho} \boldsymbol{\rho}+\boldsymbol{X}_{\beta^{*}} \boldsymbol{\beta}^{*}+\boldsymbol{X}_{\tau^{*}} \boldsymbol{\tau}^{*}+\boldsymbol{e}
$$

where $\boldsymbol{\tau}^{*}$ represents the interaction components $E_{i}^{\boldsymbol{\alpha}}$ for all admissible $\boldsymbol{\alpha}^{\prime}=$ $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ and $i=0,1,2$. A basic pattern of partial confounding consists of $s$ types of replicates, each replicate consisting of $3^{n-p}$ blocks, and the basic pattern is repeated $q$ times.

We divide the $\left(3^{n}-1\right) / 2$ interactions $E^{\alpha}$ into three mutually exclusive sets based on the amount of confounding:

$$
\begin{aligned}
& \mathcal{E}_{1}=\left\{E^{\alpha_{k}}, k=1,2, \ldots, n_{1}: \text { completely confounded }\right\} \\
& \mathcal{E}_{2}=\left\{E^{\gamma_{\ell}}, \ell=1,2, \ldots, n_{2}: \text { partially confounded }\right\} \\
& \varepsilon_{3}=\left\{E^{\delta_{m}}, k=1,2, \ldots, n_{3}: \text { not confounded }\right\}
\end{aligned}
$$

and $E^{\gamma_{\ell}} \in \mathcal{E}_{2}$ is confounded in $c(\gamma \ell)$ replicates and not confounded in $u(\gamma \ell)$ replicates of the basic pattern. We denote by $N=3^{n} s q$ the total number of observations.

The following statements concerning the analysis are then obvious extensions of those made in Section 9.7.

### 10.7.1 Intrablock Information

1. Each $E_{h}^{\delta_{m}} \in \varepsilon_{3}(h=0,1,2)$ is estimated from all replicates, which implies

$$
\operatorname{var}\left(\widehat{E}_{h}^{\delta_{m}}-\widehat{E}_{h^{\prime}}^{\delta_{m}}\right)=\frac{2}{s q 3^{n-1}} \sigma_{e}^{2}
$$

and

$$
\begin{equation*}
\mathrm{SS}\left(E^{\boldsymbol{\delta}_{m}}\right)=\operatorname{sq} 3^{n-1}\left\{\left[\widehat{E}_{0}^{\delta_{m}}\right]^{2}+\left[\widehat{E}_{1}^{\delta_{m}}\right]^{2}+\left[\widehat{E}_{2}^{\boldsymbol{\delta}_{m}}\right]^{2}\right\} \tag{10.18}
\end{equation*}
$$

2. Each $E_{h}^{\gamma_{\ell}} \in \mathcal{E}_{2}$ is estimated from $q u\left(\gamma_{\ell}\right)$ replicates and hence

$$
\begin{equation*}
\operatorname{var}\left(\widehat{E}_{h}^{\gamma_{\ell}}-\widehat{E}_{h^{\prime}}^{\gamma_{\ell}}\right)=\frac{2}{q u\left(\gamma_{\ell}\right) 3^{n-1}} \sigma_{e}^{2} \tag{10.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{SS}\left(E^{\boldsymbol{\gamma}_{\ell}}\right)=q u\left(\gamma_{\ell}\right) 3^{n-1}\left\{\left[\widehat{E}_{0}^{\boldsymbol{\gamma}_{\ell}}\right]^{2}+\left[\widehat{E}_{1}^{\boldsymbol{\gamma}_{\ell}}\right]^{2}+\left[\widehat{E}_{2}^{\boldsymbol{\gamma}_{\ell}}\right]^{2}\right\} \tag{10.20}
\end{equation*}
$$

### 10.7.2 The ANOVAs

The partitioning of the total sum of squares and its degree of freedom in the T|B-ANOVA is given in Table 10.9a with a further partitioning of the block and residual sums of squares in Tables 10.9 b and 10.9 c . All sums of squares associated with interactions are obtained in the usual way, following (10.18) and (10.20), except that $\mathrm{SS}(\cdot)_{c}$ is obtained from only those replicates in which the corresponding interaction is confounded. $\operatorname{SS}\left(E_{i j}^{*}\right)$ is obtained only from the $j$ th replicate in the $i$ th repetition, and $\sum_{i j}^{\prime}$ and $\sum_{i j}^{\prime \prime}$ denote summation over

Table 10.9 T|B-ANOVA for Partial Confounding

| Source | d.f. | SS |
| :--- | :--- | :--- |

a. Basic Partitioning

| $\boldsymbol{X}_{\rho} \mid \mathcal{J}$ | $s q-1$ | Usual |
| :--- | :--- | :--- |
| $\boldsymbol{X}_{\beta^{*}} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}$ | $s q\left(3^{n-p}-1\right)$ | Usual |
| $\boldsymbol{X}_{\tau^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}$ | $2 n_{2}+2 n_{3}$ | $\sum_{\ell} \mathrm{SS}\left(E^{\boldsymbol{\gamma}_{\ell}}\right)+\sum_{m} \mathrm{SS}\left(E^{\boldsymbol{\delta}_{m}}\right)$ |
| $\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\tau^{*}}$ | $v_{R}$ | Difference |
| Total | $N-1$ | Usual |

b. Partitioning of Block Sum of Squares

| $\boldsymbol{X}_{\beta^{*}} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}$ | $s q\left(3^{n-p}-1\right)$ | $\sum_{k} \operatorname{SS}\left(E^{\boldsymbol{\alpha}_{k}}\right)_{c}$ |
| :--- | :--- | :--- |
| $\left\{E^{\boldsymbol{\alpha}_{k}}\right\}$ | $2 n_{1}$ | $\sum_{\ell} \operatorname{SS}\left(E^{\boldsymbol{\gamma}_{\ell}}\right)_{c}$ |
| $\left\{E^{\boldsymbol{\gamma}_{\ell}}\right\}$ | $2 n_{2}$ | $\sum_{k} \sum_{i j} \mathrm{SS}\left(E_{i j}^{\boldsymbol{\alpha}_{k}}\right)_{c}-\sum_{k} \mathrm{SS}\left(E^{\boldsymbol{\alpha}_{k}}\right)_{c}$ |
| $\left\{E^{\boldsymbol{\alpha}_{k}} \times \mathrm{reps}\right\}$ | $2 n_{1}(s q-1)$ | $\sum_{\ell} \sum_{i j}^{\prime} \mathrm{SS}\left(E_{i j}^{\boldsymbol{\gamma}_{\ell}}\right)_{c}-\sum_{\ell} \mathrm{SS}\left(E^{\boldsymbol{\gamma}_{\ell}}\right)_{c}$ |
| $\left\{E^{\boldsymbol{\alpha} \ell} \times \mathrm{reps}\right\}$ | $2 q \sum_{\ell} c\left(\gamma_{\ell}\right)-2 n_{2}$ |  |

## c. Partitioning of Residual Sum of Squares

| $\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\boldsymbol{\tau}^{*}}$ | $\nu_{R}$ | $2 q \sum_{\ell} u\left(\gamma_{\ell}\right)-2 n_{2}$ |
| :--- | :--- | :--- |
| $\left\{E^{\boldsymbol{\gamma}_{\ell}} \times \mathrm{reps}\right\}$ | $\sum_{\ell} \sum_{i j}^{\prime \prime} \operatorname{SS}\left(E_{i j}^{\boldsymbol{\gamma}_{\ell}}\right)-\sum_{\ell} \operatorname{SS}\left(E^{\boldsymbol{\gamma}_{\ell}}\right)$ |  |
| $\left\{E^{\boldsymbol{\delta}_{m}} \times \mathrm{reps}\right\}$ | $2 n_{3}(s q-1)$ | $\sum_{m} \sum_{i j} \operatorname{SS}\left(E_{i j}^{\boldsymbol{\delta}_{m}}\right)-\sum_{m} \operatorname{SS}\left(E^{\boldsymbol{\delta}_{m}}\right)$ |

all replicates in which $E^{\gamma \ell}$ is confounded and not confounded, respectively (see Section 9.7).

The $\mathrm{B} \mid \mathrm{T}-\mathrm{ANOVA}$ in its basic form is given in Table 10.10a with a partitioning of the block sum of squares in Table 10.10b. The only sum of squares that needs to be explained is that associated with $\left\{\widehat{E}^{\gamma_{\ell}}\right.$ vs. $\left.\widetilde{E}^{\gamma_{\ell}}\right\}$. More specifically this sum of squares is associated with the comparisons

$$
\begin{equation*}
\left(\widehat{E}_{0}^{\gamma_{\ell}}-\widetilde{E}_{0}^{\gamma_{\ell}}\right) \quad \text { vs. } \quad\left(\widehat{E}_{1}^{\gamma_{\ell}}-\widetilde{E}_{1}^{\gamma_{\ell}}\right) \quad \text { vs. } \quad\left(\widehat{E}_{2}^{\gamma_{\ell}}-\widetilde{E}_{2}^{\gamma_{\ell}}\right) \tag{10.21}
\end{equation*}
$$

where $\widehat{E}_{h}^{\boldsymbol{\gamma}_{\ell}}$ is obtained from the $q u\left(\gamma_{\ell}\right)$ replicates in which $E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}$ is not confounded and $\widetilde{E}_{h}^{\boldsymbol{\gamma}_{\ell}}$ is obtained from the $q c\left(\gamma_{\ell}\right)$ replicates in which $E^{\boldsymbol{\gamma}_{\ell}}$ is confounded. Since $\widehat{E}_{0}^{\boldsymbol{\gamma}_{\ell}}+\widehat{E}_{1}^{\boldsymbol{\gamma}_{\ell}}+\widehat{E}_{2}^{\boldsymbol{\gamma}_{\ell}}=0$ and $\widetilde{E}_{0}^{\boldsymbol{\gamma}_{\ell}}+\widetilde{E}_{1}^{\boldsymbol{\gamma}_{\ell}}+\widetilde{E}_{2}^{\boldsymbol{\gamma}_{\ell}}=0$, it follows

Table 10.10 B|T-ANOVA for Partial Confounding

| Source | d.f. | SS |
| :--- | :---: | :--- |
|  | a. Basic Partitioning |  |
| $\boldsymbol{X}_{\rho} \mid \mathcal{J}$ | $s q-1$ | Usual |
| $\boldsymbol{X}_{\tau^{*}} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}$ | $3^{n}-1$ | Usual |
| $\boldsymbol{X}_{\beta^{*}} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau^{*}}$ | $s q\left(3^{n-p}-1\right)-2 n_{1}$ | Difference |
| $\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau^{*}}, \boldsymbol{X}_{\beta^{*}}$ | $v_{R}$ | From Table 10.9 |
| Total | $N-1$ | Usual |

## b. Partitioning of Block Sum of Squares

| $\boldsymbol{X}_{\beta^{*}} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau^{*}}$ | $s q\left(3^{n-p}-1\right)-2 n_{1}$ |  |
| :--- | :---: | :--- |
| $\left\{\widehat{E}^{\boldsymbol{\gamma}_{\ell}}\right.$ vs. $\left.\widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right\}$ | $2 n_{2}$ | See (10.24) |
| $\left\{E^{\boldsymbol{\alpha}_{k}} \times\right.$ reps $\}$ | $2 n_{1}(s q-1)$ | From Table 10.9b |
| $\left\{E^{\boldsymbol{\gamma}_{\ell}} \times\right.$ reps $\}$ | $2 q \sum_{\ell} c\left(\gamma_{\ell}\right)-2 n_{2}$ | From Table 10.9b |

that the comparisons (10.21) and hence the associated sum of squares carry 2 d.f. This sum of squares is obtained in the usual way. Define

$$
\widehat{E}_{h}^{\boldsymbol{\gamma}_{\ell}}-\widetilde{E}_{h}^{\boldsymbol{\gamma}_{\ell}}=X_{h}^{\boldsymbol{\gamma}_{\ell}} \quad(h=0,1,2)
$$

Then

$$
\operatorname{SS}\left(\begin{array}{lll}
\widehat{E}^{\boldsymbol{\gamma}_{\ell}} & \text { vs. } & \widetilde{E}^{\boldsymbol{\gamma}_{\ell}} \tag{10.22}
\end{array}\right)=\binom{X_{0}^{\boldsymbol{\gamma}_{\ell}}-X_{2}^{\boldsymbol{\gamma}_{\ell}}}{X_{1}^{\boldsymbol{\gamma}_{\ell}}-X_{2}^{\boldsymbol{\gamma}_{\ell}}}^{\prime}\left[\frac{\boldsymbol{V}_{\gamma}}{\sigma_{e}^{2}}\right]^{-1}\binom{X_{0}^{\boldsymbol{\gamma}_{\ell}}-X_{2}^{\boldsymbol{\gamma}_{\ell}}}{X_{1}^{\boldsymbol{\gamma}_{\ell}}-X_{2}^{\boldsymbol{\gamma}_{\ell}}}
$$

where $\boldsymbol{V}_{\gamma \ell}$ is the variance-covariance matrix of

$$
\binom{X_{0}^{\boldsymbol{\gamma}_{\ell}}-X_{2}^{\boldsymbol{\gamma}_{\ell}}}{X_{1}^{\boldsymbol{\gamma}_{\ell}}-X_{2}^{\boldsymbol{\gamma}_{\ell}}}
$$

It is easy to see that

$$
\boldsymbol{V}_{\gamma_{\ell}}=\frac{s}{q u\left(\gamma_{\ell}\right) c\left(\gamma_{\ell}\right) 3^{n-1}}\left(\begin{array}{ll}
2 & 1 \\
1 & 2
\end{array}\right) \sigma_{e}^{2}
$$

and hence

$$
\left[\frac{\boldsymbol{V}_{\gamma \ell}}{\sigma_{e}^{2}}\right]^{-1}=\frac{q u\left(\gamma_{\ell}\right) c\left(\gamma_{\ell}\right) 3^{n-1}}{s}\left(\begin{array}{rr}
2 & -1 \\
-1 & 2
\end{array}\right)
$$

Then (10.22) reduces to

$$
\begin{equation*}
\operatorname{SS}\left(\widehat{E}^{\boldsymbol{\gamma}_{\ell}} \quad \text { vs. } \quad \widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right)=\frac{q u\left(\gamma_{\ell}\right) c\left(\gamma_{\ell}\right) 3^{n-1}}{s} \sum_{h}\left[X_{h}^{\boldsymbol{\gamma}_{\ell}}\right]^{2} \tag{10.23}
\end{equation*}
$$

Summing (10.23) over all $E^{\gamma_{\ell}} \in \mathcal{E}_{2}$ yields

$$
\begin{equation*}
\operatorname{SS}\left(\left\{\widehat{E}^{\boldsymbol{\gamma}_{\ell}} \quad \text { vs. } \quad \widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right\}\right)=\frac{q u 3^{n-1}}{s} \sum_{\ell} \sum_{h} u\left(\gamma_{\ell}\right) c\left(\gamma_{\ell}\right)\left[X_{h}^{\boldsymbol{\gamma}_{\ell}}\right]^{2} \tag{10.24}
\end{equation*}
$$

which is a sum of squares with $2 n_{2}$ d.f. and which depends only on block effects and error.

### 10.7.3 Tests of Hypotheses

We can test the hypotheses

$$
H_{0}: E_{0}^{\boldsymbol{\gamma}_{\ell}}=E_{1}^{\boldsymbol{\gamma}_{\ell}}=E_{2}^{\boldsymbol{\gamma}_{\ell}}=0 \quad\left(E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}\right)
$$

and

$$
H_{0}: E_{0}^{\boldsymbol{\delta}_{m}}=E_{1}^{\delta_{m}}=E_{2}^{\delta_{m}}=0 \quad\left(E^{\delta_{m}} \in \mathcal{E}_{3}\right)
$$

by using, in the $\mathrm{T} \mid \mathrm{B}-\mathrm{ANOVA}$, the $F$ tests as approximations to the randomization tests (see, e.g., I.6.6 and I.9.2):

$$
\begin{equation*}
F=\frac{\operatorname{MS}\left(E^{\boldsymbol{\gamma}_{\ell}}\right)}{\operatorname{MS}\left(\boldsymbol{I} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\tau^{*}}\right)} \tag{10.25}
\end{equation*}
$$

and

$$
\begin{equation*}
F=\frac{\operatorname{MS}\left(E^{\boldsymbol{\delta}_{m}}\right)}{\operatorname{MS}\left(\boldsymbol{I} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\tau^{*}}\right)} \tag{10.26}
\end{equation*}
$$

respectively, each with 2 and $v_{R}$ d.f. These are tests for no main effects or interactions. With regard to interactions, however, we must keep in mind that the total interaction among $s$ factors has $2^{s}$ d.f. and hence has $2^{s}-1$ components of the form $E^{\alpha}$. For example, for $s=3$ and factors $A, B, C$, the components are $A B C, A B C^{2}, A B^{2} C, A B^{2} C^{2}$. To test then the hypothesis that there is no $A \times B \times C$ interaction we use the $F$ test:

$$
F=\frac{\left[\mathrm{SS}(A B C)+\mathrm{SS}\left(A B C^{2}\right)+\mathrm{SS}\left(A B^{2} C\right)+\mathrm{SS}\left(A B^{2} C^{2}\right)\right] / 8}{\operatorname{MS}\left(\boldsymbol{I} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\tau^{*}}\right)}
$$

with 8 and $\nu_{R}$ d.f. In this case an $F$ test of the form (10.25) or (10.26) may not tell us very much about the 3 -factor interaction, except that when one or the other of those tests is significant then we can conclude that $A \times B \times C$ interaction is possibly present.

For the general case of an $s$-factor interaction the following situations can occur for a particular system of confounding:

1. All $2^{s-1}$ components belong to $\mathcal{E}_{2}$ and/or $\mathcal{E}_{3}$. In this case we can pool the associated sums of squares in Table 10.9a and obtain an $F$ test with $2^{s}$ and $\nu_{R}$ d.f.
2. Some components belong to $\mathcal{E}_{1}$. In this case we can only use the sums of squares associated with the components in $\mathcal{E}_{2}$ and/or $\mathcal{E}_{3}$. Great care has to be exercised in interpreting such a test.
3. All components belong to $\mathcal{E}_{1}$. In this case no test exists in the context of the $\mathrm{T} \mid \mathrm{B}-\mathrm{ANOVA}$ (but see Section 10.7.4).

### 10.7.4 Interblock Information

Assuming $\boldsymbol{\beta}^{*}$ to be a vector of i.i.d. random variables with $E\left(\boldsymbol{\beta}^{*}\right)=\boldsymbol{\phi}$ and $E\left(\boldsymbol{\beta}^{*} \boldsymbol{\beta}^{* \prime}\right)=\sigma_{\beta}^{2} \boldsymbol{I}$, we can obtain interblock information regarding $E^{\boldsymbol{\alpha}_{k}} \in \mathcal{E}_{1}$ and $E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}$ by considering $\widetilde{E}_{h}^{\boldsymbol{\alpha}_{k}}$ and $\widetilde{E}_{h}^{\boldsymbol{\gamma}_{\ell}}(h=0,1,2)$ obtained from those replicates in which these interactions are confounded. We then have

$$
E\left(\widetilde{E}_{h}^{\boldsymbol{\alpha}_{k}}-\widetilde{E}_{h^{\prime}}^{\boldsymbol{\alpha}_{k}}\right)=E_{h}^{\boldsymbol{\alpha}_{k}}-E_{h^{\prime}}^{\boldsymbol{\alpha}_{k}}
$$

with

$$
\begin{equation*}
\operatorname{var}\left(\widetilde{E}_{h}^{\boldsymbol{\alpha}_{k}}-\widetilde{E}_{h^{\prime}}^{\boldsymbol{\alpha}_{k}}\right)=\frac{2}{q s 3^{n-1}}\left(\sigma_{e}^{2}+3^{p} \sigma_{\beta}^{2}\right) \tag{10.27}
\end{equation*}
$$

and

$$
E\left(\widetilde{E}_{h}^{\gamma_{\ell}}-\widetilde{E}_{h^{\prime}}^{\gamma_{\ell}}\right)=\widetilde{E}_{h}^{\gamma_{\ell}}-\widetilde{E}_{h^{\prime}}^{\gamma_{\ell}}
$$

with

$$
\begin{equation*}
\operatorname{var}\left(\widetilde{E}_{h}^{\boldsymbol{\gamma}_{\ell}}-\widetilde{E}_{h^{\prime}}^{\boldsymbol{\gamma}_{\ell}}\right)=\frac{2}{q c\left(\gamma_{\ell}\right) 3^{n-1}}\left(\sigma_{e}^{2}+3^{p} \sigma_{\beta}^{2}\right) \tag{10.28}
\end{equation*}
$$

If we define the pooled sum of squares associated with $\left\{E^{\boldsymbol{\alpha}_{k}} \times\right.$ reps $\}$ and $\left\{E^{\gamma_{\ell}} \times\right.$ reps $\}$ in Table 10.9 b as $\mathrm{SS}($ Remainder $)$ with $v=2 n_{1}(s q-1)+$ $2 q \sum_{\ell} c\left(\gamma_{\ell}\right)-2 n_{2}$ d.f., then the hypotheses

$$
H_{0}: E_{0}^{\boldsymbol{\alpha}_{k}}=E_{1}^{\boldsymbol{\alpha}_{k}}=E_{2}^{\boldsymbol{\alpha}_{k}}=0 \quad\left(E^{\boldsymbol{\alpha}_{k}} \in \mathcal{E}_{1}\right)
$$

can be tested by using

$$
\begin{equation*}
F=\frac{\operatorname{MS}\left(E^{\boldsymbol{\alpha}_{k}}\right)_{c}}{\operatorname{MS}(\text { Remainder })} \tag{10.29}
\end{equation*}
$$

with 2 and $v$ d.f.

### 10.7.5 Combined Intra- and Interblock Information

Combined information is available and may be of interest for quantities of the form $E_{h}^{\boldsymbol{\gamma}_{\ell}}-E_{h^{\prime}}^{\boldsymbol{\gamma}_{\ell}}$ for $E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}$, or more generally for $c_{0} E_{0}^{\boldsymbol{\gamma}_{\ell}}+c_{1} E_{1}^{\boldsymbol{\gamma}_{\ell}}+c_{2} E_{2}^{\boldsymbol{\gamma}_{\ell}}$ with $c_{0}+c_{1}+c_{2}=0$. Using (10.19) and (10.28) we obtain

$$
\begin{equation*}
\widehat{\widehat{E}}_{h}^{\gamma_{\ell}}-\widehat{\widehat{E}}_{h^{\prime}}^{\gamma_{\ell}}=\frac{u\left(\gamma_{\ell}\right) w\left(\widehat{E}_{h}^{\gamma_{\ell}}-\widehat{E}_{h^{\prime}}^{\gamma_{\ell}}\right)+c\left(\gamma_{\ell}\right) w^{\prime}\left(\widetilde{E}_{h}^{\gamma_{\ell}}-\widetilde{E}_{h^{\prime}}^{\gamma_{\ell}}\right)}{u\left(\gamma_{\ell}\right) w+c\left(\gamma_{\ell}\right) w^{\prime}} \tag{10.30}
\end{equation*}
$$

with $w=1 / \sigma_{e}^{2}, w^{\prime}=1 /\left(\sigma_{e}^{2}+3^{p} \sigma_{\beta}^{2}\right)$. Letting $w / w^{\prime}=\rho$, we obtain

$$
\begin{equation*}
\operatorname{var}\left(\widehat{\widehat{E}}_{h}^{\gamma_{\ell}}-\widehat{\widehat{E}}_{h^{\prime}}^{\gamma_{\ell}}\right)=\frac{2 \sigma_{e}^{2}}{\left[\left(u\left(\gamma_{\ell}\right)+c\left(\gamma_{\ell}\right) \rho^{-1}\right] q 3^{n-1}\right.} \tag{10.31}
\end{equation*}
$$

### 10.7.6 Estimation of Weights

For the practical use of (10.30) and (10.31) in connection with, for example, the combined estimate of $a(\boldsymbol{x})-a(\boldsymbol{z})$ for two treatment combinations $\boldsymbol{x}^{\prime}$ and $\boldsymbol{z}^{\prime}$, using (10.15), we usually need to estimate $w$ and $w^{\prime}$ (or $\rho$ ). As always

$$
\begin{equation*}
\widehat{\sigma}_{e}^{2}=\frac{1}{\widehat{w}}=\operatorname{MS}\left(\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\boldsymbol{\tau}^{*}}\right) \tag{10.32}
\end{equation*}
$$

which is obtained from the T|B-ANOVA of Table 10.10.
For the estimation of $w^{\prime}$ by the Yates procedure we use the B|TANOVA of Table 10.9. The two components of $\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau_{*}}\right)$ are SS (Remainder) as defined in Section 10.7.4 above and $\operatorname{SS}\left(\widehat{E}^{\boldsymbol{\gamma}_{\ell}}\right.$ vs. $\left.\widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right)$ given by (10.24). Now

$$
\begin{equation*}
E \mathrm{SS}(\text { Remainder })=v\left(\sigma_{e}^{2}+3^{p} \sigma_{\beta}^{2}\right) \tag{10.33}
\end{equation*}
$$

and, after straightforward derivation,

$$
\begin{equation*}
E \operatorname{SS}\left(\widehat{E}^{\boldsymbol{\gamma}_{\ell}} \quad \text { vs. } \quad \widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right)=2\left[\sigma_{e}^{2}+\frac{u\left(\gamma_{\ell}\right)}{s} 3^{p} \sigma_{\beta}^{2}\right] \tag{10.34}
\end{equation*}
$$

Hence, from (10.33), (10.34) and Table 10.10,

$$
\begin{equation*}
E \operatorname{MS}\left(\boldsymbol{X}_{\beta_{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau^{*}}\right)=\sigma_{e}^{2}+\Delta 3^{p} \sigma_{\beta}^{2} \tag{10.35}
\end{equation*}
$$

with

$$
\begin{equation*}
\Delta=\frac{\frac{2}{s} \sum_{\ell} u\left(\gamma_{\ell}\right)+v}{s q\left(3^{n-p}-1\right)-2 n_{1}} \tag{10.36}
\end{equation*}
$$

and $v$ as defined in Section 10.7.4. It then follows that

$$
\begin{align*}
\widehat{\sigma_{e}^{2}+3^{p}} \sigma_{\beta}^{2}= & \frac{1}{\widehat{w}^{\prime}}=\left(1-\frac{1}{\Delta}\right) \operatorname{MS}\left(\boldsymbol{I} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\tau^{*}}\right. \\
& +\frac{1}{\Delta} \operatorname{MS}\left(\boldsymbol{X}_{\beta^{*}} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau^{*}}\right) \tag{10.37}
\end{align*}
$$

with $\Delta$ given by (10.36).
There are, of course, other methods of estimating the weights as described in Section 1.11. In any case, Satterthwaite's procedure (Satterthwaite, 1946; see also I.9.7.7) must be used to obtain the degrees of freedom associated with the estimator given in (10.37).

### 10.8 NUMERICAL EXAMPLE

We consider the $3^{2}$ factorial in blocks of size 3 , confounding the 2 -factor interaction component $A B$ with blocks. The data as well as the intrablock analysis (using SAS PROC GLM) and combined intra- and interblock analysis (using SAS PROC MIXED) are given in Table 10.11. We shall comment briefly on these analyses.

### 10.8.1 Intrablock Analysis

We find $\widehat{\sigma}_{e}^{2}=\operatorname{MS}\left(\boldsymbol{I} \mid \mathcal{J}, \boldsymbol{X}_{\boldsymbol{\rho}}, \boldsymbol{X}_{\boldsymbol{\beta}^{*}}, \boldsymbol{X}_{\boldsymbol{\tau}^{*}}\right)=\operatorname{MS}(E)=.8333 . \operatorname{MS}(E)$ (with 6 d.f.) is used to test hypotheses about $A, B$, and $A \times B$ by forming $F$ ratios with the respective type III mean squares in the numerator. Concerning the $A \times B$ interaction, we know, of course, that it has only 2 d.f., which are associated with the interaction component $A B^{2}$.

### 10.8.2 Combined Analysis

In this example $A B$ is confounded in both replicates, that is, $A B$ belongs to $\mathcal{E}_{1}$, whereas $A, B$, and $A B^{2}$ belong to $\mathcal{E}_{3}$. This means that only interblock information is available for $A B$ and only intrablock information is available for $A$, $B$, and $A B^{2}$. Thus, the combined analysis for $A$ and $B$ yields the same results as the intrablock analysis. We can verify this easily by comparing the $F$ ratios and $P$ values using the type III MS in PROC GLM and PROC MIXED, respectively. In both cases we find for $A: F=126.87, P=.0001$, and for $B: F=2.07$, $P=.2076$.

To test the hypothesis that there is no $A \times B$ interaction we obtain

$$
\begin{equation*}
\mathrm{SS}(A \times B)=\mathrm{SS}(A B)+\mathrm{SS}\left(A B^{2}\right) \tag{10.38}
\end{equation*}
$$

Table 10.11 Analysis of $\mathbf{3}^{\mathbf{2}}$ Factorial in Blocks of Size 3 (With AB Completely Confounded)

```
data three;
input rep block A B y @@;
datalines;
1 1 0 0 11 1 1 1 2 14 1 1 2 1 20
1 2 0 2 20 1 2 1 1 23 1 2 2 0 27
1 3 0 1 20 1 3 1 0 27 1 3 2 2 30
2 4 0 0 20 2 4 1 2 25 2 4 2 1 29
2 5 0 2 27 2 5 1 1 30 2 5 2 0 32
2 6 0 1 31 2 6 1 0 41 2 6 2 2 43
;
run;
```

options nodate pageno=1;
proc print data=three;
title1 'TABLE 10.11';
title2 '3**2 FACTORIAL IN BLOCKS OF SIZE 3';
title3 '(WITH AB COMPLETELY CONFOUNDED)';
run;
proc glm data=three;
class rep block A B;
model $y=r e p A \mid B$ block (rep);
title3 'INTRA-BLOCK ANALYSIS';
run;
proc mixed data=three;
class rep block A B;
model $y=r e p A \mid B / d d f m=s a t t e r t h ;$
random block (rep) ;
title3 'COMBINED INTRA- AND INTER-BLOCK ANALYSIS';
run;

| Obs | rep | block | A | B | Y |
| ---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |
| 1 | 1 | 1 | 0 | 0 | 11 |
| 2 | 1 | 1 | 1 | 2 | 14 |
| 3 | 1 | 1 | 2 | 1 | 20 |
| 4 | 1 | 2 | 0 | 2 | 20 |
| 5 | 1 | 2 | 1 | 1 | 23 |
| 6 | 1 | 2 | 2 | 0 | 27 |
| 7 | 1 | 3 | 0 | 1 | 20 |
| 8 | 1 | 3 | 1 | 0 | 27 |
| 9 | 1 | 3 | 2 | 2 | 30 |
| 10 | 2 | 4 | 0 | 0 | 20 |
| 11 | 2 | 4 | 1 | 2 | 25 |
| 12 | 2 | 4 | 2 | 1 | 29 |
| 13 | 2 | 5 | 0 | 2 | 27 |
| 14 | 2 | 5 | 1 | 1 | 30 |
| 15 | 2 | 5 | 2 | 0 | 32 |
| 16 | 2 | 6 | 0 | 1 | 31 |
| 17 | 2 | 6 | 1 | 0 | 41 |
| 18 | 2 | 6 | 2 | 2 | 43 |
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from the type I SS in PROC GLM as

$$
\mathrm{SS}(A \times B)=464.22
$$

with 4 d.f. Now we know from (10.16b) and its extension to completely confounded effects that

$$
\begin{equation*}
E\{\mathrm{SS}(A B)\}=2 \sigma_{e}^{2}+2 \cdot 3\left\{\left[A B_{0}\right]^{2}+\left[A B_{1}\right]^{2}+\left[A B_{2}\right]^{2}\right\} \tag{10.39}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left\{\operatorname{SS}\left(A B^{2}\right)\right\}=2\left(\sigma_{e}^{2}+3 \sigma_{\beta}^{2}\right)+2 \cdot 3\left\{\left[A B_{0}^{2}\right]^{2}+\left[A B_{1}^{2}\right]^{2}+\left[A B_{2}^{2}\right]^{2}\right\} \tag{10.40}
\end{equation*}
$$

Hence, using (10.38), (10.39), and (10.40),

$$
\begin{equation*}
E\{\operatorname{MS}(A \times B)\}=\sigma_{e}^{2}+\frac{3}{2} \sigma_{\beta}^{2}+\frac{3}{2}\left\{\sum_{i}\left[A B_{i}\right]^{2}+\sum_{i}\left[A B_{i}^{2}\right]^{2}\right\} \tag{10.41}
\end{equation*}
$$

Under $H_{0}(10.41)$ reduces to $\sigma_{e}^{2}+\frac{3}{2} \sigma_{\beta}^{2}$. We therefore need to obtain an estimator for this quantity that will then provide the denominator for the $F$ ratio to test $H_{0}$. Using (10.37) and (10.32) it is easy to see that

$$
\begin{aligned}
\widehat{\sigma}_{e}^{2}+\frac{3}{2} \widehat{\sigma}_{\beta}^{2}= & \left(1-\frac{1}{2 \Delta}\right) \operatorname{MS}\left(\boldsymbol{I} \mid \mathcal{J}, \boldsymbol{X}_{\boldsymbol{\rho}}, \boldsymbol{X}_{\boldsymbol{\beta}^{*}}, \boldsymbol{X}_{\boldsymbol{\tau}^{*}}\right) \\
& +1-\frac{1}{2 \Delta} \operatorname{MS}\left(\boldsymbol{X}_{\boldsymbol{\beta}^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\boldsymbol{\rho}}, \boldsymbol{X}_{\boldsymbol{\tau}^{*}}\right)
\end{aligned}
$$

where $\Delta$ is obtained from (10.36), recognizing that $u\left(\gamma_{\ell}\right)=0$ since $\mathcal{E}_{2}=\phi, v=$ $2, s=2, q=1, n=2, p=1, n_{1}=1$. Thus, $\Delta=1$ and

$$
\begin{aligned}
\widehat{\sigma}_{e}^{2}+\frac{3}{2} \widehat{\sigma}_{\beta}^{2} & =\frac{1}{2} \operatorname{MS}\left(\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\boldsymbol{\rho}}, \boldsymbol{X}_{\boldsymbol{\beta}^{*}}, \boldsymbol{X}_{\boldsymbol{\tau}^{*}}\right)+\frac{1}{2} \operatorname{MS}\left(\boldsymbol{X}_{\boldsymbol{\beta}^{*}} \mid \boldsymbol{J}, \boldsymbol{X}_{\boldsymbol{\rho}}, \boldsymbol{X}_{\boldsymbol{\tau}^{*}}\right) \\
& =\frac{1}{2}(.8333+15.0556)=7.95
\end{aligned}
$$

using results from the ANOVA table. Finally,

$$
F=\frac{\operatorname{MS}(A \times B)}{\widehat{\sigma}_{e}^{2}+\frac{3}{2} \widehat{\sigma}_{\beta}^{2}}=\frac{116.06}{7.95}=14.60
$$

This value is comparable to the corresponding value 13.03 obtained with PROC MIXED, which uses REML to estimate the variance components $\sigma_{e}^{2}$ and $\sigma_{\beta}^{2}$.

The degrees of freedom for the denominator of the $F$ ratio are obtained by Satterthwaite's procedure as

$$
\text { d.f. }=\frac{[(.8333+15.0556) / 2]^{2}}{\left(\frac{.8333}{2}\right)^{2} / 6+\left(\frac{15.0556}{2}\right)^{2} / 2}=2.22
$$

which is comparable to Den DF $=2$ in the PROC MIXED output.

## General Symmetrical Factorial Design

### 11.1 INTRODUCTION

In the preceding chapters we have discussed at great length the design and analysis of factorial experiments with two and three qualitative levels. In both cases the development is based upon orthogonal partitions of the complete set of treatment combinations and comparisons among the resulting subsets. These partitions are based on solving certain equations or sets of equations using only elements from the (mathematical) field of residue classes $\bmod 2$ and $\bmod 3$, respectively and elementary facts about ordinary arithmetic mod 2 and $\bmod 3$, respectively. The question then is whether this can be extended.

Consider, say, arithmetic mod 4. Addition with an additive identity and multiplication with a multiplicative identity are easily defined, for example,

$$
2+3=1
$$

and

$$
2 \times 3=2
$$

However, this is not enough. We want to set up families of hyperplanes defined by, for example,

$$
x_{1}+2 x_{2}=0,1,2,3
$$

and in order to achieve orthogonal partitions of the $4^{n}$ treatment combinations, we need the result that the equation in the unknown $x$

$$
a x=b \quad(a \neq 0)
$$

[^12]has a unique solution. We see immediately that arithmetic mod 4 does not have this property; for example,
$$
2 x=2
$$
is satisfied by $x=1$ and $x=3$ and
$$
2 x=1
$$
is not satisfied by any $x$. So we see that the simple arithmetic mod $k$ does not extend immediately to any $k>3$. It does so, however, if $k$ is a prime number, $p$ say.

The addition and multiplication properties mod $p$ of the set $S=\{0,1,2, \ldots$, $p-1\}$ are obvious. It only remains to show that

$$
a x=b \quad(a \neq 0)
$$

has a unique solution $\bmod p$. Suppose we have two solutions $x_{1}, x_{2}$ with $x_{1} \neq x_{2}$. Then

$$
a\left(x_{1}-x_{2}\right)=0
$$

Since $x_{1}-x_{2}=d$, say, $\in S$, we have

$$
a d=0
$$

but

$$
a d=0 \longleftrightarrow a d=c p
$$

with $c \in S$. Since neither $a$ nor $d$ are divisible by $p$, this relationship cannot hold unless $d=0$, and hence $x_{1}=x_{2}$. So, division is unique, and hence $S$ forms a field. We denote this field of $p$ elements and arithmetic $\bmod p$ by $\operatorname{GF}(p)$. Further generalizations can be made to $k=p^{m}$, a prime power, using the Galois field $\operatorname{GF}\left(p^{m}\right)$ (see Appendix A).

In this chapter we shall discuss the $p^{n}$ factorial as a generalization of the $2^{n}$ and $3^{n}$ factorials and indicate how this, in turn, can be generalized to the $s^{n}=\left(p^{m}\right)^{n}$ factorial. Much of the development in this chapter is due to Bose (1947b), Bose and Kishen (1940), Fisher (1942, 1945), Kempthorne (1947, 1952), Rao (1946a, 1947b), and Yates (1937b).

### 11.2 REPRESENTATION OF EFFECTS AND INTERACTIONS

We now have $n$ factors $A_{1}, A_{2}, \ldots, A_{n}$ each at $p$ levels; hence we have $p^{n}$ treatment combinations and $p^{n}-1$ d.f. among treatments. A treatment combination is denoted by the $n$-tuple $\boldsymbol{x}^{\prime}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ with $x_{i} \in \mathrm{GF}(p)$. We then consider a partition $\boldsymbol{\alpha}^{\prime}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ with $\alpha_{i} \in \operatorname{GF}(p)$, but not all $\alpha_{i}=0$, which partitions the set of $p^{n}$ treatment combinations into $p$ sets of $p^{n-1}$ treatment combinations each through the equations

$$
\begin{equation*}
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}=\delta \tag{11.1}
\end{equation*}
$$

where $\delta$ takes on all values in $\operatorname{GF}(p)$. That this is true can be seen as follows: Suppose for fixed $\boldsymbol{\alpha}$ and $\delta$ we have $\alpha_{i} \neq 0$ for some $i$. We can then choose all $x_{j}(j \neq i)$ freely ( $x_{j}=x_{j}^{*}$ say) and obtain, from (11.1),

$$
\alpha_{i} x_{i}=\delta-\sum_{j \neq i} \alpha_{j} x_{j}^{*}=\delta^{*}, \quad \text { say }
$$

Because of uniqueness of division in $\operatorname{GF}(p), x_{i}$ is then determined uniquely. Since each $x_{j}(j \neq i)$ can take on $p$ different values $x_{j}^{*}$, we have $p^{n-1}$ solutions to (11.1). Comparisons among the $p$ sets of treatment combinations generated by (11.1) define the $p-1$ d.f. associated with the effect or interaction $E^{\alpha}=$ $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$.

Let $S(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta)$ denote the set of treatment combinations $\boldsymbol{x}^{\prime}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ satisfying (11.1). Then a contrast belonging to $E^{\alpha}$ can be defined formally as $\sum_{\delta} c_{\delta} S(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta)$ with $\delta \in \mathrm{GF}(p)$ and $\sum_{\delta} c_{\delta}=0$.

Excluding $\boldsymbol{\alpha}^{\prime}=(0,0, \ldots, 0)$ there exist $p^{n}-1$ partitions $\boldsymbol{\alpha}$. However, for any given $\boldsymbol{\alpha}$ the partitions $\boldsymbol{\alpha}, 2 \boldsymbol{\alpha}, \ldots,(p-1) \boldsymbol{\alpha}$ are identical since they lead to the same equations of the form (11.1). Hence we have $\left(p^{n}-1\right) /(p-1)$ distinct partitions, each accounting for $p-1$ d.f., and consequently, these $\left(p^{n}-1\right) /$ ( $p-1$ ) partitions account for the $p^{n}-1$ d.f. among treatments. In order to have a unique enumeration, we restrict the first nonzero $\alpha_{i}$ in a partition $\boldsymbol{\alpha}$ to be equal to 1 . The partitions then define the main effects, 2 -factor interactions, $\ldots, n$-factor interaction, designated in general by $E^{\alpha}=A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$ with the convention that a letter $A_{i}$ with $\alpha_{i}=0$ is dropped from the expression.

As a consequence of partitioning the totality of $p^{n}-1$ d.f. into $\left(p^{n}-1\right) /$ $(p-1)$ sets of $p-1$ d.f. each, a $k$-factor interaction, for example, $A_{1} \times$ $A_{2} \times \cdots \times A_{k}$, consists of $(p-1)^{k-1}$ components denoted by, for example, $A_{1} A_{2}^{\alpha_{2}} \cdots A_{k}^{\alpha_{k}}$, where $\alpha_{2}, \alpha_{3}, \ldots, \alpha_{k}$ take on all nonzero values in $\operatorname{GF}(p)$. As an example, in a $5^{n}$ design the 2 -factor interaction $A \times B$ consists of $A B, A B^{2}$, $A B^{3}, A B^{4}$.

We also note that for two distinct partitions $\boldsymbol{\alpha}^{\prime}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ and $\boldsymbol{\beta}^{\prime}=$ $\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right)$ the equations

$$
\begin{equation*}
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}=\delta_{1} \tag{11.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{1} x_{1}+\beta_{2} x_{2}+\cdots+\beta_{n} x_{n}=\delta_{2} \tag{11.3}
\end{equation*}
$$

are satisfied by $p^{n-2}$ treatment combinations. That this is so follows from the theory of linear equations: Because the partitions $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ are distinct, we can find $\alpha_{i}, \alpha_{j}, \beta_{i}, \beta_{j}$ such that

$$
\left|\begin{array}{cc}
\alpha_{i} & \alpha_{j} \\
\beta_{i} & \beta_{j}
\end{array}\right| \neq 0
$$

We can then choose all $x_{k}(k \neq i, j)$ freely, say $x_{k}=x_{k}^{*}$. Then (11.2) and (11.3) reduce to

$$
\begin{aligned}
& \alpha_{i} x_{i}+\alpha_{j} x_{j}=\delta_{1}-\sum_{k \neq i, j} \alpha_{k} x_{k}^{*}=\delta_{1}^{*} \\
& \beta_{i} x_{i}+\beta_{j} x_{j}=\delta_{2}-\sum_{k \neq i, j} \beta_{k} x_{k}^{*}=\delta_{2}^{*}
\end{aligned}
$$

These equations have a unique solution in $x_{i}$ and $x_{j}$, and since each $x_{k}$ can take on $p$ different values $x_{k}^{*}$, we have $p^{n-2}$ different solutions to (11.2) and (11.3). This is true for all $\delta_{2}=0,1, \ldots, p-1$ and $\delta_{1}$ fixed, which implies that the $p^{n-1}$ treatment combinations satisfying (11.2) can be divided into $p$ distinct sets of $p^{n-2}$ treatment combinations each satisfying one of the $p$ equations (11.3) with $\delta_{2}=0,1, \ldots, p-1$. Any contrast belonging to $E^{\alpha}$ is therefore orthogonal to any contrast belonging to $E^{\boldsymbol{\beta}}$. It is in this sense then that the partitions $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$, and hence the interactions $E^{\alpha}$ and $E^{\beta}$, are orthogonal.

### 11.3 GENERALIZED INTERACTIONS

Any treatment combination $\boldsymbol{x}$ that satisfies the equations (11.2) and (11.3) also satisfies the equation

$$
\begin{equation*}
\left(\alpha_{1}+\beta_{1}\right) x_{1}+\left(\alpha_{2}+\beta_{2}\right) x_{2}+\cdots+\left(\alpha_{n}+\beta_{n}\right) x_{n}=\delta_{1}+\delta_{2} \tag{11.4}
\end{equation*}
$$

As $\delta_{1}$ and $\delta_{2}$ take on all values in $\operatorname{GF}(p), \delta_{1}+\delta_{2}$ takes on each value in $\operatorname{GF}(p)$ exactly $p$ times. Combining all $\boldsymbol{x}$ that satisfy (11.4) for a particular value of $\delta_{1}+\delta_{2}$, we have partitioned the treatment combinations according to

$$
\left(\alpha_{1}+\beta_{1}\right) x_{1}+\left(\alpha_{2}+\beta_{2}\right) x_{2}+\cdots+\left(\alpha_{n}+\beta_{n}\right) x_{n}=\delta
$$

with $\delta \in \operatorname{GF}(p)$. This is, of course, the partition $\boldsymbol{\alpha}+\boldsymbol{\beta}$, and the corresponding interaction $E^{\alpha+\beta}$ is, in conformity with previous usage, a GI of $E^{\alpha}$ and $E^{\boldsymbol{\beta}}$.

We can make the same statements more generally about

$$
\left(\alpha_{1}+\lambda \beta_{1}\right) x_{1}+\left(\alpha_{2}+\lambda \beta_{2}\right) x_{2}+\cdots+\left(\alpha_{n}+\lambda \beta_{n}\right) x_{n}=\delta_{1}+\lambda \delta_{2}
$$

with $\lambda \in \operatorname{GF}(p), \lambda \neq 0$. This then leads to partitions $\boldsymbol{\alpha}+\lambda \boldsymbol{\beta}$ and hence to the totality of $p-1$ GIs $E^{\alpha+\lambda \beta}$ of $E^{\alpha}$ and $E^{\boldsymbol{\beta}}$. These GIs are defined by comparisons among the sets of treatment combinations satisfying

$$
\begin{equation*}
\left(\alpha_{1}+\lambda \beta_{1}\right) x_{1}+\left(\alpha_{2}+\lambda \beta_{2}\right) x_{2}+\cdots+\left(\alpha_{n}+\lambda \beta_{n}\right) x_{n}=\delta \tag{11.5}
\end{equation*}
$$

with $\delta \in \operatorname{GF}(p)$ and each $\lambda \in \operatorname{GF}(p), \lambda \neq 0$.
Formally the GIs are obtained by multiplying the corresponding letters raised to certain powers into each other, reducing the powers $\bmod p$ and modifying the powers (if necessary) such that the first letter included appears with power unity by multiplying every power by the same appropriate value in $\operatorname{GF}(p)$. For example, in a $5^{3}$ factorial the GIs of $A B$ and $A C^{2}$ are

$$
\begin{aligned}
& (A B) \times\left(A C^{2}\right)=A^{2} B C^{2}=\left(A^{2} B C^{2}\right)^{3}=A B^{3} C \\
& (A B) \times\left(A C^{2}\right)^{2}=A^{3} B C=\left(A^{3} B C\right)^{2}=A B^{2} C^{2} \\
& (A B) \times\left(A C^{2}\right)^{3}=A^{4} B C=\left(A^{4} B C\right)^{4}=A B^{4} C^{4} \\
& (A B) \times\left(A C^{2}\right)^{4}=B C^{3}
\end{aligned}
$$

More generally we have the following theorem.
Theorem 11.1 The total number of GIs among $q$ interactions $E^{\boldsymbol{\alpha}_{1}}, E^{\boldsymbol{\alpha}_{2}}, \ldots$, $E^{\boldsymbol{\alpha}_{q}}$ is given by

$$
\begin{equation*}
\phi(q, p)=\sum_{j=2}^{q}\binom{q}{j}(p-1)^{j-1} \tag{11.6}
\end{equation*}
$$

Proof The $q$ interactions are defined by the $q$ sets of equations

$$
\alpha_{j 1} x_{1}+\alpha_{j 2} x_{2}+\cdots+\alpha_{j n} x_{n}=\delta_{j}
$$

with $\delta_{j} \in \mathrm{GF}(p), j=1,2, \ldots, q$, or for short

$$
\begin{equation*}
\boldsymbol{\alpha}_{j}^{\prime} \mathbf{x}=\delta_{j} \quad(j=1,2, \ldots, q) \tag{11.7}
\end{equation*}
$$

Any treatment combination $\boldsymbol{x}$ that satisfies (11.7) for a given set $\delta_{1}, \delta_{2}, \ldots, \delta_{q}$ also satisfies any of the equations

$$
\begin{equation*}
\sum_{j=1}^{q} \lambda_{j} \boldsymbol{\alpha}_{j}^{\prime} \boldsymbol{x}=\sum_{j=1}^{q} \lambda_{j} \delta_{j} \tag{11.8}
\end{equation*}
$$

with $\lambda_{j} \in \operatorname{GF}(p)$ except $\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{q}\right)=(0,0, \ldots, 0)$. We also exclude any $\lambda^{\prime}=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{q}\right)$ with only one nonzero $\lambda_{j}$ since such equations define the $q$ interactions themselves. Given then a particular $\lambda$, if we let the $\delta_{j}$ associated with the nonzero components of $\lambda$ take on all values in $\operatorname{GF}(p)$, we obtain the partition $\lambda^{\prime} \boldsymbol{\alpha}$ that defines the interaction $E^{\lambda^{\prime} \boldsymbol{\alpha}}$, which by definition is a GI of $E^{\alpha_{1}}, E^{\alpha_{2}}, \ldots, E^{\alpha_{q}}$. To have a unique enumeration of all possible $\lambda$ and hence all possible GIs, we restrict the first nonzero component in $\lambda$ to unity. All other components then take on all possible values in $\operatorname{GF}(p)$. Hence the possible number of $\lambda$ vectors is

$$
\sum_{j=2}^{q}\binom{q}{j}(p-1)^{j-1}
$$

which is obtained by considering all admissible $\lambda$ with $2,3, \ldots, q$ nonzero components, respectively.

### 11.4 SYSTEMS OF CONFOUNDING

With a $p^{n}$ factorial and blocks of equal size the only block sizes are $k=p^{\ell}(\ell \leq$ $n$ ). If $\ell<n$, we need to confound certain interactions with blocks. More precisely, for a $p^{n}$ factorial in blocks of size $p^{\ell}$ we have $p^{n-\ell}$ blocks and hence we must confound ( $\left.p^{n-\ell}-1\right) /(p-1)$ interactions with blocks. To find such a system of confounding, we first state the following theorem.

Theorem 11.2 If in a $p^{n}$ factorial with equal block sizes $p^{\ell}\left(\leq p^{n-2}\right)$ two interactions $E^{\boldsymbol{\alpha}}$ and $E^{\boldsymbol{\beta}}$ are confounded with blocks, then so are their GIs $E^{\alpha+\lambda \beta}$, $\lambda \in \mathrm{GF}(p), \lambda \neq 0$.

Proof Consider the equations associated with $E^{\boldsymbol{\alpha}}$ and $E^{\boldsymbol{\beta}}$ :

$$
\begin{align*}
& \alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}=\delta_{1} \\
& \beta_{1} x_{1}+\beta_{2} x_{2}+\cdots+\beta_{n} x_{n}=\delta_{2} \tag{11.9}
\end{align*}
$$

For any pair $\left(\delta_{1}, \delta_{2}\right)$ the equations (11.9) are satisfied by a set of $p^{n-2}$ treatment combinations $\boldsymbol{x}^{\prime}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ denoted by $S\left(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta_{1} ; \boldsymbol{\beta}, \delta_{2}\right)$ say. Each set $S\left(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta_{1} ; \boldsymbol{\beta}, \delta_{2}\right)$ makes up one or several blocks. A contrast belonging to $E^{\boldsymbol{\alpha}}$ is given by

$$
\begin{equation*}
\sum_{\delta_{1}} \sum_{\delta_{2}} c_{\delta_{1}} S\left(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta_{1} ; \boldsymbol{\beta}, \delta_{2}\right) \tag{11.10}
\end{equation*}
$$

and a contrast belonging to $E^{\boldsymbol{\beta}}$ by

$$
\begin{equation*}
\sum_{\delta_{2}} \sum_{\delta_{1}} d_{\delta_{2}} S\left(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta_{1} ; \boldsymbol{\beta}, \delta_{2}\right) \tag{11.11}
\end{equation*}
$$

with $\sum_{\delta_{1}} c_{\delta_{1}}=\sum_{\delta_{2}} d_{\delta_{2}}=0$. The contrasts (11.10) and (11.11), when evaluated in terms of treatment and block effects, are linear functions not only of treatment effects but also of block effects as each set $S\left(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta_{1} ; \boldsymbol{\beta}, \delta_{2}\right)$ contains a sum of block effects multiplied by a common constant, $c_{\delta_{1}}$ or $c_{\delta_{2}}$. Now, for some $\lambda \in \mathrm{GF}(p)$,

$$
\begin{equation*}
S(\boldsymbol{x} ; \boldsymbol{\alpha}+\lambda \boldsymbol{\beta}, \delta)=\sum_{\substack{\delta_{1}, \delta_{2} \\ \delta_{1}+\lambda \delta_{2}=\delta}} S\left(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta_{1} ; \boldsymbol{\beta}, \delta_{2}\right) \tag{11.12}
\end{equation*}
$$

Hence a contrast belonging to $E^{\alpha+\lambda \beta}$ can be expressed as

$$
\begin{equation*}
\sum_{\delta} a_{\delta} S(\boldsymbol{x} ; \boldsymbol{\alpha}+\lambda \boldsymbol{\beta}, \delta)=\sum_{\delta} a_{\delta}\left[\sum_{\substack{\delta_{1}, \delta_{2} \\ \delta_{1}+\lambda \delta_{2}=\delta}} S\left(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta_{1} ; \boldsymbol{\beta}, \delta_{2}\right)\right] \tag{11.13}
\end{equation*}
$$

with $\sum_{\delta} a_{\delta}=0$. Since (11.13) is of the same form as (11.10) and (11.11), that is, a linear combination of the same $S\left(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta_{1} ; \boldsymbol{\beta}, \delta_{2}\right)$, it is also a function of block effects, and hence $E^{\alpha+\lambda \beta}$ is also confounded with blocks. This holds for all $\lambda \in \operatorname{GF}(p)$, hence for all GIs of $E^{\boldsymbol{\alpha}}$ and $E^{\boldsymbol{\beta}}$.

We now consider specifically a system of confounding of a $p^{n}$ factorial in blocks of size $p^{\ell}$.

Theorem 11.3 A system of confounding for a $p^{n}$ factorial in blocks of size $p^{\ell}$ is completely determined by $q=n-\ell$ independent interactions $E^{\boldsymbol{\alpha}_{1}}, E^{\boldsymbol{\alpha}_{2}}, \ldots, E^{\boldsymbol{\alpha}_{q}}$.

Proof Since with any two interactions their GIs are also confounded with blocks, it follows immediately that with $q$ interactions all their GIs are also confounded with blocks. By Theorem 11.1, the total number of GIs is $\phi(q, p)$ as given in (11.6). Hence together with the $q$ independent interactions we confound

$$
q+\phi(q, p)=\sum_{j=1}^{q}\binom{q}{j}(p-1)^{j-1}
$$

interactions. Each interaction carries $p-1$ d.f. The total number of degrees of freedom confounded with blocks is then

$$
\sum_{j=1}^{q}\binom{q}{j}(p-1)^{j}=p^{q}-1=p^{n-\ell}-1
$$

This is the number of degrees of freedom among the $p^{n-\ell}$ blocks of size $p^{\ell}$.
Once the $n-\ell$ independent interactions have been chosen, it remains to obtain the composition of the blocks. One way to do this, obviously, is to consider the $q=n-\ell$ equations associated with $E^{\boldsymbol{\alpha}_{1}}, E^{\boldsymbol{\alpha}_{2}}, \ldots, E^{\boldsymbol{\alpha}_{q}}$ :

$$
\begin{gather*}
\alpha_{11} x_{1}+\alpha_{12} x_{2}+\cdots+\alpha_{1 n} x_{n}=\delta_{1} \\
\alpha_{21} x_{1}+\alpha_{22} x_{2}+\cdots+\alpha_{2 n} x_{n}=\delta_{2}  \tag{11.14}\\
\vdots \\
\alpha_{q 1} x_{1}+\alpha_{q 2} x_{2}+\cdots+\alpha_{q n} x_{n}=\delta_{q}
\end{gather*}
$$

for all possible $p^{n-\ell}$ right-hand sides. For fixed $\left(\delta_{1}, \delta_{2}, \ldots, \delta_{q}\right)$ the equations (11.14) are satisfied by $p^{\ell}$ treatment combinations. Hence for all possible choices of ( $\delta_{1}, \delta_{2}, \ldots, \delta_{q}$ ) we obtain $p^{q}=p^{n-\ell}$ distinct sets of treatment combinations that then form the blocks.

### 11.5 INTRABLOCK SUBGROUP

Another way we have already used with the $2^{n}$ and $3^{n}$ factorial is to first obtain the IBSG and then use it to generate the remaining blocks. Denoting the equations (11.14) with $\delta_{i}=0(i=1,2, \ldots, q)$ by $\left(11.14^{\prime}\right)$, we first prove the following theorem.

Theorem 11.4 The treatment combinations $\boldsymbol{x}^{\prime}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ satisfying the equations (11.14') form a group, the IBSG, of size $p^{\ell}$ with componentwise addition as the operation among elements.

Proof (i) The solutions to (11.14') contain the additive unit element $(0,0, \ldots, 0)$; (ii) if $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ satisfies (11.14'), then $\left(\lambda x_{1}, \lambda x_{2}, \ldots, \lambda x_{n}\right)$ with $\lambda \in \operatorname{GF}(p)$ also satisfies (11.14'); (iii) if $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ satisfy $\left(11.14^{\prime}\right)$, then $\left(x_{1}+y_{1}, x_{2}+y_{2}, \ldots, x_{n}+y_{n}\right)$ satisfies (11.14').

Suppose now that $\boldsymbol{x}^{\prime}$ is in the IBSG and that $z^{\prime}=\left(z_{1}, z_{2}, \ldots, z_{n}\right)$ is a treatment combination not belonging to the IBSG. Then the set $\left\{x^{\prime}+z^{\prime}: x^{\prime} \in \mathrm{IBSG}\right\}$ is a set of $p^{\ell}$ treatment combinations satisfying Eq. (11.14) for some vector
$\left(\delta_{1}, \delta_{2}, \ldots, \delta_{q}\right)$ other than $(0,0, \ldots, 0)$. Hence these treatment combinations form a block. We shall refer to $z^{\prime}$ as the generator of this block. This process can be continued by choosing successively altogether $p^{n-\ell}$ such generators. These generators can obviously be found simply by inspection after another block has been constructed in this way. In certain situations it is possible, however, to give a complete characterization of the generators $z_{1}, z_{2}, \ldots, z_{w}\left(w=p^{n-\ell}-1\right)$, say, where $z_{i}^{\prime}=\left(z_{i 1}, z_{i 2}, \ldots, z_{i n}\right)$.

Consider a particular system of confounding for a $p^{n}$ factorial in blocks of size $p^{\ell}$. Let $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \ldots, \boldsymbol{\alpha}_{q}, \boldsymbol{\alpha}_{q+1}, \ldots, \boldsymbol{\alpha}_{v}$ be the partitions corresponding to the confounded interactions, where $v=\left(p^{n-\ell}-1\right) /(p-1)$ and $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \ldots, \boldsymbol{\alpha}_{q}(q=$ $n-\ell$ ) represent the independent interactions. We then consider the set

$$
\left\{\lambda \alpha_{i} \quad \bmod p: i=1,2, \ldots, v ; \lambda \in \operatorname{GF}(p), \lambda \neq 0\right\}
$$

which we denote by

$$
G:\left\{\boldsymbol{\alpha}_{j} ; j=1, \ldots, p^{n-\ell}-1\right\}
$$

We note that if we adjoin to $G$ the element $\boldsymbol{\alpha}_{0}^{\prime}=(0,0, \ldots, 0)$ we have a group of $p^{n-\ell}$ elements of order $n-\ell$ with $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \ldots, \boldsymbol{\alpha}_{q}$ as the generators. Denote this group by $G^{*}$.

We now state the following theorem.

Theorem 11.5 For a given system of confounding for a $p^{n}$ factorial in blocks of size $p^{\ell}$ the composition of the blocks is obtained by using the IBSG together with the generators $z_{j}=\alpha_{j}$ with $\alpha_{j} \in G$ provided the $\boldsymbol{\alpha}_{j}$ are not contained in the IBSG.

Proof We have to show that each $z_{j}=\boldsymbol{\alpha}_{j}$ satisfies a different set of equations (11.14), that is, with different right-hand sides.

Suppose that $\boldsymbol{\alpha}_{j}$ and $\boldsymbol{\alpha}_{j^{\prime}}\left(j \neq j^{\prime}\right)$ satisfy the same equations. It follows then from (11.14) that

$$
\begin{gathered}
\boldsymbol{\alpha}_{1}^{\prime}\left(\boldsymbol{\alpha}_{j}-\boldsymbol{\alpha}_{j^{\prime}}\right)=0 \\
\boldsymbol{\alpha}_{2}^{\prime}\left(\boldsymbol{\alpha}_{j}-\boldsymbol{\alpha}_{j^{\prime}}\right)=0 \\
\vdots \\
\boldsymbol{\alpha}_{q}^{\prime}\left(\boldsymbol{\alpha}_{j}-\boldsymbol{\alpha}_{j^{\prime}}\right)=0
\end{gathered}
$$

that is, $\boldsymbol{\alpha}_{j}-\boldsymbol{\alpha}_{j^{\prime}}$ satisfies (11.14)'. Now $\boldsymbol{\alpha}_{j}-\boldsymbol{\alpha}_{j^{\prime}} \in G^{*}$ and, by assumption, the only element in $G^{*}$ that satisfies (11.14)' is $\boldsymbol{\alpha}_{0}$. Hence $\boldsymbol{\alpha}_{j}=\boldsymbol{\alpha}_{j^{\prime}}$.

Example 11.1 Consider a $3^{5}$ experiment in blocks of size $3^{3}$. Suppose $A B C D, B C D E^{2}$, and hence $A B^{2} C^{2} D^{2} E^{2}$ and $A E$ are confounded with blocks. The IBSG is determined by

$$
\begin{array}{r}
x_{1}+x_{2}+x_{3}+x_{4}=0 \\
x_{2}+x_{3}+x_{4}+2 x_{5}=0
\end{array}
$$

and it can be seen that $\boldsymbol{\alpha}_{1}^{\prime}=(1,1,1,1,0), \quad \boldsymbol{\alpha}_{2}^{\prime}=(0,1,1,1,2), \quad \boldsymbol{\alpha}_{3}^{\prime}=$ $(1,2,2,2,2), \boldsymbol{\alpha}_{4}^{\prime}=(1,0,0,0,1)$ do not satisfy these equations. Hence the generators of the eight blocks besides the IBSG are $\boldsymbol{\alpha}_{1}^{\prime}, \boldsymbol{\alpha}_{2}^{\prime}, \boldsymbol{\alpha}_{3}^{\prime}, \boldsymbol{\alpha}_{4}^{\prime}, \boldsymbol{\alpha}_{5}^{\prime}=2 \boldsymbol{\alpha}_{1}^{\prime}=$ $(2,2,2,2,0), \quad \boldsymbol{\alpha}_{6}^{\prime}=2 \boldsymbol{\alpha}_{2}^{\prime}=(0,2,2,2,1),, \quad \boldsymbol{\alpha}_{7}^{\prime}=2 \boldsymbol{\alpha}_{3}^{\prime}=(2,1,1,1,1), \quad \boldsymbol{\alpha}_{8}^{\prime}=$ $2 \boldsymbol{\alpha}_{4}^{\prime}=(2,0,0,0,2)$.

### 11.6 ENUMERATING SYSTEMS OF CONFOUNDING

Concerning the number of possible systems of confounding, we state the following theorem.

Theorem 11.6 The total number of systems of confounding of a $p^{n}$ factorial in blocks of size $p^{\ell}$ is

$$
\begin{equation*}
\frac{\left(p^{n}-1\right)\left(p^{n}-p\right) \cdots\left(p^{n}-p^{n-\ell-1}\right)}{\left(p^{n-\ell}-1\right)\left(p^{n-\ell}-p\right) \cdots\left(p^{n-\ell}-p^{n-\ell-1}\right)} \tag{11.15}
\end{equation*}
$$

Proof It follows from Theorem 11.3 that the total number of systems of confounding is the same as the number of distinct sets of $n-\ell$ independent interactions. This number can be obtained as follows: The first interaction can be chosen in $\left(p^{n}-1\right) /(p-1)$ ways; the second in $\left(p^{n}-p\right) /(p-1)$ ways; the third in

$$
\frac{p^{n}-p}{p-1}-1-\phi(2, p)=\frac{p^{n}-p^{2}}{p-1}
$$

ways, with $\phi(q, p)$ as defined in (10.6); the fourth in

$$
\frac{p^{n}-p^{2}}{p-1}-1-\phi(3, p)+\phi(2, p)=\frac{p^{n}-p^{3}}{p-1}
$$

ways; ...; the $(k+1)-t h(k \geq 3)$ in

$$
\begin{equation*}
\frac{p^{n}-p^{k-1}}{p-1}-1-\phi(k, p)+\phi(k-1, p) \tag{11.16}
\end{equation*}
$$

ways, and since

$$
\phi(k, p)-\phi(k-1, p)=p^{k-1}-1
$$

(11.16) becomes $\left(p^{n}-p^{k}\right) /(p-1)$. Hence the total number of sets generated in this way is

$$
\begin{equation*}
\left(\frac{p^{n}-1}{p-1}\right)\left(\frac{p^{n}-p}{p-1}\right)\left(\frac{p^{n}-p^{2}}{p-1}\right) \cdots\left(\frac{p^{n}-p^{n-\ell-1}}{p-1}\right) \tag{11.17}
\end{equation*}
$$

Any one set will, however, have been enumerated in

$$
\begin{equation*}
\left(\frac{p^{n-\ell}-1}{p-1}\right)\left(\frac{p^{n-\ell}-p}{p-1}\right) \cdots\left(\frac{p^{n-\ell}-p^{n-\ell-1}}{p-1}\right) \tag{11.18}
\end{equation*}
$$

different ways, which can be derived in the same way as (11.17). Dividing (11.17) by (11.18) gives the stated result (11.15).

### 11.7 FISHER PLANS

In many cases (11.15) may be too large to actually write out all possible systems of confounding. A question of practical interest then is whether there exists a certain type of confounding and how one can find it if it exists. In particular, one may be interested to know whether there exists a system of confounding such that main effects and low-factor interactions remain unconfounded.

### 11.7.1 Existence and Construction

A first and important result in this direction is the following theorem.

Theorem 11.7 (Fisher, 1942, 1945) The maximum number of factors with $p$ levels that can be accommodated in a design with blocks of size $p^{\ell}(\ell \geq 2)$ such that main effects and two-factor interactions remain unconfounded is

$$
\begin{equation*}
n=\frac{p^{\ell}-1}{p-1} \tag{11.19}
\end{equation*}
$$

Proof The proof is based on the following correspondence between the $n=\left(p^{\ell}-1\right) /(p-1)$ factors $F_{1}, F_{2}, \ldots, F_{n}$ each at $p$ levels and the $\left(p^{\ell}-1\right) /$
$(p-1)$ effects and interactions of a $p^{\ell}$ factorial with factors $A_{1}, A_{2}, \ldots, A_{\ell}$ :

$$
\begin{aligned}
F_{1} & =A_{1} \\
F_{2} & =A_{2} \\
F_{3} & =A_{1} A_{2} \\
F_{4} & =A_{1} A_{2}^{2} \\
& \vdots \\
F_{n} & =A_{1} A_{2}^{p-1} \cdots A_{\ell}^{p-1}
\end{aligned}
$$

or, if we label the factors $F$ by $\boldsymbol{\alpha}$, where $\boldsymbol{\alpha}^{\prime}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{\ell}\right)$ designates a partition in the $p^{\ell}$ system,

$$
F_{\alpha}=A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{\ell}^{\alpha_{\ell}}
$$

with $\alpha_{i} \in \operatorname{GF}(p)(i=1,2, \ldots, \ell)$, not all $\alpha_{i}=0$ and the first nonzero $\alpha_{i}$ equal to unity. There are, of course, $n$ such $\boldsymbol{\alpha}$ 's and we denote the set of these $\boldsymbol{\alpha}$ 's by $\mathcal{A}$. We then create the following two-way table: The rows are labeled by the $p^{\ell}$ factorial combinations $\boldsymbol{x}^{\prime}=\left(x_{1}, x_{2}, \ldots, x_{\ell}\right)$ and the columns by the $\left(p^{\ell}-1\right) /(p-1)$ interactions $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{\ell}^{\alpha_{\ell}}$, that is, by the $F_{\alpha}$. The table entries thus are the inner products $\boldsymbol{\alpha}^{\prime} \boldsymbol{x} \bmod p$ [we note that these are the subscripts in the representation of $\tau(\boldsymbol{x})$ in terms of main effects and interactions]. Each row in this table then represents a treatment combination in the $n$ factors $F_{1}, F_{2}, \ldots, F_{n}$, the level of $F_{\boldsymbol{\alpha}}$ in the treatment combination $\boldsymbol{z}(\boldsymbol{x})$ corresponding to row $\boldsymbol{x}$ being $\boldsymbol{\alpha}^{\prime} \boldsymbol{x}$. We thus have $p^{\ell}$ treatment combinations for $n$ factors. These treatment combinations constitute the IBSG for the system of confounding to be considered. That this is so can be seen as follows: (i) The operation in this set is componentwise addition mod $p$; (ii) the set contains the addition identity; (iii) if the set contains

$$
z(\boldsymbol{x})=\left(x_{1}, x_{2}, x_{1}+x_{2}, \ldots, x_{1}+(p-1) \sum_{i=2}^{\ell} x_{i}\right)
$$

then it also contains $\lambda \boldsymbol{x}, \lambda \in \mathrm{GF}(p)$, since with the $p^{\ell}$ treatment combination $\boldsymbol{x}$ we also have the $p^{\ell}$ treatment combination $\lambda \boldsymbol{x}$ because the set of $p^{\ell}$ treatment combinations forms a group; and (iv) if the set contains

$$
z(\boldsymbol{x})=\left(x_{1}, x_{2}, x_{1}+x_{2}, \ldots, x_{1}+(p-1) \sum_{i=2}^{\ell} x_{i}\right)
$$

and

$$
z(\boldsymbol{y})=\left(y_{1}, y_{2}, y_{1}+y_{2}, \ldots, y_{1}+(p-1) \sum_{i=2}^{\ell} y_{i}\right)
$$

then it also contains $\boldsymbol{z}(\boldsymbol{x})+\boldsymbol{z}(\boldsymbol{y})$ because with $\boldsymbol{x}$ and $\boldsymbol{y}$ the $p^{\ell}$ treatment combinations also contain $\boldsymbol{x}+\boldsymbol{y}$.

To show that this IBSG leads to a system of confounding that does not confound any of the main effects $F_{i}(i=1,2, \ldots, n)$ and any of the 2-factor interactions $F_{i} F_{j}^{\gamma}, \gamma \in \mathrm{FG}(p), \gamma \neq 0, i, j=1,2, \ldots, n, i \neq j$, we have to show that in the IBSG (i) each level of each factor $F_{i}$ occurs the same number of times and (ii) each level combination for any two factors $F_{i}, F_{j}$ occurs the same number of times: (1) The level $z \in \operatorname{GF}(p)$ of factor $F_{\boldsymbol{\alpha}}$ occurs in the IBSG whenever $\boldsymbol{\alpha}^{\prime} \boldsymbol{x}=z$. Since at least one $\alpha_{i} \neq 0$ in $\boldsymbol{\alpha}$, this equation has $p^{\ell-1}$ solutions for every $z \in \operatorname{GF}(p)$ and every $\boldsymbol{\alpha} \in \mathcal{A}$. (2) The level combination $\left(z_{1}, z_{2}\right)$ of factors $F_{\boldsymbol{\alpha}}$ and $F_{\boldsymbol{\beta}}$ occurs whenever $\boldsymbol{\alpha}^{\prime} \boldsymbol{x}=z_{1}$ and $\boldsymbol{\beta}^{\prime} \boldsymbol{z}=z_{2}$. As shown previously (Section 11.2), there exist exactly $p^{\ell-2}$ such $p^{\ell}$ treatment combinations $\boldsymbol{x}$ that satisfy these equations and that hold for every $\boldsymbol{\alpha}, \boldsymbol{\beta} \in \mathcal{A}$ and every $z_{1}, z_{2} \operatorname{GF}(p)$.

We illustrate this theorem by the following example.

Example 11.2 Let $p=3$ and $\ell=2$, that is, $n=4$. We set up the table, letting $A_{1}=A, A_{2}=B$,

|  | $\boldsymbol{F}_{\mathbf{1}}$ | $\boldsymbol{F}_{\mathbf{2}}$ | $\boldsymbol{F}_{\mathbf{3}}$ | $\boldsymbol{F}_{\mathbf{4}}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | $\boldsymbol{A}$ | $\boldsymbol{B}$ | $\boldsymbol{A} \boldsymbol{B}$ | $\boldsymbol{A} \boldsymbol{B}^{\mathbf{2}}$ |
| $\boldsymbol{x}^{\prime}$ | $\boldsymbol{\alpha}^{\prime}=(\mathbf{1 , 0} \mathbf{0}$ | $(\mathbf{0}, \mathbf{1})$ | $(\mathbf{1 , \mathbf { 1 } )}$ | $(\mathbf{1 , 2} \mathbf{2})$ |
| 0,0 | 0 | 0 | 0 | 0 |
| 0,1 | 0 | 1 | 1 | 2 |
| 0,2 | 0 | 2 | 2 | 1 |
| 1,0 | 1 | 0 | 1 | 1 |
| 1,1 | 1 | 1 | 2 | 0 |
| 1,2 | 1 | 2 | 0 | 2 |
| 2,0 | 2 | 0 | 2 | 2 |
| 2,1 | 2 | 1 | 0 | 1 |
| 2,2 | 2 | 2 | 1 | 0 |

Each row represents a treatment combination $\left(z_{1}, z_{2}, z_{3}, z_{4}\right)$ for the factors $F_{1}, F_{2}, F_{3}, F_{4}$. The nine treatment combinations represent the IBSG for a system of confounding for a $3^{4}$ factorial in blocks of size $3^{2}$.

If we write the IBSG as a $n \times p^{\ell}$ array, $\boldsymbol{W}$ say, that is, each column representing a treatment combination, the proof of Theorem 11.7 leads immediately to the following corollary.

Corollary 11.1 The IBSG for a $p^{n}$ factorial in blocks of size $p^{\ell}$, written as a matrix $\boldsymbol{W}$, is an orthogonal array of size $p^{\ell}$, with $n=\left(p^{\ell}-1\right) /(p-1)$
constraints, $p$ symbols, of strength 2 and index $p^{\ell-2}$, that is,

$$
\mathrm{OA}\left[p^{\ell}, \frac{p^{\ell}-1}{p-1}, p, 2 ; p^{\ell-2}\right]
$$

Such an orthogonal array was called by Rao (1946a) a hypercube of strength 2. More generally this leads to the following definition.

Definition 11.1 Let there be $n$ factors each at $p$ levels. A subset consisting of $p^{\ell}$ of the possible $p^{n}$ treatment combinations is said to be a hypercube of strength $d$ if all combinations of any $d$ of the $n$ factors occur $p^{\ell-d}$ times. Such an arrangement is denoted by $[n, p, \ell, d]$.

Still another way of expressing the result of Theorem 11.7 is the following corollary.

Corollary 11.2 For a $p^{n}$ factorial experiment there exists a system of confounding with main effects and 2-factor interactions unconfounded if the block size $k$ is such that

$$
\begin{equation*}
k>n(p-1) \tag{11.20}
\end{equation*}
$$

For $p=2,3,(11.20)$ is, of course, the result alluded to in Sections 8.2.3 and 10.6, respectively.

### 11.7.2 Identifying System of Confounding

Having constructed a system of confounding using the IBSG of Theorem 11.7, the question may then be asked: Which of the interactions in the $p^{n}$ factorial are confounded? Let $z^{\prime}=\left(z_{1}, z_{2}, \ldots, z_{n}\right)$ denote a treatment combination of the $p^{n}$ factorial with the factors $F_{1}, F_{2}, \ldots, F_{n}$. We then know that the interaction $F_{1}^{\gamma_{1}} F_{2}^{\gamma_{2}} \cdots F_{n}^{\gamma_{n}}\left[\gamma_{i} \in \operatorname{GF}(p), i=1,2, \ldots, n\right.$, not all $\gamma_{i}=0$, the first nonzero $\gamma_{i}$ equals unity] is confounded with blocks if and only if

$$
\begin{equation*}
\gamma_{1} z_{1}+\gamma_{2} z_{2}+\cdots+\gamma_{n} z_{n}=0 \quad \bmod p \tag{11.21}
\end{equation*}
$$

for every $z^{\prime}$ in the IBSG. The IBSG contains $p^{\ell}$ elements that form an additive group of order $\ell$, that is, the group is generated by $\ell$ treatment combinations $z_{1}^{\prime}, z_{2}^{\prime}, \ldots, z_{\ell}^{\prime}$, say with $z_{i}^{\prime}=\left(z_{i 1}, z_{i 2}, \ldots, z_{i n}\right), i=1,2, \ldots, \ell$. The system (11.21) then reduces to

$$
\begin{gather*}
\gamma_{1} z_{11}+\gamma_{2} z_{12}+\cdots+\gamma_{n} z_{1 n}=0 \\
\gamma_{1} z_{21}+\gamma_{2} z_{22}+\cdots+\gamma_{n} z_{2 n}=0  \tag{11.22}\\
\vdots \\
\gamma_{1} z_{\ell 1}+\gamma_{2} z_{\ell 2}+\cdots+\gamma_{n} z_{\ell n}=0
\end{gather*}
$$

Equations (11.22) in the unknowns $\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}$ have $p^{n-\ell}$ solutions. One of these solutions is $(0,0, \ldots, 0)$ so that $p^{n-\ell}-1$ nontrivial solutions remain. However, if $\boldsymbol{\gamma}^{\prime}=\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}\right)$ is a solution, then $\lambda \boldsymbol{\gamma}^{\prime}$ with $\lambda \in \operatorname{GF}(p)$ is a solution also. Hence there are $c=\left(p^{n-\ell}-1\right) /(p-1)$ distinct solutions $\boldsymbol{\gamma}_{1}, \boldsymbol{\gamma}_{2}, \ldots, \boldsymbol{\gamma}_{c}$, say, and these then correspond to the confounded interactions $E^{\boldsymbol{\gamma}_{1}}, E^{\boldsymbol{\gamma}_{2}}, \ldots, E^{\boldsymbol{\gamma}_{c}}$ in the $F_{1}, F_{2}, \ldots, F_{n}$ system. Of course, of the $c$ interactions only $n-\ell$ are independent interactions.

To summarize: The general idea is to (i) obtain a set of generators $z_{1}^{\prime}, z_{2}^{\prime}, \ldots, z_{\ell}^{\prime}$ of the IBSG, (ii) obtain all solutions to (11.22), and (iii) eliminate all redundancies from these solutions to obtain $c$ distinct solutions $\boldsymbol{\gamma}_{1}, \boldsymbol{\gamma}_{2}, \ldots, \boldsymbol{\gamma}_{c}$.

We note that this confounding detection method works, of course, for any system of confounding. This is just the formal statement of the procedure mentioned in Section 8.4. The method of constructing a confounded design according to Theorem 11.7 is just one case in point where the confounded interactions are not known a priori.

### 11.7.3 Application to Fisher Plans

Returning now to the case of Theorem 11.7, what can we say specifically about $\boldsymbol{\gamma}_{1}, \boldsymbol{\gamma}_{2}, \ldots, \boldsymbol{\gamma}_{c}$ ? An explicit and complete characterization of the confounded interactions can be given as follows.

Let us return to Eqs. (11.22). We note that the treatment combinations $z_{1}^{\prime}, z_{2}^{\prime}, \ldots, z_{\ell}^{\prime}$ are generated by the corresponding treatment combinations $\boldsymbol{x}_{j}^{\prime}=$ $\left(x_{j 1}, x_{j 2}, \ldots, x_{j \ell}\right)(j=1,2, \ldots, \ell)$. Rewriting (11.22) as

$$
\begin{gather*}
\gamma_{1} \boldsymbol{\alpha}_{1}^{\prime} \boldsymbol{x}_{1}+\gamma_{2} \boldsymbol{\alpha}_{2}^{\prime} \boldsymbol{x}_{1}+\cdots+\gamma_{n} \boldsymbol{\alpha}_{n}^{\prime} \boldsymbol{x}_{1}=0 \\
\gamma_{1} \boldsymbol{\alpha}_{1}^{\prime} \boldsymbol{x}_{2}+\gamma_{2} \boldsymbol{\alpha}_{2}^{\prime} \boldsymbol{x}_{2}+\cdots+\gamma_{n} \boldsymbol{\alpha}_{n}^{\prime} \boldsymbol{x}_{2}=0  \tag{11.23}\\
\vdots \\
\gamma_{1} \boldsymbol{\alpha}_{1}^{\prime} \boldsymbol{x}_{\ell}+\gamma_{2} \boldsymbol{\alpha}_{2}^{\prime} \boldsymbol{x}_{\ell}+\cdots+\gamma_{n} \boldsymbol{\alpha}_{n}^{\prime} \boldsymbol{x}_{\ell}=0
\end{gather*}
$$

and taking $\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{\ell}\right)=\boldsymbol{I}_{\ell}$, we obtain from (11.23) the equations

$$
\begin{gather*}
\alpha_{11} \gamma_{1}+\alpha_{21} \gamma_{2}+\cdots+\alpha_{n 1} \gamma_{n}=0 \\
\alpha_{12} \gamma_{1}+\alpha_{22} \gamma_{2}+\cdots+\alpha_{n 2} \gamma_{n}=0  \tag{11.24}\\
\vdots \\
\alpha_{1 \ell} \gamma_{1}+\alpha_{2 \ell} \gamma_{2}+\cdots+\alpha_{n \ell} \gamma_{n}=0
\end{gather*}
$$

which is a set of $\ell$ equations in the $n$ unknowns $\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}$, where $\alpha_{j i}$ is the $i$ th component of $\boldsymbol{\alpha}_{j}(j=1,2, \ldots, n ; i=1,2, \ldots, \ell)$.

To characterize the solutions to (11.24), we write the $\boldsymbol{\alpha}_{j} \in \mathcal{A}$ in what we shall refer to as standard order in that $\boldsymbol{\alpha}_{1}^{\prime}, \boldsymbol{\alpha}_{2}^{\prime}, \ldots, \boldsymbol{\alpha}_{\ell}^{\prime}$ represent the $\ell$ main effects $A_{1}, A_{2}, \ldots, A_{\ell}$, respectively, that is, $\boldsymbol{\alpha}_{\nu}^{\prime}$ is the $\nu$ th row in the identity matrix $\boldsymbol{I}_{\ell}(v=1,2, \ldots, \ell)$. From (11.24) we then obtain the equations

$$
\left[\begin{array}{c}
\gamma_{1}  \tag{11.25}\\
\gamma_{2} \\
\vdots \\
\gamma_{\ell}
\end{array}\right]=-\left[\begin{array}{cccc}
\alpha_{\ell+1,1} & \alpha_{\ell+2,1} & \ldots & \alpha_{n 1} \\
\alpha_{\ell+1,2} & \alpha_{\ell+2,2} & \ldots & \alpha_{n 2} \\
& & \vdots & \\
\alpha_{\ell+1, \ell} & \alpha_{\ell+2, \ell} & \ldots & \alpha_{n \ell}
\end{array}\right] \cdot\left[\begin{array}{c}
\gamma_{\ell+1} \\
\gamma_{\ell+2} \\
\vdots \\
\gamma_{\ell+n}
\end{array}\right]
$$

Since $\gamma_{\ell+1}, \gamma_{\ell+2}, \ldots, \gamma_{n}$ can be chosen freely, we can obtain $n-\ell$ independent solutions to (11.25) and hence $n-\ell$ independent partitions $\boldsymbol{\Gamma}=\left\{\gamma_{j}=\left(\gamma_{j 1}, \gamma_{j 2}, \ldots, \gamma_{j n}\right) ; j=1,2, \ldots, n-\ell\right\}$ by taking successively for $\left(\gamma_{\ell+1}, \gamma_{\ell+2}, \ldots, \gamma_{n}\right)$ the rows of $\boldsymbol{I}_{n-\ell}$. If we denote the $j$ th row of $\boldsymbol{I}_{n-\ell}$ by $\boldsymbol{e}_{j}^{\prime}$, then (11.25) yields successively

$$
\begin{equation*}
\boldsymbol{\gamma}_{j}^{\prime}=\left(-\boldsymbol{\alpha}_{\ell+j}^{\prime}, \boldsymbol{e}_{j}^{\prime}\right) \tag{11.26}
\end{equation*}
$$

$j=1,2, \ldots, n-\ell$, or if we convert $-\boldsymbol{\alpha}_{\ell+j}^{\prime}$ to positive components mod $p$, (11.26) becomes

$$
\begin{equation*}
\boldsymbol{\gamma}_{j}^{\prime}=\left(\boldsymbol{\alpha}_{\ell+j}^{\prime},(p-1) \boldsymbol{e}_{j}^{\prime}\right) \tag{11.27}
\end{equation*}
$$

This is so since in each $\boldsymbol{\alpha}_{\ell+j}^{\prime}$ the first nonzero component is unity and hence adding $p$ and multiplying by $p-1$ yield (11.27). From (11.27) we then have that the $n-\ell$ interactions

$$
E^{\gamma_{j}}=F_{1}^{\alpha_{j+\ell, 1}} F_{2}^{\alpha_{j+\ell, 2}} \cdots F_{\ell}^{\alpha_{j+\ell, \ell}} F_{\ell+j}^{p-1}
$$

$(j=1,2, \ldots, n-\ell)$ are confounded with blocks and so are their GIs, accounting for all $p^{n-\ell}-1$ d.f. among blocks.

As an illustration consider the following example.
Example 11.3 Suppose $p=2, \ell=3$, and hence $n=7$. The $\boldsymbol{\alpha}^{\prime}$ in standard order are $\boldsymbol{\alpha}_{1}^{\prime}=(100), \boldsymbol{\alpha}_{2}^{\prime}=(010), \boldsymbol{\alpha}_{3}^{\prime}=(001), \boldsymbol{\alpha}_{4}^{\prime}=(110), \boldsymbol{\alpha}_{5}^{\prime}=(101)$, $\boldsymbol{\alpha}_{6}^{\prime}=(011), \boldsymbol{\alpha}_{7}^{\prime}=(111)$. Then from (11.27) $\boldsymbol{\gamma}_{1}^{\prime}=\left(\boldsymbol{\alpha}_{4}^{\prime}, \boldsymbol{e}_{1}^{\prime}\right)=(1101000), \boldsymbol{\gamma}_{2}^{\prime}=$ $\left(\boldsymbol{\alpha}_{5}^{\prime}, \boldsymbol{e}_{2}^{\prime}\right)=(1010100), \boldsymbol{\gamma}_{3}^{\prime}=\left(\boldsymbol{\alpha}_{6}^{\prime}, \boldsymbol{e}_{3}^{\prime}\right)=(0110010), \boldsymbol{\gamma}_{4}^{\prime}=\left(\boldsymbol{\alpha}_{7}^{\prime}, \boldsymbol{e}_{4}\right)=(1110001)$. Hence $F_{1} F_{2} F_{4}, \quad F_{1} F_{3} F_{5}, \quad F_{2} F_{3} F_{6}, \quad F_{1} F_{2} F_{3} F_{7}$ and all their GIs are confounded.

Example 11.4 Suppose $p=3, \ell=2$, and hence $n=4$. We have (see Example 11.2) $\boldsymbol{\alpha}_{1}^{\prime}=(10), \boldsymbol{\alpha}_{2}^{\prime}=(01), \boldsymbol{\alpha}_{3}^{\prime}=(11), \boldsymbol{\alpha}_{4}^{\prime}=(12)$. From (11.27) we then obtain $\boldsymbol{\gamma}_{1}^{\prime}=(1120), \boldsymbol{\gamma}_{2}^{\prime}=(1202)$. Hence $F_{1} F_{2} F_{3}^{2}, F_{1} F_{3}^{2} F_{4}^{2}$ and their GIs $F_{1} F_{3} F_{4}$ and $F_{2} F_{3} F_{4}^{2}$ are confounded. The reader should verify that this is in agreement with the content of the IBSG given in Example 11.2.

### 11.8 SYMMETRICAL FACTORIALS AND FINITE GEOMETRIES

It is of some interest to relate the concepts of a $p^{n}$ factorial experiment and its systems of confounding to the notion of finite geometries, for example, Euclidean and projective geometries. This line of thought was developed initially by Bose (1947b) while deriving some known results in a different way and this then led to further extensions.

The $p$ levels of the factors in a $p^{n}$ factorial experiment may be identified with the elements of the $\operatorname{GF}(p)$. The treatment combinations $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ can then be thought of as the points of the Euclidean geometry $\mathrm{EG}(n, p)$ (see Appendix B). Any $(n-1)$-space in $\operatorname{EG}(n, p)$ satisfies the equation

$$
\begin{equation*}
\alpha_{0}+\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}=0 \tag{11.28}
\end{equation*}
$$

Hence the $(n-1)$-space consists of $p^{n-1}$ points of the $\mathrm{EG}(n, p)$. Keeping $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ fixed and varying $\alpha_{0} \in \operatorname{GF}(p)$ yield $p$ distinct ( $n-1$ )-spaces that together form, of course, the EG $(n, p)$. More generally, a $(n-q)$-space of the $\mathrm{EG}(n, p)$ is determined by $q$ linearly independent equations

$$
\begin{gather*}
\alpha_{10}+\alpha_{11} x_{1}+\alpha_{12} x_{2}+\cdots+\alpha_{1 n} x_{n}=0 \\
\alpha_{20}+\alpha_{21} x_{1}+\alpha_{22} x_{2}+\cdots+\alpha_{2 n} x_{n}=0  \tag{11.29}\\
\vdots \\
\alpha_{q 0}+\alpha_{q 1} x_{1}+\alpha_{q 2} x_{2}+\cdots+\alpha_{q n} x_{n}=0
\end{gather*}
$$

which are satisfied by $p^{n-q}$ points.
It is clear that the partitioning of the $\mathrm{EG}(n, p)$ into $(n-1)$-spaces as given by (11.28) corresponds to the partitioning we have used earlier to define main effects and interactions. We represented such partitions by $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$, and two such partitions $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ and $\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right)$, say, are identical, that is, lead to the same set of $p$ distinct $(n-1)$-spaces of $\operatorname{EG}(n, p)$, if $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)=\lambda$ $\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right)$ for some $\lambda \in \operatorname{GF}(p)$. We know that the number of distinct partitions is $\left(p^{n}-1\right) /(p-1)$, which is also the number of points in the projective geometry $\operatorname{PG}(n-1, p)$ (see Appendix B). It is therefore convenient to identify $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ as a point in $\operatorname{PG}(n-1, p)$.

With two points $\boldsymbol{\alpha}^{\prime}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ and $\boldsymbol{\beta}^{\prime}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right) \in \mathrm{PG}$ ( $n-1, p$ ) the points $\boldsymbol{\alpha}^{\prime}+\lambda \boldsymbol{\beta}^{\prime}, \lambda \in \mathrm{GF}(p)$, define a line, that is, a 1 -space, in $\operatorname{PG}(n-1, p)$. In terms of interactions this means that the points on the line represent the GIs of $E^{\boldsymbol{\alpha}}$ and $E^{\boldsymbol{\beta}}$. This implies that for a $p^{n}$ factorial in blocks of size $p^{n-2}$ any two points $\boldsymbol{\alpha}^{\prime}, \boldsymbol{\beta}^{\prime}$ in $\operatorname{PG}(n-1, p)$ determine such a system of confounding and the GIs, which are also confounded, are represented by the points on the line through $\boldsymbol{\alpha}^{\prime}$ and $\boldsymbol{\beta}^{\prime}$.

This can be generalized easily, and we then have the following: A system of confounding for a $p^{n}$ factorial in blocks of size $p^{k}$ is determined by $n-k$ points
in $\operatorname{PG}(n-1, p)$ such that the points do not lie on a subspace of $\operatorname{PG}(n-1, p)$ of dimension $n-k-2$ or less, that is, the points are not conjoint.

### 11.9 PARAMETERIZATION OF TREATMENT RESPONSES

We have shown in Sections 7.4.2 and 10.3 how the true response of a treatment combination for $2^{n}$ and $3^{n}$ factorials can be expressed in terms of main-effect and interaction components. We shall now present such a parameterization for the $p^{n}$ factorial.

In Section 11.2 we have partitioned the $p^{n}$ treatment combinations into $p$ mutually exclusive sets of $p^{n-1}$ treatment combinations each through Eqs. (11.1), that is,

$$
\begin{equation*}
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}=\delta \tag{11.30}
\end{equation*}
$$

with $\delta \in \operatorname{GF}(p)$ and a fixed $\boldsymbol{\alpha}^{\prime}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ with $\alpha_{i} \in \operatorname{GF}(p)(i=$ $1,2, \ldots, n) \boldsymbol{\alpha}^{\prime} \neq(0,0, \ldots, 0)$. The set of treatment combinations $\boldsymbol{x}^{\prime}=$ $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ that satisfy (11.30) for a given $\delta$ we denoted earlier by $S(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta)$.

Let $a(\boldsymbol{x})$ denote the true response of the treatment combination $\boldsymbol{x}$. We then define

$$
\begin{equation*}
E_{\delta}^{\boldsymbol{\alpha}}=\frac{1}{p^{n-1}} \sum_{\boldsymbol{x}^{*} \in S(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta)} a\left(\boldsymbol{x}^{*}\right)-\frac{1}{p^{n}} \sum_{\delta \in \mathrm{GF}(p)} \sum_{\boldsymbol{x}^{*} \in S(x ; \boldsymbol{\alpha}, \delta)} a\left(\boldsymbol{x}^{*}\right) \tag{11.31}
\end{equation*}
$$

or, if we write for convenience

$$
\frac{1}{p^{n}} \sum_{\delta \in \operatorname{GF}(p)} \sum_{x^{*} \in S(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta)} a\left(\boldsymbol{x}^{*}\right)=M
$$

the overall mean, then (11.31) becomes

$$
\begin{equation*}
E_{\delta}^{\boldsymbol{\alpha}}=\frac{1}{p^{n-1}} \sum_{\boldsymbol{x}^{*} \in S(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta)} a\left(\boldsymbol{x}^{*}\right)-M \tag{11.32}
\end{equation*}
$$

Since $\delta=\boldsymbol{\alpha}^{\prime} \boldsymbol{x}$, we can write (11.32) also as $E_{\boldsymbol{\alpha}^{\prime} x}^{\boldsymbol{\alpha}}$, and we shall use both notations interchangeably. We thus have $p$ numbers $E_{0}^{\alpha}, E_{1}^{\alpha}, \ldots, E_{p-1}^{\alpha}$ with $E_{0}^{\alpha}+E_{1}^{\alpha}+$ $\cdots+E_{p-1}^{\alpha}=0$. Any linear contrast among these, that is,

$$
c_{0} E_{0}^{\alpha}+c_{1} E_{1}^{\alpha}+\cdots+c_{p-1} E_{p-1}^{\alpha}
$$

with $c_{0}+c_{1}+\cdots+c_{p-1}=0$ belongs to the interaction $E^{\alpha}=A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{n}^{\alpha_{n}}$. We can do this for each admissible partition $\boldsymbol{\alpha}$, of which there are $\left(p^{n}-1\right)$ / ( $p-1$ ). We have denoted this set by $\mathcal{A}$.

We then have the following theorem.

Theorem 11.8 The true response $a(\boldsymbol{x})$ of a treatment combination $\boldsymbol{x}$ in a $p^{n}$ factorial can be parameterized as

$$
\begin{equation*}
a(x)=M+\sum_{\alpha \in \mathcal{A}} E_{\boldsymbol{\alpha}^{\prime} x}^{\alpha} \tag{11.33}
\end{equation*}
$$

Proof We examine the right-hand side (RHS) of (11.33) and show that it equals $a(\boldsymbol{x})$. We have

$$
\begin{equation*}
\text { RHS }=M+\frac{1}{p_{n-1}} \sum_{\alpha \in \mathcal{A}} \sum_{\boldsymbol{x}_{*} \in S(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta)} a\left(\boldsymbol{x}^{*}\right)-\frac{p^{n}-1}{p-1} M \tag{11.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{\boldsymbol{\alpha} \in \mathcal{A}} \sum_{\boldsymbol{x}^{*} \in S(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta)} a\left(\boldsymbol{x}^{*}\right)=\frac{p^{n}-1}{p-1} \cdot a(\boldsymbol{x})+\sum_{\boldsymbol{\alpha} \in \mathcal{A}} \sum_{\substack{\boldsymbol{x}^{*} \in S(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta) \\ \boldsymbol{x}^{*} \neq \boldsymbol{x}}} a\left(\boldsymbol{x}^{*}\right) \tag{11.35}
\end{equation*}
$$

Now consider a specific $\boldsymbol{x}^{*} \neq \boldsymbol{x}$. In how many terms of the second expression on the RHS of (11.35), that is, for how many $\boldsymbol{\alpha} \in \mathcal{A}$, does $a\left(\boldsymbol{x}^{*}\right)$ occur? It occurs if and only if

$$
\boldsymbol{\alpha}^{\prime} \boldsymbol{x}=\boldsymbol{\alpha}^{\prime} \boldsymbol{x}^{*}
$$

or if

$$
\boldsymbol{\alpha}^{\prime}\left(\boldsymbol{x}-\boldsymbol{x}^{*}\right)=0
$$

or if

$$
\begin{equation*}
\boldsymbol{\alpha}^{\prime} \boldsymbol{u}=0 \tag{11.36}
\end{equation*}
$$

for $\boldsymbol{u}=\boldsymbol{x}^{*}-\boldsymbol{x}$. Now at least one of the components in $\boldsymbol{u}$ is not zero. Hence (11.36) as an equation in the unknown $\boldsymbol{\alpha}$ has $p^{n-1}$ solutions. However, we have to exclude $\boldsymbol{\alpha}^{\prime}=(0,0, \ldots, 0)$, and since with $\boldsymbol{\alpha}$ also $\lambda \boldsymbol{\alpha}$ is a solution for $\lambda \in \operatorname{GF}(p)$, $\lambda \neq 0$, the number of distinct solutions to (11.36) is $\left(p^{n-1}-1\right) /(p-1)$. Using this result together with (11.35) in (11.34), we obtain

$$
\begin{aligned}
\mathrm{RHS}= & M\left(1-\frac{p^{n}-1}{p-1}\right)+\frac{p^{n}-1}{p-1} \frac{1}{p^{n}-1} a(\boldsymbol{x}) \\
& +\frac{p^{n-1}-1}{p-1} \frac{1}{p^{n}-1} \sum_{\substack{x^{*} \\
x^{*} \neq \boldsymbol{x}}} a\left(\boldsymbol{x}^{*}\right)
\end{aligned}
$$

$$
\begin{aligned}
= & M\left(1-\frac{p^{n}-1}{p-1}\right)+\frac{p^{n}-1}{p-1} \frac{1}{p^{n-1}} a(\boldsymbol{x}) \\
& +\frac{p^{n-1}-1}{p-1} \frac{1}{p^{n-1}}\left[p^{n} M-a(\boldsymbol{x})\right] \\
= & M\left(1-\frac{p^{n}-1}{p-1}+\frac{\left(p^{n-1}-1\right) p}{p-1}\right)+\frac{\left(p^{n}-1\right)-\left(p^{n-1}-1\right)}{(p-1) p^{n-1}} a(\boldsymbol{x}) \\
= & a(\boldsymbol{x})
\end{aligned}
$$

For an illustration of this theorem we refer to Example 10.2.

### 11.10 ANALYSIS OF $\boldsymbol{p}^{\boldsymbol{n}}$ FACTORIAL EXPERIMENTS

We consider a particular system of confounding in $s$ types of replicates. These $s$ replicates form the basic pattern, which is then repeated $q$ times. The usual model for data from such an experiment is

$$
\begin{equation*}
\boldsymbol{y}=\mu \mathcal{J}+\boldsymbol{X}_{\rho} \rho+\boldsymbol{X}_{\beta^{*}} \boldsymbol{\beta}^{*}+\boldsymbol{X}_{\tau} \boldsymbol{\tau}+\boldsymbol{e} \tag{11.37}
\end{equation*}
$$

where the various terms on the RHS of (11.37) refer to the overall mean, replicate effects, block-within-replicate effects, treatment effects, and error, respectively.

We recall that the blocks within each replicate are determined by the system of confounding for that replicate and that the basic pattern of replicates is determined by the various types of systems of confounding employed. We shall therefore divide the $\left(p^{n}-1\right) /(p-1)$ interactions $E^{\alpha}$ into three mutually exclusive sets based on the amount of confounding:

$$
\begin{aligned}
& \mathcal{E}_{1}=\left\{E^{\boldsymbol{\alpha}_{k}}, k=1,2, \ldots, n_{1}\right\}: \text { completely confounded } \\
& \mathcal{E}_{2}=\left\{E^{\boldsymbol{\gamma}_{\ell}}, \ell=1,2, \ldots, n_{2}\right\}: \text { partially confounded } \\
& \mathcal{E}_{3}=\left\{E^{\boldsymbol{\delta}_{m}}, m=1,2, \ldots, n_{3}\right\}: \text { not confounded }
\end{aligned}
$$

and $E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}$ is confounded in $c\left(\boldsymbol{\gamma}_{\ell}\right)$ replicates and not confounded in $u\left(\boldsymbol{\gamma}_{\ell}\right)=$ $s-c\left(\boldsymbol{\gamma}_{\ell}\right)$ replicates of the basic pattern $\left(\ell=1,2, \ldots, n_{2}\right)$. Of course, $n_{1}+n_{2}+$ $n_{3}=\left(p^{n}-1\right) /(p-1)$.

Just as the interactions in $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$ determine the composition of the blocks within replicates, the interaction components $E_{0}^{\alpha}, E_{1}^{\alpha}, \ldots, E_{p-1}^{\alpha}$ are the
parametric functions of the treatment effects $\boldsymbol{\tau}(\boldsymbol{x})$, which are of main interest from the analysis point of view. To estimate these quantities, we shall utilize the fact that the design under consideration is resolved in that each treatment combination occurs once in each replicate (we call a design resolved if it is resolvable and actually arranged in replicates). Hence, if we arrange the observations $\boldsymbol{y}$ in (11.37) according to replicates and if in each replicate we arrange the observations in the same order according to the $p^{n}$ treatment combinations, we can write the design model matrix in (11.37), that is, the matrix

$$
\boldsymbol{X}=\left(\mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\tau}\right)
$$

as

where each matrix in (11.38) has $p^{n}$ rows and $\boldsymbol{X}_{\beta^{*}(j)}$ represents the $\boldsymbol{X}_{\beta^{*}}$ matrix for the $j$ th replicate $(j=1,2, \ldots, r=s q)$. We now utilize this form of (11.38) and the structure of the $\boldsymbol{X}_{\beta^{*}(j)}$ to proceed with the analysis.

### 11.10.1 Intrablock Analysis

Consider the RNE (1.7) for an incomplete block design

$$
\begin{equation*}
\left(r \boldsymbol{I}-\frac{1}{k} \boldsymbol{N} \boldsymbol{N}^{\prime}\right) \widehat{\boldsymbol{\tau}}=\boldsymbol{T}-\frac{1}{k} \boldsymbol{N} \boldsymbol{B} \tag{11.39}
\end{equation*}
$$

where $\boldsymbol{N}=\boldsymbol{X}_{\tau}^{\prime} \boldsymbol{X}_{\beta}$. In our case, because of the form of (11.38), we obtain

$$
\boldsymbol{N}=\left(\boldsymbol{X}_{\beta^{*}(1)}, \boldsymbol{X}_{\beta^{*}(2)}, \ldots, \boldsymbol{X}_{\beta^{*}(r)}\right)
$$

and hence (11.39) becomes

$$
\begin{equation*}
\left(r \mathbf{I}-\frac{1}{k} \sum_{j=1}^{r} \boldsymbol{X}_{\beta^{*}(j)} \boldsymbol{X}_{\beta^{*}(j)}^{\prime}\right) \widehat{\boldsymbol{\tau}}=\boldsymbol{T}-\frac{1}{k} \boldsymbol{N} \boldsymbol{B} \tag{11.40}
\end{equation*}
$$

Let us consider now the right-hand side of (11.40). If we write $\boldsymbol{y}^{\prime}$ as $\left(\boldsymbol{y}_{(1)}^{\prime}, \boldsymbol{y}_{(2)}^{\prime}, \ldots, \boldsymbol{y}_{(r)}^{\prime}\right)$, where $\boldsymbol{y}_{(j)}^{\prime}$ represents the vector of observations in replicate $j$, then

$$
\boldsymbol{B}=\left[\begin{array}{c}
\boldsymbol{X}_{\beta^{*}(1)}^{\prime} \boldsymbol{y}_{(1)} \\
\boldsymbol{X}_{\beta^{*}(2)}^{\prime} \boldsymbol{y}_{(2)} \\
\vdots \\
\boldsymbol{X}_{\beta^{*}(r)}^{\prime} \boldsymbol{y}_{(r)}
\end{array}\right]
$$

and hence

$$
\boldsymbol{N} \boldsymbol{B}=\sum_{j=1}^{r} \boldsymbol{X}_{\beta^{*}(j)} \boldsymbol{X}_{\beta^{*}(j)}^{\prime} \boldsymbol{y}_{(j)}
$$

Furthermore, because of the arrangement of the observations in the same order in each replicate, we have

$$
\boldsymbol{T}=\sum_{j=1}^{r} \boldsymbol{y}_{(j)}
$$

We then write (11.40) as

$$
\begin{equation*}
\sum_{j=1}^{r}\left(\boldsymbol{I}-\frac{1}{k} \boldsymbol{X}_{\beta^{*}(j)} \boldsymbol{X}_{\beta^{*}(j)}^{\prime}\right) \widehat{\boldsymbol{\tau}}=\sum_{j=1}^{r}\left(\boldsymbol{I}-\frac{1}{k} \boldsymbol{X}_{\beta^{*}(j)} \boldsymbol{X}_{\beta^{*}(j)}^{\prime}\right) \boldsymbol{y}_{(j)} \tag{11.41}
\end{equation*}
$$

with $k=p^{\ell}$. It follows from (11.41) that, in order to analyze the complete data set, we can analyze the data in each replicate separately, for example, obtain estimates of the main effects and interaction components, and then average the information over all contributing replicates.

Let us then consider the RNE for the $j$ th replicate:

$$
\begin{equation*}
\left(\boldsymbol{I}-\frac{1}{k} \boldsymbol{X}_{\beta^{*}(j)} \boldsymbol{X}_{\beta^{*}(j)}^{\prime}\right) \widehat{\boldsymbol{\tau}}=\left(\boldsymbol{I}-\frac{1}{k} \boldsymbol{X}_{\beta^{*}(j)} \boldsymbol{X}_{\beta^{*}(j)}^{\prime}\right) \boldsymbol{y}_{(j)} \tag{11.42}
\end{equation*}
$$

We shall write the equation for treatment combination $\boldsymbol{x}$ as

$$
\begin{equation*}
\widehat{\tau}(\boldsymbol{x})-\frac{1}{k} \sum_{\boldsymbol{x}^{*}} \lambda_{j}\left(\boldsymbol{x}, \boldsymbol{x}^{*}\right) \widehat{\tau}\left(\boldsymbol{x}^{*}\right)=y_{(j)}(\boldsymbol{x})-\frac{1}{k} \sum_{x^{*}} \lambda_{j}\left(\boldsymbol{x}, \boldsymbol{x}^{*}\right) y_{(j)}\left(\boldsymbol{x}^{*}\right) \tag{11.43}
\end{equation*}
$$

where $\tau(\boldsymbol{x})$ and $y_{(j)}(\boldsymbol{x})$ represent the effect and response of treatment combination $\boldsymbol{x}$, respectively, and

$$
\lambda_{j}\left(\boldsymbol{x}, \boldsymbol{x}^{*}\right)= \begin{cases}1 & \text { if } \boldsymbol{x} \text { and } \boldsymbol{x}^{*} \text { are in the } \\ \text { same block in replicate } j \\ 0 & \text { otherwise }\end{cases}
$$

Suppose we want to estimate $E_{\delta}^{\boldsymbol{\alpha}}$, where [see (11.31)]

$$
\begin{equation*}
E_{\delta}^{\boldsymbol{\alpha}}=\frac{1}{p^{n-1}} \sum_{\boldsymbol{x}^{*} \in S(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta)} \tau\left(\boldsymbol{x}^{*}\right)-\frac{1}{p^{n}} \sum_{\boldsymbol{x} \in X} \tau(\boldsymbol{x}) \tag{11.44}
\end{equation*}
$$

with $S(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta)$ representing the set of all treatment combinations $\boldsymbol{x}$ satisfying the equation $\boldsymbol{\alpha}^{\prime} \boldsymbol{x}=\delta$ and $X$ being the set of all treatment combinations. We distinguish between two cases:
(i) Suppose $E^{\alpha}$ is not confounded in replicate $j$, that is, $E^{\alpha} \in \mathcal{E}_{2}$ or $\mathcal{E}_{3}$. Equations (11.44) and (11.42) then suggest that we consider

$$
\sum_{\boldsymbol{x}}^{\prime}\left[\widehat{\tau}(\boldsymbol{x})-\frac{1}{k} \sum_{\boldsymbol{x}^{*}} \lambda_{j}\left(\boldsymbol{x}, \boldsymbol{x}^{*}\right) \widehat{\tau}\left(\boldsymbol{x}^{*}\right)\right]=\sum_{\boldsymbol{x}}^{\prime}\left[y_{(j)}(\boldsymbol{x})-\frac{1}{k} \sum_{\boldsymbol{x}^{*}} \lambda_{j}\left(\boldsymbol{x}, \boldsymbol{x}^{*}\right) y_{(j)}\left(\boldsymbol{x}^{*}\right)\right]
$$

where

$$
\sum_{x}^{\prime}=\sum_{x \in S(x ; \alpha, \delta)}
$$

or

$$
\begin{align*}
& \sum_{\boldsymbol{x}}^{\prime} \widehat{\tau}(\boldsymbol{x})-\frac{1}{k} \sum_{\boldsymbol{x}^{*}}\left[\sum_{\boldsymbol{x}}^{\prime} \lambda_{j}\left(\boldsymbol{x}, \boldsymbol{x}^{*}\right)\right] \widehat{\tau}\left(\boldsymbol{x}^{*}\right) \\
& \quad=\sum_{\boldsymbol{x}}^{\prime} y_{(j)}(\boldsymbol{x})-\frac{1}{k} \sum_{\boldsymbol{x}^{*}}\left[\sum_{\boldsymbol{x}}^{\prime} \lambda_{j}\left(\boldsymbol{x}, \boldsymbol{x}^{*}\right)\right] y_{(j)}\left(\boldsymbol{x}^{*}\right) \tag{11.45}
\end{align*}
$$

Recall now that each block contains $p^{\ell}$ treatment combinations, and since $E^{\alpha}$ is not confounded in replicate $j$, the $p^{n-1}$ treatment combinations satisfying $\boldsymbol{\alpha}^{\prime} \boldsymbol{x}=\delta$ are equally distributed over the $p^{n-\ell}$ blocks. It follows then that $\sum_{\boldsymbol{x}}^{\prime} \lambda_{j}\left(\boldsymbol{x}, \boldsymbol{x}^{*}\right)=p^{\ell-1}$ for each $\boldsymbol{x}^{*} \in \mathcal{X}$. Hence, using $k=p^{\ell}$, (11.45) becomes

$$
\begin{equation*}
\sum_{\boldsymbol{x}}^{\prime} \widehat{\tau}(\boldsymbol{x})-\frac{1}{p} \sum_{\boldsymbol{x}^{*}} \widehat{\tau}\left(\boldsymbol{x}^{*}\right)=\sum_{\boldsymbol{x}}^{\prime} y_{(j)}(\boldsymbol{x})-\frac{1}{p} \sum_{\boldsymbol{x}^{*}} y_{(j)}\left(\boldsymbol{x}^{*}\right) \tag{11.46}
\end{equation*}
$$

Comparing (11.46) to (11.44) yields

$$
\begin{equation*}
p^{n-1} \widehat{E}_{\delta(j)}^{\alpha}=\sum_{x}^{\prime} y_{(j)}(\boldsymbol{x})-\frac{1}{p} \sum_{x^{*}} y_{(j)}\left(\boldsymbol{x}^{*}\right) \tag{11.47}
\end{equation*}
$$

or the best linear unbiased estimate (BLUE) of $E_{\delta}^{\alpha}$ from the $j$ th replicate is

$$
\begin{equation*}
\widehat{E}_{\delta(j)}^{\alpha}=\frac{1}{p^{n-1}} \sum_{x}^{\prime} y_{(j)}(x)-\bar{y}_{(j)} \tag{11.48}
\end{equation*}
$$

with $\bar{y}_{(j)}$ being the mean of all the observations in replicate $j$.
(ii) Suppose $E^{\alpha}$ is confounded in replicate $j$, that is, $E^{\alpha} \in \mathcal{E}_{1}$ or $\mathcal{E}_{2}$. We consider again (11.45). Since $E^{\alpha}$ is confounded, the $p^{n-1}$ treatment combinations satisfying $\boldsymbol{\alpha}^{\prime} \boldsymbol{x}=\delta$, that is, the treatment combinations in $S(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta)$, are distributed over $p^{n-\ell-1}$ of the $p^{n-\ell}$ blocks each containing $p^{\ell}$ of the $\boldsymbol{x}^{*} \in S(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta)$. Hence

$$
\sum_{\boldsymbol{x}}^{\prime} \lambda_{j}\left(\boldsymbol{x}, \boldsymbol{x}^{*}\right)= \begin{cases}p^{\ell} & \text { for } \boldsymbol{x}^{*} \in S(\boldsymbol{x} ; \boldsymbol{\alpha}, \delta) \\ 0 & \text { otherwise }\end{cases}
$$

It then follows that both sides of (11.45) are identically zero, and hence replicate $j$ does not contribute to the estimation of $E_{\delta}^{\alpha}$, that is, does not contribute to information about $E^{\alpha}$.

The derivation above holds, of course, for any interaction $E^{\boldsymbol{\alpha}}(\boldsymbol{\alpha} \in \mathcal{A})$ and any replicate $j(j=1,2, \ldots, r)$. Specifically for $E^{\boldsymbol{\alpha}_{k}} \in \mathcal{E}_{1}$ it follows then that there is no intrablock information. For $E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}$ we obtain information from $q u\left(\boldsymbol{\gamma}_{\ell}\right)$ replicates. Let

$$
\eta\left(\boldsymbol{\gamma}_{\ell}, j\right)= \begin{cases}1 & \text { if } E^{\boldsymbol{\gamma}_{\ell}} \text { is not confounded in replicate } j \\ 0 & \text { otherwise }\end{cases}
$$

We then obtain from (11.48)

$$
p^{n-1} \sum_{j=1}^{r} \eta\left(\boldsymbol{\gamma}_{\ell}, j\right) \widehat{E}_{\delta(j)}^{\boldsymbol{\gamma}^{\ell}}=\sum_{j=1}^{r} \eta\left(\boldsymbol{\gamma}_{\ell}, j\right)\left[\sum_{\boldsymbol{x}^{*} \in S\left(\boldsymbol{x} ; \boldsymbol{\gamma}_{\ell}, \delta\right)} y_{(j)}\left(\boldsymbol{x}^{*}\right)-p^{n-1} \bar{y}_{(j)}\right]
$$

or, if we let

$$
\widehat{E}_{\delta}^{\gamma_{\ell}}=\frac{1}{q u\left(\boldsymbol{\gamma}_{\ell}\right)} \sum_{j} \eta\left(\boldsymbol{\gamma}_{\ell}, j\right) \widehat{E}_{\delta_{(j)}}^{\gamma_{\ell}}
$$

then

$$
\begin{equation*}
\widehat{E}_{\delta}^{\boldsymbol{\gamma}_{\ell}}=\frac{1}{p^{n-1} q u\left(\boldsymbol{\gamma}_{\ell}\right)} \sum_{j=1}^{r} \eta\left(\boldsymbol{\gamma}_{\ell}, j\right)\left[\sum_{x^{*} \in S\left(\boldsymbol{x} ; \boldsymbol{\gamma}_{\ell}, \delta\right)} y_{(j)}\left(\boldsymbol{x}^{*}\right)-p^{n-1} \bar{y}_{(j)}\right] \tag{11.49}
\end{equation*}
$$

Finally, information for $E^{\delta_{m}} \in \mathcal{E}_{3}$ is obtained from all replicates, so that

$$
\begin{equation*}
\widehat{E}_{\delta}^{\delta_{m}}=\frac{1}{p^{n-1} r} \sum_{j=1}^{r} \sum_{x^{*} \in S\left(x ; \delta_{m}, \delta\right)} y_{(j)}\left(x^{*}\right)-\bar{y} \tag{11.50}
\end{equation*}
$$

where $\bar{y}$ is the overall mean.

### 11.10.2 Disconnected Resolved Incomplete Block Designs

The result just derived is a special case of a more general result applying to disconnected resolved incomplete block designs, which we shall give now. Suppose we have $r$ replicates with each treatment combination occurring exactly once in each replicate. According to (11.38), we write the model for the $j$ th replicate as

$$
\begin{equation*}
\boldsymbol{y}_{(j)} \doteq \mu \boldsymbol{J}+\rho_{j} \boldsymbol{J}+\boldsymbol{X}_{\beta^{*}(j)} \boldsymbol{\beta}_{j}^{*}+\boldsymbol{I} \boldsymbol{\tau} \tag{11.51}
\end{equation*}
$$

[the symbol $\doteq$, used in I.4.2 as a shorthand for "approximately described by," is used here to denote the expected value, $E(\cdot)$, of the expression on the left-hand side]. Consider now a linear function $\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}$ of the treatment effects, with $\boldsymbol{\xi}^{\prime} \mathcal{J}=0$. Such a function may or may not be estimable, that is, it may or may not be confounded with blocks. We state the following definition.

Definition 11.2 A linear function $\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}$ with $\boldsymbol{\xi}^{\prime} \mathcal{J}=0$ is completely confounded with blocks in the $j$ th replicate of a resolved incomplete block design if $\boldsymbol{\xi}^{\prime} \boldsymbol{y}_{(j)}$ is a linear function of block totals.

To obtain a characterization of such confounded functions, we multiply (11.51) on both sides by $\boldsymbol{\xi}^{\prime}$. This gives

$$
\begin{equation*}
\boldsymbol{\xi}^{\prime} \boldsymbol{y}_{(j)} \doteq \boldsymbol{\xi}^{\prime} \boldsymbol{X}_{\beta^{*}(j)} \boldsymbol{\beta}_{j}^{*}+\boldsymbol{\xi}^{\prime} \boldsymbol{\tau} \tag{11.52}
\end{equation*}
$$

the left-hand side of which must equal $\boldsymbol{\eta}^{\prime} \boldsymbol{X}_{\beta^{*}(j)}^{\prime} \mathbf{y}_{(j)}$ for some $\boldsymbol{\eta}$. This implies that

$$
\begin{equation*}
\xi^{\prime}=\eta^{\prime} \boldsymbol{X}_{\beta^{*}(j)}^{\prime} \tag{11.53}
\end{equation*}
$$

On the other hand, if (11.53) holds, it follows from (11.52) that

$$
\boldsymbol{\eta}^{\prime} \boldsymbol{X}_{\beta^{*}(j)} \boldsymbol{y}_{(j)} \doteq \boldsymbol{\eta}^{\prime} \operatorname{diag}\left\{k_{j 1}, k_{j 2}, \ldots, k_{j b}\right\} \boldsymbol{\beta}_{j}^{*}+\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}
$$

since

$$
\boldsymbol{X}_{\beta^{*}(j)}^{\prime} \boldsymbol{X}_{\beta^{*}(j)}=\operatorname{diag}\left\{k_{j 1}, k_{j 2}, \ldots, k_{j b}\right\}
$$

where $k_{j i}$ is the size of the $i$ th block in the $j$ th replicate $(j=1,2, \ldots, r ; i=$ $1,2, \ldots, b)$, or with equal block size $k, \boldsymbol{X}_{\beta^{*}(j)} \boldsymbol{X}_{\beta^{*}(j)}=k \boldsymbol{I}$. Thus we have the following theorem.

Theorem 11.9 A linear function $\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}$ with $\boldsymbol{\xi}^{\prime} \boldsymbol{J}=0$ is completely confounded with blocks of the $j$ th replicate of a resolved incomplete block design if and only if $\boldsymbol{\xi}=\boldsymbol{X}_{\beta^{*}(j)} \boldsymbol{\eta}$ for some $\boldsymbol{\eta}$.

Using this theorem, we can now derive from basic principles of linear model theory that, if a linear function $\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}$ is completely confounded in $c$ of the $r$ replicates of a design, $\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}$ is estimated in the usual way from the $r-c$ replicates in which it is not confounded, thus corroborating our earlier results concerning the estimation of $E_{\delta}^{\alpha}$ 's. Suppose then that $\xi^{\prime} \boldsymbol{\tau}$ is completely confounded in replicates $1,2, \ldots, c$; that is, we have

$$
\begin{equation*}
\boldsymbol{\xi}=\boldsymbol{X}_{\beta^{*}(1)} \boldsymbol{\eta}_{1}=\boldsymbol{X}_{\beta^{*}(2)} \boldsymbol{\eta}_{2}=\cdots=\boldsymbol{X}_{\beta^{*}(c)} \boldsymbol{\eta}_{c} \tag{11.54}
\end{equation*}
$$

and let

$$
\widehat{\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}}=\sum_{j=1}^{r} \boldsymbol{a}_{j}^{\prime} \boldsymbol{y}_{(j)}
$$

Assuming a GMLM (the justification for this is given in I.6.3.5), we have

$$
\operatorname{var}\left(\widehat{\xi^{\prime} \boldsymbol{\tau}}\right)=\sum_{j=1}^{r} \boldsymbol{a}_{j}^{\prime} \boldsymbol{a}_{j} \sigma_{e}^{2}
$$

Hence, to find the BLUE for $\widehat{\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}}$, we minimize $\sum_{j=1}^{r} \boldsymbol{a}_{j}^{\prime} \boldsymbol{a}_{j}$ subject to the unbiasedness conditions

$$
\begin{equation*}
\sum_{j=1}^{r} \boldsymbol{a}_{j}=\boldsymbol{\xi} \tag{11.55}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\xi}^{\prime} \boldsymbol{a}_{j}=0 \quad \text { for } j=1,2, \ldots, c \tag{11.56}
\end{equation*}
$$

The condition (11.56) derives from the unbiasedness conditions $\boldsymbol{a}_{j}^{\prime} \boldsymbol{X}_{\beta^{*}(j)}=\boldsymbol{\phi}$ together with (11.54) which implies

$$
\boldsymbol{\xi}^{\prime} \boldsymbol{a}_{j}=\eta_{j}^{\prime} \boldsymbol{X}_{\beta^{*}(j)}^{\prime} \boldsymbol{a}_{j}=0 \quad \text { for } j=1,2, \ldots, c
$$

The Lagrangian to be minimized is then

$$
\begin{equation*}
\mathcal{L}=\sum_{j=1}^{r} \boldsymbol{a}_{j}^{\prime} \boldsymbol{a}_{j}-2 \boldsymbol{v}^{\prime}\left(\sum_{j=1}^{r} \boldsymbol{a}_{j}-\boldsymbol{\xi}\right)+\sum_{j=1}^{c} \lambda_{j} \boldsymbol{\xi}^{\prime} \boldsymbol{a}_{j} \tag{11.57}
\end{equation*}
$$

where $\boldsymbol{v}$ and $\lambda_{j}(j=1,2, \ldots, c)$ are Lagrangian multipliers. The derivatives of (11.57) yield the equations

$$
\begin{array}{rlr}
\boldsymbol{a}_{j}-\boldsymbol{v}+\lambda_{j} \boldsymbol{\xi} & =\boldsymbol{\phi} \quad(j=1,2, \ldots, c) \\
\boldsymbol{a}_{j}-\boldsymbol{v} & =\boldsymbol{\phi} & (j=c+1,2, \ldots, r)  \tag{11.59}\\
\sum_{j=1}^{r} \boldsymbol{a}_{j} & =\boldsymbol{\xi} & \\
\boldsymbol{\xi}^{\prime} \boldsymbol{a}_{j} & =0 \quad(j=1,2, \ldots, c)
\end{array}
$$

From (11.58) we obtain

$$
\boldsymbol{\xi}^{\prime} \boldsymbol{a}_{j}+\lambda_{j} \boldsymbol{\xi}^{\prime} \boldsymbol{\xi}=\boldsymbol{\xi}^{\prime} \boldsymbol{v} \quad(j=1,2, \ldots, c)
$$

which, using (11.56), reduces to

$$
\begin{equation*}
\lambda_{j} \xi^{\prime} \xi=\xi^{\prime} \boldsymbol{v} \quad(j=1,2, \ldots, c) \tag{11.60}
\end{equation*}
$$

implying $\lambda_{1}=\lambda_{2}=\cdots=\lambda_{c}=\lambda$, say. Now it follows from (11.55), (11.56), and (11.59) that

$$
\begin{equation*}
\boldsymbol{\xi}^{\prime} \boldsymbol{\xi}=\sum_{j=c+1}^{r} \boldsymbol{\xi}^{\prime} \boldsymbol{a}_{j}=(r-c) \boldsymbol{\xi}^{\prime} \boldsymbol{v} \tag{11.61}
\end{equation*}
$$

Hence, from (11.60) and (11.61)

$$
\begin{equation*}
\lambda=\frac{1}{r-c} \tag{11.62}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{v}=\frac{1}{r-c} \boldsymbol{\xi} \tag{11.63}
\end{equation*}
$$

It follows then from (11.58), (11.59), (11.62), and (11.63) that

$$
\boldsymbol{a}_{j}=\boldsymbol{\phi} \quad \text { for } j=1,2, \ldots, c
$$

and

$$
\boldsymbol{a}_{j}=\frac{1}{r-c} \boldsymbol{\xi} \quad \text { for } j=c+1, \ldots, r
$$

Hence

$$
\widehat{\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}}=\frac{\sum_{j=c+1}^{r} \boldsymbol{\xi}^{\prime} \boldsymbol{y}_{(j)}}{r-c}
$$

that is, the estimate of linear function $\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}$ that is completely confounded in $c$ replicates is the average of the same linear function of the corresponding observations from the replicates in which $\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}$ is not confounded. If in particular $c=r$, then $\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}$ is, of course, not estimable.

### 11.10.3 Analysis of Variance Tables

We now return to the analysis of $p^{n}$ factorial experiments in terms of main effects and interactions. Since we have used the reparameterization (11.33), a complete set of estimable functions of the $\tau(\boldsymbol{x})$ is given by

$$
\left\{E_{0}^{\boldsymbol{\gamma}_{\ell}}, E_{1}^{\boldsymbol{\gamma}_{\ell}}, \ldots, E_{p-2}^{\boldsymbol{\gamma}_{\ell}}: E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}\right\}
$$

and

$$
\left\{E_{0}^{\delta_{m}}, E_{1}^{\delta_{m}}, \ldots, E_{p-2}^{\delta_{m}}: E^{\delta_{m}} \in \mathcal{E}_{3}\right\}
$$

accounting for $\left(n_{2}+n_{3}\right)(p-1)$ d.f. among treatments. Hence we have the T $\mid \mathrm{B}-$ ANOVA as given in Table 11.1a. It follows from the derivation of $\widehat{E}^{\gamma_{\ell}}$ and $\widehat{E}^{\delta_{m}}$, for example, (11.49) and (11.50), and the general principle (see Section 1.3.7)

$$
\operatorname{SS}\left(\boldsymbol{X}_{\tau} \mid \mathfrak{J}, \boldsymbol{X}_{\beta}\right)=\widehat{\boldsymbol{\tau}}^{\prime} \boldsymbol{Q}
$$

that

$$
\begin{equation*}
\operatorname{SS}\left(E^{\boldsymbol{\gamma}_{\ell}}\right)=q u\left(\boldsymbol{\gamma}_{\ell}\right) p^{n-1} \sum_{\delta=0}^{p-1}\left[\widehat{E}_{\delta}^{\boldsymbol{\gamma}_{\ell}}\right]^{2} \tag{11.64}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{SS}\left(E^{\delta_{m}}\right)=r p^{n-1} \sum_{\delta=0}^{p-1}\left[\widehat{E}_{\delta}^{\delta_{m}}\right]^{2} \tag{11.65}
\end{equation*}
$$

It is easy to verify that

$$
E\left[\operatorname{SS}\left(E^{\boldsymbol{\gamma}_{\ell}}\right)\right]=(p-1) \sigma_{e}^{2}+q u\left(\boldsymbol{\gamma}_{\ell}\right) p^{n-1} \sum_{\delta=0}^{p-1}\left[E_{\delta}^{\boldsymbol{\gamma}_{\ell}}\right]^{2}
$$

Table 11.1 T|B-ANOVA for $\boldsymbol{p}^{\boldsymbol{n}}$ Factorial Experiment

| Source | d.f. | SS |
| :---: | :---: | :---: |
| a. Basic Partitioning |  |  |
| $\boldsymbol{X}_{\rho} \mid \mathfrak{J}$ | $s q-1$ | Usual |
| $\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}$ | $s q\left(p^{n-\ell}-1\right)$ | Usual |
| $\boldsymbol{X}_{\tau} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}$ | $\left(n_{2}+n_{3}\right)(p-1)$ | $\sum \mathrm{SS}\left(E^{\gamma_{\ell}}\right)+\sum \mathrm{SS}\left(E^{\delta_{m}}\right)$ |
| $\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\tau}$ | $\nu_{R}$ | Difference |
| Total | $s q p^{n}-1$ | Usual |
| b. Partitioning of Block Sum of Squares |  |  |
| $\boldsymbol{X}_{\beta^{*}} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}$ | $s q\left(p^{n-\ell}-1\right)$ | Usual |
| $\left\{E^{\alpha_{k}}\right\}$ | $n_{1}(p-1)$ | $\sum_{k} \mathrm{SS}\left(E^{\boldsymbol{\alpha}_{k}}\right)_{c}$ |
| $\left\{E^{\boldsymbol{\gamma} \ell}\right\}$ | $n_{2}(p-1)$ | $\sum \mathrm{SS}\left(E^{\gamma_{\ell}}\right)_{c}$ |
| Remainder | Difference ( $=\nu$ ) | Difference |

and

$$
E\left[\operatorname{SS}\left(E^{\delta_{m}}\right)\right]=(p-1) \sigma_{e}^{2}+r p^{n-1} \sum_{\delta=0}^{p-1}\left[E_{\delta}^{\delta_{\ell}}\right]^{2}
$$

Since all the comparisons belonging to $E^{\boldsymbol{\alpha}_{k}} \in \mathcal{E}_{1}$ and those comparisons belonging to $E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}$ from replicates in which $E^{\boldsymbol{\gamma}_{\ell}}$ is confounded do not contribute to $\operatorname{SS}\left(\boldsymbol{X}_{\tau} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}\right)$, they must contribute to $\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}\right)$. This then leads to the partitioning of $\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}\right)$ as given in Table 11.1b, where $\mathrm{SS}\left(E^{\boldsymbol{\alpha}_{k}}\right)_{c}$ is obtained from all replicates in the usual way [comparable to (11.65)] and $\operatorname{SS}\left(E^{\boldsymbol{\gamma}_{\ell}}\right)_{c}$ is obtained from all replicates in which $E^{\boldsymbol{\gamma}_{\ell}}$ is confounded [comparable to (11.64) with $c\left(\boldsymbol{\gamma}_{\ell}\right)$ substituted for $u\left(\boldsymbol{\gamma}_{\ell}\right)$ ]. The components $\left(E_{\delta}^{\boldsymbol{\alpha}_{k}}\right)_{c},\left(E_{\delta}^{\boldsymbol{\gamma}_{k}}\right)_{c}$ for $E^{\boldsymbol{\alpha}_{k}} \in \mathcal{E}_{1}, E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}$ and $\delta=0,1, \ldots, p-2$ form a complete set of linearly independent functions involving both block effects and treatment effects, accounting for $\left(n_{1}+n_{2}\right)(p-1)$ d.f. of $\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}\right)$ and constituting the treatment component of this sum of squares. The remaining comparisons belonging to $\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}\right)$ are then pure block comparisons accounting for

$$
\begin{equation*}
v=\operatorname{sq}\left(p^{n-\ell}-1\right)-\left(n_{1}+n_{2}\right)(p-1) \text { d.f. } \tag{11.66}
\end{equation*}
$$

### 11.11 INTERBLOCK ANALYSIS

We have shown in the previous section that intrablock information from several replicates can be combined additively to obtain the BLUE for an estimable
function. We now turn our attention to interblock information for interaction components, which means we consider the situation where $\boldsymbol{\beta}^{*}$ is a vector of i.i.d. random variables with $E\left(\boldsymbol{\beta}^{*}\right)=\boldsymbol{\phi}$ and $E\left(\boldsymbol{\beta}^{*} \boldsymbol{\beta}^{* \prime}\right)=\boldsymbol{I} \sigma_{\beta}^{2}$. In particular, we shall be concerned about interblock estimates of $E^{\boldsymbol{\alpha}_{k}} \in \mathcal{E}_{1}$ and $E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}$ from those replicates in which $E^{\gamma_{\ell}}$ is confounded. First we shall establish, however, that similar to the case of intrablock information the estimates from several replicates can be combined additively to yield BLUEs, a result that does not hold generally.

### 11.11.1 Combining Interblock Information

We consider the model equation (11.51) for the observations in the $j$ th replicate, assuming without loss of generality $\mu=\rho_{j}=0$, so that we have

$$
\begin{equation*}
\boldsymbol{y}_{(j)}=\boldsymbol{I} \boldsymbol{\tau}+\boldsymbol{X}_{\beta^{*}(j)} \boldsymbol{\beta}_{j}^{*}+\boldsymbol{e}_{(j)} \tag{11.67}
\end{equation*}
$$

We can rewrite (11.67) as

$$
\begin{equation*}
\boldsymbol{y}_{(j)}=\boldsymbol{I} \boldsymbol{\tau}+\boldsymbol{f}_{(j)} \tag{11.68}
\end{equation*}
$$

with $E\left(\boldsymbol{f}_{(j)}\right)=\boldsymbol{\phi}$ and

$$
\begin{align*}
E\left(\boldsymbol{f}_{(j)} \boldsymbol{f}_{(j)}^{\prime}\right) & =\boldsymbol{I} \sigma_{e}^{2}+\boldsymbol{X}_{\beta^{*}(j)} \boldsymbol{X}_{\beta^{*}(j)}^{\prime} \sigma_{\beta}^{2} \\
& =\left(\boldsymbol{I}+\rho^{*} \boldsymbol{X}_{\beta^{*}(j)} \boldsymbol{X}_{\beta^{*}(j)}^{\prime}\right) \sigma_{e}^{2} \\
& =\boldsymbol{V}_{j} \sigma_{e}^{2} \tag{11.69}
\end{align*}
$$

where $\rho^{*}=\sigma_{\beta}^{2} / \sigma_{e}^{2}$ and $\boldsymbol{V}_{j}=\boldsymbol{I}+\rho^{*} \boldsymbol{X}_{\beta^{*}(j)} \boldsymbol{X}_{\beta^{*}(j)}^{\prime}(j=1,2, \ldots, r)$. The model equation for the combined data from $r$ replicates is thus

$$
\left[\begin{array}{c}
\boldsymbol{y}_{(1)}  \tag{11.70}\\
\boldsymbol{y}_{(2)} \\
\vdots \\
\boldsymbol{y}_{(r)}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{I} \\
\boldsymbol{I} \\
\vdots \\
\boldsymbol{I}
\end{array}\right] \boldsymbol{\tau}+\left[\begin{array}{c}
\boldsymbol{f}_{(1)} \\
\boldsymbol{f}_{(2)} \\
\vdots \\
\boldsymbol{f}_{(r)}
\end{array}\right]
$$

with variance-covariance matrix

$$
\begin{equation*}
\boldsymbol{V} \sigma_{e}^{2}=\operatorname{diag}\left\{\boldsymbol{V}_{1}, \boldsymbol{V}_{2}, \ldots, \boldsymbol{V}_{r}\right\} \sigma_{e}^{2} \tag{11.71}
\end{equation*}
$$

The Aitken equation (see Section I.4.16.2) then is

$$
\begin{aligned}
& (\boldsymbol{I} \boldsymbol{I} \cdots \boldsymbol{I}) \operatorname{diag}\left\{\boldsymbol{V}_{1}^{-1}, \boldsymbol{V}_{2}^{-1}, \ldots, \boldsymbol{V}_{r}^{1}\right\}\left(\begin{array}{c}
\boldsymbol{I} \\
\boldsymbol{I} \\
\vdots \\
\boldsymbol{I}
\end{array}\right) \\
& \tilde{\boldsymbol{\tau}} \\
& =(\boldsymbol{I} \boldsymbol{I} \cdots \boldsymbol{I}) \operatorname{diag}\left\{\boldsymbol{V}_{1}^{-1}, \boldsymbol{V}_{2}^{-1}, \ldots, \boldsymbol{V}_{r}^{-1}\right\}\left(\begin{array}{c}
\boldsymbol{y}_{(1)} \\
\boldsymbol{y}_{(2)} \\
\vdots \\
\boldsymbol{y}_{(r)}
\end{array}\right)
\end{aligned}
$$

or

$$
\begin{equation*}
\left(\sum_{j=1}^{r} \boldsymbol{V}_{j}^{-1}\right) \tilde{\boldsymbol{\tau}}=\sum_{j} \boldsymbol{V}_{j}^{-1} \mathbf{y}_{(j)} \tag{11.72}
\end{equation*}
$$

and hence

$$
\tilde{\boldsymbol{\tau}}=\left(\sum_{j} \boldsymbol{V}_{j}^{-1}\right)^{-1}\left(\sum_{j} \boldsymbol{V}_{j}^{-1} \mathbf{y}_{(j)}\right)
$$

If $\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}$ is an estimable function, then the BLUE is given by

$$
\begin{equation*}
\widetilde{\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}}=\boldsymbol{\xi}^{\prime}\left(\sum_{j} \boldsymbol{V}_{j}^{-1}\right)^{-1}\left(\sum_{j} \boldsymbol{V}_{j}^{-1} \boldsymbol{y}_{(j)}\right) \tag{11.73}
\end{equation*}
$$

Suppose now we consider the estimation of $\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}$ separately for each replicate. It follows from (11.67) that

$$
\tilde{\boldsymbol{\tau}}=\boldsymbol{y}_{(j)}
$$

so that the BLUE of $\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}$ from replicate $j,\left(\widetilde{\xi^{\prime} \tau}\right)_{j}$ say, is

$$
\begin{equation*}
\left(\widetilde{\xi^{\prime} \tau}\right)_{j}=\xi^{\prime} \boldsymbol{y}_{(j)} \tag{11.74}
\end{equation*}
$$

with

$$
\begin{equation*}
\operatorname{var}\left(\widetilde{\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}}\right)_{j}=\boldsymbol{\xi}^{\prime} \boldsymbol{V}_{j} \quad \boldsymbol{\xi} \sigma_{e}^{2} \tag{11.75}
\end{equation*}
$$

Combining the estimates (11.74) with weights equal to the inverse of the variance (11.75), we obtain

$$
\begin{equation*}
\widetilde{\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}}=\frac{\sum_{j=1}^{r}\left(1 / \boldsymbol{\xi}^{\prime} \boldsymbol{V}_{j} \boldsymbol{\xi}\right)\left(\widetilde{\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}}\right)_{j}}{\sum_{j=1}^{r}\left(1 / \boldsymbol{\xi}^{\prime} \boldsymbol{V}_{j} \boldsymbol{\xi}\right)} \tag{11.76}
\end{equation*}
$$

We know that (11.73) is BLUE for $\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}$. One can see easily that if $\boldsymbol{V}_{j}=\boldsymbol{V}$ for all $j=1,2, \ldots, r$, then $\widetilde{\xi^{\top} \tau}$ of (11.73) equals $\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}$ of (11.76), but in general these estimators will be different. We now give a condition under which (11.73) and (11.76) are identical, a condition we shall show to be met for the purpose of estimating interaction components.

Theorem 11.10 In a resolved design the interblock information for an estimable function $\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}$ obtained from each replicate can be combined additively as in (11.76) to yield the BLUE if, for each $j$,

$$
\begin{equation*}
V_{j} \xi=v_{j} \xi \tag{11.77}
\end{equation*}
$$

that is, if $\boldsymbol{\xi}$ is an eigenvector of each variance-covariance matrix $\boldsymbol{V}_{j}(j=$ $1,2, \ldots, r)$, with $\boldsymbol{\xi}^{\prime} \boldsymbol{\xi}=1$.

Proof (i) The estimator in (11.76) is, of course, unbiased.
(ii) We know that (11.76) is BLUE. Therefore, for (11.76) to be BLUE, we must have, using (11.73),

$$
\begin{equation*}
\boldsymbol{\xi}^{\prime}\left(\sum_{i} \boldsymbol{V}_{i}^{-1}\right)^{-1}\left(\sum_{j} \boldsymbol{V}_{j}^{-1} \boldsymbol{y}_{(j)}\right)=\frac{\sum_{j}\left(1 / \boldsymbol{\xi}^{\prime} \boldsymbol{V}_{j} \boldsymbol{\xi}\right) \boldsymbol{\xi}^{\prime} \boldsymbol{y}_{(j)}}{\sum_{i}\left(1 / \boldsymbol{\xi}^{\prime} \boldsymbol{V}_{i} \boldsymbol{\xi}\right)} \tag{11.78}
\end{equation*}
$$

This must hold for all $\boldsymbol{y}_{(j)}$. Hence from (11.78) we must have

$$
\begin{equation*}
\xi^{\prime}\left(\sum_{i} \boldsymbol{V}_{i}^{-1}\right)^{-1} \boldsymbol{V}_{j}^{-1}=\frac{\left(1 / \boldsymbol{\xi}^{\prime} \boldsymbol{V}_{j} \boldsymbol{\xi}\right) \boldsymbol{\xi}^{\prime}}{\sum_{i}\left(1 / \xi^{\prime} \boldsymbol{V}_{i} \boldsymbol{\xi}\right)} \tag{11.79}
\end{equation*}
$$

Now, if (11.77) holds, it follows that

$$
\begin{equation*}
\boldsymbol{V}_{j}^{-1} \boldsymbol{\xi}=\frac{1}{v_{j}} \boldsymbol{\xi} \tag{11.80}
\end{equation*}
$$

and hence

$$
\left(\sum_{j} \boldsymbol{V}_{j}^{-1}\right) \boldsymbol{\xi}=\left(\sum_{j} \frac{1}{v_{j}}\right) \boldsymbol{\xi}
$$

and

$$
\begin{equation*}
\left(\sum_{j} \boldsymbol{V}_{j}^{-1}\right)^{-1} \boldsymbol{\xi}=\left(\sum_{j} \frac{1}{v_{j}}\right)^{-1} \boldsymbol{\xi} \tag{11.81}
\end{equation*}
$$

Using (11.77), (11.80), and (11.81), on both sides of (11.79) we obtain

$$
\left(\sum_{i} \frac{1}{v_{i}}\right)^{-1} \frac{1}{v_{j}} \xi^{\prime}=\frac{\left(1 / v_{j}\right) \xi^{\prime}}{\sum_{i}\left(1 / v_{i}\right)}
$$

which completes the proof.

### 11.11.2 Estimating Confounded Interactions

We now use Theorem 11.10 to obtain interblock information for $E^{\boldsymbol{\alpha}_{k}} \in \mathcal{E}_{1}$ and $E^{\boldsymbol{\gamma} \ell} \in \mathcal{E}_{2}$. Consider an $E^{\alpha} \in \mathcal{E}_{1}$ or $\mathcal{E}_{2}$ and suppose that $E^{\alpha}$ is confounded in replicate $j$. We then consider $\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}=E_{\delta}^{\boldsymbol{\alpha}}$ for some $\delta \in \operatorname{GF}(p)$. Obviously, we have $\boldsymbol{\xi}^{\prime} \mathcal{J}=0$, and it follows from Theorem 11.9 that

$$
\begin{equation*}
\xi=\boldsymbol{X}_{\beta^{*}(j)} \boldsymbol{\eta} \tag{11.82}
\end{equation*}
$$

Using (11.82) in (11.69), we obtain

$$
\begin{align*}
\boldsymbol{V}_{j} \boldsymbol{\xi} & =\left(\boldsymbol{I}+\rho^{*} \boldsymbol{X}_{\beta^{*}(j)} \boldsymbol{X}_{\beta^{*}(j)}^{\prime}\right) \boldsymbol{\xi} \\
& \left.\left.=\boldsymbol{\xi}+\rho^{*} \boldsymbol{X}_{\beta^{*}(j)}\right) \boldsymbol{X}_{\beta^{*}(j)}^{\prime}\right) \boldsymbol{X}_{\beta^{*}(j)} \boldsymbol{\eta} \\
& =\boldsymbol{\xi}+\rho^{*} k \boldsymbol{X}_{\beta^{*}(j)} \boldsymbol{\eta} \\
& =\left(1+\rho^{*} k\right) \boldsymbol{\xi} \tag{11.83}
\end{align*}
$$

since $\boldsymbol{X}_{\beta^{*}(j)}^{\prime} \boldsymbol{X}_{\beta^{*}(j)}=k \boldsymbol{I}$, where $k$ is the block size. Hence the condition of Theorem 11.10 is satisfied, which implies that $E_{\delta}^{\boldsymbol{\alpha}_{k}}$ can be estimated by combining additively the estimates from each replicate. Denoting the overall estimate by $\widetilde{E}_{\delta}^{\boldsymbol{\alpha}_{k}}, \delta \in \mathrm{GF}(p)$, we then have, using (11.83) with $k=p^{\ell}$,

$$
\begin{equation*}
\operatorname{var}\left(\widetilde{E}_{\delta}^{\boldsymbol{\alpha}_{k}}-\widetilde{E}_{\delta^{\prime}}^{\boldsymbol{\alpha}_{k}}\right)=\frac{2}{q s p^{n-1}}\left(\sigma_{e}^{2}+p^{\ell} \sigma_{\beta}^{2}\right) \tag{11.84}
\end{equation*}
$$

Similarly, we obtain $\widetilde{E}_{\delta}^{\boldsymbol{\gamma}_{\ell}}$ for $E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}, \delta \in \mathrm{GF}(p)$ from all replicates in which $E^{\boldsymbol{\gamma} \ell}$ is confounded. Hence

$$
\begin{equation*}
\operatorname{var}\left(\widetilde{E}_{\delta}^{\boldsymbol{\gamma}_{\ell}}-\widetilde{E}_{\delta^{\prime}}^{\boldsymbol{\gamma}_{\ell}}\right)=\frac{2}{q c\left(\boldsymbol{\gamma}_{\ell}\right) p^{n-1}}\left(\sigma_{e}^{2}+p^{\ell} \sigma_{\beta}^{2}\right) \tag{11.85}
\end{equation*}
$$

The $\widetilde{E}_{\delta}^{\boldsymbol{\alpha}_{k}}$ and $\widetilde{E}_{\delta}^{\boldsymbol{\gamma}_{\ell}}$ so obtained are, of course, used to yield

$$
\operatorname{SS}\left(E^{\boldsymbol{\alpha}_{k}}\right)_{c}=q s p^{n-1} \sum_{\delta=0}^{p-1}\left[\widetilde{E}_{\delta}^{\boldsymbol{\alpha}_{k}}\right]^{2}
$$

and

$$
\operatorname{SS}\left(E^{\boldsymbol{\gamma}_{\ell}}\right)_{c}=q c\left(\boldsymbol{\gamma}_{\ell}\right) p^{n-1} \sum_{\delta=0}^{p-1}\left[\tilde{E}_{\delta}^{\boldsymbol{\gamma}_{\ell}}\right]^{2}
$$

of Table 11.1b. Under the assumptions made earlier in this section it follows that

$$
E\left[\operatorname{SS}\left(E^{\alpha_{k}}\right)_{c}\right]=(p-1)\left(\sigma_{e}^{2}+p^{\ell} \sigma_{\beta}^{2}\right)+q s p^{n-1} \sum_{\delta=0}^{p-1}\left[E_{\delta}^{\alpha_{k}}\right]^{2}
$$

and

$$
E\left[\operatorname{SS}\left(E^{\boldsymbol{\gamma}_{\ell}}\right)_{c}\right]=(p-1)\left(\sigma_{e}^{2}+p^{\ell} \sigma_{\beta}^{2}\right)+q c\left(\boldsymbol{\gamma}_{\ell}\right) p^{n-1} \sum_{\delta=0}^{p-1}\left[E_{\delta}^{\boldsymbol{\gamma}_{\ell}}\right]^{2}
$$

Since, in Table 11.1b,

$$
\begin{equation*}
E[\mathrm{MS}(\text { Remainder })]=\sigma_{e}^{2}+p^{\ell} \sigma_{\beta}^{2} \tag{11.86}
\end{equation*}
$$

we have a test for

$$
H_{0}: E_{0}^{\boldsymbol{\alpha}_{k}}=E_{1}^{\boldsymbol{\alpha}_{k}}=\cdots=E_{p-1}^{\boldsymbol{\alpha}_{k}}=0
$$

with $E^{\boldsymbol{\alpha}_{k}} \in \mathcal{E}_{1}$, which was not available before from the intrablock analysis.

### 11.12 COMBINED INTRA- AND INTERBLOCK INFORMATION

To summarize the results so far, we have the following information available for

$$
\begin{array}{ll}
E^{\boldsymbol{\alpha}_{k}} \in \mathcal{E}_{1}: & \text { interblock information only } \\
E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}: & \text { intrablock information from } q c\left(\boldsymbol{\gamma}_{\ell}\right) \text { replicates and interblock } \\
& \text { information from } q c\left(\boldsymbol{\gamma}_{\ell}\right) \text { replicates } \\
E^{\delta_{m}} \in \mathcal{E}_{3}: & \text { intrablock information only }
\end{array}
$$

We have discussed how to get these types of information in Sections 11.10.1 and 11.11.2. It remains then to combine the two types of information for $E^{\gamma_{\ell}} \in \mathcal{E}_{2}$.

### 11.12.1 Combined Estimators

We have seen that for $\boldsymbol{\xi}^{\prime} \boldsymbol{\tau}=E_{\delta}^{\gamma_{\ell}}$ the condition of Theorem 11.10 is satisfied for those replicates in which $E^{\gamma_{\ell}}$ is confounded. For those replicates in which $E^{\gamma_{\ell}}$ is not confounded, we have $\boldsymbol{\xi}^{\prime} \boldsymbol{X}_{\beta^{*}(j)}=\boldsymbol{\phi}$ because of unbiasedness, and hence

$$
\boldsymbol{V}_{j} \boldsymbol{\xi}=\left(\boldsymbol{I}+\rho^{*} \boldsymbol{X}_{\beta^{*}(j)} \boldsymbol{X}_{\beta^{*}(J)}^{\prime}\right) \boldsymbol{\xi}=\boldsymbol{\xi}
$$

so that the condition of Theorem 11.10 is trivially satisfied. It follows then that we can combine the estimates from all replicates additively by weighting inversely with the respective variances. Thus, letting $w=1 / \sigma_{e}^{2}$ and $w^{\prime}=1 /\left(\sigma_{e}^{2}+p^{\ell} \sigma_{\beta}^{2}\right)$, the combined estimator for $E_{\delta}^{\gamma_{\ell}}-E_{\delta^{\prime}}^{\gamma_{\ell}}$, say $\widehat{\widehat{E}}_{\delta}^{\gamma_{\ell}}-\widehat{\widehat{E}}_{\delta^{\prime}}^{\gamma_{\ell}}$, is given by

$$
\begin{equation*}
\widehat{\widehat{E}}_{\delta}^{\gamma_{\ell}}-\widehat{\widehat{E}}_{\delta^{\prime}}^{\gamma_{\ell}}=\frac{u\left(\boldsymbol{\gamma}_{\ell}\right) w\left(\widehat{E}_{\delta}^{\gamma_{\ell}}-\widehat{E}_{\delta^{\prime}}^{\gamma_{\ell}}\right)+c\left(\boldsymbol{\gamma}_{\ell}\right) w^{\prime}\left(\widetilde{E}_{\delta}^{\gamma_{\ell}}-\widetilde{E}_{\delta^{\prime}}^{\gamma_{\ell}}\right)}{u\left(\boldsymbol{\gamma}_{\ell}\right) w+c\left(\boldsymbol{\gamma}_{\ell}\right) w^{\prime}} \tag{11.87}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{var}\left(\widehat{\widehat{E}}_{\delta}^{\gamma_{\ell}}-\widehat{\widehat{E}}_{\delta^{\prime}}^{\gamma_{\ell}}\right)=\frac{2 \sigma_{e}^{2}}{u\left(\boldsymbol{\gamma}_{\ell}\right)+c\left(\boldsymbol{\gamma}_{\ell}\right) \rho^{-1} q p^{n-1}} \tag{11.88}
\end{equation*}
$$

where $\rho=w / w^{\prime}$. To estimate $w$ and $w^{\prime}$ (or $\rho$ ), we use the B|T-ANOVA of Table 11.2. This yields

$$
\begin{equation*}
\widehat{\sigma}_{e}^{2}=\frac{1}{\widehat{w}^{\prime}}=\operatorname{MS}\left(\boldsymbol{I} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\tau}\right) \tag{11.89}
\end{equation*}
$$

and one obvious estimator for $\sigma_{e}^{2}+p^{\ell} \sigma_{\beta}^{2}=1 / w^{\prime}$ is

$$
\begin{equation*}
\left(\widehat{\sigma_{e}^{2}+p^{\ell}} \sigma_{\beta}^{2}\right)_{1}=\frac{1}{\left(\widehat{w}^{\prime}\right)}=\mathrm{MS}(\text { Remainder }) \tag{11.90}
\end{equation*}
$$

Another estimator for $\sigma_{e}^{2}+p^{\ell} \sigma_{\beta}^{2}$ can be obtained by evaluating $E\left[\operatorname{MS}\left(\boldsymbol{X}_{\beta^{*}} \mid \boldsymbol{J}\right.\right.$, $\left.\left.\boldsymbol{X}_{\rho}, \boldsymbol{X}_{\boldsymbol{\tau}}\right)\right]$ in Table 11.2. In order to do that, we first obtain SS ( $\widehat{E}^{\gamma_{\ell}}$ vs. $\left.\widetilde{E}^{\gamma_{\ell}}\right)$ in Table 11.2b.

Let

$$
\widehat{E}_{\delta}^{\gamma_{\ell}}-\widetilde{E}_{\delta}^{\gamma_{\ell}}=X_{\delta}^{\gamma_{\ell}}
$$

for $E^{\gamma_{\ell}} \in \mathcal{E}_{2}$ and $\delta=0,1, \ldots, p-1$. Any $X_{\delta}^{\gamma_{\ell}}$ is free of treatment effects but is a function of block effects and replicate effects. Hence comparisons among

Table 11.2 B|T-ANOVA for $\boldsymbol{p}^{\boldsymbol{n}}$ Factorial Experiment

| Source | d.f. | SS |
| :--- | :--- | :---: |
| a. Basic Partitioning |  |  |
| $\boldsymbol{X}_{\rho} \mid \boldsymbol{J}$ | $s q-1$ |  |
| $\boldsymbol{X}_{\tau} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}$ | $p^{n}-1$ | Usual |
| $\boldsymbol{X}_{\beta^{*}} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}$ | $s q\left(p^{n-\ell}-1\right)-n_{1}(p-1)$ | Usual |
| $\boldsymbol{I} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}, \boldsymbol{X}_{\beta^{*}}$ | $v_{R}$ | Difference |
| Total | $s q p^{n}-1$ | From Table 11.1 |
|  |  | Usual |

## b. Partitioning of Block Sum of Squares

| $\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}$ | $s q\left(p^{n-\ell}-1\right)-n_{1}(p-1)$ |  |
| :--- | :--- | :---: |
| $\left\{\widehat{E}^{\boldsymbol{\gamma}_{\ell}}\right.$ vs. $\left.\widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right\}$ | $n_{2}(p-1)$ | See (11.93) |
| Remainder | $v$ | From Table 11.1 |

the $X_{\delta}^{\boldsymbol{\gamma}_{\ell}}$ for fixed $\boldsymbol{\gamma}_{\ell}$ and $\delta=0,1, \ldots, p-1$ contribute to $\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}^{\tau}\right)$. More specifically we have

$$
\operatorname{SS}\left(\widehat{E}^{\boldsymbol{\gamma}_{\ell}} \text { vs. } \widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right)=\left[\begin{array}{c}
X_{0}^{\boldsymbol{\gamma}_{\ell}}-X_{p-1}^{\boldsymbol{\gamma}_{\ell}}  \tag{11.91}\\
X_{1}^{\boldsymbol{\gamma}_{\ell}}-X_{p-1}^{\boldsymbol{\gamma}_{\ell}} \\
\vdots \\
X_{p-2}^{\boldsymbol{\gamma}_{\ell}}-X_{p-1}^{\boldsymbol{\gamma}_{\ell}}
\end{array}\right]^{\prime}\left[\frac{\boldsymbol{V}_{\boldsymbol{\gamma}_{\ell}}}{\sigma_{e}^{2}}\right]^{-1}\left[\begin{array}{c}
X_{0}^{\boldsymbol{\gamma}_{\ell}}-X_{p-1}^{\boldsymbol{\gamma}_{\ell}} \\
X_{1}^{\boldsymbol{\gamma}_{\ell}}-X_{p-1}^{\boldsymbol{\gamma}_{\ell}} \\
\vdots \\
X_{p-2}^{\boldsymbol{\gamma}_{\ell}}-X_{p-1}^{\boldsymbol{\gamma}_{\ell}}
\end{array}\right]
$$

where $\boldsymbol{V}_{\boldsymbol{\gamma}}$ is the variance-covariance matrix of the vector of comparisons $X_{i}^{\boldsymbol{\gamma}_{\ell}}-$ $X_{p-1}^{\gamma_{\ell}}, i=0,1, \ldots, p-2$. From the form of these comparisons it follows that

$$
\boldsymbol{V}_{\boldsymbol{\gamma}_{\ell}}=\frac{s}{q u\left(\boldsymbol{\gamma}_{\ell}\right) c\left(\boldsymbol{\gamma}_{\ell}\right) p^{n-1}}\left(\boldsymbol{I}+\mathfrak{J J}^{\prime}\right) \sigma_{e}^{2}
$$

and hence

$$
\left[\frac{\boldsymbol{V}_{\boldsymbol{\gamma}_{\ell}}}{\sigma_{e}^{2}}\right]^{-1}=\frac{q u\left(\boldsymbol{\gamma}_{\ell}\right) c\left(\boldsymbol{\gamma}_{\ell}\right) p^{n-2}}{s}\left(p \boldsymbol{I}-\mathfrak{J J}^{\prime}\right)
$$

We then obtain, from (11.91),

$$
\begin{equation*}
\operatorname{SS}\left(\widehat{E}^{\boldsymbol{\gamma}_{\ell}} \text { vs. } \widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right)=\frac{q u\left(\boldsymbol{\gamma}_{\ell}\right) c\left(\boldsymbol{\gamma}_{\ell}\right) p^{n-1}}{s} \sum_{\delta=0}^{p-1}\left[X_{\delta}^{\boldsymbol{\gamma}_{\ell}}\right]^{2} \tag{11.92}
\end{equation*}
$$

and summing (11.92) over all $E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}$

$$
\begin{equation*}
\operatorname{SS}\left(\widehat{E}^{\boldsymbol{\gamma}_{\ell}} \text { vs. } \widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right)=\frac{q p^{n-1}}{s} \sum_{\ell} u\left(\boldsymbol{\gamma}_{\ell}\right) c\left(\boldsymbol{\gamma}_{\ell}\right) \sum_{\delta}\left[X_{\delta}^{\boldsymbol{\gamma}_{\ell}}\right]^{2} \tag{11.93}
\end{equation*}
$$

Using the definition of $X_{\delta}^{\gamma_{\ell}}$ and

$$
\begin{aligned}
E\left[X_{\delta}^{\boldsymbol{\gamma}_{\ell}}\right]^{2} & =\operatorname{var}\left(X_{\delta}^{\boldsymbol{\gamma}_{\ell}}\right)=\operatorname{var}\left(\widehat{E}_{\delta}^{\boldsymbol{\gamma}_{\ell}}\right)+\operatorname{var}\left(\widetilde{E}_{\delta}^{\boldsymbol{\gamma}_{\ell}}\right) \\
& =\frac{p-1}{q u\left(\boldsymbol{\gamma}_{\ell}\right) p^{n}} \sigma_{e}^{2}+\frac{p-1}{q c\left(\boldsymbol{\gamma}_{\ell}\right) p^{n}}\left(\sigma_{e}^{2}+p^{\ell} \sigma_{\beta}^{2}\right)
\end{aligned}
$$

it follows that

$$
E\left[\operatorname{SS}\left(\widehat{E}^{\gamma_{\ell}} \text { vs. } \widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right)\right]=(p-1)\left(\sigma_{e}^{2}+\frac{u\left(\boldsymbol{\gamma}_{\ell}\right)}{s} p^{\ell} \sigma_{\beta}^{2}\right)
$$

Hence

$$
\begin{equation*}
E\left[\operatorname{SS}\left(\widehat{E}^{\boldsymbol{\gamma}_{\ell}} \text { vs. } \widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right)\right]=(p-1)\left[n_{2} \sigma_{e}^{2}+\frac{p^{\ell}}{s} \sum_{\ell} u\left(\boldsymbol{\gamma}_{\ell}\right) \sigma_{\beta}^{2}\right] \tag{11.94}
\end{equation*}
$$

From (11.86) and (11.94) it follows then that

$$
\begin{equation*}
E\left[\operatorname{MS}\left(\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)\right]=\sigma_{e}^{2}+\Delta p^{\ell} \sigma_{\beta}^{2} \tag{11.95}
\end{equation*}
$$

where

$$
\Delta=\frac{[(p-1) / s] \sum_{\ell} u\left(\gamma_{\ell}\right)+v}{s q\left(p^{n-\ell}-1\right)-n_{1}(p-1)}
$$

and $v$ as given in (11.66). A second estimator for $w^{\prime}$ is then obtained from (11.89) and (11.95) as

$$
\begin{align*}
\left(\sigma_{e}^{2} \widehat{+} p^{\ell} \sigma_{\beta}^{2}\right)_{2}= & \frac{1}{\widetilde{w}^{\prime}} \\
= & \left(1-\frac{1}{\Delta}\right) \operatorname{MS}\left(\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\tau}\right) \\
& +\frac{1}{\Delta} \operatorname{MS}\left(\boldsymbol{X}_{\beta^{*}} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right) \tag{11.96}
\end{align*}
$$

Using (11.89) and (11.96) in (11.87) yields the combined estimator for $E_{\delta}^{\boldsymbol{\gamma} \ell}-$ $E_{\delta^{\prime}}^{\gamma_{\ell}}, \delta, \delta^{\prime}=0,1, \ldots, p-1, \delta \neq \delta^{\prime}$.

### 11.12.2 Variance of Treatment Comparisons

Recalling the parameterization of the true response of a treatment combination as given in (11.33), we can estimate the difference of the effect of two treatment combinations $\boldsymbol{x}$ and $\boldsymbol{z}$, say, as

$$
\begin{equation*}
\widehat{\widehat{\tau}}(\boldsymbol{x})-\widehat{\widehat{\tau}}(z)=\sum_{\alpha \in \mathcal{A}}\left(\widehat{\widehat{E}}_{\alpha^{\prime} x}^{\alpha}-\widehat{\widehat{E}}_{\alpha^{\prime} z}^{\alpha}\right) \tag{11.97}
\end{equation*}
$$

with

$$
\begin{equation*}
\operatorname{var}\left(\widehat{\widehat{E}}_{\boldsymbol{\alpha}^{\prime} x}^{\boldsymbol{\alpha}}-\widehat{E}_{\boldsymbol{\alpha}^{\prime} z}^{\boldsymbol{\alpha}}\right)=\frac{2 \sigma_{e}^{2}}{u(\boldsymbol{\alpha})+c(\boldsymbol{\alpha}) \rho^{-1} q p^{n-1}} \tag{11.98}
\end{equation*}
$$

using the notation of (11.88). In (11.98) $u(\boldsymbol{\alpha}), c(\boldsymbol{\alpha})=0,1, \ldots, s$ with $u(\boldsymbol{\alpha})+$ $c(\boldsymbol{\alpha})=s$ for each $\boldsymbol{\alpha} \in \mathcal{A}$, with $s$ being the totality of partitions for the $p^{n}$ factorial. Since $\boldsymbol{\alpha}^{\prime} \boldsymbol{x}=\boldsymbol{\alpha}^{\prime} \boldsymbol{z}$ for $\left(p^{n-1}-1\right) /(p-1)$ different $\boldsymbol{\alpha} \in \mathcal{A}$, the right-hand side of (11.97) contains $p^{n-1}$ terms corresponding to those $\boldsymbol{\alpha} \in \mathcal{A}^{*}$, say, for which $\boldsymbol{\alpha}^{\prime} \boldsymbol{x} \neq \boldsymbol{\alpha}^{\prime} \boldsymbol{z}$. It follows then from (11.97) that

$$
\begin{equation*}
\operatorname{var}(\widehat{\widehat{\tau}}(\boldsymbol{x})-\widehat{\widehat{\tau}}(\boldsymbol{z}))=\sum_{\boldsymbol{\alpha} \in \mathcal{A}^{*}} \operatorname{var}\left(\widehat{\widehat{E}}_{\boldsymbol{\alpha}^{\prime} \boldsymbol{x}}^{\boldsymbol{x}}-\widehat{\widehat{E}}_{\boldsymbol{\alpha}^{\prime} z}^{\alpha}\right) \tag{11.99}
\end{equation*}
$$

with the appropriate expressions from (11.98) substituted in (11.99). Obviously $\mathcal{A}^{*}$ and hence (11.99) depend on $\boldsymbol{x}$ and $\boldsymbol{z}$ and the particular system of confounding that has been used.

Rather than compute the variance for each treatment comparison separately, it may in some situations be appropriate to consider an average variance. To obtain the average variance, we consider, for a fixed treatment combination $\boldsymbol{x}, \widehat{\widehat{\tau}}(\boldsymbol{x})-$ $\widehat{\widehat{\tau}}(\boldsymbol{z})$ for all $\boldsymbol{z} \neq \boldsymbol{x}$. For a fixed $\boldsymbol{\alpha} \in \mathcal{A}$ there exist $p^{n-1}$ treatment combinations $\boldsymbol{z}$ that satisfy the equation

$$
\alpha_{1}\left(x_{1}-z_{1}\right)+\alpha_{2}\left(x_{2}-z_{2}\right)+\cdots+\alpha_{n}\left(x_{n}-z_{n}\right)=\delta
$$

for $\delta \in \mathrm{GF}(p)$. Since there are $p-1$ nonzero $\delta \in \operatorname{GF}(p)$, it follows that for each $\boldsymbol{\alpha} \in \mathcal{A}$ there are $(p-1) p^{n-1}$ different $z^{\prime}$ 's with $\boldsymbol{\alpha}^{\prime} \boldsymbol{x} \neq \boldsymbol{\alpha}^{\prime} \boldsymbol{z}$. Hence, using (11.98),

$$
\text { av. } \begin{align*}
\operatorname{var} & =\frac{1}{p^{n}-1} \sum_{\boldsymbol{x}} \operatorname{var}(\widehat{\widehat{\tau}}(\boldsymbol{x})-\widehat{\widehat{\tau}}(\boldsymbol{z})) \\
& =2 \frac{p-1}{p^{n}-1} \sigma_{e}^{2} \sum_{\boldsymbol{\alpha} \in \mathcal{A}} \frac{1}{\left(u(\boldsymbol{\alpha})+c(\boldsymbol{\alpha}) \rho^{-1}\right) q} \tag{11.100}
\end{align*}
$$

### 11.13 THE $\boldsymbol{s}^{n}$ FACTORIAL

To complete the discussion of the general symmetrical factorial experiment, we shall now indicate how the methodology developed for the $p^{n}$ factorial can be extended to the $s^{n}$ factorial, where $s=p^{m}$ and $p$ is a prime. One way in which this is achieved is by replacing arithmetic in $\operatorname{GF}(p)$ for the $p^{n}$ by arithmetic in $\mathrm{GF}\left(p^{m}\right)$ for the $s^{n}$ factorial. Another way is to treat the $\left(p^{m}\right)^{n}$ factorial as a $p^{m n}$ factorial, that is, $m n$ factors with $p$ levels each, these factors being referred to as pseudofactors.

### 11.13.1 Method of Galois Field Theory

Suppose we have factors $A_{1}, A_{2}, \ldots, A_{n}$. We denote a treatment combination as usual by $\boldsymbol{x}^{\prime}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ where $x_{i}(i=1,2, \ldots, n)$ takes on the values $0,1, \ldots, s-1$. Also, we denote the elements of $\operatorname{GF}\left(p^{m}\right)$ by $u_{0}, u_{1}, \ldots, u_{s-1}$ (see Appendix A). The partitioning of the $s^{n}$ treatment combinations into $s$ mutually exclusive sets of $s^{n-1}$ treatment combinations each associated with the interaction $E^{\alpha}=A_{A_{1}}^{\alpha_{1}} A_{A_{2}}^{\alpha_{2}} \ldots A_{A_{n}}^{\alpha_{n}}$ is obtained by considering the equations

$$
\begin{equation*}
u_{\alpha_{1}} u_{x_{1}}+u_{\alpha_{2}} u_{x_{2}}+\cdots+u_{\alpha_{n}} u_{x_{n}}=u_{\delta} \tag{11.101}
\end{equation*}
$$

where $u_{\delta} \in \operatorname{GF}\left(p^{m}\right)$. Each of the $s$ equations (11.101) is satisfied by $s^{n-1}$ treatment combinations as at least one $u_{\alpha_{i}} \neq u_{0}=0$. Altogether there are ( $s^{n}-$ $1) /(s-1)$ such partitions and hence $\left(s^{n}-1\right) /(s-1)$ effects and interactions, each accounting for $s-1$ d.f.

We illustrate this procedure in the following example.

Example 11.5 Take $p=2, m=2, n=2$, that is, the $4^{2}$ factorial. The elements of $\operatorname{GF}\left(2^{2}\right)$ are $u_{0}=0, u_{1}=1, u_{2}=x, u_{3}=x+1$ with $P(x)=x^{2}+x+$ 1 (see Example A3 in Appendix A). The addition and multiplication tables for elements in $\operatorname{GF}\left(2^{2}\right)$ are

## Addition

|  | $u_{0}$ | $u_{1}$ | $u_{2}$ | $u_{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| $u_{0}$ | $u_{0}$ | $u_{1}$ | $u_{2}$ | $u_{3}$ |
| $u_{1}$ |  | $u_{0}$ | $u_{3}$ | $u_{2}$ |
| $u_{2}$ |  |  | $u_{0}$ | $u_{1}$ |
| $u_{3}$ |  |  |  | $u_{0}$ |

Multiplication

|  | $u_{0}$ | $u_{1}$ | $u_{2}$ | $u_{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| $u_{0}$ | $u_{0}$ | $u_{0}$ | $u_{0}$ | $u_{0}$ |
| $u_{1}$ |  | $u_{1}$ | $u_{2}$ | $u_{3}$ |
| $u_{2}$ |  |  | $u_{3}$ | $u_{2}$ |
| $u_{3}$ |  |  |  | $u_{2}$ |

Denoting the factors by $A$ and $B$, we have the following partitions and associated interactions:

| Partition | Equations | Interaction |
| :---: | :---: | :---: |
| $(1,0)$ | $u_{x_{1}}=u_{\delta}$ | $A$ |
| $(0,1)$ | $u_{x_{2}}=u_{\delta}$ | $B$ |
| $(1,1)$ | $u_{x_{1}}+u_{x_{2}}=u_{\delta}$ | $A B$ |
| $(1,2)$ | $u_{x_{1}}+u_{2} u_{x_{2}}=u_{\delta}$ | $A B^{2}$ |
| $(1,3)$ | $u_{x_{1}}+u_{3} u_{x_{2}}=u_{\delta}$ | $A B^{3}$ |

with $u_{\delta} \in \operatorname{GF}\left(2^{2}\right)$. Using the addition and multiplication tables, we can determine easily for each treatment combination ( $x_{1}, x_{2}$ ) which equation it satisfies for a particular interaction. The results of these computations are given in Table 11.3. It follows then, for example, that $A B^{2}$ is defined by comparisons among the four sets of treatment combinations:

| $u_{0}:$ | $(0,0)$, | $(2,1)$, | $(3,2)$, | $(1,3)$ |
| :--- | :--- | :--- | :--- | :--- |
| $u_{1}:$ | $(1,0)$, | $(3,1)$, | $(2,2)$, | $(0,3)$ |
| $u_{2}:$ | $(2,0)$, | $(0,1)$, | $(1,2)$, | $(3,3)$ |
| $u_{3}:$ | $(3,0)$, | $(1,1)$, | $(0,2)$, | $(2,3)$ |

Table 11.3 Calculation of Partitioning for Effects and Interactions for $4^{2}$ Factorial

| Treatment Combination |  | Effects |  | Interactions |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | $x_{2}$ | A | B | $A B$ | $A B^{2}$ | $A B^{3}$ |
| 0 | 0 | $u_{0}$ | $u_{0}$ | $u_{0}$ | $u_{0}$ | $u_{0}$ |
| 1 | 0 | $u_{1}$ | $u_{0}$ | $u_{1}$ | $u_{1}$ | $u_{1}$ |
| 2 | 0 | $u_{2}$ | $u_{0}$ | $u_{2}$ | $u_{2}$ | $u_{2}$ |
| 3 | 0 | $u_{3}$ | $u_{0}$ | $u_{3}$ | $u_{3}$ | $u_{3}$ |
| 0 | 1 | $u_{0}$ | $u_{1}$ | $u_{1}$ | $u_{2}$ | $u_{3}$ |
| 1 | 1 | $u_{1}$ | $u_{1}$ | $u_{0}$ | $u_{3}$ | $u_{2}$ |
| 2 | 1 | $u_{2}$ | $u_{1}$ | $u_{3}$ | $u_{0}$ | $u_{1}$ |
| 3 | 1 | $u_{3}$ | $u_{1}$ | $u_{2}$ | $u_{1}$ | $u_{0}$ |
| 0 | 2 | $u_{0}$ | $u_{2}$ | $u_{2}$ | $u_{3}$ | $u_{1}$ |
| 1 | 2 | $u_{1}$ | $u_{2}$ | $u_{3}$ | $u_{2}$ | $u_{0}$ |
| 2 | 2 | $u_{2}$ | $u_{2}$ | $u_{0}$ | $u_{1}$ | $u_{3}$ |
| 3 | 2 | $u_{3}$ | $u_{2}$ | $u_{1}$ | $u_{0}$ | $u_{2}$ |
| 0 | 3 | $u_{0}$ | $u_{3}$ | $u_{3}$ | $u_{1}$ | $u_{2}$ |
| 1 | 3 | $u_{1}$ | $u_{3}$ | $u_{2}$ | $u_{0}$ | $u_{3}$ |
| 2 | 3 | $u_{2}$ | $u_{3}$ | $u_{1}$ | $u_{3}$ | $u_{0}$ |
| 3 | 3 | $u_{3}$ | $u_{3}$ | $u_{0}$ | $u_{2}$ | $u_{1}$ |

### 11.13.2 Systems of Confounding

The method of constructing systems of confounding can now also be extended quite easily. Suppose we consider a $s^{n}$ factorial in blocks of size $s^{\ell}$. We choose $n-\ell$ independent interactions, $E^{\boldsymbol{\alpha}_{1}}, E^{\boldsymbol{\alpha}_{2}}, \ldots, E^{\boldsymbol{\alpha}_{n-\ell}}$ say, to be confounded with blocks. The $s^{n-\ell}$ blocks are then obtained from the equations

$$
\begin{gather*}
u_{\alpha_{11}} u_{x_{1}}+u_{\alpha_{12}} u_{x_{2}}+\cdots+u_{\alpha_{1 n}} u_{x_{n}}=u_{\delta_{1}} \\
u_{\alpha_{21}} u_{x_{1}}+u_{\alpha_{22}} u_{x_{2}}+\cdots+u_{\alpha_{2 n}} u_{x_{n}}=u_{\delta_{2}} \\
\vdots  \tag{11.102}\\
u_{\alpha_{q 1}} u_{x_{1}}+u_{\alpha_{q 2}} u_{x_{2}}+\cdots+u_{\alpha_{q n}} u_{x_{n}}=u_{\delta_{q}}
\end{gather*}
$$

where $q=n-\ell, \boldsymbol{\alpha}_{\boldsymbol{i}}^{\prime}=\left(\alpha_{i 1}, \alpha_{i 2}, \ldots, \alpha_{i n}\right), u_{\delta_{i}} \in \mathrm{GF}(s), i=1,2, \ldots, q$. For a fixed set $\left(u_{\delta_{1}}, u_{\delta_{2}}, \ldots, u_{\delta_{q}}\right)$ Eqs. (11.102) are satisfied by $s^{\ell}$ treatment combinations, which then form a block.

Further, any treatment combination that satisfies, say, the equations

$$
u_{\alpha_{1}} u_{x_{1}}+u_{\alpha_{2}} u_{x_{2}}+\cdots+u_{\alpha_{n}} u_{x_{n}}=u_{\delta_{1}}
$$

and

$$
u_{\beta_{1}} u_{x_{1}}+u_{\beta_{2}} u_{x_{2}}+\cdots+u_{\beta_{n}} u_{x_{n}}=u_{\delta_{2}}
$$

also satisfies the equation

$$
\begin{align*}
& \left(u_{\alpha_{1}}+u_{\lambda} u_{\beta_{1}}\right) u_{x_{1}}+\left(u_{\alpha_{2}}+u_{\lambda} u_{\beta_{2}}\right) u_{x_{2}}+\cdots \\
& +\left(u_{\alpha_{n}}+u_{\lambda} u_{\beta_{n}}\right) u_{x_{n}}=u_{\delta_{1}}+u_{\lambda} u_{\delta_{2}} \tag{11.103}
\end{align*}
$$

for any $u_{\lambda} \in \operatorname{GF}\left(p^{m}\right)$. If $u_{\delta_{1}}, u_{\delta_{2}}$ now take on all the values in $\operatorname{GF}\left(p^{m}\right)$, then the right-hand side of (11.103) takes on all values of $\mathrm{GF}\left(p^{m}\right)$ exactly $s=p^{m}$ times for fixed $u_{\lambda}$. Hence (11.103) provides a partition of the $s^{n}$ treatment combinations. The interaction associated with it is, by analogy to the $p^{n}$ case, referred to as a GI of $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \ldots A_{n}^{\alpha_{n}}$ and $A_{1}^{\beta_{1}} A_{2}^{\beta_{2}} \ldots A_{n}^{\beta_{n}}$, denoted by $A_{1}^{\gamma_{1}} A_{2}^{\gamma_{2}} \ldots A_{n}^{\gamma_{n}}$ with $\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}\right)$ to be determined from

$$
\begin{gather*}
u_{\alpha_{1}}+u_{\lambda} u_{\beta_{1}}=u_{\gamma_{1}} \\
u_{\alpha_{2}}+u_{\lambda} u_{\beta_{2}}=u_{\gamma_{2}} \\
\vdots  \tag{11.104}\\
u_{\alpha_{n}}+u_{\lambda} u_{\beta_{n}}=u_{\gamma_{n}}
\end{gather*}
$$

Since $u_{\lambda} \in \operatorname{GF}\left(p^{m}\right), u_{\lambda} \neq u_{0}$, it follows that $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \ldots A_{n}^{\alpha_{n}}$ and $A_{1}^{\beta_{1}} A_{2}^{\beta_{2}} \ldots A_{n}^{\beta_{n}}$ have $s-1$ GIs among them. Extending this argument (see Section 11.4) implies then that with $E^{\boldsymbol{\alpha}_{1}}, E^{\boldsymbol{\alpha}_{2}}, \ldots, E^{\boldsymbol{\alpha}_{q}}$ all their GIs are also confounded with blocks, accounting for the $s^{n-\ell}$ degrees of freedom among blocks.

As in the $p^{n}$ case, the composition of the blocks can be obtained by varying the right-hand side of (11.102). Alternatively, we can obtain the IBSG by considering (11.102) with $u_{\delta_{i}}=u_{0}(i=1,2, \ldots, q)$ and then generate the remaining blocks in the familiar way by adding treatment combinations to those of the IBSG using $\operatorname{GF}\left(p^{m}\right)$ arithmetic. As an illustration, consider the following example.

Example 11.6 Suppose we have a $4^{3}$ factorial in blocks of size 4, that is, $p=$ $2, m=2, n=3, \ell=1$. We have 16 blocks, that is, we confound five interactions with blocks. Suppose we confound $A B$ and $B C^{2}$, that is, $\boldsymbol{\alpha}_{1}^{\prime}=(1,1,0), \boldsymbol{\alpha}_{2}^{\prime}=$ $(0,1,2)$. From (11.104) with $u_{\lambda}=u_{1}, u_{2}, u_{3}$ it follows, using the addition and multiplication tables from Example 11.5, that

$$
\begin{array}{lll}
u_{1}+u_{1} u_{0}=u_{1} & u_{1}+u_{2} u_{0}=u_{1} & u_{1}+u_{3} u_{0}=u_{1} \\
u_{1}+u_{1} u_{1}=u_{0} & u_{1}+u_{2} u_{1}=u_{3} & u_{1}+u_{3} u_{1}=u_{2} \\
u_{0}+u_{1} u_{2}=u_{2} & u_{0}+u_{2} u_{2}=u_{3} & u_{0}+u_{3} u_{2}=u_{1}
\end{array}
$$

and hence $A C^{2}, A B^{3} C^{3}$, and $A B^{2} C$ are also confounded with blocks. As a result, 9 d.f. belonging to 2 -factor interactions and 6 d.f. belonging to 3 -factor interactions are confounded with blocks. The IBSG is obtained by considering the equations

$$
\begin{aligned}
u_{x_{1}}+u_{x_{2}} & =u_{0} \\
u_{x_{2}}+u_{2} u_{x_{3}} & =u_{0}
\end{aligned}
$$

They are satisfied by the treatment combinations

$$
\begin{aligned}
& \left(u_{0}, u_{0}, u_{0}\right) \sim(0,0,0) \\
& \left(u_{1}, u_{1}, u_{3}\right) \sim(1,1,3) \\
& \left(u_{2}, u_{2}, u_{1}\right) \sim(2,2,1) \\
& \left(u_{3}, u_{3}, u_{2}\right) \sim(3,3,2)
\end{aligned}
$$

where the expressions on the right are the $\left(x_{1}, x_{2}, x_{3}\right)$. Another block can be constructed by noting that, for example, the treatment combination ( $u_{1}, u_{2}, u_{3}$ ) is not in the IBSG. Hence, adding this treatment combination to each in the

IBSG, we obtain the block consisting of

$$
\begin{aligned}
& \left(u_{0}+u_{1}, u_{0}+u_{2}, u_{0}+u_{3}\right)=\left(u_{1}, u_{2}, u_{3}\right) \sim(1,2,3) \\
& \left(u_{1}+u_{1}, u_{1}+u_{2}, u_{3}+u_{3}\right)=\left(u_{0}, u_{3}, u_{0}\right) \sim(0,3,0) \\
& \left(u_{2}+u_{1}, u_{2}+u_{2}, u_{1}+u_{3}\right)=\left(u_{3}, u_{0}, u_{2}\right) \sim(3,0,2) \\
& \left(u_{3}+u_{1}, u_{3}+u_{2}, u_{2}+u_{3}\right)=\left(u_{2}, u_{1}, u_{1}\right) \sim(2,1,1)
\end{aligned}
$$

This process is then continued in the obvious and familiar way.
An equivalent system of confounding using SAS PROC FACTEX is given in Table 11.4. It, too, confounds 9 d.f. belonging to 2 -factor interactions (as indicated by the Aliasing Structure) and 6 d.f. belonging to the 3 -factor interaction. We repeat that SAS uses a different parameterization than the one we have used.

Finally, we mention that Theorem 11.7 holds for the $s^{n}$ factorial also. All we need to do is replace $p$ by $s=p^{m}$ and generate the IBSG by using $\operatorname{GF}\left(p^{m}\right)$ arithmetic. For example, it is possible to accommodate $n=5$ factors with four levels each in blocks of size 16 without confounding main effects and 2-factor interactions.

### 11.13.3 Method of Pseudofactors

Let $A_{1}, A_{2}, \ldots, A_{n}$ again denote the factors in the $\left(p^{m}\right)^{n}=s^{n}$ system. We then associate with factor $A_{i}$ the $m$ pseudofactors $X_{i 1}, X_{i 2}, \ldots, X_{i m}(i=1,2, \ldots, n)$ each at $p$ levels. This association implies the following: (i) If $a_{i}$ is the level of factor $A_{i}$ in a treatment combination and $x_{i j}$ is the level of factor $X_{i j}$ in a treatment combination belonging to the $p^{m}$ system $\left\{X_{i 1}, X_{i 2}, \ldots, X_{i m}\right\}$, we then set up the correspondence

$$
\begin{gathered}
\left(a_{1}, a_{2}, \ldots, a_{n}\right)=\left(x_{11}, x_{12}, \ldots, x_{1 m} ; x_{21}, x_{22}, \ldots, x_{2 m}\right. \\
\left.\ldots ; x_{n 1}, x_{n 2}, \ldots, x_{n m}\right)
\end{gathered}
$$

that is, each level $a_{i}$ of the factor $A_{i}$ corresponds to a level combination $\left(x_{i 1}, x_{i 2}, \ldots, x_{i m}\right)$ of the pseudofactors $X_{i 1}, X_{i 2}, \ldots, X_{i m}(i=1,2, \ldots, n)$. (ii) The main effects and interactions in the $s^{n}$ system correspond to sets of main effects and interactions within and among the $n p^{m}$ systems. More formally we express this as follows: Let $\left\{E^{\boldsymbol{\alpha}_{i}}, \boldsymbol{\alpha}_{i} \in \mathcal{A}_{i}\right\}$ denote the set of main effects and interactions associated with the $p^{m}$ system $\left\{X_{i 1}, X_{i 2}, \ldots, X_{i m}\right\}$ and let $E^{\boldsymbol{\alpha}_{i}} \times E^{\boldsymbol{\alpha}_{j}},\left(\boldsymbol{\alpha}_{i}, \boldsymbol{\alpha}_{j}\right) \in \mathcal{A}_{i} \times \mathcal{A}_{j}$, represent an interaction among factors in the $p^{m}$ systems $\left\{X_{i 1}, X_{i 2}, \ldots, X_{i m}\right\}$ and $\left\{X_{j 1}, X_{j 2}, \ldots, X_{j m}\right\}$ with $\mathcal{A}_{i} \times \mathcal{A}_{j}$ denoting the totality of the corresponding partitions $\left(\boldsymbol{\alpha}_{i}, \boldsymbol{\alpha}_{j}\right)$. Continuing in this fashion,

Table $11.44^{\mathbf{3}}$ Factorial in Blocks of Size 4 (Confounding 3 d.f. From Each 2-Factor Interaction and 6 d.f. From the 3-Factor Interaction)

```
options nodate pageno=1;
proc factex;
factors A B C/nlev=4;
blocks size=4;
model est=(A B C);
examine design confounding aliasing;
output out=design blockname=block nvals=(lllllllllll
                                    10 11 12 13 14 15 16);
title1 'TABLE 11.4';
title2 '4**3 FACTORIAL IN BLOCKS OF SIZE 4';
title3 'CONFOUNDING 3 D.F. FROM EACH 2-FACTOR INTERACTION';
title4 'AND 6 D.F. FROM THE 3-FACTOR INTERACTION';
run;
proc print data=design;
run;
                                    The FACTEX Procedure
                                    Design Points
\begin{tabular}{rlllr}
\begin{tabular}{c} 
Experiment \\
Number
\end{tabular} & A & B & C & Block \\
1 & 0 & 0 & 0 & 1 \\
2 & 0 & 0 & 1 & 16 \\
3 & 0 & 0 & 2 & 6 \\
4 & 0 & 0 & 3 & 11 \\
5 & 0 & 1 & 0 & 12 \\
6 & 0 & 1 & 1 & 5 \\
7 & 0 & 1 & 2 & 15 \\
8 & 0 & 1 & 3 & 2 \\
9 & 0 & 2 & 0 & 14 \\
10 & 0 & 2 & 1 & 3 \\
11 & 0 & 2 & 2 & 9 \\
12 & 0 & 2 & 3 & 8 \\
13 & 0 & 3 & 0 & 7 \\
14 & 0 & 3 & 1 & 10 \\
15 & 0 & 3 & 2 & 4 \\
16 & 0 & 3 & 3 & 13 \\
17 & 1 & 0 & 0 & 8 \\
18 & 1 & 0 & 1 & 9 \\
19 & 1 & 0 & 2 & 3 \\
20 & 1 & 0 & 3 & 14 \\
21 & 1 & 1 & 0 & 13 \\
22 & 1 & 1 & 1 & 4 \\
23 & 1 & 1 & 2 & 10
\end{tabular}
```

Table 11.4 (Continued)


Table 11.4 (Continued)
Aliasing Structure

|  | A |  |
| :---: | :---: | :---: |
|  | ( $2 *$ A ) |  |
|  | ( $3 * A$ ) |  |
|  | B |  |
|  | ( 2 * ${ }^{\text {) }}$ ) |  |
|  | ( $3 * B$ ) |  |
|  | C |  |
|  | $(2 *$ C) |  |
|  | ( $3 *$ C) |  |
|  | A + | $+$ |
| [B] | $(2 * A)+$ | + |
|  | (3*A) + | + |
|  | A + | $+(2 * B)$ |
|  | $(2 * A)+$ | $+(2 * B)$ |
| [B] = | (3*A) + | $+(2 * B)$ |
| [B] | A + | + (3*B) |
|  | ( $2 *$ A $)+$ | + (3*B) |
|  | $(3 * A)+$ | $+(3 * B)$ |
|  | A + | $+\quad \mathrm{C}$ |
|  | $(2 * A)+$ | $+\mathrm{C}$ |
| [B] = | (3*A) + | $+\mathrm{C}$ |
| [B] = | A + | $+(2 * C)$ |
|  | $(2 * A)+$ | $+(2 * C)$ |
|  | $(3 * A)+$ | $+(2 * C)$ |
|  | A + | $+(3 * C)$ |
| [B] = | $=(2 * A)+$ | $+(3 * C)$ |
|  | (3*A) + | $+(3 * C)$ |
|  | B + | $+\quad \mathrm{C}$ |
| [B] = | $=(2 * B)+$ | $+\mathrm{C}$ |
|  | $(3 * B)+$ | $+\mathrm{C}$ |
|  | B + | $+(2 * C)$ |
|  | $(2 * B)+$ | $+(2 * C)$ |
| [B] = | ( $3 * B$ ) + | $+(2 * C)$ |
| $[\mathrm{B}]=$ | B + | $+(3 * C)$ |
|  | $(2 * B)+$ | $+(3 * C)$ |
|  | $(3 * B)+$ | $+(3 * C)$ |

Obs block A B C

| 1 | 1 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- |
| 2 | 1 | 1 | 2 | 3 |
| 3 | 1 | 2 | 3 | 1 |
| 4 | 1 | 3 | 1 | 2 |
| 5 | 2 | 0 | 1 | 3 |
| 6 | 2 | 1 | 3 | 0 |
| 7 | 2 | 2 | 2 | 2 |

Table 11.4 (Continued)

| 8 | 2 | 3 | 0 | 1 |
| :---: | :---: | :---: | :---: | :---: |
| 9 | 3 | 0 | 2 | 1 |
| 10 | 3 | 1 | 0 | 2 |
| 11 | 3 | 2 | 1 | 0 |
| 12 | 3 | 3 | 3 | 3 |
| 13 | 4 | 0 | 3 | 2 |
| 14 | 4 | 1 | 1 | 1 |
| 15 | 4 | 2 | 0 | 3 |
| 16 | 4 | 3 | 2 | 0 |
| 17 | 5 | 0 | 1 | 1 |
| 18 | 5 | 1 | 3 | 2 |
| 19 | 5 | 2 | 2 | 0 |
| 20 | 5 | 3 | 0 | 3 |
| 21 | 6 | 0 | 0 | 2 |
| 22 | 6 | 1 | 2 | 1 |
| 23 | 6 | 2 | 3 | 3 |
| 24 | 6 | 3 | 1 | 0 |
| 25 | 7 | 0 | 3 | 0 |
| 26 | 7 | 1 | 1 | 3 |
| 27 | 7 | 2 | 0 | 1 |
| 28 | 7 | 3 | 2 | 2 |
| 29 | 8 | 0 | 2 | 3 |
| 30 | 8 | 1 | 0 | 0 |
| 31 | 8 | 2 | 1 | 2 |
| 32 | 8 | 3 | 3 | 1 |
| 33 | 9 | 0 | 2 | 2 |
| 34 | 9 | 1 | 0 | 1 |
| 35 | 9 | 2 | 1 | 3 |
| 36 | 9 | 3 | 3 | 0 |
| 37 | 10 | 0 | 3 | 1 |
| 38 | 10 | 1 | 1 | 2 |
| 39 | 10 | 2 | 0 | 0 |
| 40 | 10 | 3 | 2 | 3 |
| 41 | 11 | 0 | 0 | 3 |
| 42 | 11 | 1 | 2 | 0 |
| 43 | 11 | 2 | 3 | 2 |
| 44 | 11 | 3 | 1 | 1 |
| 45 | 12 | 0 | 1 | 0 |
| 46 | 12 | 1 | 3 | 3 |
| 47 | 12 | 2 | 2 | 1 |
| 48 | 12 | 3 | 0 | 2 |
| 49 | 13 | 0 | 3 | 3 |
| 50 | 13 | 1 | 1 | 0 |
| 51 | 13 | 2 | 0 | 2 |
| 52 | 13 | 3 | 2 | 1 |
| 53 | 14 | 0 | 2 | 0 |
| 54 | 14 | 1 | 0 | 3 |
| 55 | 14 | 2 | 1 | 1 |

Table 11.4 (Continued)

| 56 | 14 | 3 | 3 | 2 |
| :--- | :--- | :--- | :--- | :--- |
| 57 | 15 | 0 | 1 | 2 |
| 58 | 15 | 1 | 3 | 1 |
| 59 | 15 | 2 | 2 | 3 |
| 60 | 15 | 3 | 0 | 0 |
| 61 | 16 | 0 | 0 | 1 |
| 62 | 16 | 1 | 2 | 2 |
| 63 | 16 | 2 | 3 | 0 |
| 64 | 16 | 3 | 1 | 3 |

we then have the correspondence

$$
\begin{aligned}
A_{i} & \cong\left\{E^{\boldsymbol{\alpha}_{i}}: \boldsymbol{\alpha}_{i} \in \mathcal{A}_{i}\right\} \\
A_{i} \times A_{j} & \cong\left\{E^{\boldsymbol{\alpha}_{i}} \times E^{\boldsymbol{\alpha}_{j}}:\left(\boldsymbol{\alpha}_{i}, \boldsymbol{\alpha}_{j}\right) \in \mathcal{A}_{i} \times \mathcal{A}_{j}\right\} \\
A_{i} \times A_{j} \times A_{k} & \cong\left\{E^{\boldsymbol{\alpha}_{i}} \times E^{\boldsymbol{\alpha}_{j}} \times E^{\boldsymbol{\alpha}_{k}}:\left(\boldsymbol{\alpha}_{i}, \boldsymbol{\alpha}_{j}, \boldsymbol{\alpha}_{k}\right) \in \mathcal{A}_{i} \times \mathcal{A}_{j} \times \mathcal{A}_{k}\right\}
\end{aligned}
$$

and so on, up to

$$
A_{1} \times A_{2} \times \cdots \times A_{n} \cong\left\{\Pi \times E^{\boldsymbol{\alpha}_{i}}:\left(\boldsymbol{\alpha}_{i}, \boldsymbol{\alpha}_{2}, \ldots, \boldsymbol{\alpha}_{n}\right) \in \Pi \times \mathcal{A}_{i}\right\}
$$

This implies, of course, that the $s^{n}$ system can be handled entirely by $\operatorname{GF}(p)$ arithmetic rather than by $\mathrm{GF}\left(p^{m}\right)$ arithmetic. As an illustration, consider the following example.

Example 11.7 Suppose we have a $\left(2^{2}\right)^{3}$ factorial. For ease of notation we use the following correspondence for the factors $\left(A_{i} ; X_{i 1}, X_{i 2}\right)$ :

| $\mathbf{4}^{\mathbf{3}}$ System | $\mathbf{2}^{\mathbf{6}}$ System |
| :---: | :---: |
| $A$ | $X_{1}, X_{2}$ |
| $B$ | $Y_{1}, Y_{2}$ |
| $C$ | $Z_{1}, Z_{2}$ |

and for the levels $\left(a_{i} ; x_{i 1}, x_{i 2}\right)$ :

| $\mathbf{4}^{\mathbf{3}}$ System | $\mathbf{2}^{\mathbf{6}}$ System |
| :---: | :---: |
| 0 | 0,0 |
| 1 | 1,0 |
| 2 | 0,1 |
| 3 | 1,1 |

Table 11.5 Correspondence of Main Effects and Interactions for $\mathbf{4}^{3}$ and $\mathbf{2}^{\mathbf{6}}$ System

| $4^{3}$ System | $2^{6}$ System |
| :---: | :--- |
| $A$ | $X_{1}, X_{2}, X_{1} X_{2}$ |
| $B$ | $Y_{1}, Y_{2}, Y_{1} Y_{2}$ |
| $C$ | $Z_{1}, Z_{2}, Z_{1} Z_{2}$ |
| $A \times B$ | $X_{1} Y_{1}, X_{1} Y_{2}, X_{1} Y_{1} Y_{2}$ |
|  | $X_{2} Y_{1}, X_{2} Y_{2}, X_{2} Y_{1} Y_{2}$ |
|  | $X_{1} X_{2} Y_{1}, X_{1} X_{2} Y_{2}, X_{1} X_{2} Y_{1} Y_{2}$ |
| $A \times C$ | $X_{1} Z_{1}, X_{1} Z_{2}, X_{1} Z_{1} Z_{2}$ |
|  | $X_{2} Z_{1}, X_{2} Z_{2}, X_{2} Z_{1} Z_{2}$ |
|  | $X_{1} X_{2} Z_{1}, X_{1} X_{2} Z_{2}, X_{1} X_{2} Z_{1} Z_{2}$ |
| $B \times C$ | $Y_{1} Z_{1}, Y_{1} Z_{2}, Y_{1} Z_{1} Z_{2}$ |
|  | $Y_{2} Z_{1}, Y_{2} Z_{2}, Y_{2} Z_{1} Z_{2}$ |
|  | $Y_{1} Y_{2} Z_{1}, Y_{1} Y_{2} Z_{2}, Y_{1} Y_{2} Z_{1} Z_{2}$ |
| $A \times B \times C$ | $X_{1} Y_{1} Z_{1}, X_{1} Y_{1} Z_{2}, X_{1} Y_{1} Z_{1} Z_{2}$ |
|  | $X_{1} Y_{2} Z_{1}, X_{1} Y_{2} Z_{2}, X_{1} Y_{2} Z_{1} Z_{2}$ |
|  | $X_{1} Y_{1} Y_{2} Z_{1}, X_{1} Y_{1} Y_{2} Z_{2}, X_{1} Y_{1} Y_{2} Z_{1} Z_{2}$ |
|  |  |
|  |  |
|  | $X_{1} X_{2} Y_{1} Y_{2} Z_{1}, X_{1} X_{2} Y_{1} Y_{2} Z_{2}, X_{1} X_{2} Y_{1} Y_{2} Z_{1} Z_{2}$ |

The correspondence of effects and interactions in both system is then as given in Table 11.5. This representation implies that all main effects and interactions in the $4^{3}$ system are expressed as sets of single degrees of freedom contrasts; for example, the 3 d.f. for $A$ are represented by the three orthogonal contrasts

$$
\begin{aligned}
x_{1} & =0 & \text { vs. } & x_{1} & =1 \\
x_{2} & =0 & \text { vs. } & x_{2} & =1 \\
x_{1}+x_{2} & =0 & \text { vs. } & x_{1}+x_{2} & =1
\end{aligned}
$$

The value of the method of pseudofactors just described apart from the reduction to $\mathrm{GF}(p)$ arithmetic lies in its flexibility of constructing systems of confounding in blocks of size $p^{\ell}$ rather than $\left(p^{m}\right)^{\ell}$, although it requires a certain amount of care in order not to confound contrasts belonging to main effects or low-order interactions if that can be avoided.

Example 11.8 For the $4^{3}$ factorial we may want to consider blocks of size 8. According to Theorem 11.7 , we can find a system of confounding for the
$2^{6}$ factorial in blocks of size $2^{3}$ without confounding main effects and 2-factor interactions. This assures us that no contrasts belonging to $A, B$, or $C$ in the $4^{3}$ system have to be confounded. A suitable system of confounding would be to confound $X_{1} X_{2} Y_{2}, X_{1} Y_{1} Z_{1}, X_{2} Y_{1} Z_{2}$ and their GIs $X_{2} Y_{1} Y_{2} Z_{1}, X_{1} Y_{1} Y_{2} Z_{2}$, $X_{1} X_{2} Z_{1} Z_{2}, Y_{2} Z_{1} Z_{2}$. Referring to Table 11.5, this means that we confound four contrasts belonging to $A \times B \times C$, namely ( $X_{1} Y_{1} Z_{1}, X_{2} Y_{1} Z_{2}, X_{2} Y_{1} Y_{2} Z_{1}$, $X_{1} Y_{1} Y_{2} Z_{2}$ ), and one contrast each belonging to $A \times B$, namely ( $X_{1} X_{2} Y_{2}$ ), $A \times C$, namely ( $X_{1} X_{2} Z_{1} Z_{2}$ ), and $B \times C$, namely ( $Y_{2} Z_{1} Z_{2}$ ). We mention that confounding $Y_{2} Z_{1} Z_{2}$ is not necessarily more desirable than confounding, for example, $Y_{2} Z_{1}$ since both belong to the $B \times C$ interaction. However, confounding $X_{1} X_{2}, Y_{1} Y_{2}, Z_{1} Z_{2}$ is undesirable.

It should be obvious how this method of pseudofactors is then used to analyze data from such a design. For Example 11.8, with $q$ replicates, we have the T|BANOVA as given in Table 11.6, where

$$
\begin{aligned}
\sum^{\prime} \mathrm{SS}\left(X_{1}^{\alpha_{1}} X_{2}^{\alpha_{2}} Y_{1}^{\gamma_{1}} Y_{1}^{\gamma_{2}}\right)= & \mathrm{SS}\left(X_{1} Y_{1}\right)+\mathrm{SS}\left(X_{1} Y_{2}\right)+\mathrm{SS}\left(X_{1} Y_{1} Y_{2}\right) \\
& +\operatorname{SS}\left(X_{2} Y_{1}\right)+\operatorname{SS}\left(X_{2} Y_{2}\right)+\mathrm{SS}\left(X_{2} Y_{1} Y_{2}\right) \\
& +\operatorname{SS}\left(X_{1} X_{2} Y_{1}\right)+\mathrm{SS}\left(X_{1} X_{2} Y_{1} Y_{2}\right)
\end{aligned}
$$

as follows from Table 11.5 and the fact that $X_{1} X_{2} Y_{2}$ is confounded with blocks. The other sums of squares in Table 11.6 are obtained similarly.

Table 11.6 T|B-ANOVA for $\mathbf{4}^{\mathbf{3}}$ Factorial in Blocks of Size 8

| Source | d.f. | SS |
| :---: | :---: | :---: |
| $\boldsymbol{X}_{\rho} \mid \mathfrak{J}$ | $q-1$ | Usual |
| $\boldsymbol{X}_{\beta^{*}} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}$ | $7 q$ | Usual |
| $\boldsymbol{X}_{\tau} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}$ | 56 |  |
| A | 3 | $\mathrm{SS}\left(X_{1}\right)+\mathrm{SS}\left(X_{2}\right)+\mathrm{SS}\left(X_{1} X_{2}\right)$ |
| $B$ | 3 | $\mathrm{SS}\left(Y_{1}\right)+\mathrm{SS}\left(Y_{2}\right)+\mathrm{SS}\left(Y_{1} Y_{2}\right)$ |
| $A \times B$ | 8 | $\sum^{\prime} \operatorname{SS}\left(X_{1}^{\alpha_{1}} X_{2}^{\alpha_{2}} Y_{1}^{\gamma_{1}} Y_{2}^{\gamma_{2}}\right)$ |
| $C$ | 3 | $\mathrm{SS}\left(Z_{1}\right)+\mathrm{SS}\left(Z_{2}\right)+\mathrm{SS}\left(Z_{1} Z_{2}\right)$ |
| $A \times C$ | 8 | $\sum^{\prime} \operatorname{SS}\left(X_{1}^{\alpha_{1}} X_{2}^{\alpha_{2}} Z_{1}^{\delta_{1}} Z_{2}^{\delta_{2}}\right)$ |
| $B \times C$ | 8 | $\sum^{\prime} S S\left(Y_{1}^{\gamma_{1}} Y_{2}^{\gamma_{2}} Z_{1}^{\delta_{1}} Z_{2}^{\delta_{2}}\right)$ |
| $A \times B \times C$ | 23 | $\bar{\sum}^{\prime} \operatorname{SS}\left(X_{1}^{\alpha_{1}} X_{2}^{\alpha_{2}} Y_{1}^{\gamma_{1}} Y_{2}^{\gamma_{2}} Z_{1}^{\delta_{1}} Z_{2}^{\delta_{2}}\right)$ |
| $\boldsymbol{I} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\tau}$ | $56(q-1)$ | Difference |
| Total | $64 q-1$ | Usual |

### 11.13.4 The $\left(p_{1} \times p_{2} \times \cdots \times p_{m}\right)^{\boldsymbol{n}}$ Factorial

The method of pseudofactors can also be used when the number of levels, $s$, is a product of prime numbers, say $s=p_{1} p_{2} \ldots p_{m}$, or even more generally, a product of prime powers, say $s=p_{1}^{n_{1}} p_{2}^{n_{2}} \ldots p_{m}^{n_{m}}$. Using pseudofactors then means that the $\left(p_{1}^{n_{1}} p_{2}^{n_{2}} \ldots p_{m}^{n_{m}}\right)^{n}$ factorial can be treated by combining $\left(p_{1}^{n_{1}}\right)^{n},\left(p_{2}^{n_{2}}\right)^{n}, \ldots,\left(p_{m}^{n_{m}}\right)^{n}$ factorials. Rather than discuss the general case, we shall describe briefly how to use this method for the $6^{n}$ factorial, that is, $s=6, p_{1}=2, p_{2}=3$.

Denote the factors for the $6^{n}$ factorial by $A_{1}, A_{2}, \ldots, A_{n}$. For $A_{i}$ introduce the pseudofactors $X_{i 1}, X_{i 2}$, where $X_{i 1}$ has $p_{1}=2$ levels and $X_{i 2}$ has $p_{2}=3$ levels $(i=1,2, \ldots, n)$. From our discussion in Section 11.13.3 it is clear then how we establish a correspondence between the levels of the six-level factor and those of the pair of two- and three-level factors:

| $\mathbf{6}^{\boldsymbol{n}}$ System | $\mathbf{2}^{\boldsymbol{n}} \cdot \mathbf{3}^{\boldsymbol{n}}$ System |
| :---: | :---: |
| 0 | 0,0 |
| 1 | 1,0 |
| 2 | 0,1 |
| 3 | 1,1 |
| 4 | 0,2 |
| 5 | 1,2 |

Similarly, the correspondence between main effects and interactions in the two systems is exemplified in Table 11.7.

This correspondence also suggests various possibilities for constructing systems of confounding. For example, for the $6^{2}$ factorial we may consider blocks of size $18,12,9,6$. The allocation of the treatment combinations to the blocks can be achieved easily by using the methods for constructing systems of confounding for the $2^{2}$ and/or $3^{2}$ factorials discussed in Chapters 8 and 10 . The basic ideas are summarized in Table 11.8. Notice that for blocks of size 18 and 9 we use confounding in the $2^{2}$ system only, for blocks of size 12 we use the $3^{2}$ system only, but for blocks of size 6 we use both the $2^{2}$ and the $3^{2}$ system.

The idea is, for example for blocks of size 12, to first construct blocks of size 3 in the $3^{2}$ system by confounding $X_{21}$ and then "augment" those blocks by "adding on" to each treatment combination (in the $3^{2}$ system) in a given block all the treatment combinations for the $2^{2}$ system (actually, this method can be more formally described as the Kronecker product design of a system of confounding for the $3^{2}$ factorial with the full $2^{2}$ factorial). If we denote a treatment combination by $\left(x_{11}, x_{21}, x_{12}, x_{22}\right)$ where $x_{11}$ and $x_{21}$ refer to the $2^{2}$ system and $x_{12}$ and $x_{22}$ to the $3^{2}$ system, then confounding $X_{21}$ leads to the three "intermediate" blocks given in Table 11.9a. These are augmented to give the blocks in Table 11.9b and, using the correspondence set up for the $6^{n}$ and $2^{n} 3^{n}$ systems, the final blocks in the $6^{2}$ system in Table 11.9c. A closer look at Table 11.9 c reveals the obvious, namely that not all contrasts defining the main

Table 11.7 Correspondence Between Main Effects and Interactions in $6^{n}$ and $2^{n} 3^{n}$ Systems

| $6^{n}$ System | d.f. | $2^{n} 3^{n}$ System | d.f. |
| :--- | :---: | :--- | ---: |
| $A_{i}$ | 5 | $X_{i 1}$ | 1 |
|  |  | $X_{i 2}$ | 2 |
| $A_{i} A_{j}$ | 25 | $X_{i 1} X_{i 2}$ | 2 |
|  |  | $X_{i 1} X_{j 1}$ | 1 |
|  |  | $X_{i 1} X_{j 2}$ | 2 |
|  | $X_{i 2} X_{j 1}$ | 2 |  |
|  |  | $X_{i 2} X_{j 2}$ | 2 |
|  | $X_{i 2} X_{j 2}^{2}$ | 2 |  |
|  | $X_{i 1} X_{j 1} X_{i 2}$ | 2 |  |
|  | $X_{i 1} X_{j 1} X_{j 2}$ | 2 |  |
|  | $X_{i 1} X_{i 2} X_{j 2}$ | 2 |  |
|  | $X_{i 1} X_{i 2} X_{j 2}^{2}$ | 2 |  |
|  | $X_{j 1} X_{i 2} X_{j 2}$ | 2 |  |
|  | $X_{j 1} X_{i 2} X_{j 2}^{2}$ | 2 |  |
|  | $X_{i 1} X_{j 1} X_{i 2} X_{j 2}$ | 2 |  |
|  | $X_{i 1} X_{j 1} X_{i 2} X_{j 2}^{2}$ | 2 |  |

Table 11.8 Systems of Confounding for $\mathbf{6}^{\mathbf{2}}$ Factorial

|  | Confound |  |
| :---: | :--- | :--- |
| Block Size | In $2^{2} 3^{2}$ System | In $6^{2}$ System $^{a}$ |
| 18 | $X_{11} X_{21}$ | $A_{1} A_{2}(1)$ |
| 12 | $X_{12}$ | $A_{1}(2)$ |
| 9 | $X_{11}, X_{21}, X_{11} X_{21}$ | $A_{1}(1), A_{2}(1), A_{1} A_{2}(1)$ |
| 6 | $X_{11} X_{21}, X_{12} X_{22}, X_{11} X_{12} X_{21} X_{22}$ | $A_{1} A_{2}(5)$ |

[^13]effect $A$ are estimable because they are confounded with blocks. This is also indicated in the third column of Table 11.8, where, for example, $A_{1}(2)$ means that 2 d.f. for main effect $A_{1}$ are confounded with blocks.

It is for this reason that this particular system of confounding by itself may not be the most useful. A system of partial confounding with $X_{22}$ confounded in a second replicate solves this problem to some extent. A better method may be, however, to confound 2 d.f. from the $A_{1} A_{2}$ interaction, for example, to construct

Table 11.9 $\mathbf{6}^{\mathbf{2}}$ Factorial in Blocks of Size 12

| Block |  |  |
| :---: | :---: | :---: |
| 1 | 2 | 3 |
| a. Intermediate Blocks in $3^{2}$ |  | System |
| $\left(\begin{array}{ll}0 & 0\end{array}\right)$ | $\left(\begin{array}{ll}1 & 0\end{array}\right)$ | $\left(\begin{array}{ll}2 & 0\end{array}\right.$ |
| $\left(\begin{array}{ll}0 & 1\end{array}\right)$ | $\left(\begin{array}{ll}1\end{array}\right)$ | $\left(\begin{array}{ll}2 & 1\end{array}\right)$ |
| $\left(\begin{array}{ll}0 & 2\end{array}\right)$ | $\left(\begin{array}{ll}1 & 2\end{array}\right)$ | $\left(\begin{array}{ll}2 & 2\end{array}\right)$ |

b. Blocks in the $2^{2} 3^{2}$ System

| 0000 | 0010 | 0020 |
| :---: | :---: | :---: |
| 1000 | 1010 | 1020 |
| 0100 | 0110 | 0120 |
| 1100 | 1110 | 1120 |
| 0001 | 0011 | 0021 |
| 1001 | 1011 | 1021 |
| 0101 | 0111 | 0121 |
| 1101 | 1111 | 1121 |
| 0002 | 0012 | 0022 |
| 1002 | 1012 | 1022 |
| 0102 | 0112 | 0122 |
| 1102 | 1112 | 1122 |

c. Blocks in the $6^{2}$ System

| 00 | 20 | 40 |
| :--- | :--- | :--- |
| 10 | 30 | 50 |
| 01 | 21 | 41 |
| 11 | 31 | 51 |
| 02 | 22 | 42 |
| 12 | 32 | 52 |
| 03 | 23 | 43 |
| 13 | 33 | 53 |
| 04 | 24 | 44 |
| 14 | 34 | 54 |
| 05 | 25 | 45 |
| 15 | 35 | 55 |

the intermediate blocks by confounding $X_{11} X_{22}$ (see Table 11.7). Such a method will be discussed in Section 11.14.

The design displayed in Table 11.9 can also be produced using SAS PROC FACTEX as given in Table 11.10

Finally, a method of combining systems of confounding for different component systems, as for the $6^{2}$ factorial in blocks of size 6 (see Table 11.8), will be described in Section 12.2.

Table $11.10 \quad \mathbf{6}^{\mathbf{2}}$ Factorial in Blocks of Size $\mathbf{1 2}$ (Using Pseudofactors)

```
options nodate pageno=1;
proc factex;
factors C D/nlev=3;
blocks size=3;
model est=(D C*D);
output out=cddesign;
run;
factors A B;
output out=abdesign
designrep=cddesign;
run;
data abdesign (drop=A B C D);
    set abdesign;
    if }A=-1 and C=-1 then F1=0
    if }A=1\mathrm{ and C=-1 then F1=1;
    if }\textrm{A}=-1\mathrm{ and C=0 then F1=2;
    if A=1 and C=0 then F1=3;
    if }\textrm{A}=-1\mathrm{ and C=1 then F1=4;
    if A=1 and C=1 then F1=5;
    if }B=-1 and D=-1 then F2=0
    if B=1 and D=-1 then F2=1;
    if }B=-1 and D=0 then F2=2
    if }\textrm{B}=1\mathrm{ and D=0 then F2=3;
    if }\textrm{B}=-1\mathrm{ and }\textrm{D}=1\mathrm{ then F2=4;
    if B=1 and D=1 then F2=5;
run;
proc print data=abdesign;
title1 'TABLE 11.10';
title2 '6**2 FACTORIAL IN BLOCKS OF SIZE 12';
title3 '(USING PSEUDO-FACTORS)';
run;
```

Obs BLOCK F1 F2

| 1 | 1 | 0 | 0 |
| ---: | :--- | :--- | :--- |
| 2 | 1 | 0 | 1 |
| 3 | 1 | 1 | 0 |
| 4 | 1 | 1 | 1 |
| 5 | 1 | 0 | 2 |
| 6 | 1 | 0 | 3 |
| 7 | 1 | 1 | 2 |
| 8 | 1 | 1 | 3 |
| 9 | 1 | 0 | 4 |
| 10 | 1 | 0 | 5 |

Table 11.10 (Continued)

| 11 | 1 | 1 | 4 |
| :--- | :--- | :--- | :--- |
| 12 | 1 | 1 | 5 |
| 13 | 2 | 4 | 0 |
| 14 | 2 | 4 | 1 |
| 15 | 2 | 5 | 0 |
| 16 | 2 | 5 | 1 |
| 17 | 2 | 4 | 2 |
| 18 | 2 | 4 | 3 |
| 19 | 2 | 5 | 2 |
| 20 | 2 | 5 | 3 |
| 21 | 2 | 4 | 4 |
| 22 | 2 | 4 | 5 |
| 23 | 2 | 5 | 4 |
| 24 | 2 | 5 | 5 |
| 25 | 3 | 2 | 0 |
| 26 | 3 | 2 | 1 |
| 27 | 3 | 3 | 0 |
| 28 | 3 | 3 | 1 |
| 29 | 3 | 2 | 2 |
| 30 | 3 | 2 | 3 |
| 31 | 3 | 3 | 2 |
| 32 | 3 | 3 | 3 |
| 33 | 3 | 2 | 4 |
| 34 | 3 | 2 | 5 |
| 35 | 3 | 3 | 4 |
| 36 | 3 | 3 | 5 |
|  |  |  | 4 |

### 11.14 GENERAL METHOD OF CONFOUNDING FOR THE SYMMETRICAL FACTORIAL EXPERIMENT

We have so far considered the $s^{n}$ factorial where $s$ is (i) a prime, (ii) a prime power, or (iii) a product of primes. For (i) and (ii) our discussion has centered on the fact that the $s^{n}-1$ d.f. can be partitioned orthogonally into $\left(s^{n}-1\right) /(s-1)$ components with $s-1$ d.f. each. We saw that this provides a simple mechanism for constructing blocks of size $s^{\ell}(\ell<n)$ by confounding some of these components with blocks. For (iii) we made use of the same principle and indicated how, for example for $s=p_{1} p_{2}$, blocks of size $p_{1}^{\ell_{1}} p_{2}^{\ell_{2}}\left(\ell_{2}, \ell_{2} \leq n\right)$ can be constructed. In all three cases this procedure may not always be entirely satisfactory for two reasons: (i) the block sizes are too restricted or (ii) information on important effects may have to be sacrificed (due to confounding). The second problem can be overcome to some extent by using a system of partial confounding at the cost of additional replications.

The problem of restricted block sizes can often also be overcome by using the factorial treatment design together with existing incomplete block designs,
specifically BIB and PBIB designs. The drawback with this approach, however, is that we are giving up complete control over what information to sacrifice. In other words, we may have to give up partial information about many effects, including perhaps main effects and low-order interactions. This is expressed in reduced efficiency, that is, increased variance, rather than in terms of complete loss of certain degrees of freedom for some effects. We shall present an alternative method that uses generalized cyclic incomplete block designs (see, e.g., John, 1987) the construction of which attempts to take into account that we may want to retain information about main effects but may be willing to sacrifice some information about 2-factor interactions, for example, if that is possible at all. Before describing the method, however, it is useful to present some ideas about a calculus for factorial arrangements as developed by Kurkjian and Zelen (1962, 1963).

### 11.14.1 Factorial Calculus

We consider the $s^{n}$ factorial, where $s$ is a positive integer. Denote a treatment combination by $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{\prime}$ where $x_{i}$ represents the level of the $i$ th factor $A_{i}$ with $0 \leq x_{i} \leq s-1(i=1,2, \ldots, n)$. Let $\boldsymbol{\theta}=(0,1, \ldots, s-1)^{\prime}$ denote the vector of the $s$ levels. Then the symbolic direct product $(\mathrm{SDP}) \boldsymbol{\theta} \otimes \boldsymbol{\theta}$ is defined as (see Kurkjian and Zelen, 1962)

$$
\begin{align*}
\boldsymbol{\theta} \otimes \boldsymbol{\theta}= & {[(0,0),(0,1), \ldots,(0, s-1),(1,0)} \\
& (1,1), \ldots,(1, s-1), \ldots,(s-1,0) \\
& (s-1,1), \ldots,(s-1, s-1)] \tag{11.105}
\end{align*}
$$

and $\boldsymbol{\theta} \otimes \boldsymbol{\theta} \otimes \theta$ as

$$
\begin{aligned}
\boldsymbol{\theta} \otimes \boldsymbol{\theta} \otimes \boldsymbol{\theta}= & {[(0,0,0),(0,0,1),(0,0,2), \ldots,(0,0, s-1),(0,1,0),} \\
& (0,1,1), \ldots,(0,1, s-1), \ldots,(s-1, s-1, s-1)]
\end{aligned}
$$

The array of all $s^{n}$ treatment combinations can then be represented by the $n$-fold $\operatorname{SDP} \boldsymbol{\theta}^{\otimes n}=\boldsymbol{\theta} \otimes \boldsymbol{\theta} \otimes \cdots \otimes \boldsymbol{\theta}$. This will be referred to as the standard arrangement (note that this is different from the standard order given in Chapter 7 for the $2^{n}$ factorial). Further, let $\tau(\boldsymbol{x})$ denote the true effect of the treatment combination $\boldsymbol{x}$ and let $\boldsymbol{\tau}$ be the vector of all treatment effects arranged in standard order. A useful reparameterization of $\boldsymbol{\tau}$ is given by expressing each $\tau(\boldsymbol{x})$ in terms of main effects, 2-factor interaction effects, and so on. We write

$$
\begin{align*}
\tau(\boldsymbol{x})= & \sum_{i=1}^{n} a_{i}\left(x_{i}\right)+\sum_{\substack{i=1 \\
1 \leq i<j \leq n}}^{n} \sum_{j=1}^{n} a_{i j}\left(x_{i}, x_{j}\right)+\cdots \\
& +a_{12 \ldots n}\left(x_{1}, x_{2}, \ldots, x_{n}\right) \tag{11.106}
\end{align*}
$$

where $a_{i}\left(x_{i}\right)$ represents the main effect of factor $A_{i}$ at level $x_{i}, a_{i j}\left(x_{i}, x_{j}\right)$ represents the 2-factor interaction effect between factors $A_{i}$ and $A_{j}$ at levels $x_{i}$ and $x_{j}$, respectively, and so on. These effects are defined such that

$$
\begin{gathered}
\sum_{x_{i}=0}^{s-1} a_{i}\left(x_{i}\right)=0 \quad \text { for every } i \\
\sum_{x_{i}=0}^{s-1} a_{i j}\left(x_{i}, x_{j}\right)=0=\sum_{x_{j}=0}^{s-1} a_{i j}\left(x_{i}, x_{j}\right) \quad \text { for every pair }(i \neq j), \text { etc. }
\end{gathered}
$$

that is, every effect sums to zero over the levels of any factor. Note again that the reparameterization (11.106) is different from that given in (11.33). Each of the effects is expressible as a contrast in the $\tau(\boldsymbol{x})$, that is,

$$
\begin{equation*}
\Phi=\sum_{x_{1}} \sum_{x_{2}} \ldots \sum_{x_{n}} \phi\left(x_{1}, x_{2}, \ldots, x_{n}\right) \tau\left(x_{1}, x_{2}, \ldots, x_{n}\right) \tag{11.107}
\end{equation*}
$$

with $\sum_{x_{1}} \sum_{x_{2}} \ldots \sum_{x_{n}} \phi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=0$. Following Bose (1947b) a contrast of the form (11.107) belongs to the $q$-factor interaction $A_{i_{1}} A_{i_{2}} \ldots A_{i_{q}}$ if the $\phi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ depend only on $x_{i_{1}}, x_{i_{2}}, \ldots, x_{i_{q}}\left(1 \leq i_{1}<i_{2}<\cdots<i_{q} \leq\right.$ $n ; 1 \leq q \leq n)$.

Now define $z=\left(z_{1}, z_{2}, \ldots, z_{n}\right)$ with $z_{i}=0,1$ and consider

$$
\begin{equation*}
\boldsymbol{a}^{z}=a_{1}^{z_{1}} \otimes a_{2}^{z_{2}} \otimes \cdots \otimes a_{n}^{z_{n}} \tag{11.108}
\end{equation*}
$$

The $a_{i}^{z_{i}}$ by themselves are abstract quantities [Kurkjian and Zelen (1962) refer to them as primitive elements]. It is only in the context of (11.108) that they have a quantitative meaning in the following sense.

In this expression we use the convention that $a_{i}^{z_{i}}$ is omitted if $z_{i}=0$. Then $\boldsymbol{a}^{z}$ represents the vector of parameters of the interaction corresponding to the factors $A_{i}$ for which $z_{i}=1$, that is, all the terms corresponding to one of the parameters in (11.106). Specifically, if $z_{i_{1}}=z_{i_{2}}=\cdots=z_{i_{q}}=1$, then $\boldsymbol{a}^{z}$ represents all the terms $a_{i_{1} i_{2}} \ldots i_{q}\left(x_{i_{1}}, x_{i_{2}}, \ldots, x_{i_{q}}\right)$ of the $q$-factor interaction $A_{i_{1}} A_{i_{2}} \ldots A_{i_{q}}$. To express these terms as contrasts in the treatment effects, we define the contrast matrix

$$
\begin{equation*}
\boldsymbol{M}=s \boldsymbol{I}-\mathfrak{J J}^{\prime} \tag{11.109}
\end{equation*}
$$

where $\boldsymbol{I}$ is the $s \times s$ identity matrix and $\mathfrak{J}$ is an $s \times 1$ vector of unity elements. With

$$
\boldsymbol{M}^{z_{i}}= \begin{cases}\boldsymbol{J}^{\prime} & \text { if } z_{i}=0  \tag{11.110}\\ \boldsymbol{M} & \text { if } z_{i}=1\end{cases}
$$

and with $\times$ denoting the Kronecker product,

$$
\begin{equation*}
\boldsymbol{M}^{\boldsymbol{z}}=\boldsymbol{M}^{z_{1}} \times \boldsymbol{M}^{z_{2}} \times \cdots \times \boldsymbol{M}^{z_{n}} \tag{11.111}
\end{equation*}
$$

we have

$$
\begin{equation*}
\boldsymbol{a}^{z}=\frac{1}{s^{n}} \boldsymbol{M}^{z} \boldsymbol{\tau} \tag{11.112}
\end{equation*}
$$

To illustrate (11.112), consider, for example, the main effects for factor $A_{1}$, that is, $z_{1}=1, z_{2}=z_{3}=\cdots=z_{n}=0$. For the sake of simplicity we shall take $s=3$ and $n=3$. Then (with subscripts indicating the dimensions of a matrix or a vector)

$$
\begin{aligned}
\boldsymbol{M}_{3 \times 27}^{(100)} & =\boldsymbol{M}^{1} \times \boldsymbol{M}^{0} \times \boldsymbol{M}^{0} \\
& =\left(3 \boldsymbol{I}-\mathfrak{J J}^{\prime}\right) \times \mathfrak{J}^{\prime} \times \mathfrak{J}^{\prime} \\
& =3 \boldsymbol{I}_{3} \times \mathfrak{J}_{9}^{\prime}-\mathfrak{J}_{3} \mathfrak{J}_{27}^{\prime} \\
& =\left(\begin{array}{ccc}
2 \mathfrak{J}_{9}^{\prime} & -\mathfrak{J}_{9}^{\prime} & -\mathfrak{J}_{9}^{\prime} \\
-\mathfrak{J}_{9}^{\prime} & 2 \mathfrak{J}_{9}^{\prime} & -\mathfrak{J}_{9}^{\prime} \\
-\mathfrak{J}_{9}^{\prime} & -\mathfrak{J}_{9}^{\prime} & 2 \mathfrak{J}_{9}^{\prime}
\end{array}\right)
\end{aligned}
$$

and

$$
\boldsymbol{a}^{(100)}=\left[\begin{array}{l}
\frac{1}{9} \sum_{j k} \tau(1, j, k)-\frac{1}{27} \sum_{i j k} \tau(i, j, k) \\
\frac{1}{9} \sum_{j k} \tau(2, j, k)-\frac{1}{27} \sum_{i j k} \tau(i, j, k) \\
\frac{1}{9} \sum_{j k} \tau(3, j, k)-\frac{1}{27} \sum_{i j k} \tau(i, j, k)
\end{array}\right]=\left[\begin{array}{l}
\bar{\tau}(1, \cdot, \cdot)-\bar{\tau}(\cdot, \cdot, \cdot) \\
\bar{\tau}(2, \cdot, \cdot)-\bar{\tau}(\cdot, \cdot, \cdot) \\
\bar{\tau}(3, \cdot, \cdot)-\bar{\tau}(\cdot, \cdot, \cdot)
\end{array}\right]
$$

using familiar dot notation. Similarly for the main effects for factor $A_{2}$ we have

$$
\begin{aligned}
\boldsymbol{M}_{3 \times 27}^{(010)} & =\boldsymbol{M}^{0} \times \boldsymbol{M}^{1} \times \boldsymbol{M}^{0} \\
& =\mathfrak{J}^{\prime} \times\left(3 \boldsymbol{I}-\mathfrak{J J}^{\prime}\right) \times \mathfrak{J}^{\prime} \\
& =3 \mathfrak{J}^{\prime} \times \boldsymbol{I} \times \mathfrak{J}^{\prime}-\mathfrak{J}^{\prime} \times \mathfrak{J J}^{\prime} \times \mathfrak{J}^{\prime} \\
& =3\left(\boldsymbol{I}_{3} \times \mathfrak{J}_{3}^{\prime}: \boldsymbol{I}_{3} \times \mathfrak{J}_{3}^{\prime} \vdots \boldsymbol{I}_{3} \times \mathfrak{J}_{3}^{\prime}\right)-\mathfrak{J}_{3} \mathfrak{J}_{27}^{\prime}
\end{aligned}
$$

and

$$
\boldsymbol{a}^{(010)}=\left[\begin{array}{c}
\bar{\tau}(\cdot, 1, \cdot)-\bar{\tau}(\cdot, \cdot, \cdot) \\
\bar{\tau}(\cdot, 2, \cdot)-\bar{\tau}(\cdot, \cdot, \cdot) \\
\bar{\tau}(\cdot, 3, \cdot)-\bar{\tau}(\cdot, \cdot, \cdot)
\end{array}\right]
$$

For the interaction between factors $A_{1}$ and $A_{2}$ we obtain

$$
\begin{aligned}
\boldsymbol{M}_{9 \times 27}^{(110)}= & \boldsymbol{M}^{1} \times \boldsymbol{M}^{1} \times \boldsymbol{M}^{0} \\
= & \left(3 \boldsymbol{I}-\mathfrak{J J}^{\prime}\right) \times\left(3 \boldsymbol{I}-\mathfrak{J J}^{\prime}\right) \times \mathfrak{J}^{\prime} \\
= & 9 \boldsymbol{I}_{3} \times \boldsymbol{I}_{3} \times \mathfrak{J}_{3}^{\prime}-3 \boldsymbol{I}_{3} \times \mathfrak{J}_{3} \mathfrak{J}_{3}^{\prime} \times \mathfrak{J}_{3}^{\prime}-3 \mathfrak{J}_{3} \mathfrak{J}_{3}^{\prime} \times \boldsymbol{I}_{3} \times \mathfrak{J}_{3}^{\prime} \\
& +\mathfrak{J}_{3} \mathfrak{J}_{3}^{\prime} \times \mathfrak{J}_{3} \mathfrak{J}_{3}^{\prime} \times \mathfrak{J}_{3}^{\prime} \\
= & 9 \boldsymbol{I}_{9} \times \mathfrak{J}_{3}^{\prime}-3 \boldsymbol{I}_{3} \times \mathfrak{J}_{3} \mathfrak{J}_{9}^{\prime}-3 \mathfrak{J}_{3} \mathfrak{J}_{3}^{\prime} \times \boldsymbol{I}_{3} \times \mathfrak{J}_{3}^{\prime}+\mathfrak{J}_{9} \mathfrak{J}_{27}^{\prime}
\end{aligned}
$$

and

$$
\boldsymbol{a}^{(110)}=\left[\begin{array}{c}
\bar{\tau}(1,1, \cdot)-\bar{\tau}(1, \cdot, \cdot)-\bar{\tau}(\cdot, 1, \cdot)+\bar{\tau}(\cdot, \cdot, \cdot) \\
\bar{\tau}(1,2, \cdot)-\bar{\tau}(1, \cdot, \cdot)-\bar{\tau}(\cdot, 2, \cdot)+\bar{\tau}(\cdot, \cdot, \cdot) \\
\bar{\tau}(1,3, \cdot)-\bar{\tau}(1, \cdot, \cdot)-\bar{\tau}(\cdot, 3, \cdot)+\bar{\tau}(\cdot, \cdot, \cdot) \\
\bar{\tau}(2,1, \cdot)-\bar{\tau}(2, \cdot, \cdot)-\bar{\tau}(\cdot, 1, \cdot)+\bar{\tau}(\cdot, \cdot, \cdot) \\
\bar{\tau}(2,2, \cdot)-\bar{\tau}(2, \cdot, \cdot)-\bar{\tau}(\cdot, 2, \cdot)+\bar{\tau}(\cdot, \cdot, \cdot) \\
\bar{\tau}(2,3, \cdot)-\bar{\tau}(2, \cdot, \cdot)-\bar{\tau}(\cdot, 3, \cdot)+\bar{\tau}(\cdot, \cdot, \cdot) \\
\bar{\tau}(3,1, \cdot)-\bar{\tau}(3, \cdot, \cdot)-\bar{\tau}(\cdot, 1, \cdot)+\bar{\tau}(\cdot, \cdot, \cdot) \\
\bar{\tau}(3,2, \cdot)-\bar{\tau}(3, \cdot, \cdot)-\bar{\tau}(\cdot, 2, \cdot)+\bar{\tau}(\cdot, \cdot, \cdot) \\
\bar{\tau}(3,3, \cdot)-\bar{\tau}(3, \cdot, \cdot)-\bar{\tau}(\cdot, 3, \cdot)+\bar{\tau}(\cdot, \cdot, \cdot)
\end{array}\right]
$$

It is easy to verify that, indeed,

$$
\bar{\tau}(1,1, \cdot)-\bar{\tau}(1, \cdot, \cdot)-\bar{\tau}(\cdot, 1, \cdot)+\bar{\tau}(\cdot, \cdot, \cdot)=a_{12}(1,1)
$$

for example. Hence, any contrast belonging to the 2-factor interaction $A_{1} \times A_{2}$ can be expressed as

$$
\Phi=\ell_{110}^{\prime} \boldsymbol{M}^{(110)} \boldsymbol{\tau}
$$

where the elements of $\ell_{110}$ add to zero. In general, the number of linearly independent contrasts belonging to the effect represented by $\boldsymbol{a}^{z}$ for a fixed $z$ is
given by

$$
\nu(\boldsymbol{z})=\operatorname{rank}\left(\boldsymbol{M}^{\boldsymbol{z}}\right)=\prod_{i=1}^{n} \operatorname{rank}\left(\boldsymbol{M}^{z_{i}}\right)=\prod_{i=1}^{n}(s-1)^{z_{i}}
$$

### 11.14.2 Orthogonal Factorial Structure (OFS)

Our aim is to construct suitable systems of confounding for the general $s^{n}$ factorial. In order to do so and to identify such systems that have certain desirable properties, it is useful to look ahead at the analysis and deduce from it structural properties that must hold for the error-control design and the treatment design.

Recall (see Chapter 1) that the reduced normal equations for an incomplete block design are given by

$$
\begin{equation*}
C \widehat{\tau}=Q \tag{11.113}
\end{equation*}
$$

where, for an equireplicate proper design,

$$
\begin{equation*}
\boldsymbol{C}=r \boldsymbol{I}-\frac{1}{k} \boldsymbol{N} \boldsymbol{N}^{\prime} \tag{11.114}
\end{equation*}
$$

and

$$
\boldsymbol{Q}=\boldsymbol{T}-\frac{1}{k} \boldsymbol{N}^{\prime} \boldsymbol{B}
$$

The error-control design is determined by the incidence matrix $N$ and the structure and properties of the design can best be characterized through the form of the concordance matrix $N N^{\prime}$. All the systems of confounding derived in this and previous chapters possess the following two properties:

1. Each contrast belonging to a certain interaction is estimated orthogonally to any other contrast belonging to a different interaction. That is, if for the $p^{n}$ factorial $\sum_{i=0}^{p-1} c_{i} E_{i}^{\boldsymbol{\alpha}_{1}}$ and $\sum_{i=0}^{p-1} d_{i} E_{i}^{\boldsymbol{\alpha}_{2}}$ are two contrasts belonging to $E^{\boldsymbol{\alpha}_{1}}$ and $E^{\boldsymbol{\alpha}_{2}}$, respectively, then

$$
\operatorname{cov}\left(\sum_{i} c_{i} \widehat{E}_{i}^{\alpha_{1}}, \sum_{i} d_{i} \widehat{E}_{i}^{\alpha_{2}}\right)=0
$$

2. The treatment sum of squares $\operatorname{SS}\left(\boldsymbol{X}_{\tau} \mid \mathcal{J}, \boldsymbol{X}_{\beta}\right)$ is partitioned orthogonally into the individual interaction sums of squares:

$$
\begin{equation*}
\operatorname{SS}\left(\boldsymbol{X}_{\boldsymbol{\tau}} \mid \mathcal{J}, \boldsymbol{X}_{\beta}\right)=\sum_{\boldsymbol{\alpha}} \operatorname{SS}\left(E^{\boldsymbol{\alpha}}\right) \tag{11.115}
\end{equation*}
$$

where $\operatorname{SS}\left(E^{\boldsymbol{\alpha}}\right)$ is the sum of squares due to $E^{\boldsymbol{\alpha}}$ and $\sum_{\boldsymbol{\alpha}}$ is the sum over all $\boldsymbol{\alpha}$ such that $E^{\alpha}$ is not completely confounded (i.e., belonging to $\mathcal{E}_{2}$ and $\mathcal{E}_{3}$ as defined in Section 11.6).

Property 2 follows, of course, from property 1 . Factorial designs having these properties are said to have orthogonal factorial structure (OFS). The importance of OFS is that it simplifies greatly the interpretation of the analysis of a factorial experiment. For example, based on significance tests in the ANOVA certain interaction terms may be deleted from the model without affecting the estimates of other terms remaining in the model.

We know from earlier discussion (see Chapter 1) that

$$
\begin{equation*}
\operatorname{SS}\left(\boldsymbol{X}_{\boldsymbol{\tau}} \mid \mathcal{J}, \boldsymbol{X}_{\beta}\right)=\widehat{\boldsymbol{\tau}}^{\prime} \boldsymbol{Q}=\widehat{\boldsymbol{\tau}}^{\prime} \boldsymbol{C} \widehat{\boldsymbol{\tau}}=\boldsymbol{Q}^{\prime} \boldsymbol{C}^{-} \boldsymbol{C} \boldsymbol{C}^{-} \boldsymbol{Q} \tag{11.116}
\end{equation*}
$$

It is clear from (11.115) and (11.114) that $\operatorname{SS}\left(\boldsymbol{X}_{\boldsymbol{\tau}} \mid \mathcal{J}, \boldsymbol{X}_{\beta}\right)$ is a function of $\boldsymbol{N} \boldsymbol{N}^{\prime}$. Now the structure of $\boldsymbol{C}$ is the same as the structure of $\boldsymbol{N} \boldsymbol{N}^{\prime}$. We have seen earlier (see, e.g., Chapters 2 and 4) that for block designs the structure of $\boldsymbol{C}^{-}$is the same as that of $\boldsymbol{C}$. We may then ask the questions: (i) For what structure of these matrices do we have an OFS and (ii) how can one exploit that structure to generate appropriate systems of confounding? We shall now give answers to these questions.

### 11.14.3 Systems of Confounding with OFS

Consider $\boldsymbol{a}^{\boldsymbol{z}}$ as given in (11.112). It follows then from (11.113) that

$$
\widehat{\boldsymbol{a}}^{z}=\frac{1}{s^{n}} \boldsymbol{M}^{z} \boldsymbol{C}^{-} \boldsymbol{Q}
$$

with

$$
\operatorname{var}\left(\widehat{\boldsymbol{a}}^{\boldsymbol{z}}\right)=\frac{1}{s^{2 n}} \boldsymbol{M}^{\boldsymbol{z}} \boldsymbol{C}^{-}\left(\boldsymbol{M}^{z}\right)^{\prime} \sigma_{e}^{2}
$$

and

$$
\operatorname{cov}\left(\widehat{\boldsymbol{a}}^{z}, \widehat{\boldsymbol{a}}^{w}\right)=\frac{1}{s^{2 n}} \boldsymbol{M}^{z} \boldsymbol{C}^{-}\left(\boldsymbol{M}^{\boldsymbol{w}}\right)^{\prime} \sigma_{e}^{2}
$$

for $z \neq \boldsymbol{w}$. More generally, for two contrasts belonging to $\boldsymbol{a}^{\boldsymbol{z}}$ and $\boldsymbol{a}^{\boldsymbol{w}}$, respectively, we have

$$
\begin{align*}
\operatorname{cov}\left[\ell_{z}^{\prime} \widehat{\boldsymbol{a}}^{z}, \boldsymbol{\ell}_{\boldsymbol{w}}^{\prime} \widehat{\boldsymbol{a}}^{w}\right] & =\frac{1}{s^{2 n}} \operatorname{cov}\left[\boldsymbol{\ell}_{z}^{\prime} \boldsymbol{M}^{z} \widehat{\boldsymbol{\tau}}, \ell_{w}^{\prime} \boldsymbol{M}^{w} \widehat{\boldsymbol{\tau}}\right] \\
& =\frac{1}{s^{2 n}} \boldsymbol{\ell}_{z}^{\prime} \boldsymbol{M}^{z} C^{-}\left(\boldsymbol{M}^{w}\right)^{\prime} \ell_{w}^{\prime} \tag{11.117}
\end{align*}
$$

Furthermore, the sum of squares due to testing the significance of $\boldsymbol{a}^{\boldsymbol{z}}$ is given by

$$
\begin{equation*}
\operatorname{SS}\left(\boldsymbol{a}^{z}\right)=\left(\boldsymbol{M}^{z} \widehat{\boldsymbol{\tau}}\right)^{\prime}\left[\boldsymbol{M}^{z} \boldsymbol{C}^{-}\left(\boldsymbol{M}^{\boldsymbol{z}}\right)^{\prime}\right]^{-}\left(\boldsymbol{M}^{z} \widehat{\boldsymbol{\tau}}\right) \tag{11.118}
\end{equation*}
$$

With the reparameterization (11.106) OFS is achieved if expression (11.117) is zero and hence analogous to (11.115),

$$
\begin{equation*}
\operatorname{SS}\left(\boldsymbol{X}_{\tau} \mid \mathcal{J}, \boldsymbol{x}_{\beta}\right)=\sum_{z} \operatorname{SS}\left(\boldsymbol{a}^{z}\right) \tag{11.119}
\end{equation*}
$$

where $\sum_{z}$ is the sum over all binary $n$ vectors except $(0,0, \ldots, 0)$. We denote the set of all such vectors by $Z$. Since (11.117) must be equal to zero for all choices of $\ell_{z}$ and $\ell_{\boldsymbol{w}}$, the following theorem holds.

Theorem 11.11 For the $s^{n}$ factorial with parameterization (11.106) a block design will have OFS if

$$
\begin{equation*}
\boldsymbol{M}^{z} \boldsymbol{C}^{-}\left(\boldsymbol{M}^{w}\right)^{\prime}=\mathbf{0} \tag{11.120}
\end{equation*}
$$

for all $\boldsymbol{z}, \boldsymbol{w} \in Z(\boldsymbol{z} \neq \boldsymbol{w})$, where $\boldsymbol{M}^{\boldsymbol{z}}$ is defined in (11.111).

The following theorem, which will be instrumental in constructing block designs with OFS, is a special case of a more general theorem due to Cotter, John, and Smith (1973). We need to introduce some notation first. For simplicity of notation we shall denote the matrix $\boldsymbol{C}^{-}$, a generalized inverse of $\boldsymbol{C}$ in (11.114), by $\boldsymbol{D}$. We shall refer to a cyclic partition of a matrix $\boldsymbol{H}$ of order $m_{1} m_{2} \times m_{1} m_{2}$ if $\boldsymbol{H}$ can be written as

$$
\boldsymbol{H}=\left[\begin{array}{ccccc}
\boldsymbol{H}_{1} & \boldsymbol{H}_{2} & \boldsymbol{H}_{3} & \cdots & \boldsymbol{H}_{m_{1}}  \tag{11.121}\\
\boldsymbol{H}_{m_{1}} & \boldsymbol{H}_{1} & \boldsymbol{H}_{2} & \ldots & \boldsymbol{H}_{m_{1}-1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\boldsymbol{H}_{2} & \boldsymbol{H}_{3} & \cdots & \boldsymbol{H}_{m_{1}} & \boldsymbol{H}_{1}
\end{array}\right]
$$

where $\boldsymbol{H}_{\boldsymbol{i}}\left(i=1,2, \ldots, m_{1}\right)$ is of order $m_{2} \times m_{2}$. We write (11.121) for short as

$$
\begin{equation*}
\boldsymbol{H}=\left\{\boldsymbol{H}_{1}, \boldsymbol{H}_{2}, \ldots, \boldsymbol{H}_{m_{1}}\right\}=\left\{\left(\boldsymbol{H}_{i}\right)\right\} \tag{11.122}
\end{equation*}
$$

We now state the following theorem.
Theorem 11.12 A block design $N$ for an $s^{n}$ factorial has OFS if the matrix $\boldsymbol{C}^{-}=\boldsymbol{D}$ has the following cyclic partition:

$$
\begin{aligned}
\boldsymbol{D} & =\left\{\left(\boldsymbol{D}_{i_{1}}\right)\right\} \\
\boldsymbol{D}_{i_{1}} & =\left\{\left(\boldsymbol{D}_{i_{1} i_{2}}\right)\right\} \\
\boldsymbol{D}_{i_{1} i_{2}} & =\left\{\left(\boldsymbol{D}_{i_{1} i_{1} i_{3}}\right)\right\} \\
& \vdots \\
\boldsymbol{D}_{i_{1} i_{2} \ldots i_{n-2}} & =\left\{\left(\boldsymbol{D}_{i_{1} i_{2} \ldots i_{n-1}}\right)\right\}
\end{aligned}
$$

for $i_{j}=1,2, \ldots, s, j=1,2, \ldots, n-1$, and if the $s \times s$ matrix $\boldsymbol{D}_{i_{1} i_{2} \ldots i_{n-1}}$ has row and column sums all equal.

Proof The proof is patterned after the results of Cotter, John, and Smith (1973) and John and Smith (1972). We show that (11.120) is true by using induction. First we show that the theorem is true for $n=2$.

For $n=2$ the set $Z$ consists of three vectors: $(1,0),(0,1),(1,1)$. Correspondingly we have, using (11.111),

$$
\begin{aligned}
\boldsymbol{M}^{(10)} & =\left(s \boldsymbol{I}_{s}-\mathfrak{J}_{s} \mathfrak{J}_{s}^{\prime}\right) \times \mathfrak{J}_{s}^{\prime} \\
& =s \boldsymbol{I}_{s} \times \boldsymbol{J}_{s}^{\prime}-\boldsymbol{J}_{s} \mathfrak{J}_{s}^{\prime} \times \mathfrak{J}_{s}^{\prime} \\
& ={ }_{s} \boldsymbol{P}_{1}-\mathfrak{J}_{s} \mathfrak{J}_{s^{2}}^{\prime}
\end{aligned}
$$

where, using the notation of (11.122),

$$
\boldsymbol{P}_{1}=\left\{\boldsymbol{J}_{s}^{\prime}, \mathbf{0}_{s}^{\prime}, \ldots, \mathbf{0}_{s}^{\prime}\right\}
$$

Also

$$
\boldsymbol{M}^{(01)}=\mathfrak{J}_{s}^{\prime} \times\left(s \boldsymbol{I}_{s}-\mathfrak{J}_{s} \mathfrak{J}_{s}^{\prime}\right)=s \boldsymbol{P}_{2}-\mathfrak{J}_{s} \mathfrak{J}_{s^{2}}^{\prime}
$$

with

$$
\boldsymbol{P}_{2}=\left(\boldsymbol{I}_{s}, \boldsymbol{I}_{s}, \ldots, \boldsymbol{I}_{s}\right)
$$

and finally

$$
\begin{aligned}
\boldsymbol{M}^{(11)}= & \left(s \boldsymbol{I}_{s}-\mathfrak{J}_{s} \mathfrak{J}_{s}^{\prime}\right) \times\left(s \boldsymbol{I}_{s}-\mathcal{J}_{s} \mathfrak{J}_{s}^{\prime}\right) \\
= & s^{2}\left\{\boldsymbol{I}_{s}, \mathbf{0}, \ldots, \mathbf{0}\right\}-s\left\{\mathfrak{J}_{s}, \mathfrak{J}_{s}^{\prime}, \mathbf{0}, \ldots, \mathbf{0}\right\} \\
& -s\left\{\boldsymbol{I}_{s}, \boldsymbol{I}_{s}, \ldots, \boldsymbol{I}_{s}\right\}+\left\{\mathfrak{J}_{s} \mathfrak{J}_{s}^{\prime}, \mathfrak{J}_{s} \mathfrak{J}_{s}^{\prime}, \ldots, \mathfrak{J}_{s} \mathfrak{J}_{s}^{\prime}\right\}
\end{aligned}
$$

Now consider

$$
\begin{aligned}
\boldsymbol{M}^{(10)} \boldsymbol{D} & =s \boldsymbol{P}_{1} \boldsymbol{D}-\mathfrak{J}_{s} \mathfrak{J}_{s}^{\prime} \boldsymbol{D} \\
& =s\left\{d_{1} \mathfrak{J}_{s}^{\prime}, d_{2} \mathfrak{J}_{s}^{\prime}, \ldots, d_{s} \mathfrak{J}_{s}^{\prime}\right\}-\left(\sum_{i} d_{i}\right) \mathfrak{J}_{s} \mathfrak{J}_{s}^{\prime}
\end{aligned}
$$

where $d_{i}$ is the row and column sum of $\boldsymbol{D}_{i}$ in $\boldsymbol{D}=\left\{\boldsymbol{D}_{1}, \boldsymbol{D}_{2}, \ldots, \boldsymbol{D}_{s}\right\}$. Since $\boldsymbol{J J}^{\prime} \boldsymbol{M}^{\boldsymbol{z}}=\mathbf{0}$ for $\boldsymbol{z} \in Z$ it follows that

$$
\begin{aligned}
\boldsymbol{M}^{(10)} \boldsymbol{D}\left(\boldsymbol{M}^{(01)}\right)^{\prime} & =s\left\{d_{1} \mathfrak{J}_{s}^{\prime}, d_{2} \mathfrak{J}_{s}^{\prime}, \ldots, d_{s} \mathfrak{J}_{s}^{\prime}\right\}\left(s \boldsymbol{P}_{2}-\mathfrak{J}_{s} \mathfrak{J}_{s^{2}}^{\prime}\right)^{\prime} \\
& =s^{2}\left(\sum_{i} d_{i}\right) \mathfrak{J}_{s} \mathfrak{J}_{s}^{\prime}-s^{2}\left(\sum_{i} d_{i}\right) \mathfrak{J}_{s} \mathfrak{J}_{s}^{\prime} \\
& =\mathbf{0}
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
\boldsymbol{M}^{(10)} \boldsymbol{D} \boldsymbol{M}^{(11)^{\prime}}= & s\left\{d_{1} \mathfrak{J}_{s}^{\prime}, d_{2} \mathfrak{J}_{s}^{\prime}, \ldots, d_{s} \mathfrak{J}_{s}^{\prime}\right\} \boldsymbol{M}^{(11)} \\
= & s^{3}\left\{d_{1} \mathfrak{J}_{s}^{\prime}, d_{2} \mathfrak{J}_{s}^{\prime}, \ldots, d_{s} \mathfrak{J}_{s}^{\prime}\right\}-s^{3}\left\{d_{1} \mathfrak{J}_{s}^{\prime}, d_{2} \mathfrak{J}_{s}^{\prime}, \ldots, d_{s} \mathfrak{J}_{s}^{\prime}\right\} \\
& -s^{2}\left(\sum d_{i}\right) \mathfrak{J}_{s} \mathfrak{J}_{s^{2}}^{\prime}+s^{2}\left(\sum d_{i}\right) \mathfrak{J}_{s} \mathfrak{J}_{s^{2}}^{\prime}=\mathbf{0}
\end{aligned}
$$

Finally,

$$
\begin{aligned}
\boldsymbol{M}^{(01)} \boldsymbol{D} & =s \boldsymbol{P}_{2} \boldsymbol{D}-\mathfrak{J}_{s} \mathfrak{J}_{s^{2}}^{\prime} \boldsymbol{D} \\
& =s^{2}\left(\sum \boldsymbol{D}_{i}, \sum \boldsymbol{D}_{i}, \ldots, \sum \boldsymbol{D}_{i},\right)-\left(\sum \boldsymbol{D}_{i}\right) \mathfrak{J}_{s} \mathfrak{J}_{s^{2}}^{\prime}
\end{aligned}
$$

and hence

$$
\begin{aligned}
\boldsymbol{M}^{(01)} \boldsymbol{D} \boldsymbol{M}^{(11)^{\prime}}= & s^{3}\left(\sum \boldsymbol{D}_{i}, \sum \boldsymbol{D}_{i}, \ldots, \sum \boldsymbol{D}_{i},\right) \\
& -s^{2}\left(\left(\sum d_{i}\right) \mathfrak{J}_{s} \mathfrak{J}_{s}^{\prime},\left(\sum d_{i}\right) \mathfrak{J}_{s} \mathfrak{J}_{s}^{\prime}, \ldots,\left(\sum d_{i}\right) \mathfrak{J}_{s} \mathfrak{J}_{s}^{\prime}\right) \\
& -s^{3}\left(\sum \boldsymbol{D}_{i}, \sum \boldsymbol{D}_{i}, \ldots, \sum \boldsymbol{D}_{i},\right) \\
& +s^{2}\left(\left(\sum d_{i}\right) \mathfrak{J}_{s} \mathfrak{J}_{s}^{\prime},\left(\sum d_{i}\right) \mathfrak{J}_{s} \mathfrak{J}_{s}^{\prime}, \ldots,\left(\sum d_{i}\right) \mathfrak{J}_{s} \mathfrak{J}_{s}^{\prime}\right) \\
= & \mathbf{0}
\end{aligned}
$$

Now assume that the theorem holds for the $s^{n-1}$ factorial, say with factors $A_{2}, A_{3}, \ldots, A_{n}$. If we write the $z$ vector for $n-1$ factors as $z_{*}=$ $\left(z_{2}, z_{3}, \ldots, z_{n}\right)$, we then have for $z_{*} \neq \boldsymbol{w}_{*} \neq(0,0, \ldots, 0)$

$$
\begin{equation*}
\boldsymbol{M}^{z_{*}} \boldsymbol{D}_{i}\left(\boldsymbol{M}^{\boldsymbol{w}_{*}}\right)^{\prime}=\mathbf{0} \tag{11.123}
\end{equation*}
$$

for $i=1,2, \ldots, s$ with the row and column sum of $\boldsymbol{D}_{i}$ equal to $d_{i}$, say. Using (11.123), we now show that

$$
\boldsymbol{M}^{z} \boldsymbol{D}\left(\boldsymbol{M}^{w}\right)^{\prime}=\mathbf{0}
$$

for $\boldsymbol{z} \neq \boldsymbol{w}$. Now $\boldsymbol{M}^{\boldsymbol{z}} \boldsymbol{D} \boldsymbol{M}^{\boldsymbol{w \prime}}$ can be written as

$$
\begin{equation*}
\left(\boldsymbol{M}^{z_{1}} \times \boldsymbol{M}^{\boldsymbol{z}_{*}}\right)\left\{\boldsymbol{D}_{1}, \boldsymbol{D}_{2}, \ldots, \boldsymbol{D}_{s}\right\}\left(\boldsymbol{M}^{w_{1}} \times \boldsymbol{M}^{\boldsymbol{w}_{*}}\right)^{\prime} \tag{11.124}
\end{equation*}
$$

To show that (11.124) equals zero, it is sufficient to show that $\boldsymbol{M}^{\boldsymbol{z}_{*}} \boldsymbol{D}_{i}\left(\boldsymbol{M}^{w_{*}}\right)^{\prime}=$ $\mathbf{0}$ for every possible $\boldsymbol{z}_{*}, \boldsymbol{w}_{*}$ in $\boldsymbol{z}=\left(z_{1}, \boldsymbol{z}_{*}\right)$ and $\boldsymbol{w}=\left(w_{1}, \boldsymbol{w}_{*}\right)$ with $\boldsymbol{z} \neq \boldsymbol{w} \neq$
$(0,0, \ldots, 0)$. This can be seen by simply multiplying (11.124) out. We distinguish between three cases:

1. $\boldsymbol{z}_{*}=\mathbf{0}_{*}=(0,0, \ldots, 0)$ : We then have $\boldsymbol{w}_{*} \neq(0,0, \ldots, 0)$ since otherwise $\boldsymbol{z}=\boldsymbol{w}$. Now, by definition, $\boldsymbol{M}^{\mathbf{0}_{*}}=\boldsymbol{J}_{s^{n-1}}$. Hence $\boldsymbol{M}^{\mathbf{0}_{*}} \boldsymbol{D}_{i}=d_{i} \boldsymbol{J}^{\prime}$, and since $\boldsymbol{M}^{\boldsymbol{w}_{*}}$ is a contrast matrix, it follows that $\boldsymbol{M}^{\boldsymbol{z}_{*}} \boldsymbol{D}_{\boldsymbol{i}} \boldsymbol{M}^{\boldsymbol{w}_{*^{\prime}}}=\mathbf{0}$.
2. $\boldsymbol{z}_{*}=\boldsymbol{w}_{*} \neq \mathbf{0}_{*}$ : We then have $z_{1} \neq w_{1}$ and without loss of generality assume $z_{1}=0$. Then

$$
\boldsymbol{M}^{\boldsymbol{z}}=\boldsymbol{J}_{s}^{\prime} \times \boldsymbol{M}^{\boldsymbol{z}_{*}}=\left(\boldsymbol{M}^{\boldsymbol{z}_{*}}, \boldsymbol{M}^{\boldsymbol{z}_{*}}, \ldots, \boldsymbol{M}^{\boldsymbol{z}_{*}}\right)
$$

and consequently

$$
\begin{aligned}
\boldsymbol{M}^{z} \boldsymbol{D} & =\left(\boldsymbol{M}^{z_{*}} \sum \boldsymbol{D}_{i}, \boldsymbol{M}^{z_{*}} \sum \boldsymbol{D}_{i}, \ldots, \boldsymbol{M}^{z_{*}} \sum \boldsymbol{D}_{i}\right) \\
& =\boldsymbol{J}_{s}^{\prime} \times \sum \boldsymbol{M}^{z_{*}} \boldsymbol{D}_{i}
\end{aligned}
$$

It follows then that

$$
\begin{aligned}
\boldsymbol{M}^{\boldsymbol{z}} \boldsymbol{D}\left(\boldsymbol{M}^{\boldsymbol{w}}\right)^{\prime} & =\left(\boldsymbol{J}_{s}^{\prime} \times \sum \boldsymbol{M}^{\boldsymbol{z}_{*}} \boldsymbol{D}_{i}\right)\left(\boldsymbol{M}^{w_{1}} \times \boldsymbol{M}^{w_{*}}\right)^{\prime} \\
& =\boldsymbol{J}_{s}^{\prime}\left(\boldsymbol{M}^{w_{1}}\right)^{\prime} \times\left(\sum \boldsymbol{M}^{z_{*}} \boldsymbol{D}_{i}\left(\boldsymbol{M}^{w_{*}}\right)^{\prime}\right)=\mathbf{0}
\end{aligned}
$$

3. $z_{*} \neq \boldsymbol{w}_{*}$ : By assumption the result is true.

We have therefore shown that if the theorem holds for the $s^{n-1}$ factorial it also holds for the $s^{n}$ factorial, and we have shown that it holds for the $s^{2}$ factorial. This completes the proof.

### 11.14.4 Constructing Systems of Confounding

We shall now make use of Theorem 11.12 in our attempt to construct useful systems of confounding for the $s^{n}$ factorial. Obviously, OFS is a desirable property of such a system of confounding. The idea then is to construct an incomplete block design for the $s^{n}$ factorial such that the matrix $\boldsymbol{C}^{-}=\boldsymbol{D}$ has the structure given in Theorem 11.12. In some sense such an approach may seem to be backward since an incomplete block design is characterized first of all by its incidence matrix $\boldsymbol{N}$ and hence, equivalently, by $\boldsymbol{N} \boldsymbol{N}^{\prime}$ or $\boldsymbol{C}$. The structure of $\boldsymbol{C}$ then determines the structure of $\boldsymbol{C}^{-}$. Now we know that for PBIB designs the structures of $\boldsymbol{C}$ and $\boldsymbol{C}^{-}$are the same (see Chapter 4). We therefore want to find a PBIB design in which to accommodate the $s^{n}$ factorial such that the $\boldsymbol{C}$ matrix has the form specified in Theorem 11.12 for $\boldsymbol{C}^{-}$, that is, hierarchical cyclic partitions. Such a method was proposed by John and Dean (1975) and can be described as follows.

As before, we denote a treatment combination by $\boldsymbol{x}^{\prime}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ where $0 \leq x_{i} \leq s-1(i=1,2, \ldots, n)$. The totality of the treatment combinations, $\mathcal{X}$, is arranged in lexicographic order, that is, if $\boldsymbol{\theta}=(0,1, \ldots, s-1)^{\prime}$, then

$$
X=\boldsymbol{\theta} \otimes \boldsymbol{\theta} \otimes \cdots \otimes \boldsymbol{\theta}
$$

(see Section 11.14.1). Following John (1973) we consider the use of generalized cyclic PBIB designs, GC/n-PBIB, (see Chapter 5) with blocks of size $k$. Recall that such a design is obtained from an initial block of $k$ treatments. The $j$ th block is obtained by adding the $j$ th treatment combination to the treatments in the initial block. Here addition of two treatment combinations $\boldsymbol{x}^{\prime}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $\boldsymbol{y}^{\prime}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ is defined as

$$
\begin{equation*}
\boldsymbol{x}^{\prime}+\boldsymbol{y}^{\prime}=\left(x_{1},+y_{1}, x_{2},+y_{2}, \ldots, x_{n}+y_{n}\right) \bmod s \tag{11.125}
\end{equation*}
$$

Let the highest common factor (HCF) of $s$ and the nonzero elements of $\boldsymbol{x}$ be denoted by $\operatorname{HCF}(s, \boldsymbol{x})=h$ and let $q=s / h$. Then the treatment combinations $\boldsymbol{x}, 2 \boldsymbol{x}, \ldots,(q-1) \boldsymbol{x}, q \boldsymbol{x}=\mathbf{0} \bmod s$ form a cyclic Abelian group $G$ with addition as defined in (11.125). Here, $G$ contains $q$ distinct elements. The implication of this with respect to GC/n-PBIB designs is as follows. If $\mathbf{0}, \boldsymbol{x}, 2 \boldsymbol{x}, \ldots,(q-1) \boldsymbol{x}$ represent the elements of the initial block of size $k=q$ and if additional blocks are obtained by adding in turn each treatment of the set $\mathcal{X}$ to those in the initial block, then the block obtained by adding $u \boldsymbol{x}(u<q)$ contains the same treatments as the initial block. Hence the initial block generates a fractional GC/n design with $s^{n} / q$ distinct blocks such that each treatment combination occurs exactly once. We shall also say that $\boldsymbol{x}$ generates the fractional GC/n design.

More generally, we can consider $g$ generators $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{g}$ with corresponding Abelian groups $G_{1}, G_{2}, \ldots, G_{g}$. For the application to be described, the generators will have to be chosen such that the $G_{i}$ have only the $\mathbf{0}$ element in common. Let HCF $\quad\left(s, \boldsymbol{x}_{i}\right)=h_{i}, q_{i}=s / h_{i}$ and $q=\prod_{i=1}^{g} q_{i}$. We consider then the group $G$ formed by taking the direct sum of $G_{1}, G_{2}, \ldots, G_{g}$, the general element being given by

$$
\begin{equation*}
u_{1} x_{1}+u_{2} x_{2}+\cdots+u_{g} x_{g} \tag{11.126}
\end{equation*}
$$

with $u_{i}=0,1, \ldots, q_{i}-1, i=1,2, \ldots, g$. The $q$ elements of $G$, taken as the initial block, then generate a GC/n design with $s^{n} / q$ distinct blocks and every treatment combination in $X$ replicated once. To illustrate this concept, consider the following example.

Example 11.9 Suppose we have $s=6, n=2$, that is, the $6^{2}$ factorial. Let

$$
\boldsymbol{x}_{1}^{\prime}=(0,3), \boldsymbol{x}_{2}^{\prime}=(3,0), \quad \boldsymbol{x}_{3}^{\prime}=(2,2)
$$

It follows then that

$$
\begin{array}{ll}
h_{1}=\operatorname{HCF}[6,(0,3)]=3, & q_{1}=2 \\
h_{2}=\operatorname{HCF}[6,(3,0)]=3, & q_{2}=2 \\
h_{3}=\operatorname{HCF}[6,(2,2)]=2, & q_{3}=3
\end{array}
$$

and $q=12$. The elements of $G$ are obtained from (11.126) with $u_{1}=0,1, u_{2}=$ $0,1, u_{3}=0,1,2$ as

$$
\begin{array}{llllll}
(0,0) & (0,3) & (3,0) & (3,3) & (2,2) & (2,5) \\
(5,2) & (5,5) & (4,4) & (4,1) & (1,4) & (1,1)
\end{array}
$$

This is the initial block, $B_{1}$ say. The remaining blocks are obtained by adding a treatment combination not in $B_{1}$ to each element in $B_{1}$. To obtain $B_{2}$, we add $(1,0)$, which yields

$$
\begin{array}{llllll}
(1,0) & (1,3) & (4,0) & (4,3) & (3,2) & (3,5) \\
(0,2) & (0,5) & (5,4) & (5,1) & (2,4) & (2,1)
\end{array}
$$

and for $B_{3}$ we add $(0,1)$, which yields

$$
\begin{array}{llllll}
(0,1) & (0,4) & (3,1) & (3,4) & (2,3) & (2,0) \\
(5,3) & (5,0) & (4,5) & (4,2) & (1,5) & (1,2)
\end{array}
$$

The design is summarized in Table 11.11.
We note here that the initial block, $B_{1}$ or $G$, acts as the IBSG discussed earlier.

### 11.14.5 Verifying Orthogonal Factorial Structure

We shall now show that systems of confounding based on GC/ $n$-PBIB designs have OFS. We do this by showing that the $\boldsymbol{C}$ matrix and hence the $\boldsymbol{C}^{-}=\boldsymbol{D}$ matrix have the structure of Theorem 11.12.

Let $\boldsymbol{R}_{s}^{i}$ denote an $s \times s$ circulant matrix with a unity element in the $i$ th position of the first row and zero elements elsewhere. A circulant matrix

$$
\boldsymbol{A}=\left(\begin{array}{ccccc}
a_{1} & a_{2} & a_{3} & \ldots & a_{s} \\
a_{s} & a_{1} & a_{2} & \ldots & a_{s-1} \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
a_{2} & a_{3} & a_{4} & \ldots & a_{1}
\end{array}\right)
$$

Table $11.11 \quad \mathbf{6}^{\mathbf{2}}$ in Blocks of Size 12 (Using GC/ $\boldsymbol{n}$ Method)

| Block 1 | Block 2 | Block 3 |
| :---: | :---: | :---: |
| 00 | 10 | 01 |
| 03 | 13 | 04 |
| 30 | 40 | 31 |
| 33 | 43 | 34 |
| 22 | 32 | 23 |
| 25 | 35 | 20 |
| 52 | 02 | 53 |
| 55 | 05 | 50 |
| 44 | 54 | 45 |
| 41 | 51 | 42 |
| 14 | 24 | 15 |
| 11 | 21 | 12 |

can then alternatively be written as

$$
\boldsymbol{A}=\sum_{i=1}^{s}\left(\boldsymbol{R}_{s}^{i} \times a_{i}\right)=\sum_{i=1}^{s} a_{i} \boldsymbol{R}_{s}^{i}
$$

As mentioned in Section 5.3, the matrix $\boldsymbol{N} \boldsymbol{N}^{\prime}$ and hence $\boldsymbol{C}$ for a cyclic PBIB design is a cyclic matrix, that is, $\boldsymbol{C}$ can be written as

$$
\boldsymbol{C}=\sum_{i=1}^{t} c_{i} \boldsymbol{R}_{t}^{i}
$$

For the situation considered here where a treatment consists of an $n$-tuple ( $x_{1}, x_{2}$, $\ldots, x_{n}$ ) this expression generalizes to

$$
\begin{equation*}
\boldsymbol{C}=\sum_{i_{1}=1}^{s} \sum_{i_{2}=1}^{s} \ldots \sum_{i_{n}=1}^{s} c_{i i_{2} \ldots i_{n}}\left(\prod_{j=1}^{n} \times \boldsymbol{R}_{s}^{i_{j}}\right) \tag{11.127}
\end{equation*}
$$

where

$$
\prod_{j=1}^{n} \times \boldsymbol{R}_{s}^{i_{j}}=\boldsymbol{R}_{s}^{i_{1}} \times \boldsymbol{R}_{s}^{i_{2}} \times \cdots \times \boldsymbol{R}_{s}^{i_{n}}
$$

and

$$
c_{i_{1} i_{2} \ldots i_{n}} \begin{cases}=1-\frac{1}{q} & \text { for } i_{1}=i_{2}=\cdots=i_{n}=1 \\ =-\frac{1}{q} & \text { for } x^{\prime}=\left(i_{1}-1, i_{2}-1, \ldots i_{n}-1\right) \text { in } B_{1} \\ =0 & \text { but } x^{\prime} \neq(0,0, \ldots, 0) \\ \text { otherwise }\end{cases}
$$

The reasons for the specific values of $c_{i_{1} i_{2} \ldots i_{n}}$ are, of course, (i) we have a singlereplicate design, that is, $r=1$; (ii) the block size $k$ is equal to $q=\prod_{i=1}^{g} q_{i}$; and (iii) we have a disconnected design, that is, any two treatments occur together in the same block once or not at all. Alternatively, $\boldsymbol{C}$ can be written as

$$
\boldsymbol{C}=\boldsymbol{I}-\frac{1}{q} \sum_{i_{1}} \cdots \sum_{i_{n}} c_{i_{1} i_{2} \ldots i_{n}}^{*} \prod_{j=1}^{n} \times \boldsymbol{R}_{s}^{i_{j}}
$$

where

$$
c_{i_{1} i_{2} \ldots i_{n}}^{*} \begin{cases}=1 & \text { if } \boldsymbol{x}^{\prime}=\left(i_{1}-1, i_{2}-1, \ldots, i_{n}-1\right) \text { in } B_{1}  \tag{11.128}\\ =0 & \text { otherwise }\end{cases}
$$

Now $\boldsymbol{C}$ in (11.127) can be written also (see John, 1973) as

$$
\begin{equation*}
\boldsymbol{C}=\sum_{i_{1}=1}^{s} \sum_{i_{2}=1}^{s} \ldots \sum_{i_{v}=1}^{s}\left\{\left(\prod_{j=1}^{v} \times \boldsymbol{R}_{s}^{i_{j}}\right) \times\left(\sum_{i_{n}=1}^{s} c_{i_{1} i_{2} \ldots i_{n}} \boldsymbol{R}_{s}^{i_{n}}\right)\right\} \tag{11.129}
\end{equation*}
$$

where $v=n-1$. If we define

$$
\begin{equation*}
\boldsymbol{C}_{i_{1} i_{2} \ldots i_{v}}=\sum_{i_{n}=1}^{s} c_{i_{1} i_{2} \ldots i_{n}} \boldsymbol{R}_{s}^{i_{n}} \tag{11.130}
\end{equation*}
$$

then (11.129) and hence (11.127) can be rewritten as

$$
\begin{equation*}
\boldsymbol{C}=\sum_{i_{1}} \cdots \sum_{i_{v}}\left\{\left(\prod_{j=1}^{\nu} \times \boldsymbol{R}_{s}^{i_{j}}\right) \times \boldsymbol{C}_{i_{1} i_{2} \ldots i_{v}}\right\} \tag{11.131}
\end{equation*}
$$

This, however, is just another way of writing the hierarchical cyclic partition required in Theorem 11.12. From the definition of $\boldsymbol{C}_{i_{1} i_{2} \ldots i_{\nu}}$ in (11.130) it follows immediately that the row and column totals for $\boldsymbol{C}_{i_{1} i_{2} \ldots i_{v}}$ are all equal, namely $\sum_{i_{n}} c_{i_{1} i_{2} \ldots i_{n}}$. It follows then from Theorem 11.12 that the GC/n-generated system of confounding has OFS.

### 11.14.6 Identifying Confounded Interactions

The question remains of which effects $\boldsymbol{a}^{z}$ are confounded with blocks or, more precisely, to which effects $\boldsymbol{a}^{z}$ do the $b-1=s^{n} / q-1$ block degrees of freedom belong? Since we have a disconnected design with $b=s^{n} / q$ blocks it is clear that only $s^{n}-1-(b-1)$ degrees of freedom remain for linearly independent estimable functions belonging to main effects and interactions. We know from our earlier discussion that without confounding the degrees of freedom for $\boldsymbol{a}^{z}$ are

$$
\begin{equation*}
\nu(\boldsymbol{z})=\prod_{i=1}^{n}(s-1)^{z_{i}} \tag{11.132}
\end{equation*}
$$

We shall denote the corresponding degrees of freedom for a given system of confounding by $v_{c}(z)$. We then show the following theorem.

Theorem 11.13 (John and Dean, 1975) For a GC/n-generated system of confounding the degrees of freedom for the effect $\boldsymbol{a}^{z}$ are given by

$$
\begin{equation*}
v_{c}(\boldsymbol{z})=\operatorname{rank}\left(\boldsymbol{M}^{z}\right)-\frac{1}{q} \sum_{i_{1}} \cdots \sum_{i_{n}} c_{i_{1} i_{2} \ldots i_{n}}^{*}\left(\prod_{j=1}^{n} \rho_{i_{j}}^{z_{j}}\right) \tag{11.133}
\end{equation*}
$$

where

$$
\rho_{i_{j}}^{z_{j}}=\left\{\begin{aligned}
s-1 & \text { if } i_{j}=1 \text { and } z_{j}=1 \\
-1 & \text { if } i_{j} \neq 1 \text { and } z_{j}=1 \\
1 & \text { if } z_{j}=0
\end{aligned}\right.
$$

and the $c_{i_{1} i_{2} \ldots i_{n}}^{*}$ are defined in (11.128).
Proof Recall from (11.118) that the adjusted sum of squares for $\boldsymbol{a}^{\boldsymbol{z}}$ is given by

$$
\operatorname{SS}\left(\boldsymbol{a}^{z}\right)=\left(\boldsymbol{M}^{z} \widehat{\boldsymbol{\tau}}\right)^{\prime}\left(\boldsymbol{M}^{z} \boldsymbol{C}^{-} \boldsymbol{M}^{z^{\prime}}\right)^{-}\left(\boldsymbol{M}^{z} \widehat{\boldsymbol{\tau}}\right)
$$

John and Dean (1975) show that the degrees of freedom for $\operatorname{SS}\left(\boldsymbol{a}^{\boldsymbol{z}}\right)$ are given by

$$
\begin{equation*}
v_{c}(\boldsymbol{z})=\frac{1}{s^{n}}\left(\prod_{j=1}^{n} s^{z_{j}}\right)^{-1} \operatorname{tr}\left(\boldsymbol{M}^{z} \boldsymbol{C} \boldsymbol{M}^{z^{\prime}}\right) \tag{11.134}
\end{equation*}
$$

where $\operatorname{tr}($ ) denotes the trace of a matrix. Now

$$
\operatorname{tr}\left(\boldsymbol{M}^{z} \boldsymbol{C} \boldsymbol{M}^{z^{\prime}}\right)=\operatorname{tr}\left(\boldsymbol{M}^{z} \boldsymbol{M}^{z^{\prime}}\right)-\frac{1}{q} \sum_{i_{1}} \ldots \sum_{i_{n}} c_{i_{1} i_{2} \ldots i_{n}}^{*} \prod_{j=1}^{n} \operatorname{tr}\left\{\boldsymbol{M}^{z_{j}} \boldsymbol{R}_{s}^{i_{j}} \boldsymbol{M}^{z_{j} \prime}\right\}
$$

with

$$
\begin{equation*}
\operatorname{tr}\left(\boldsymbol{M}^{z} \boldsymbol{M}^{z^{\prime}}\right)=s^{n}\left(\prod_{j} s^{z_{j}}\right)\left[\prod_{j}(s-1)^{z_{j}}\right] \tag{11.135}
\end{equation*}
$$

and

$$
\operatorname{tr}\left(\boldsymbol{M}^{z_{j}} \boldsymbol{R}_{s}^{i_{j}} \boldsymbol{M}^{z_{j} \prime}\right)= \begin{cases}s^{2} \rho_{i_{j}}^{1} & \text { for } z_{j}=1  \tag{11.136}\\ s & \text { for } z_{j}=0\end{cases}
$$

Substituting (11.135) and (11.136) into (11.134) and using the fact that $\operatorname{rank}\left(\boldsymbol{M}^{\boldsymbol{z}}\right)=\prod_{j}(s-1)^{z_{j}}$ prove the theorem.

As an immediate result from Theorem 11.12, we state the following corollary.
Corollary 11.3 The number of contrasts belonging to $\boldsymbol{a}^{\boldsymbol{z}}$ that are confounded with blocks is equal to

$$
\begin{equation*}
v^{*}(\boldsymbol{z})=\frac{1}{q} \sum_{i_{1}} \cdots \sum_{i_{n}} c_{i_{1} \ldots i_{n}}^{*}\left(\prod_{j=1}^{n} \rho_{i_{j}}^{z_{j}}\right) \tag{11.137}
\end{equation*}
$$

It follows from (11.137) that (i) $v^{*}(\boldsymbol{z})$ is determined entirely by the treatment combinations in the initial block $B_{1}$; (ii) if $v^{*}(z)=0$, then $\boldsymbol{a}^{z}$ is unconfounded; and (iii) if $v^{*}(\boldsymbol{z})=\prod_{j}(s-1)^{z_{j}}$, then $\boldsymbol{a}^{\boldsymbol{z}}$ is completely confounded.

We shall illustrate Corollary 11.3 in terms of Example 11.9.
Example 11.9 (Continued) We need to find $\sum_{i_{1}=1}^{6} \sum_{i_{2}=1}^{6} c_{i_{1} i_{2}}^{*} \rho_{i_{1}}^{z_{1}} \rho_{i_{2}}^{z_{2}}$. Using the definition of $c_{i_{1} i_{2}}^{*}$ and $B_{1}$ given in Table 11.11, the values for $\rho_{i_{1}}^{z_{1}} \rho_{i_{2}}^{z_{2}}$ with nonzero coefficients and for $z=(1,0),(0,1),(1,1)$ are given in Table 11.12. It follows then that $v^{*}=(1,0)=v^{*}(0,1)=0$ and $v^{*}(1,1)=\frac{24}{12}=2$, that is, the main effects are unconfounded and 2 d.f. from the 2 -factor interaction are confounded with blocks and as a consequence $v_{c}(1,1)=23$.

### 11.15 CHOICE OF INITIAL BLOCK

It is worthwhile to compare the designs given in Tables 11.8 and 11.11, which were constructed by two different methods. The method of pseudofactors is easy to use but results in the confounding of degrees of freedom belonging to the main effect $A_{1}$. The advantage of the GC/2 design is that it leads to confounding of degrees of freedom belonging to the interaction $A_{1} A_{2}$. This will in general be more desirable but not as easy to achieve since the design depends crucially on the choice of the initial block.

Table 11.12 Determination of $\rho_{i_{1}}^{z_{1}} \rho_{i_{2}}^{z_{2}}$ for Main Effects and Two-Factor Interaction for $\mathbf{6}^{\mathbf{2}}$ Factorial in Blocks of Size 12

| $i_{1}, i_{2}$ | $z_{1}=1, z_{2}=0$ | $z_{1}=0, z_{2}=1$ | $z_{1}=1, z_{2}=1$ |
| :---: | :---: | :---: | :---: |
| 1,1 | $6-1$ | $6-1$ | $(6-1)^{2}$ |
| 1,4 | $6-1$ | -1 | $-(6-1)$ |
| 4,1 | -1 | $6-1$ | $-(6-1)$ |
| 4,4 | -1 | -1 | 1 |
| 3,3 | -1 | -1 | 1 |
| 3,6 | -1 | -1 | 1 |
| 6,3 | -1 | -1 | 1 |
| 6,6 | -1 | -1 | 1 |
| 5,5 | -1 | -1 | 1 |
| 5,2 | -1 | -1 | 1 |
| 2,5 | -1 | -1 | 1 |
| 2,2 | -1 | -1 | 1 |
| Sum | 0 | 0 | 24 |

How then should one choose the initial block? Two questions need to be answered: (i) How many generators does one need? (ii) What should these generators be? First of all, only block sizes of the form $k=q=\prod_{i-1}^{g} q_{i}$ are permissible, where the $q_{i}$ 's are divisors (not necessarily different) of $s$ (including $s$ itself). For example, for the $6^{2}$ in blocks of size $k=12$, we could have $g=3$ with $q_{1}=q_{2}=2, q_{3}=3$ (see Example 11.9) or $g=2$ with $q_{1}=6, q_{2}=2$. To answer (ii), one needs to choose the generators $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{g}$ such that the groups $G_{1}, G_{2}, \ldots, G_{g}$ only have the zero element in common. The choice depends further on which effects one is willing to confound to the extent that one has a choice. One may have to do this by trial and error, computing for each choice of generators $v_{c}(z)$ for each $z$, and then decide what is the best choice for the situation at hand. If one wants to avoid confounding degrees of freedom belonging to main effects, one can proceed in the following way (this follows from the discussion by John and Dean, 1975). If we write the generators as $\boldsymbol{x}_{i}^{\prime}=\left(x_{i 1}, x_{i 2}, \ldots, x_{i n}\right)(i=1,2, \ldots, g)$, we can consider the vector of the $j$ th components $\left(x_{1 j}, x_{2 j}, \ldots, x_{g j}\right)(j=1,2, \ldots, n)$. If for each $j$ the nonzero $x_{i j}$ are relative primes, then no degrees of freedom belonging to main effects are confounded. As an example consider for the $6^{2}$ in blocks of size 12 the following two sets of generators: (1) $\boldsymbol{x}_{1}=(1,5), \boldsymbol{x}_{2}=(3,0)$ and (2) $\boldsymbol{x}_{1}=(3,5)$, $\boldsymbol{x}_{2}=(3,0)$, giving, respectively, the initial blocks $B_{1}$ :

$$
00, \quad 30, \quad 15, \quad 45, \quad 24, \quad 54, \quad 33, \quad 03, \quad 42, \quad 12, \quad 51, \quad 21
$$

and

$$
00, \quad 30, \quad 35, \quad 05, \quad 04, \quad 34, \quad 33, \quad 03, \quad 02, \quad 32, \quad 31, \quad 01
$$

Using Corollary 11.3 or, alternatively, simple inspection shows that, for system 1,2 d.f. from $A_{1} A_{2}$ are confounded whereas, for system 2,2 d.f. from $A_{1}$ are confounded.

We close this section by mentioning that the GC/n designs are most valuable for the $s^{n}$ factorial where $s=p_{1}^{n_{1}} p_{2}^{n_{2}} \cdots p_{m}^{n_{m}}$ as the method provides some flexibility with block sizes and allows the constructing of systems of confounding such that main effects remain unconfounded (if that is possible at all). This will play a role when we discuss systems of confounding for asymmetrical factorial experiments in Chapter 12. Finally, for $s=p$ and $p$ prime the GC/n designs are of the same type as those discussed in Section 11.3.

## Confounding in Asymmetrical Factorial Designs

### 12.1 INTRODUCTION

In previous chapters we have considered systems of confounding for symmetrical factorial experiments, that is, the $s^{n}$ experiment in $s^{n-\ell}$ blocks of size $s^{\ell}$. In many practical situations, however, we may not encounter such a pure system, but rather find that different factors have different numbers of levels. We call this an asymmetrical or mixed factorial experiment of the form $s_{1}^{n_{1}} \times s_{2}^{n_{2}} \times \cdots \times s_{q}^{n_{q}}$, where the $i$ th set of factors contains $n_{i}$ factors each at $s_{i}$ levels $(i=1,2, \ldots, q)$. A typical example is the $2 \times 3^{2}$ experiment, that is, one factor having two levels and two factors having three levels each. For such an experiment we may want to use blocks of size $s_{1}^{\ell_{1}} \times s_{2}^{\ell_{2}} \times \cdots \times s_{q}^{\ell_{q}}$, for example, for the $2 \times 3^{2}$ experiment we may be interested in finding a suitable arrangement of the treatment combinations in blocks of size $2 \times 3=6$.

Various methods have been proposed to deal with this situation. Generally speaking, they can be divided into the following broad categories:

1. By looking at each component pure system separately and using the procedures discussed in previous chapters, it may be possible to generate an appropriate design. For example, for the $2^{2} \times 3^{2}$ factorial experiment, we can examine the $2^{2}$ system in blocks of size 2 and the $3^{2}$ system in blocks of size 3. Suitable arrangements then lead to blocks of size 6 or 12 for the asymmetrical factorial experiment.
2. One can generalize the formal method for pure systems by defining how to combine elements from different finite fields, for example, elements from residue fields mod 2 and mod 3.
3. The construction of suitable PBIB designs can lead to useful systems of confounding. We mention here in particular the EGD-PBIB design

[^14](Section 4.6.9) as its association scheme is based upon the fact that the number of treatments $t$ can be factored in various ways, for example, for the $2 \times 3^{2}$ factorial $t=2 \cdot 3 \cdot 3$.
4. The factorial treatments can be embedded in a suitable PBIB design, where the form of the association scheme suggests a correspondence between the treatments in the usual sense and the factorial treatments.
5. By introducing pseudofactors, we may be able to reduce the asymmetrical factorial experiment at least formally to a pure (symmetrical) factorial experiment and then apply the familiar procedures. For example, a $2^{3} \times 4$ factorial can be interpreted as a $2^{5}$ factorial. However, care must be taken in that the interaction between the last two factors in the $2^{5}$ system is really part of the main effect of the factor with four levels (see Section 11.13.3).

We shall discuss some of these methods in more detail and give suitable designs for some that we consider to be the most useful and most commonly occurring cases.

### 12.2 COMBINING SYMMETRICAL SYSTEMS OF CONFOUNDING

### 12.2.1 Construction of Blocks

To present the basic ideas, let us consider the situation involving only two sets of factors, the first set consisting of $n_{1}$ factors $A_{1}, A_{2}, \ldots, A_{n_{1}}$ each at $s_{1}$ levels and the second set consisting of $n_{2}$ factors $B_{1}, B_{2}, \ldots, B_{n_{2}}$ each at $s_{2}$ levels. For the sake of simplicity we shall take $s_{1}=p_{1}$ and $s_{2}=p_{2}$, where $p_{1}$ and $p_{2}$ are different primes, but the results can be generalized easily to the case where $s_{1}$ and/or $s_{2}$ are prime powers by using the methods described in Section 11.7. We denote a treatment combination by the $n_{1}+n_{2}$ vector $\left(x_{1}, x_{2}, \ldots, x_{n_{1}}, y_{1}\right.$, $\left.y_{2}, \ldots, y_{n_{2}}\right)$, where $x_{i}=0,1,2, \ldots, p_{1}-1\left(i=1,2, \ldots, n_{1}\right), y_{j}=0,1,2, \ldots$, $p_{2}-1\left(j=1,2, \ldots, n_{2}\right)$.

Suppose then we want to arrange the $p_{1}^{n_{1}} p_{2}^{n_{2}}$ treatment combinations in blocks of size $p_{1}^{\ell_{1}} p_{2}^{\ell_{2}}\left(\ell_{1} \leq n_{1}, \ell_{2} \leq n_{2}\right.$ with $\left.\ell_{1}+\ell_{2}<n_{1}+n_{2}\right)$. To this end we consider separately the two symmetrical factorial systems, the $p_{1}^{n_{1}}$ factorial in blocks of size $p_{1}^{\ell_{1}}$, and the $p_{2}^{n_{2}}$ factorial in blocks of size $p_{2}^{\ell_{2}}$. Using the methods described in Chapter 11, we choose $n_{1}-\ell_{1}$ independent interactions to be confounded (together with their GIs) in the $p_{1}^{n_{1}}$ system. Suppose these effects are $E^{\boldsymbol{\alpha}_{1}}, E^{\boldsymbol{\alpha}_{2}}$, $\ldots, E^{\boldsymbol{\alpha}_{\nu}}\left(\nu=n_{1}-\ell_{1}\right)$. The arrangement of the $p_{1}^{n_{1}}$ treatment combinations in blocks of size $p_{1}^{\ell_{1}}$ is then obtained by solving the systems of equations

$$
\begin{gather*}
\alpha_{11} x_{1}+\alpha_{12} x_{2}+\cdots+\alpha_{1 n_{1}} x_{n_{1}}=\delta_{1} \\
\alpha_{21} x_{1}+\alpha_{22} x_{2}+\cdots+\alpha_{2 n_{1}} x_{n_{1}}=\delta_{2} \\
\vdots  \tag{12.1}\\
\alpha_{\nu 1} x_{1}+\alpha_{v 2} x_{2}+\cdots+\alpha_{v n_{1}} x_{n_{1}}=\delta_{v}
\end{gather*}
$$

for the $p_{1}^{\nu}=p_{1}^{n_{1}-\ell_{1}}$ possible choices of $\left(\delta_{1}, \delta_{2}, \ldots, \delta_{v}\right)$, one for each block. Similarly, suppose that the $n_{2}-\ell_{2}$ independent interactions to be confounded for the $p_{2}^{n_{2}}$ factorial in blocks of size $p_{2}^{\ell_{2}}$ are $E^{\boldsymbol{\beta}_{1}}, E^{\boldsymbol{\beta}_{2}}, \ldots, E^{\boldsymbol{\beta}} \mu\left(\mu=n_{2}-\ell_{2}\right)$. The corresponding systems of equations are then

$$
\begin{gather*}
\beta_{11} y_{1}+\beta_{12} y_{2}+\cdots+\beta_{1 n_{2}} y_{n_{2}}=\gamma_{1} \\
\beta_{21} y_{1}+\beta_{22} y_{2}+\cdots+\beta_{2 n_{2}} y_{n_{2}}=\gamma_{2} \\
\vdots  \tag{12.2}\\
\beta_{\mu 1} y_{1}+\beta_{\mu 2} y_{2}+\cdots+\beta_{\mu n_{2}} y_{n_{2}}=\gamma_{\mu}
\end{gather*}
$$

We thus obtain $p_{1}^{\nu}$ blocks for the $p_{1}^{n_{1}}$ factorial, say $B_{11}, B_{12}, \ldots, B_{1 p_{1}^{\nu}}$, and $p_{2}^{\mu}$ blocks for the $p_{2}^{n_{2}}$ factorial system, say $B_{21}, B_{22}, \ldots, B_{2 p_{2}^{\mu}}$. To obtain the blocks for the $p_{1}^{n_{1}} \times p_{2}^{n_{2}}$ system, denoted by $B_{i j}^{*}\left(i=1,2, \ldots, p_{1}^{\nu} ; j=1,2, \ldots, p_{2}^{\mu}\right)$, we combine the blocks from the individual systems as follows. To obtain the treatment combinations in block $B_{i j}^{*}$, we "adjoin" to each treatment combination $\left(x_{1}, x_{2}, \ldots, x_{n_{1}}\right)$ in $B_{1 i}$ every treatment combination $\left(y_{1}, y_{2}, \ldots, y_{n_{2}}\right)$ in $B_{2 j}$ to yield $p_{1}^{\ell_{1}} p_{2}^{\ell_{2}}$ treatment combinations of the form $\left(x_{1}, x_{2}, \ldots, x_{n_{1}}, y_{1}, y_{2}, \ldots\right.$, $y_{n_{2}}$ ). Symbolically this can be expressed as

$$
\begin{equation*}
\boldsymbol{B}_{i j}^{*}=\boldsymbol{B}_{1 i} \otimes \boldsymbol{B}_{2 j} \tag{12.3}
\end{equation*}
$$

which has been called the symbolic direct product (SDP) by Kurkjian and Zelen (1962).

Example 12.1 To illustrate the procedure, we consider the $2^{3} \times 3^{2}$ factorial in blocks of size $2 \times 3=6$, that is, $p_{1}=2, p_{2}=3, n_{1}=3, n_{2}=2, \ell_{1}=1$, $\ell_{2}=1$. Suppose we choose to confound $A_{1} A_{2}$ and $A_{1} A_{3}$ (and hence $A_{2} A_{3}$ ) and $B_{1} B_{2}$, respectively, in the two symmetrical systems. The block compositions are determined by the equations

$$
\begin{array}{ll}
x_{1}+x_{2}=\delta_{1} & \bmod 2 \\
x_{1}+x_{3}=\delta_{2} & \bmod 2
\end{array}
$$

and

$$
y_{1}+y_{2}=\gamma_{1} \quad \bmod 3
$$

respectively. This yields the blocks

| $\boldsymbol{B}_{\mathbf{1 1}}$ | $\boldsymbol{B}_{\mathbf{1 2}}$ | $\boldsymbol{B}_{\mathbf{1 3}}$ | $\boldsymbol{B}_{\mathbf{1 4}}$ |
| :--- | :--- | :--- | :--- |
| 000 | 100 | 010 | 001 |
| 111 | 011 | 101 | 110 |

and

| $\boldsymbol{B}_{\mathbf{2 1}}$ | $\boldsymbol{B}_{\mathbf{2 2}}$ | $\boldsymbol{B}_{\mathbf{2 3}}$ |
| :---: | :---: | :---: |
| 00 | 10 | 20 |
| 12 | 01 | 02 |
| 21 | 22 | 11 |

The blocks for the asymmetrical factorial then are given in Table 12.1. The same design using SAS PROC FACTEX is given in Table 12.2.

There is another way of representing the result given above. Let $\boldsymbol{x}$ represent the column vector of the treatment combinations for the $p_{1}^{n_{1}}$ system and $\boldsymbol{y}$ that for the $p_{2}^{n_{2}}$ system. Further, let $N_{1}$ and $\boldsymbol{N}_{2}$ denote the incidence matrices for the two systems of confounding in blocks of size $p_{1}^{\ell_{1}}$ and $p_{2}^{\ell_{2}}$, respectively. The final design can then be expressed as the Kronecker product

$$
\begin{equation*}
N=N_{1} \times N_{2} \tag{12.4}
\end{equation*}
$$

where the vector of treatment combinations is given by the SDP $\boldsymbol{x} \otimes \boldsymbol{y}$ and the blocks are labeled as in (12.3).

### 12.2.2 Properties of Kronecker Product Method

We shall comment briefly on some of the properties of the procedure described above. For any interaction confounded in the $p_{1}^{n_{1}}$ system, say $E^{\alpha}$, and any interaction confounded in the $p_{2}^{n_{2}}$ system, say $E^{\boldsymbol{\beta}}$, also the interaction $E^{\boldsymbol{\alpha}} E^{\boldsymbol{\beta}}$ is

Table 12.1 Block Arrangement for the $2^{3} \times 3^{2}$ Factorial in Blocks of Size 6

| $B_{11}^{*}$ | $B_{12}^{*}$ | $B_{13}^{*}$ | $B_{21}^{*}$ | $B_{22}^{*}$ | $B_{23}^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 00000 | 00010 | 00020 | 10000 | 10010 | 10020 |
| 00012 | 00001 | 00002 | 10012 | 10001 | 10002 |
| 00021 | 00022 | 00011 | 10021 | 10022 | 10011 |
| 11100 | 11110 | 11120 | 01100 | 01110 | 01120 |
| 11112 | 11101 | 11102 | 01112 | 01101 | 01102 |
| 11121 | 11122 | 11111 | 01121 | 01122 | 01111 |
| $B_{31}^{*}$ | $B_{32}^{*}$ | $B_{33}^{*}$ | $B_{41}^{*}$ | $B_{42}^{*}$ | $B_{43}^{*}$ |
| 01000 | 01010 | 01020 | 00100 | 00110 | 00120 |
| 01012 | 01001 | 01002 | 00112 | 00101 | 00102 |
| 01021 | 01022 | 01011 | 00121 | 00122 | 00111 |
| 10100 | 10110 | 10120 | 11000 | 11010 | 11020 |
| 10112 | 10101 | 10102 | 11012 | 11001 | 11002 |
| 10121 | 10122 | 10111 | 11021 | 11022 | 11011 |

Table $12.2 \quad 2^{3} \times 3^{\mathbf{2}}$ Factorial in Blocks of Size 6

```
options nodate pageno=1;
proc factex;
factors A B C;
blocks size=2;
model est=(A B C A*B*C);
output out=abcdesn;
run;
factors D E/nlev=3;
blocks size=3;
model est=(D E);
output out=dedesn
designrep=abcdesn;
run;
data dedesn(drop=block1 block2);
    set dedesn;
    block1=block;
    if block1=1 and block2=1 then block=1;
    if block1=1 and block2=2 then block=2;
    if block1=1 and block2=3 then block=3;
    if blockl=2 and block2=1 then block=4;
    if block1=2 and block2=2 then block=5;
    if block1=2 and block2=3 then block=6;
    if block1=3 and block2=1 then block=7;
    if blockl=3 and block2=2 then block=8;
    if block1=3 and block2=3 then block=9;
    if block1=4 and block2=1 then block=10;
    if block1=4 and block2=2 then block=11;
    if blockl=4 and block2=3 then block=12;
run;
proc sort data=dedesn;
by block;
run;
proc print data=dedesn;
title1 'TABLE 12.2';
title2 '2**3x3**2 FACTORIAL IN BLOCKS OF SIZE 6';
run;
```

Table 12.2 (Continued)

| Obs | BLOCK | A | B | C | D | E |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | -1 | -1 | 1 | -1 | -1 |
| 2 | 1 | -1 | -1 | 1 | 0 | 1 |
| 3 | 1 | -1 | -1 | 1 | 1 | 0 |
| 4 | 1 | 1 | 1 | -1 | -1 | -1 |
| 5 | 1 | 1 | 1 | -1 | 0 | 1 |
| 6 | 1 | 1 | 1 | -1 | 1 | 0 |
| 7 | 2 | -1 | -1 | 1 | -1 | 1 |
| 8 | 2 | -1 | -1 | 1 | 0 | 0 |
| 9 | 2 | -1 | -1 | 1 | 1 | -1 |
| 10 | 2 | 1 | 1 | -1 | -1 | 1 |
| 11 | 2 | 1 | 1 | -1 | 0 | 0 |
| 12 | 2 | 1 | 1 | -1 | 1 | -1 |
| 13 | 3 | -1 | -1 | 1 | -1 | 0 |
| 14 | 3 | -1 | -1 | 1 | 0 | -1 |
| 15 | 3 | -1 | -1 | 1 | 1 | 1 |
| 16 | 3 | 1 | 1 | -1 | -1 | 0 |
| 17 | 3 | 1 | 1 | -1 | 0 | -1 |
| 18 | 3 | 1 | 1 | -1 | 1 | 1 |
| 19 | 4 | -1 | 1 | 1 | -1 | -1 |
| 20 | 4 | -1 | 1 | 1 | 0 | 1 |
| 21 | 4 | -1 | 1 | 1 | 1 | 0 |
| 22 | 4 | 1 | -1 | -1 | -1 | -1 |
| 23 | 4 | 1 | -1 | -1 | 0 | 1 |
| 24 | 4 | 1 | -1 | -1 | 1 | 0 |
| 25 | 5 | -1 | 1 | 1 | -1 | 1 |
| 26 | 5 | -1 | 1 | 1 | 0 | 0 |
| 27 | 5 | -1 | 1 | 1 | 1 | -1 |
| 28 | 5 | 1 | -1 | -1 | -1 | 1 |
| 29 | 5 | 1 | -1 | -1 | 0 | 0 |
| 30 | 5 | 1 | -1 | -1 | 1 | -1 |
| 31 | 6 | -1 | 1 | 1 | -1 | 0 |
| 32 | 6 | -1 | 1 | 1 | 0 | -1 |
| 33 | 6 | -1 | 1 | 1 | 1 | 1 |
| 34 | 6 | 1 | -1 | -1 | -1 | 0 |
| 35 | 6 | 1 | -1 | -1 | 0 | -1 |
| 36 | 6 | 1 | -1 | -1 | 1 | 1 |
| 37 | 7 | -1 | 1 | -1 | -1 | -1 |
| 38 | 7 | -1 | 1 | -1 | 0 | 1 |
| 39 | 7 | -1 | 1 | -1 | 1 | 0 |
| 40 | 7 | 1 | -1 | 1 | -1 | -1 |
| 41 | 7 | 1 | -1 | 1 | 0 | 1 |
| 42 | 7 | 1 | -1 | 1 | 1 | 0 |

Table 12.2 (Continued)

| 43 | 8 | -1 | 1 | -1 | -1 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 44 | 8 | -1 | 1 | -1 | 0 | 0 |
| 45 | 8 | -1 | 1 | -1 | 1 | -1 |
| 46 | 8 | 1 | -1 | 1 | -1 | 1 |
| 47 | 8 | 1 | -1 | 1 | 0 | 0 |
| 48 | 8 | 1 | -1 | 1 | 1 | -1 |
| 49 | 9 | -1 | 1 | -1 | -1 | 0 |
| 50 | 9 | -1 | 1 | -1 | 0 | -1 |
| 51 | 9 | -1 | 1 | -1 | 1 | 1 |
| 52 | 9 | 1 | -1 | 1 | -1 | 0 |
| 53 | 9 | 1 | -1 | 1 | 0 | -1 |
| 54 | 9 | 1 | -1 | 1 | 1 | 1 |
| 55 | 10 | -1 | -1 | -1 | -1 | -1 |
| 56 | 10 | -1 | -1 | -1 | 0 | 1 |
| 57 | 10 | -1 | -1 | -1 | 1 | 0 |
| 58 | 10 | 1 | 1 | 1 | -1 | -1 |
| 59 | 10 | 1 | 1 | 1 | 0 | 1 |
| 60 | 10 | 1 | 1 | 1 | 1 | 0 |
| 61 | 11 | -1 | -1 | -1 | -1 | 1 |
| 62 | 11 | -1 | -1 | -1 | 0 | 0 |
| 63 | 11 | -1 | -1 | -1 | 1 | -1 |
| 64 | 11 | 1 | 1 | 1 | -1 | 1 |
| 65 | 11 | 1 | 1 | 1 | 0 | 0 |
| 66 | 11 | 1 | 1 | 1 | 1 | -1 |
| 67 | 12 | -1 | -1 | -1 | -1 | 0 |
| 68 | 12 | -1 | -1 | -1 | 0 | -1 |
| 69 | 12 | -1 | -1 | -1 | 1 | 1 |
| 70 | 12 | 1 | 1 | 1 | -1 | 0 |
| 71 | 12 | 1 | 1 | 1 | 0 | -1 |
| 72 | 12 | 1 | 1 | 1 | 1 | 1 |

confounded. This can be seen easily by referring to Table 12.2 . Recall that the $p_{1}-1$ d.f. for $E^{\alpha}$ arise from $p_{1}-1$ linearly independent contrasts among the components $E_{0}^{\alpha}, E_{1}^{\alpha}, \ldots, E_{p_{1}-1}^{\alpha}$ and the $p_{2}-1$ d.f. for $E^{\boldsymbol{\beta}}$ arise from contrasts among $E_{0}^{\boldsymbol{\beta}}, E_{1}^{\boldsymbol{\beta}}, \ldots, E_{p_{2}-1}^{\boldsymbol{\beta}}$. The $\left(E_{i}^{\boldsymbol{\alpha}}, E_{j}^{\boldsymbol{\beta}}\right)$ entry in Table 12.2 is essentially the average of the responses for all treatment combinations in the $p_{1}^{n_{1}} p_{2}^{n_{2}}$ system that satisfy the equations

$$
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n_{1}} x_{n_{1}}=i \quad \bmod p_{1}
$$

and

$$
\beta_{1} y_{1}+\beta_{2} y_{2}+\cdots+\beta_{n_{2}} y_{n_{2}}=j \quad \bmod p_{2}
$$

and the $\left(p_{1}-1\right)\left(p_{2}-1\right)$ d.f. for $E^{\boldsymbol{\alpha}} E^{\boldsymbol{\beta}}$ arise entirely from contrasts among the $p_{1} p_{2}$ entries $\left(E_{i}^{\boldsymbol{\alpha}}, E_{j}^{\boldsymbol{\beta}}\right)$ in Table 12.3 with $i=0,1, \ldots, p_{1}-1$ and $j=0$,

Table 12.3 Representation of Interaction Contrasts for $p_{1}^{n_{1}} p_{2}^{n_{2}}$ Factorial

$1, \ldots, p_{2}-1$. This implies then that with this procedure we cannot confound interactions between $A$ factors and $B$ factors without confounding at the same time also the corresponding $A$ factor interaction and the $B$ factor interaction. In terms of Example 12.1 we confound with $A_{1} A_{2}, A_{1} A_{3}, A_{2} A_{3}$, and $B_{1} B_{2}$ also $A_{1} A_{2} B_{1} B_{2}, A_{1} A_{3} B_{1} B_{2}$, and $A_{2} A_{3} B_{1} B_{2}$, each accounting for 2 d.f. The possibilities for useful systems of confounding are therefore somewhat limited in that one may sometimes be forced to confound low-order interactions or even main effects. Partial confounding, if feasible, may resolve this problem to some extent.

From the construction of the designs it is clear that these systems of confounding have OFS as defined in Chapter 11. Expressions for sums of squares associated with effects in the pure systems can be written out easily using the methods discussed in earlier chapters. The same is true for interaction sums of squares involving factors from different pure systems, for example, $\operatorname{SS}\left(A_{1} \times B_{1}\right)$ in Example 12.1, as long as the interaction is not confounded. There do not, however, seem to be simple expressions for interaction sums of squares when the interactions involve factors from different pure systems and are partially confounded, for example, $\operatorname{SS}\left(A_{1} \times A_{2} \times B_{1} \times B_{2}\right)$ in Example 12.1. Because $A_{1} A_{2} B_{1} B_{2}$ is confounded with blocks, we can write formally

$$
\operatorname{SS}\left(A_{1} \times A_{2} \times B_{1} \times B_{2}\right)=\operatorname{SS}\left(A_{1} A_{2} B_{1} B_{2}^{2}\right)
$$

with 2 d.f. The difficulty in writing out an expression for $\operatorname{SS}\left(A_{1} A_{2} B_{1} B_{2}^{2}\right)$ using familiar methods is the fact that this would involve arithmetic with elements from different fields. An attempt has been made by White and Hultquist (1965) and a more useful formulation will be given in Section 12.4. A general way is, of course, to use the least-squares principle and obtain, using the notation of Chapter I.4, directly the partial sum of squares $\operatorname{SS}\left(\boldsymbol{X}_{A_{1} A_{2} B_{1} B_{2}} \mid \mathcal{J}, \boldsymbol{X}_{\beta}\right.$, all other factorial effects), where $\boldsymbol{X}_{\beta}$ refers to the observation-block incidence matrix, which in this case is the treatment-block incidence matrix.

### 12.2.3 Use of Pseudofactors

The method of constructing systems of confounding described in Section 12.2.1 can be extended naturally to include pseudofactors (see Section 11.8). For example, this allows us to deal with asymmetrical factorials of the form $2^{n_{1}} \times 3^{n_{2}} \times 4^{n_{3}} \times 5^{n_{4}} \times 6^{n_{5}}\left(n_{i} \geq 0, i=1,2,3,4,5\right)$, which includes most practical situations. All we need to do is to rewrite this as $2^{n_{1}+2 n_{3}+n_{5}} \times$ $3^{n_{2}+n_{5}} \times 5^{n_{4}}$ and remember that some interactions in the symmetrical components of this modified asymmetrical factorial are possibly main effects in the original asymmetrical factorial. To illustrate this, we consider the following example.

Example 12.2 Suppose we want to construct a system of confounding for a $2 \times 4 \times 6$ factorial in blocks of size 12 and avoid confounding main effects. Denote the three factors by $A_{1}, A_{2}, A_{3}$, respectively. Then we replace $A_{2}$ by its pseudofactors $X_{1}, X_{2}$ each at two levels and $A_{3}$ by its pseudofactors $Y_{1}$ with two levels and $Y_{2}$ with three levels. We then have four factors at two levels each and one factor at three levels, that is, a $2^{4} \times 3$ factorial. In order to construct blocks of size 12 , we need to confound three contrasts with blocks. To avoid confounding main effect contrasts, we need to consider interactions among factors from different pure systems. For example, we may confound $A_{1} X_{1}, A_{1} Y_{1}$ and hence $X_{1} Y_{1}$, which correspond to interaction contrasts belonging to $A_{1} A_{2}$, $A_{1} A_{3}$, and $A_{2} A_{3}$. The initial block in terms of the pseudofactors and the original factors is then as given below:

| $\boldsymbol{A}_{1}$ | $X_{1}$ | $X_{2}$ | $Y_{1}$ | $Y_{2}$ | $\boldsymbol{A}_{1}$ | $\boldsymbol{A}_{2}$ | $A_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 | 2 | 0 | 0 | 2 |
| 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 |
| 0 | 0 | 1 | 0 | 1 | 0 | 1 | 1 |
| 0 | 0 | 1 | 0 | 2 | 0 | 1 | 2 |
| 1 | 1 | 0 | 1 | 0 | 1 | 2 | 3 |
| 1 | 1 | 0 | 1 | 1 | 1 | 2 | 4 |
| 1 | 1 | 0 | 1 | 2 | 1 | 2 | 5 |
| 1 | 1 | 1 | 1 | 0 | 1 | 3 | 3 |
| 1 | 1 | 1 | 1 | 1 | 1 | 3 | 4 |
| 1 | 1 | 1 | 1 | 2 | 1 | 3 | 5 |

The same design (apart from different block numbering) as produced by SAS PROC FACTEX is given in Table 12.4.

Table $12.42 \times 4 \times 6$ Factorial in Blocks of Size 12 (Using the Method of Pseudofactors)

```
options ate pageno=1;
proc factex;
factors A1 X1 X2 Y1;
blocks size=4;
model est=(A1 X1 X2 A1*X2 X1*X2 A1*X1*X2 Y1 Y1*X2 Y1*A1*X1
    Y1*A1*X2 Y1*X1*X2 Y1*A1*X1*X2);
examine design confounding;
output out=twodesn;
run;
factors Y2/nlev=3;
output out=threeds
        designrep=twodesn;
run;
data threeds (drop=X1 X2 Y1 Y2);
    set threeds;
    if A1=-1 then A1=0;
    if X1=-1 and X2=-1 then A2=0;
    if X1=-1 and X2=1 then A2=1;
    if X1=1 and X2=-1 then A2=2;
    if X1=1 and X2=1 then A2=3;
    if Y1=-1 and Y2=-1 then A3=0;
    if Y1=-1 and Y2=0 then A3=1;
    if Y1=-1 and Y2=1 then A3=2;
    if Y1=1 and Y2=-1 then A3=3;
    if Y1=1 and Y2=0 then A3=4;
    if Y1=1 and Y2=1 then A3=5;
run;
proc print data=threeds;
title1 'TABLE 12.4';
title2 '2x4x6 FACTORIAL IN BLOCKS OF SIZE 12';
title3 '(USING THE METHOD OF PSEUDO-FACTORS)';
run;
```

The FACTEX Procedure

Design Points

| Experiment |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Number | A1 | X1 | X2 | Y1 | Block |
| 1 | -1 | -1 | -1 | -1 | 4 |
| 2 | -1 | -1 | -1 | 1 | 1 |

Table 12.4 (Continued)


Table 12.4 (Continued)

| 12 | 1 | 1 | 3 | 2 |
| :---: | :---: | :---: | :---: | :---: |
| 13 | 2 | 0 | 2 | 3 |
| 14 | 2 | 0 | 2 | 4 |
| 15 | 2 | 0 | 2 | 5 |
| 16 | 2 | 0 | 3 | 3 |
| 17 | 2 | 0 | 3 | 4 |
| 18 | 2 | 0 | 3 | 5 |
| 19 | 2 | 1 | 0 | 0 |
| 20 | 2 | 1 | 0 | 1 |
| 21 | 2 | 1 | 0 | 2 |
| 22 | 2 | 1 | 1 | 0 |
| 23 | 2 | 1 | 1 | 1 |
| 24 | 2 | 1 | 1 | 2 |
| 25 | 3 | 0 | 2 | 0 |
| 26 | 3 | 0 | 2 | 1 |
| 27 | 3 | 0 | 2 | 2 |
| 28 | 3 | 0 | 3 | 0 |
| 29 | 3 | 0 | 3 | 1 |
| 30 | 3 | 0 | 3 | 2 |
| 31 | 3 | 1 | 0 | 3 |
| 32 | 3 | 1 | 0 | 4 |
| 33 | 3 | 1 | 0 | 5 |
| 34 | 3 | 1 | 1 | 3 |
| 35 | 3 | 1 | 1 | 4 |
| 36 | 3 | 1 | 1 | 5 |
| 37 | 4 | 0 | 0 | 0 |
| 38 | 4 | 0 | 0 | 1 |
| 39 | 4 | 0 | 0 | 2 |
| 40 | 4 | 0 | 1 | 0 |
| 41 | 4 | 0 | 1 | 1 |
| 42 | 4 | 0 | 1 | 2 |
| 43 | 4 | 1 | 2 | 3 |
| 44 | 4 | 1 | 2 | 4 |
| 45 | 4 | 1 | 2 | 5 |
| 46 | 4 | 1 | 3 | 3 |
| 47 | 4 | 1 | 3 | 4 |
| 48 | 4 | 1 | 3 | 5 |

### 12.3 THE GC/n METHOD

The method of using generalized cyclic designs, as described in Section 11.9 for symmetrical factorial experiments, was extended to asymmetrical factorials by Dean and John (1975). The general ideas are the same, and the statements of
theorems and proofs have to be modified in an obvious manner. We shall not go into the details but rather give a brief description of the method as it applies to factorials of the form $s_{1} \times s_{2} \times \cdots \times s_{n}$, that is, we have $n$ factors $A_{1}, A_{2}, \ldots$, $A_{n}$ with $A_{i}$ having $s_{i}$ levels (the $s_{i}$ are not necessarily all distinct). We denote the total number of treatment combinations by $t=\prod_{i=1}^{n} s_{i}$.

### 12.3.1 Description of the Method

Let $\mu$ be the lowest common multiple (LCM) of $s_{1}, s_{2}, \ldots, s_{n}$, that is,

$$
\begin{equation*}
\mu=\operatorname{LCM}\left(s_{1}, s_{2}, \ldots, s_{n}\right) \tag{12.5}
\end{equation*}
$$

and for a given treatment combination $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ with $0 \leq x_{i} \leq s_{i}-$ $1(i=1,2, \ldots, n)$ let

$$
\begin{equation*}
h=\operatorname{HCF}\left(\mu, \frac{\mu x_{1}}{s_{1}}, \frac{\mu x_{2}}{s_{2}}, \ldots, \frac{\mu x_{n}}{s_{n}}\right) \tag{12.6}
\end{equation*}
$$

be the highest common factor of the quantities in parentheses. The treatment combination $u \boldsymbol{x}=\left(u x_{1}, u x_{2}, \ldots, u x_{n}\right)$ is obtained by reducing $u x_{i} \bmod s_{i}(i=1$, $2, \ldots, n)$. Since $\mu \boldsymbol{x} / h \equiv 0$, a cyclic Abelian group $G$ of size $\mu / h$ is given by the treatment combinations $0, \boldsymbol{x}, 2 \boldsymbol{x}, \ldots,(\mu / h-1) \boldsymbol{x}$, and $\boldsymbol{x}$ is called the generator of $G$. In the context of factorials the group $G$ constitutes the initial block, $B_{1}$, of size $k=\mu / h$. The remaining blocks are then obtained by adding each treatment combination to those in $B_{1}$ and retaining only the set of $b=t \cdot h / \mu$ different blocks. Each treatment combination will occur in only one block.

In general, we may have $g$ generators $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{g}$ with corresponding Abelian groups $G_{1}, G_{2}, \ldots, G_{g}$ having only the zero element in common. Let

$$
h_{i}=\operatorname{HCF}\left(\mu, \frac{\mu x_{i 1}}{s_{1}}, \frac{\mu x_{i 2}}{s_{2}}, \ldots, \frac{\mu x_{i n}}{s_{n}}\right)
$$

where $x_{i j}$ is the level of $A_{j}$ in $\boldsymbol{x}_{i}(i=1,2, \ldots, g ; j=1,2, \ldots, n)$. Further, let $q_{i}=\mu / h_{i}$ and $q=\prod_{i=1}^{g} q_{i}$. The group $G$ is then formed by the elements

$$
u_{1} \boldsymbol{x}_{1}+u_{2} \boldsymbol{x}_{2}+\cdots+u_{g} \boldsymbol{x}_{g}\left(u_{i}=0,1, \ldots, q_{i}-1 ; i=1,2, \ldots, g\right)
$$

These $q$ treatment combinations form the initial block $B_{1}$. Cyclic development of $B_{1}$ as described above yields then a single replicate GC/n design with blocks of size $k=q$ and number of blocks $b=t / q$.

Extensive tables of GC/n designs and their generators for $n \leq 5, t \leq 56, k \leq$ 30, $s_{i} \leq 7(i=1,2,3,4,5)$ were given by Dean and John (1975) and additional
designs for $n \leq 7, t \leq 200, k \leq 100, s_{i} \leq 7(i=1,2, \ldots, 7)$ by Lewis (1982). In all these designs main effects are unconfounded. We should point out that all the designs listed can be easily constructed by the methods described in Section 12.2.

### 12.3.2 Choice of Generators

To illustrate the GC/n method and discuss the possible choice of generators, we consider the following example.

Example 12.3 Suppose we wish to construct a $2 \times 5 \times 6$ factorial in blocks of size 10 . Now $\operatorname{LCM}(2,5,6)=30$. We have $k=q=10=2 \cdot 5$, suggesting that we should have two generators with $q_{1}=2$ and $q_{2}=5$. Now $q_{1}=30 / h_{1}$, which implies

$$
\begin{equation*}
h_{1}=\operatorname{HCF}\left(30, \frac{30 x_{11}}{2}, \frac{30 x_{12}}{5}, \frac{30 x_{13}}{6}\right)=15 \tag{12.7}
\end{equation*}
$$

Since $0 \leq x_{11} \leq 1,0 \leq x_{12} \leq 4,0 \leq x_{13} \leq 5$, it follows that (12.7) will be satisfied by $\boldsymbol{x}_{1}=(1,0,3)$. Similarly, $q_{2}=30 / h_{2}$ implies

$$
h_{2}=\operatorname{HCF}\left(30, \frac{30 x_{21}}{2}, \frac{30 x_{22}}{5}, \frac{30 x_{23}}{6}\right)=6
$$

which leads to $\boldsymbol{x}_{2}=(0,1,0)$ as a possible generator. The initial block $B_{1}$ and the remaining five blocks are given in Table 12.5.

### 12.3.3 Loss of Degrees of Freedom

To obtain the loss of degrees of freedom due to confounding for the various main effects and interactions $\boldsymbol{a}^{z}$ with $\boldsymbol{z}=\left(z_{1}, z_{2}, \ldots, z_{n}\right)$, the expression (11.137) in Corollary 11.3,

$$
\begin{equation*}
v^{*}(z)=\frac{1}{q} \sum_{i_{1}} \cdots \sum_{i_{n}} c_{i_{1} \ldots i_{n}}^{*}\left(\prod_{j=1}^{n} \rho_{i_{j}}^{z_{j}}\right) \tag{12.8}
\end{equation*}
$$

has to be modified by defining

$$
\rho_{i_{j}}^{z_{j}}= \begin{cases}s_{i}-1 & \text { if } i_{j}=1 \text { and } z_{j}=1 \\ -1 & \text { if } i_{j} \neq 1 \text { and } z_{j}=1 \\ 1 & \text { if } z_{j}=0\end{cases}
$$

Table 12.5 GC/3-Design for $2 \times 5 \times 6$ Factorial in Blocks of Size 10

|  | Block |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 5 | 6 |
| 000 | 100 | 011 | 111 | 002 | 102 |
| 103 | 003 | 114 | 014 | 105 | 005 |
| 010 | 110 | 021 | 121 | 012 | 112 |
| 113 | 013 | 124 | 024 | 115 | 015 |
| 020 | 120 | 031 | 131 | 022 | 122 |
| 123 | 023 | 134 | 034 | 125 | 025 |
| 030 | 130 | 041 | 141 | 032 | 132 |
| 133 | 033 | 144 | 044 | 135 | 035 |
| 040 | 140 | 001 | 101 | 042 | 142 |
| 143 | 043 | 104 | 004 | 145 | 045 |

(see Dean and John, 1975). Recall that $c_{i_{1} i_{2} \ldots i_{n}}^{*}=1$ for all treatment combinations $\boldsymbol{x}=\left(i_{1}-1, i_{2}-1, \ldots, i_{n}-1\right)$ in $B_{1}$ and zero otherwise. Thus (12.8) depends only on the treatment combinations in $B_{1}$ and hence can be evaluated easily for each $z \in Z$.

Example 12.3 (Continued) The $\nu^{*}(z)$ follow easily from inspection of the design given in Table 12.5. Every level of factor $A_{1}$ occurs the same number of times in each block; hence $\nu^{*}(100)=0$. The same holds true for $A_{2}$; hence $v^{*}(010)=0$. For factor $A_{3}$, however, only two levels occur equally often in each block, 0 and 3 in $B_{1}$ and $B_{2}, 1$ and 4 in $B_{3}$ and $B_{4}$, and 2 and 5 in $B_{5}$ and $B_{6}$. Hence only three contrasts belonging to main effect $A_{3}$ can be estimated; hence $v^{*}(001)=2=5-3$. For every contrast belonging to a 2 -factor interaction each level combination has to occur the same number of times. It follows then that $v^{*}(110)=v^{*}(011)=0$ but $v^{*}(101)>0$. To illustrate the method according to (12.8), however, we develop the $v^{*}(z)$ in Table 12.6. We obtain $v^{*}(001)=\frac{20}{10}=$ $2, v^{*}(101)=\frac{30}{10}=3$. These 5 d.f. account then for the 5 d.f. among blocks.

We note here that the design given in Example 12.3 is slightly better than what could have been obtained with the Kronecker product method of Section 12.2. Both result in confounding main effects ( 2 d.f. from $A_{3}$ vs. 1 d.f. from $A_{1}$ and 2 d.f. from $A_{3}$ ), but in this situation that seems to be unavoidable. This shows that the GC/n method leads to useful designs not available otherwise.

For a detailed discussion of other properties of GC/n designs we refer the reader to Gupta and Mukerjee (1989).

### 12.4 METHOD OF FINITE RINGS

The methods of constructing systems of confounding for symmetrical factorials as discussed in Chapters 8, 9, 10, and 11 (Sections 11.3, 11.7, and 11.8) are based on the arithmetic in Galois fields. To transfer these procedures to asymmetrical

Table 12.6 Determination of $\rho_{i_{1}}^{z_{1}} \rho_{i_{2}}^{z_{2}} \rho_{i_{3}}^{z_{3}}$ for the Design of Table $\mathbf{1 2 . 5}$

|  |  |  | $z$ |  |  |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| $i_{1}$ | $i_{2}$ | $i_{3}$ | 100 | 010 | 110 | 001 | 101 | 011 | 111 |  |
| 1 | 1 | 1 | 1 | 4 | 4 | 5 | 5 | 20 | 20 |  |
| 2 | 1 | 4 | -1 | 4 | -4 | -1 | 1 | -4 | 4 |  |
| 1 | 2 | 1 | 1 | -1 | -1 | 5 | 5 | -5 | -5 |  |
| 2 | 2 | 4 | -1 | -1 | 1 | -1 | 1 | 1 | -1 |  |
| 1 | 3 | 1 | 1 | -1 | -1 | 5 | 5 | -5 | -5 |  |
| 2 | 3 | 4 | -1 | -1 | 1 | -1 | 1 | 1 | -1 |  |
| 1 | 4 | 1 | 1 | -1 | -1 | 5 | 5 | -5 | -5 |  |
| 2 | 4 | 4 | -1 | -1 | 1 | -1 | 1 | 1 | -1 |  |
| 1 | 5 | 1 | 1 | -1 | -1 | 5 | 5 | -5 | -5 |  |
| 2 | 5 | 4 | -1 | -1 | 1 | -1 | 1 | 1 | -1 |  |
|  | Sum |  | 0 | 0 | 0 | 20 | 30 | 0 | 0 |  |

factorials involves combining elements from different finite fields. Using results from abstract algebra (e.g., van der Waerden, 1966), White and Hultquist (1965) and Raktoe (1969, 1970) provided the foundation for generalizing the methods for symmetrical factorials to asymmetrical factorials (Hinkelmann, 1997). We shall give a brief description of the method (following Raktoe, 1969) without going into all mathematical details and proofs.

### 12.4.1 Mathematics of Ideals and Rings

First, we need the following mathematical results. Suppose we have $m$ distinct primes $p_{1}, p_{2}, \ldots, p_{m}$. Let $\operatorname{GF}\left(p_{i}\right)$ be the Galois field associated with $p_{i}(i=$ $1,2, \ldots, m)$, the elements of which are the residues $\bmod p_{i}$. Let $q=\prod_{i=1}^{m} p_{i}$ and $R(q)$ be the ring of residue classes mod $q$. We denote by $I(w)$ an ideal generated by an arbitrary element $w$ of $R(q)$. We then state the following results (for proofs see Raktoe, 1969):

1. The element

$$
a_{j}=\prod_{\substack{i=1 \\ i \neq j}}^{m} p_{i}-p_{j}=c_{j}-p_{j} \quad \text { with } c_{j}=\prod_{i \neq j} p_{i}
$$

in $R(q)$ is prime to $q$ and hence $a_{j}^{-1}$ exists. The $a_{j}$ 's belong to the multiplicative group of nonzero divisors in $R(q)$.
2. The element $b_{j}=c_{j} a_{j}^{-1}$ generates the ideal $I\left(b_{j}\right)$ in $R(q)$.
3. The element $b_{j}$ is the multiplicative identity in $I\left(b_{j}\right)$.
4. The multiplicative identity element 1 in $R(q)$ is the sum of the multiplicative identities in $I\left(b_{j}\right)$, that is, $1=\sum_{j=1}^{m} b_{j}$.
5. The ring $R(q)$ is the direct sum of ideals $I\left(b_{j}\right)$, that is, $R(q)=\sum_{j=1}^{m} \otimes I\left(b_{j}\right)$.
6. The field $\operatorname{GF}\left(p_{j}\right)$ is isomorphic to the ideal $I\left(b_{j}\right)$; for $x \in \operatorname{GF}\left(p_{j}\right)$ and $y \in$ $I\left(b_{j}\right)$ the mapping $\sigma: \operatorname{GF}\left(p_{j}\right) \rightarrow I\left(b_{j}\right)$ is defined by $\sigma(x)=b_{j} x=y$.
7. Addition and multiplication of elements from different Galois fields $x \in$ $\mathrm{GF}\left(p_{j}\right), x^{*} \in G F\left(p_{i}\right)$ are defined by

$$
\begin{aligned}
x+x^{*} & =\sigma(x)+\sigma\left(x^{*}\right) \bmod q \\
x x^{*} & =\sigma(x) \sigma\left(x^{*}\right) \bmod q
\end{aligned}
$$

8. Addition and multiplication of an element $r \in R(q)$ and an element $x \in$ $G F\left(p_{j}\right)$ are defined by

$$
\begin{aligned}
r+x & =r+\sigma(x) \bmod q \\
r x & =r \sigma(x) \bmod q
\end{aligned}
$$

9. The ring $R(q)$ is the direct sum of the $\operatorname{GF}\left(p_{j}\right)$, that is, $R(q)=\sum_{j=1}^{m} \otimes$ $G F\left(p_{j}\right)$.

To illustrate these results, we consider the following example.
Example 12.4 Suppose we have $p_{1}=2, p_{2}=3$. Then $p=6$ and the generators of the ideals are

$$
b_{1}=3(3-2)^{-1}=3 \cdot 1=3 \bmod 6
$$

and

$$
b_{2}=2(2-3)^{-1}=2(5)^{-1}=2 \cdot 5=4 \bmod 6
$$

$\left[(5)^{-1}=5\right.$ since $\left.5 \cdot 5=25=1 \bmod 6\right]$. We thus have the two mappings

$$
\begin{aligned}
& \mathrm{GF}(2) \rightarrow I(3) \quad \text { and } \quad \mathrm{GF}(3) \rightarrow I(4) \\
& \left.\begin{array}{l}
0 \\
1
\end{array}\right\} \xrightarrow{\sigma}\left\{\begin{array}{ll}
0 & 0 \\
3 & 1 \\
2
\end{array}\right\} \xrightarrow{\tau}\left\{\begin{array}{l}
0 \\
4 \\
2
\end{array}\right.
\end{aligned}
$$

and the direct sums

$$
\begin{array}{cllc}
\mathbf{G F}(\mathbf{2}) \otimes \mathbf{G F}(\mathbf{3}) & =\boldsymbol{I}(\mathbf{3}) \otimes \boldsymbol{I}(\mathbf{4}) & = & \boldsymbol{R}(\mathbf{6}) \\
\hline 0+0 & =\sigma(0)+\tau(0) & = & 0 \\
1+0 & =\sigma(1)+\tau(0) & = & 3 \\
0+1 & =\sigma(0)+\tau(1) & = & 4 \\
1+1 & =\sigma(1)+\tau(1) & = & 1 \\
0+2 & =\sigma(0)+\tau(2) & = & 2 \\
1+2 & =\sigma(1)+\tau(2) & = & 5
\end{array}
$$

### 12.4.2 Treatment Representations

We now apply these concepts and results to asymmetrical factorials of the form $p_{1}^{n_{1}} \times p_{2}^{n_{2}} \times \cdots \times p_{m}^{n_{m}}$. For ease of notation we shall consider specifically the $2^{2} \times 3^{2}$ factorial. Generalizations will then become obvious.

Ordinarily, treatment combinations would be represented in the form of quadruples, say $\boldsymbol{x}=\left(x_{11}, x_{12}, x_{21}, x_{22}\right)$, where $x_{11}, x_{12}$ refer to the levels of the two-level factors, $A_{1}, A_{2}$ say, and $x_{21}, x_{22}$ refer to the levels of the threelevel factors, $B_{1}, B_{2}$, say, that is, $x_{1 i}=0,1, x_{2 i}=0,1,2$. We shall refer to this as the elementary representation of treatment combinations and denote it by $T(\boldsymbol{x})$, remembering that the components in $\boldsymbol{x}$ are elements from the respective Galois fields. In order to perform arithmetic with treatment combinations, we now replace $T(\boldsymbol{x})$ by a new representation $T(\boldsymbol{v})$, where the components in $\boldsymbol{v}=\left(v_{11}\right.$, $v_{12}, v_{21}, v_{22}$ ) represent the corresponding elements from the respective ideals, that is, $v_{11}, v_{12} \in I(3), v_{21}, v_{22} \in I(4)$. The correspondence is as follows:


### 12.4.3 Representation of Main Effects and Interactions

Concerning the representation of main effects and interactions, we recall that for a $p^{n}$ factorial an effect $E^{\alpha}$ is represented by contrasts among the "levels" $E_{0}^{\alpha}, E_{1}^{\alpha}, \ldots, E_{p-1}^{\alpha}$ of $E^{\alpha}$. Here the components in $\boldsymbol{\alpha}^{\prime}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ also take on the values $0,1, \ldots, p-1$ with the understanding that the first nonzero $\alpha_{i}$ equals 1 . We note also that for the $p^{n}$ factorial we can write an interaction in general as $A_{1}^{z_{1}} \times A_{2}^{z_{2}} \times \cdots \times A_{n}^{z_{n}}$, where the $z_{i}$ are either 0 or 1 with the understanding that if $z_{i}=0$ then the letter $A_{i}$ is dropped from the interaction. An interaction $A_{i_{1}} \times A_{i_{2}} \times \cdots \times A_{i_{\ell}}$ consists then of $(p-1)^{\ell-1}$ components $A_{i_{1}} A_{i_{2}}^{\alpha_{2}} \cdots A_{i_{\ell}}^{\alpha_{\ell}}$ where the $\alpha_{i}$ take on all possible values between 1 and $p-1$. Each such component represents $p-1$ d.f.

To generalize this representation for asymmetrical factorials, we now write an interaction for the $2^{2} \times 3^{2}$ factorial as $A_{1}^{z_{11}^{*}} \times A_{2}^{z_{12}^{*}} \times B_{1}^{z_{21}^{*}} \times B_{2}^{z_{22}^{*}}$, where $z_{11}^{*}$ and
$z_{12}^{*}$ are either 0 or 3 , that is, elements in $I(3)$, and $z_{21}^{*}$ and $z_{22}^{*}$ are either 0 or 4 , that is, elements in $I(4)$, with the understanding that if $z_{i j}^{*}=0$ then that factor is dropped from the interaction. We may have, for example, $A_{1}^{3} \times B_{1}^{4} \times B_{2}^{4}$, which refers to the interaction among the factors $A_{1}, B_{1}$, and $B_{2}$. The components of this interaction are, in analogy to the symmetrical component systems, given by $A_{1}^{3} \times B_{1}^{4} \times B_{2}^{4}=\left\{A_{1}^{3} B_{1}^{4} B_{2}^{4}, A_{1}^{3} B_{1}^{4} B_{2}^{2}\right\}$. The number of "levels," $L$ say, for these interaction components is determined by the fact that they involve factors with two and three levels. The $L$ is equal to the number of residue classes for the direct sum of the ideals corresponding to the factors involved. In our case this is the number of residue classes for $I(3) \otimes I(4)=R(6)$, that is, $L=6$. More generally, if the interaction involves only $\ell$ factors out of $m$, say $F_{i_{1}}, F_{i_{2}}, \ldots, F_{i_{\ell}}(\ell<m)$, then $L$ is equal to the number of residue classes in $\boldsymbol{I}\left(b_{i_{1}}\right) \otimes \boldsymbol{I}\left(b_{i_{2}}\right) \otimes \cdots \otimes \boldsymbol{I}\left(b_{i_{\ell}}\right)$ that is generated by the greatest common divisor of $b_{i_{1}}, b_{i_{2}}, \ldots, b_{i_{\ell}}$. Trivially, this includes the main effects, that is, for main effect $F_{i}$ with $p_{i}$ levels, $L$ equals the number of residue classes for $I\left(b_{i}\right)$, which equals of course $p_{i}$.

The reason why we mention the levels of an interaction is that the total number of treatment combinations can be partitioned into $L$ equal-sized sets (of treatment combinations) that can be identified with blocks and a recognizable system of confounding. Let us consider the $2^{2} \times 3^{2}$ factorial. For it we have for the various main effects and interactions the following $L$ 's:

$$
\begin{aligned}
L\left(A_{1}^{3}\right) & =L\left(A_{2}^{3}\right)=L\left(A_{1}^{3} A_{2}^{3}\right)=2 \\
L\left(B_{1}^{4}\right) & =L\left(B_{2}^{4}\right)=L\left(B_{1}^{4} B_{2}^{4}\right)=L\left(B_{1}^{4} B_{2}^{2}\right)=3 \\
L\left(A_{1}^{3} B_{1}^{4}\right) & =L\left(A_{1}^{3} B_{2}^{4}\right)=\cdots=L\left(A_{1}^{\varphi_{1}} A_{1}^{\varphi_{2}} B_{1}^{\eta_{1}} B_{2}^{\eta_{2}}\right)=\cdots=L\left(A_{1}^{3} A_{2}^{3} B_{1}^{4} B_{2}^{2}\right)=6
\end{aligned}
$$

where $\varphi_{1}, \varphi_{2}, \in I(3), \eta_{1}, \eta_{2} \in I(4)$. For $A_{1}^{3} A_{2}^{3} B_{1}^{4} B_{2}^{2}$, for example, this leads to the partitioning of the 36 treatment combinations ( $v_{11}, v_{12}, v_{21}, v_{22}$ ) into six sets according to the equations.

$$
\begin{equation*}
3 v_{11}+3 v_{12}+4 v_{21}+2 v_{22}=\delta \tag{12.9}
\end{equation*}
$$

where $\delta=0,1,2,3,4,5$, that is, $\delta \in R(6)$. The sets are given in Table 12.7. Each set represents a block of size 6 . We note that the set $\delta=0$ represents the IBSG and all other sets can be obtained easily by adding to each treatment combination in the IBSG a treatment not in the IBSG and not in any other already constructed set. As a consequence of constructing blocks according to (12.9), it follows that the interaction associated with (12.9), that is, $A_{1}^{3} A_{2}^{3} B_{1}^{4} B_{2}^{2}$, is confounded with blocks. This statement, however, is to be understood only in the sense that together with $A_{1}^{3} A_{2}^{3} B_{1}^{4} B_{2}^{2}$ also $A_{1}^{3} A_{2}^{3}$ and $B_{1}^{4} B_{2}^{2}$, that is, the components from the symmetrical systems, are confounded with blocks. This is so because to satisfy (12.9) for a given $\delta$ we must have

$$
\begin{equation*}
3 v_{11}+3 v_{12}=\delta_{1} \bmod 6 \tag{12.10}
\end{equation*}
$$

Table 12.7 Sets of Treatment Combinations

| $\delta=0$ | $\delta=1$ | $\delta=2$ |
| :---: | :---: | :---: |
| 0000 | 3040 | 0020 |
| 3300 | 0340 | 3320 |
| 0044 | 3024 | 0004 |
| 3344 | 0324 | 3304 |
| 0022 | 3002 | 0042 |
| 3322 | 0302 | 3342 |
| $\delta=3$ | $\delta=4$ | $\delta=5$ |
| 3000 | 0040 | 3020 |
| 0300 | 3340 | 0320 |
| 3044 | 0024 | 3004 |
| 0344 | 3324 | 0304 |
| 3022 | 0002 | 3042 |
| 0322 | 3302 | 0342 |

and

$$
\begin{equation*}
4 v_{21}+2 v_{22}=\delta_{2} \bmod 6 \tag{12.11}
\end{equation*}
$$

with $\delta_{1}+\delta_{2}=\delta$. Thus we see that the system of confounding generated in this manner is the same as that obtained by using the Kronecker product method of Section 12.2 by considering confounding in the $2^{2}$ and $3^{2}$ systems separately and then combining them. This is true in general (see Voss, 1986) and thus may detract somewhat from the value of this method, but we shall discuss below that it provides for an extension of a useful result for symmetrical factorials that other methods do not do.

### 12.4.4 Parameterization of Treatment Responses

Recall from Chapter 11 that we expressed the true response $a(\boldsymbol{x})$ of a treatment combination $\boldsymbol{x}$ as a linear function of interaction components $E^{\boldsymbol{\alpha}}$ as follows:

$$
\begin{equation*}
a(x)=M+\sum_{\alpha} E_{\alpha^{\prime} x}^{\alpha} \tag{12.12}
\end{equation*}
$$

where $\sum_{\boldsymbol{\alpha}}$ is the summation over all partitions $\boldsymbol{\alpha}$. To write down the counterpart to (12.12) for asymmetrical factorials, we consider again the $2^{2} \times 3^{2}$ factorial. The partitions $\boldsymbol{\alpha}$ are determined by the various main effects and interactions and are given in Table 12.8. Associated with each partition is an effect/interaction component and each component has a number, $L$, of levels as mentioned earlier.

Table 12.8 Partitions for the $2^{2} \times 3^{2}$ Factorial

| Interaction $z^{* \prime}=\left(z_{11}^{*}, z_{12}^{*}, z_{21}^{*}, z_{22}^{*}\right)$ | Partition $\boldsymbol{\alpha}^{\prime}=\left(\alpha_{11}, \alpha_{12}, \alpha_{21}, \alpha_{22}\right)$ | Interaction/Modified Interaction Component |
| :---: | :---: | :---: |
| 3000 | 3000 | $\left(A_{1}^{3}\right)_{\delta}(\delta=0,3)$ |
| 0300 | 0300 | $\left(A_{2}^{3}\right)_{\delta}(\delta=0,3)$ |
| 3300 | 3300 | $\left(A_{1}^{3} A_{2}^{3}\right)_{\delta}(\delta=0,3)$ |
| 0040 | 0040 | $\left(B_{1}^{4}\right)_{\delta}(\delta=0,4,2)$ |
| 0004 | 0004 | $\left(B_{2}^{4}\right)_{\delta}(\delta=0,4,2)$ |
| 0044 | 0044 | $\left(B_{1}^{4} B_{2}^{4}\right)_{\delta}(\delta=0,4,2)$ |
|  | 0042 | $\left(B_{1}^{4} B_{2}^{2}\right)_{\delta}(\delta=0,4,2)$ |
| 3040 | 3040 | $\begin{gathered} \left(A_{1}^{3} B_{1}^{4}\right)_{\delta}^{*}=\left(A_{1}^{3} B_{1}^{4}\right)_{\delta}- \\ \quad\left(A_{1}^{3}\right)_{\delta_{1}}-\left(B_{1}^{4}\right)_{\delta_{2}} \\ (\delta=0,1,2,3,4,5 ; \\ \left.\delta_{1}=0,3 ; \delta_{2}=0,4,2\right) \end{gathered}$ |
| 3004 | 3004 | $\begin{aligned} \left(A_{1}^{3} B_{2}^{4}\right)_{\delta}^{*} & =\left(A_{1}^{3} B_{2}^{4}\right)_{\delta}- \\ \left(A_{1}^{3}\right)_{\delta_{1}} & -\left(B_{2}^{4}\right)_{\delta_{2}} \end{aligned}$ |
| 0340 | 0340 | $\begin{aligned} \left(A_{2}^{3} B_{1}^{4}\right)_{\delta}^{*} & =\left(A_{2}^{3} B_{1}^{4}\right)_{\delta}- \\ \left(A_{2}^{3}\right)_{\delta_{1}} & -\left(B_{1}^{4}\right)_{\delta_{2}} \end{aligned}$ |
| 0304 | 0304 | $\begin{aligned} \left(A_{2}^{3} B_{2}^{4}\right)_{\delta}^{*} & =\left(A_{2}^{3} B_{2}^{4}\right)_{\delta}- \\ \left(A_{2}^{3}\right)_{\delta_{1}} & -\left(B_{2}^{4}\right)_{\delta_{2}} \end{aligned}$ |
| 3340 | 3340 | $\begin{aligned} & \left(A_{1}^{3} A_{2}^{3} B_{1}^{4}\right)_{\delta}^{*}= \\ & \quad\left(A_{1}^{3} A_{2}^{3} B_{1}^{4}\right)_{\delta-} \\ & \quad\left(A_{1}^{3} A_{2}^{3}\right)_{\delta_{1}}-\left(B_{1}^{4}\right)_{\delta_{2}} \end{aligned}$ |
| 3304 | 3304 | $\begin{aligned} & \left(A_{1}^{3} A_{2}^{3} B_{2}^{4}\right)_{\delta}^{*}= \\ & \quad\left(A_{1}^{3} A_{2}^{3} B_{2}^{4}\right)_{\delta-} \\ & \quad\left(A_{1}^{3} A_{2}^{3}\right)_{\delta_{1}}-\left(B_{2}^{4}\right)_{\delta_{2}} \end{aligned}$ |
| 3044 | 3044 | $\begin{aligned} & \left(A_{1}^{3} B_{1}^{4} B_{2}^{4}\right)_{\delta}^{*}= \\ & \quad\left(A_{1}^{3} B_{1}^{4} B_{2}^{4}\right)_{\delta}- \\ & \quad\left(A_{1}^{3}\right)_{\delta_{1}}-\left(B_{1}^{4} B_{2}^{4}\right)_{\delta_{2}} \end{aligned}$ |
|  | 3042 | $\begin{aligned} & \left(A_{1}^{3} B_{1}^{4} B_{2}^{2}\right)_{\delta}^{*}= \\ & \quad\left(A_{1}^{3} B_{1}^{4} B_{2}^{2}\right)_{\delta}- \\ & \quad\left(A_{1}^{3}\right)_{\delta_{1}}-\left(B_{1}^{4} B_{2}^{2}\right)_{\delta_{2}} \end{aligned}$ |

Table 12.8 (Continued)

| Interaction $z^{* \prime}=\left(z_{11}^{*}, z_{12}^{*}, z_{21}^{*}, z_{22}^{*}\right)$ | Partition $\boldsymbol{\alpha}^{\prime}=\left(\alpha_{11}, \alpha_{12}, \alpha_{21}, \alpha_{22}\right)$ | Interaction/Modified Interaction Component |
| :---: | :---: | :---: |
| 0344 | 0344 | $\begin{aligned} & \left(A_{2}^{3} B_{1}^{4} B_{2}^{4}\right)_{\delta}^{*}= \\ & \quad\left(A_{2}^{3} B_{1}^{4} B_{2}^{4}\right)_{\delta-} \\ & \quad\left(A_{2}^{3}\right)_{\delta_{1}}-\left(B_{1}^{4} B_{2}^{4}\right)_{\delta_{2}} \end{aligned}$ |
|  | 0342 | $\begin{aligned} & \left(A_{2}^{3} B_{1}^{4} B_{2}^{2}\right)_{\delta}^{*}= \\ & \quad\left(A_{2}^{3} B_{1}^{4} B_{2}^{2}\right)_{\delta-} \\ & \quad\left(A_{2}^{3}\right)_{\delta_{1}}-\left(B_{1}^{4} B_{2}^{2}\right)_{\delta_{2}} \end{aligned}$ |
| 3344 | 3344 | $\begin{aligned} & \left(A_{1}^{3} A_{2}^{3} B_{1}^{4} B_{2}^{4}\right)_{\delta}^{*}= \\ & \quad\left(A_{1}^{3} A_{2}^{3} B_{1}^{4} B_{2}^{4}\right)_{\delta}- \\ & \quad\left(A_{1}^{3} A_{2}^{3}\right)_{\delta_{1}}-\left(B_{1}^{4} B_{2}^{4}\right)_{\delta_{2}} \end{aligned}$ |
|  | 3342 | $\begin{aligned} & \left(A_{1}^{3} A_{2}^{3} B_{1}^{4} B_{2}^{2}\right)_{\delta}^{*}= \\ & \quad\left(A_{1}^{3} A_{2}^{3} B_{1}^{4} B_{2}^{2}\right)_{\delta}- \\ & \quad\left(A_{1}^{3} A_{2}^{3}\right)_{\delta_{1}}-\left(B_{1}^{4} B_{2}^{2}\right)_{\delta_{2}} \end{aligned}$ |

The levels are the elements $\delta$ in $I(3), I(4), R(6)$, respectively, as indicated in Table 12.8. We define the components as

$$
\begin{align*}
E_{\delta}^{\alpha}= & \left(A_{1}^{\alpha_{11}} A_{2}^{\alpha_{12}} B_{1}^{\alpha_{21}} B_{2}^{\alpha_{22}}\right)_{\delta} \\
= & \left\{\text { average of all treatment responses } a\left(v_{11}, v_{12}, v_{21}, v_{22}\right)\right. \\
& \text { with } \left.\alpha_{11} v_{11}+\alpha_{12} v_{12}+\alpha_{21} v_{21}+\alpha_{22} v_{22}=\delta(\bmod q)\right\} \\
& -\{\text { average of all treatment responses }\} \tag{12.13}
\end{align*}
$$

where in our case $q=6$. For interactions involving factors with different numbers of levels we now introduce what we shall call modified interaction components defined as

$$
\begin{align*}
\left(E^{\alpha}\right)_{\delta}^{*}= & \left(A_{1}^{\alpha_{11}} A_{2}^{\alpha_{12}} B_{1}^{\alpha_{21}} B_{2}^{\alpha_{22}}\right)_{\delta}^{*} \\
= & \left(A_{1}^{\alpha_{11}} A_{2}^{\alpha_{12}} B_{1}^{\alpha_{21}} B_{2}^{\alpha_{22}}\right)_{\delta} \\
& -\left(A_{1}^{\alpha_{11}} A_{2}^{\alpha_{12}}\right)_{\delta_{1}}-\left(B_{1}^{\alpha_{21}} B_{2}^{\alpha_{22}}\right)_{\delta_{2}} \tag{12.14}
\end{align*}
$$

We shall refer to the partitions $\boldsymbol{\alpha}$ involving only factors with the same number of levels as pure partitions and those that involve factors not all having the same
number of levels as mixed partitions. Let $\mathcal{A}_{1}$ denote the set of all pure partitions and $\mathcal{A}_{2}$ the set of all mixed partitions. We can then write

$$
\begin{equation*}
a(v)=\boldsymbol{M}+\sum_{\alpha \in \mathcal{A}_{1}} E_{\boldsymbol{\alpha}^{\prime} v}^{\boldsymbol{\alpha}}+\sum_{\boldsymbol{\alpha} \in \mathcal{A}_{2}}\left(E^{\boldsymbol{\alpha}}\right)_{\boldsymbol{\alpha}^{\prime} v}^{*} \tag{12.15}
\end{equation*}
$$

where $\boldsymbol{M}$ represents the overall mean. Expression (12.15) is the extension of (12.12) for the asymmetrical factorial and is used in the same way as (12.12) is used for the symmetrical factorial.

### 12.4.5 Characterization and Properties of the Parameterization

The proposed parameterization (12.15) is a major result in that it unifies the theory of symmetrical and asymmetrical factorials, both with respect to the construction of design, that is, systems of confounding, and the analysis of such designs. Although we have only illustrated the idea in terms of a simple example, the result is true in general. The same holds for the following comments about further characterizations and properties of the modified components [defined in (12.14)] as part of the parameterization (12.15).

1. Expressing each $a(\boldsymbol{v})$ as (12.15) represents a reparameterization of the treatment effects. This reparameterization is singular since for each $E^{\alpha}$ we have $\sum_{\delta} E_{\delta}^{\alpha}=0$.
2. For the modified components the values for $\delta_{1}$ and $\delta_{2}$ are determined uniquely from the addition table, for example,

where the entries in the table are $\delta=\delta_{1}+\delta_{2}$.
3. For the modified components we have $\sum_{\delta_{1}}\left(E^{\alpha}\right)_{\delta_{1}+\delta_{2}}^{*}=0$ for each $\delta_{2}$ and $\sum_{\delta_{2}}\left(E^{\boldsymbol{\alpha}}\right)_{\delta_{1}+\delta_{2}}^{*}=0$ for each $\delta_{1}$.
4. The degrees of freedom $v(\boldsymbol{\alpha})$ associated with the component $E^{\boldsymbol{\alpha}}$ are given by $\nu(\boldsymbol{\alpha})=L\left(E^{\boldsymbol{\alpha}}\right)-1$; for example, for $A_{1}^{3} A_{2}^{3} B_{1}^{4} B_{2}^{2}$ we have $L\left(A_{1}^{3} A_{2}^{3} B_{1}^{4} B_{2}^{2}\right)=$ 6 and hence $\nu(3,3,4,2)=5$.
5. The degrees of freedom $v^{*}(\boldsymbol{\alpha})$ associated with the modified component $\left(A_{1}^{\alpha_{11}} A_{2}^{\alpha_{12}} B_{1}^{\alpha_{21}} B_{2}^{\alpha_{22}}\right)^{*}$ are given by

$$
\begin{aligned}
v^{*}\left(\alpha_{11} \alpha_{12} \alpha_{21} \alpha_{22}\right) & =v\left(\alpha_{11} \alpha_{12} \alpha_{21} \alpha_{22}\right)-v\left(\alpha_{11} \alpha_{12} 00\right)-v\left(00 \alpha_{21} \alpha_{22}\right) \\
& =v\left(\alpha_{11} \alpha_{12} 00\right) \cdot v\left(00 \alpha_{21} \alpha_{22}\right)
\end{aligned}
$$

6. If a block design is constructed by confounding $A_{1}^{\alpha_{11}} A_{2}^{\alpha_{12}} B_{1}^{\alpha_{21}} B_{2}^{\alpha_{22}}$ and if $A_{1}^{\alpha_{11}} A_{2}^{\alpha_{12}} B_{1}^{\alpha_{21}} B_{2}^{\alpha_{22}}$ is a mixed component, it follows from comment 3 and the definition of the modified component that $A_{1}^{\alpha_{11}} A_{2}^{\alpha_{12}}$ and $B_{1}^{\alpha_{21}} B_{2}^{\alpha_{22}}$ are also confounded (as pointed out earlier).
7. The component $E_{\delta}^{\alpha}$ is estimated by

$$
\begin{aligned}
\widehat{E}_{\delta}^{\alpha}= & \{\text { mean of observed responses for treatments } \boldsymbol{v} \text { satisfying } \\
& \left.\boldsymbol{\alpha}^{\prime} \boldsymbol{v}=\delta\right\}-\{\text { overall observed mean }\}
\end{aligned}
$$

8. If the confounded interactions, that is, $A_{1}^{\alpha_{11}} A_{2}^{\alpha_{12}} B_{1}^{\alpha_{21}} B_{2}^{\alpha_{22}}, A_{1}^{\alpha_{11}} A_{2}^{\alpha_{12}}, B_{1}^{\alpha_{21}}$ $B_{2}^{\alpha_{22}}$, are assumed to be negligible, then differences between two treatment responses (more generally, linear contrasts among treatment responses), say $a(\boldsymbol{v})-a(\boldsymbol{w})$, can be estimated by

$$
\begin{align*}
\widehat{a}(\boldsymbol{v})-\widehat{( } \boldsymbol{w})= & \sum_{\boldsymbol{\alpha} \in \mathcal{A}_{1}}^{\prime}\left[\widehat{E}_{\boldsymbol{\alpha}^{\prime} v}^{\boldsymbol{\alpha}}-\widehat{E}_{\boldsymbol{\alpha}^{\prime} w}^{\boldsymbol{\alpha}}\right] \\
& +\sum_{\boldsymbol{\alpha} \in \mathcal{A}_{2}}^{\prime}\left[\left(\widehat{E}^{\boldsymbol{\alpha}}\right)_{\boldsymbol{\alpha}^{\prime} \boldsymbol{v}}^{*}-\left(\widehat{E}^{\boldsymbol{\alpha}}\right)_{\boldsymbol{\alpha}^{\prime} \boldsymbol{w}}^{*}\right] \tag{12.16}
\end{align*}
$$

where $\sum^{\prime}$ refers to summation over all $\boldsymbol{\alpha}$ except those belonging to confounded interactions. Using (12.14), we find, for example,

$$
\begin{aligned}
a(3040)-a(0000) & =\left[\left(A_{1}^{3}\right)_{3}-\left(A_{1}^{3}\right)_{0}\right]+\left[\left(A_{1}^{3} A_{2}^{3}\right)_{3}-\left(A_{1}^{3} A_{2}^{3}\right)_{0}\right] \\
& +\left[\left(B_{1}^{4}\right)_{4}-\left(B_{1}^{4}\right)_{0}\right]+\left[\left(B_{1}^{4} B_{2}^{4}\right)_{4}-\left(B_{1}^{4} B_{2}^{4}\right)_{0}\right] \\
& +\left[\left(A_{1}^{3} B_{1}^{4}\right)_{1}^{*}-\left(A_{1}^{3} B_{1}^{4}\right)_{0}^{*}\right]+\left[\left(A_{1}^{3} B_{2}^{4}\right)_{3}^{*}-\left(A_{1}^{3} B_{2}^{4}\right)_{0}^{*}\right] \\
& +\left[\left(A_{2}^{3} B_{1}^{4}\right)_{4}^{*}-\left(A_{2}^{3} B_{1}^{4}\right)_{0}^{*}\right] \\
& +\left[\left(A_{1}^{3} A_{2}^{3} B_{1}^{4}\right)_{1}^{*}-\left(A_{1}^{3} A_{2}^{3} B_{1}^{4}\right)_{0}^{*}\right] \\
& +\left[\left(A_{1}^{3} A_{2}^{3} B_{2}^{4}\right)_{3}^{*}-\left(A_{1}^{3} A_{2}^{3} B_{2}^{4}\right)_{0}^{*}\right] \\
& +\left[\left(A_{1}^{3} B_{1}^{4} B_{2}^{4}\right)_{1}^{*}-\left(A_{1}^{3} B_{1}^{4} B_{2}^{4}\right)_{0}^{*}\right] \\
& +\left[\left(A_{1}^{3} B_{1}^{4} B_{2}^{2}\right)_{1}^{*}-\left(A_{1}^{3} B_{1}^{4} B_{2}^{2}\right)_{0}^{*}\right] \\
& +\left[\left(A_{2}^{3} B_{1}^{4} B_{2}^{4}\right)_{4}^{*}-\left(A_{2}^{3} B_{1}^{4} B_{2}^{4}\right)_{0}^{*}\right]
\end{aligned}
$$

$$
\begin{align*}
& +\left[\left(A_{2}^{3} B_{1}^{4} B_{2}^{2}\right)_{4}^{*}-\left(A_{2}^{3} B_{1}^{4} B_{2}^{2}\right)_{0}^{*}\right] \\
& +\left[\left(A_{1}^{3} A_{2}^{3} B_{1}^{4} B_{2}^{4}\right)_{1}^{*}-\left(A_{1}^{3} A_{2}^{3} B_{1}^{4} B_{2}^{4}\right)_{0}^{*}\right] \tag{12.17}
\end{align*}
$$

Observed means (based on different numbers of observations) are then substituted for the true means to obtain $\widehat{a}(3040)-\widehat{a}(0000)$.
9. It is obvious that variances for differences of the form $\left[\left(\widehat{A}_{1}^{3}\right)_{3}-\left(\widehat{A}_{1}^{3}\right)_{0}\right]$ can be written out easily in terms of the number of observations satisfying the equation $3 v_{11}=\delta$ for a given $\delta$. If $N$ is the total number of treatment combinations, then the number of treatment combinations satisfying $3 v_{11}=\delta$ is given by $N / L\left(A_{1}^{3}\right)$. Hence

$$
\operatorname{var}\left[\left(\widehat{A}_{1}^{3}\right)_{3}-\left(\widehat{A}_{1}^{3}\right)_{0}\right]=2 \frac{L\left(A_{1}^{3}\right)}{N} \sigma_{e}^{2}
$$

which equals $\frac{1}{9} \sigma_{e}^{2}$ for the $2^{2} \times 3^{2}$ factorial.
For differences of the form $\left[\left(\widehat{A_{1}^{3} B_{2}^{4}}\right)_{3}^{*}-\left(\widehat{A_{1}^{3} B_{2}^{4}}\right)_{0}^{*}\right]$, that is, involving modified components, it can be worked out that

$$
\left.\operatorname{var}\left[\left(\widehat{A_{1}^{3} B_{2}^{4}}\right)_{3}^{*}-\widehat{\left(A_{1}^{3} B_{2}^{4}\right.}\right)_{0}^{*}\right]=\frac{2}{N}\left[L\left(A_{1}^{3} B_{2}^{4}\right)-L\left(A_{1}^{3}\right)-L\left(B_{2}^{4}\right)\right] \sigma_{e}^{2}
$$

which for the $2^{2} \times 3^{2}$ factorial equals

$$
\frac{2}{36}[6-2-3] \sigma_{e}^{2}=\frac{1}{18} \sigma_{e}^{2}
$$

Finally, it can be shown that the covariances between differences of components are zero, for example,

$$
\begin{array}{r}
\operatorname{cov}\left\{\left[\left(\widehat{A}_{1}^{3}\right)_{3}-\left(\widehat{A}_{1}^{3}\right)_{0}\right],\left[\left(\widehat{B_{1}^{4} B_{2}^{2}}\right)_{4}-\left(\widehat{B_{1}^{4} B_{2}^{2}}\right)_{0}\right]\right\}=0 \\
\left.\operatorname{cov}\left\{\left[\left(\widehat{A_{1}^{3}}\right)_{3}-\left(\widehat{A_{1}^{3}}\right)_{0}\right],\left[\left(\widehat{A_{1}^{3} B_{1}^{4}}\right)_{1}^{*}-\widehat{\left(A_{1}^{3} B_{1}^{4}\right.}\right)_{0}^{*}\right]\right\}=0 \\
\operatorname{cov}\left\{\left[\widehat{A_{1}^{3} B_{1}^{4}}\right)_{1}^{*}-\left(A_{1}^{3} B_{1}^{4}\right)_{0}^{*}\right],\left[\left(\widehat{\left.\left.\left.A_{1}^{3} A_{2}^{3} B_{1}^{4}\right)_{1}^{*}-\left(\widehat{A_{1}^{3} A_{2}^{3} B_{1}^{4}}\right)_{0}^{*}\right]\right\}=0}\right.\right.
\end{array}
$$

10. Using (12.16) and the results in comment 9 , one can obtain easily the variances of the estimates of treatment contrasts, that is,

$$
\begin{aligned}
\operatorname{var}[\widehat{a}(\boldsymbol{v})-\widehat{a}(\boldsymbol{w})]= & \operatorname{var}[\widehat{\tau}(\boldsymbol{v})-\widehat{\tau}(\boldsymbol{w})] \\
= & (\text { sum of the variances of all estimated } \\
& \text { component differences })
\end{aligned}
$$

for example, for (12.17) we find

$$
\begin{aligned}
\operatorname{var}[\widehat{a}(3040)-\widehat{a}(0000)]= & {\left[\frac{2}{18}+\frac{2}{18}+\frac{2}{12}+\frac{2}{12}\right.} \\
& \left.+10\left(\frac{2}{6}-\frac{2}{18}-\frac{2}{12}\right)\right] \sigma_{e}^{2}=\frac{20}{18} \sigma_{e}^{2}
\end{aligned}
$$

11. The sums of squares for unconfounded effects can be written out similarly to those for symmetrical factorials:

$$
\begin{aligned}
\operatorname{SS}\left(A_{1}^{3}\right) & =\frac{N}{L\left(A_{1}\right)} \sum_{\delta \in I(3)}\left[\left(\widehat{A}_{1}^{3}\right)_{\delta}\right]^{2} \\
\mathrm{SS}\left(B_{1}^{4} B_{2}^{2}\right) & =\frac{N}{L\left(B_{1}^{4} B_{2}^{2}\right)} \sum_{\delta \in I(4)}\left[\left(\widehat{B_{1}^{4} B_{2}^{2}}\right)_{\delta}\right]^{2} \\
\mathrm{SS}\left(A_{1}^{3} B_{1}^{4}\right) & \left.=\frac{N}{L\left(A_{1}^{3} B_{1}^{4}\right)} \sum_{\delta \in R(6)}\left[\widehat{\left(A_{1}^{3} B_{1}^{4}\right.}\right)_{\delta}^{*}\right]^{2}
\end{aligned}
$$

and because of comment 9 these sums of squares are orthogonal to each other. This makes testing of hypotheses concerning main effects and interactions easy.

### 12.4.6 Other Methods for Constructing Systems of Confounding

In addition to the method discussed in this section, alternative but essentially equivalent methods of constructing systems of confounding for asymmetrical factorials have been proposed. A method based on finite groups and rings is discussed by Banerjee (1970), Worthley and Banerjee (1974) (see also Raktoe, Rayner, and Chalton, 1978), and Sihota and Banerjee (1981), who extended the method to include any number of levels, thus avoiding the use of pseudofactors. A different technique based on the Chinese remainder theorem was introduced by Lin (1986) and extended by Huang (1989).

### 12.5 BALANCED FACTORIAL DESIGNS (BFD)

The incomplete block designs for asymmetrical factorials we have discussed so far have resulted in the confounding of certain contrasts belonging to some main effects and/or interactions. As a consequence the number of degrees of freedom for such effects has been reduced (possibly to zero). The lost degrees of freedom are said to be confounded with blocks. As we have seen in the previous sections, the confounding of interactions may sometimes also lead to the confounding of main effects, for example, with the methods of Sections 12.2 and 12.4. If we
confound, for example, a two-factor interaction involving factors with different numbers of levels, then the corresponding main effects are confounded also. This is generally an undesirable feature. If it cannot be avoided, the method of partial confounding, that is, using different systems of confounding in different replicates, provides some relief. This, however, may not always be feasible from a purely practical point of view because of the usually large number of experimental units required.

In this section we shall discuss a method that results in a different kind of partial confounding. Rather than confound completely certain degrees of freedom in some replicates and not at all in others, the method to be described results in some loss of information for some degrees of freedom over the whole design. We shall illustrate this with a very simple example.

Example 12.5 Consider the $2^{2} \times 3$ factorial in blocks of size 6 . Using the Kronecker product method of Section 12.2, a reasonable design may be obtained by using three replicates of two blocks each. If we denote the factors by $A_{1}, A_{2}$, and $B$ with two, two, and three levels, respectively, we may construct the design by confounding $A_{1}$ in replicate I, $A_{2}$ in replicate II, and $A_{1} A_{2}$ in replicate III. The allocation of the treatment combinations is given in Table 12.9a. Compared to a RCBD with $b=3$ blocks (replicates), the relative information for main effects $A_{1}, A_{2}$ and the interaction $A_{1} A_{2}$ is $\frac{2}{3}$ and 1 for all other effects.

In Table 12.9 b an arrangement due to Yates (1937b) is given that is the only arrangement not resulting in the confounding of main effects. Kempthorne (1952)

Table $12.9 \quad 2^{\mathbf{2}} \times \mathbf{3}$ Factorial in Blocks of Size 6

| Block | Replicate |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | I |  | II |  | III |  |
|  | 1 | 2 | 3 | 4 | 5 | 6 |
| a. Kronecker Product Method |  |  |  |  |  |  |
|  | 000 | 100 | 000 | 010 | 000 | 100 |
|  | 001 | 101 | 001 | 011 | 001 | 101 |
|  | 002 | 102 | 002 | 012 | 002 | 102 |
|  | 010 | 110 | 100 | 110 | 110 | 010 |
|  | 011 | 111 | 101 | 111 | 111 | 011 |
|  | 012 | 112 | 102 | 112 | 112 | 012 |
| b. Yates Method |  |  |  |  |  |  |
|  | 000 | 100 | 100 | 000 | 100 | 000 |
|  | 110 | 010 | 010 | 110 | 010 | 110 |
|  | 101 | 001 | 001 | 101 | 101 | 001 |
|  | 011 | 111 | 111 | 011 | 011 | 111 |
|  | 102 | 002 | 102 | 002 | 002 | 102 |
|  | 012 | 112 | 012 | 112 | 112 | 012 |

shows, from first principles, using the least-squares method, that the relative information for $A_{1} A_{2}$ is $\frac{8}{9}$, for $A_{1} A_{2} B$ is $\frac{5}{9}$, and for all other effects is 1 .

If we define the total relative loss in information, TRL say, as the weighted sum of relative losses for the various effects, with the weights being the degrees of freedom for each effect, we find that TRL is the same for both arrangements, namely

$$
\begin{aligned}
& \operatorname{TRL}(a)=1 \cdot \frac{1}{3}+1 \cdot \frac{1}{3}+1 \cdot \frac{1}{3}=1 \\
& \operatorname{TRL}(b)=1 \cdot \frac{1}{9}+2 \cdot \frac{4}{9}=1
\end{aligned}
$$

Even so, we would generally prefer arrangement (b) over arrangement (a) since its loss of information is mainly associated with the three-factor interaction.

Both designs of Example 12.5 belong to the class of balanced factorial designs (BFD), a notion defined by Shah (1958) for the general factorial experiment. Although Shah $(1958,1960)$ pointed out the connection between BFDs and PBIB designs, Kurkjian and Zelen (1963) and Kshirsagar (1966) established the one-to-one correspondence between BFDs and EGD-PBIB designs as defined by Hinkelmann and Kempthorne (1963) and Hinkelmann (1964) (see Section 4.6.9). We shall now give some definitions of and results for BFDs and then give some methods of construction.

### 12.5.1 Definitions and Properties of BFDs

Suppose we have $n$ factors $A_{1}, A_{2}, \ldots, A_{n}$ with $s_{1}, s_{2}, \ldots, s_{n}$ levels, respectively, where the $s_{i}(i=1,2, \ldots, n)$ do not necessarily have to be all distinct. Following Kurkjian and Zelen (1963) and extending the notation of Section 11.9, we define the $s_{i} \times s_{i}$ matrix

$$
\begin{equation*}
\boldsymbol{M}_{i}=s_{i} \boldsymbol{I}-\mathfrak{J J}^{\prime} \tag{12.18}
\end{equation*}
$$

and

$$
\begin{gather*}
\boldsymbol{M}_{i}^{z_{i}}= \begin{cases}\mathcal{J}_{s_{i}}^{\prime} & \text { if } z_{i}=0 \\
\boldsymbol{M}_{i} & \text { if } z_{i}=1\end{cases} \\
\boldsymbol{M}^{\boldsymbol{z}}=\boldsymbol{M}_{1}^{z_{1}} \times \boldsymbol{M}_{2}^{z_{2}} \times \cdots \times \boldsymbol{M}_{n}^{z_{n}} \tag{12.19}
\end{gather*}
$$

for $z=\left(z_{1}, z_{2}, \ldots, z_{n}\right)$ and $z_{i}=0,1(i=1,2, \ldots, n)$. Let $\boldsymbol{Z}=\{z\}$ be the collection of all possible vectors $z$ except $z=(0,0, \ldots, 0)$. Further, let $t=\prod_{i=1}^{n} s_{i}$ denote the number of treatment combinations. Then for any $z \in \boldsymbol{Z}$ the interaction components in the $n$-factor factorial can be expressed in terms of the treatment effects $\tau\left(x_{1}, x_{2}, \ldots, x_{n}\right)\left(0 \leq x_{i} \leq s_{i}-1 ; i=1,2, \ldots, n\right)$ arranged in standard order (see Section 11.9) in the vector $\boldsymbol{\tau}$ as

$$
\begin{equation*}
\boldsymbol{a}^{z}=\frac{1}{t} \boldsymbol{M}^{z} \boldsymbol{\tau} \tag{12.20}
\end{equation*}
$$

Let

$$
\begin{equation*}
\phi(z)=\ell_{z}^{\prime} a^{z}=\varphi^{\prime}(z) \tau \tag{12.21}
\end{equation*}
$$

denote a normalized contrast belonging to $\boldsymbol{a}^{\boldsymbol{z}}$ (note that we are using $\boldsymbol{a}^{\boldsymbol{z}}$ for two different things but it should always be clear from the context what is meant). With

$$
\widehat{\boldsymbol{\tau}}=C^{-} \boldsymbol{Q}
$$

as a solution to the reduced normal equations we obtain the BLUE of $\phi(z)$ in (12.21) as

$$
\begin{equation*}
\widehat{\phi}(z)=\ell_{z}^{\prime} \widehat{\boldsymbol{a}}^{z}=\frac{1}{t} \ell_{z}^{\prime} M^{z} \widehat{\boldsymbol{\tau}} \tag{12.22}
\end{equation*}
$$

Following Gupta and Mukerjee (1989), we then give the following definition.
Definition 12.1 In a factorial design an interaction $\mathbf{a}^{z}(z \in Z)$ is said to be balanced if either (a) all contrasts belonging to $\boldsymbol{a}^{\boldsymbol{z}}$ are estimable and the BLUEs of all normalized contrasts belonging to $\boldsymbol{a}^{\boldsymbol{z}}$ have the same variance or (b) no contrast belonging to $\boldsymbol{a}^{z}$ is estimable.

If we adopt the convention that if a contrast is nonestimable its BLUE has variance $\infty$, then parts (a) and (b) in Definition 12.1 can be combined, and it is in this sense that we shall use the definition. For an overall characterization of a factorial design, we then have the following definition.

Definition 12.2 A factorial design is said to be a BFD if the interaction $\boldsymbol{a}^{z}$ is balanced for every $z \in Z$.

It is of historical interest to note that $\mathrm{Li}(1944$, p. 457) already refers to BFD (although not by that name) when he says, "An interaction which has more than 1 degree of freedom should be confounded as evenly as possible."

Gupta and Mukerjee (1989) show that an interaction $\boldsymbol{a}^{\boldsymbol{z}}$ is balanced in the sense of Definition 12.1 if and only if the BLUEs of any two orthogonal contrasts belonging to $\boldsymbol{a}^{\boldsymbol{z}}$ are uncorrelated. Recall that a similar result holds for factorial designs with OFS except that in that case BLUEs of contrasts belonging to different interactions are uncorrelated. Hence in a BFD with OFS we have between-interaction and within-interaction orthogonality (Gupta and Mukerjee, 1989). As we have pointed out earlier (e.g., I.7), orthogonality is a useful property as it leads to ease of analysis and ease of interpretation of the results from an experiment. We have seen in Chapter 11 that OFS requires a certain structure of $\boldsymbol{C}^{-}$(see Theorem 11.12) and hence of $\boldsymbol{C}$ and ultimately $\boldsymbol{N} \boldsymbol{N}^{\prime}$. The results of Shah (1958, 1960), Kurkjian and Zelen (1963), Kshirsagar (1966), and Gupta and Mukerjee (1989) have led to similar structures for $\boldsymbol{N} \boldsymbol{N}^{\prime}$ (and hence $\boldsymbol{C}$ and
$\boldsymbol{C}^{-}$) for BFDs. We shall give a brief description of the major results, deferring details to the above references.

The basic result for giving an algebraic characterization of a BFD with OFS is what Kurkjian and Zelen (1963) have called property $A$ of the matrix $\boldsymbol{N} \boldsymbol{N}^{\prime}$. Let $\boldsymbol{D}_{i}^{\delta_{i}}$ be an $s_{i} \times s_{i}$ matrix defined as

$$
\boldsymbol{D}_{i}^{\delta_{i}}= \begin{cases}\boldsymbol{I}_{s_{i}} & \text { if } \delta_{i}=0 \\ \boldsymbol{J}_{s_{i}} \boldsymbol{J}_{s_{i}}^{\prime} & \text { if } \delta_{i}=1\end{cases}
$$

for $i=1,2, \ldots, n$, and

$$
\boldsymbol{D}^{\boldsymbol{\delta}}=\prod_{i=1}^{n} \times \boldsymbol{D}_{i}^{\delta_{i}}
$$

with $\boldsymbol{\delta}=\left(\delta_{1}, \delta_{2}, \ldots, \delta_{n}\right)$. Denote the set of all $\boldsymbol{\delta}$ (with $\delta_{i}=0,1$ ) by $\boldsymbol{Z}^{*}=\boldsymbol{Z}$ $\cup\{(0,0, \ldots, 0)\}$. We then state formally:

Definition 12.3 (Gupta and Mukerjee, 1989) A $t \times t$ matrix $\boldsymbol{G}$ with $t=$ $\prod_{i=1}^{n} s_{i}$ is said to have property $A$ if it is of the form

$$
\begin{equation*}
\boldsymbol{G}=\sum_{\boldsymbol{\delta} \in \mathbf{Z}^{*}} h(\boldsymbol{\delta}) \boldsymbol{D}^{\boldsymbol{\delta}} \tag{12.23}
\end{equation*}
$$

where the $h(\boldsymbol{\delta})$ are constants depending on $\boldsymbol{\delta}$.
Now suppose the matrix $\boldsymbol{C}$ has property $A$, that is,

$$
\begin{equation*}
\boldsymbol{C}=r \boldsymbol{I}-\frac{1}{k} \boldsymbol{N} \boldsymbol{N}^{\prime}=\sum_{\delta \in \boldsymbol{Z}^{*}} h(\boldsymbol{\delta}) \boldsymbol{D}^{\boldsymbol{\delta}} \tag{12.24}
\end{equation*}
$$

We want to show that if $\boldsymbol{C}$ is of the form (12.24) then all normalized contrasts belonging to $\boldsymbol{a}^{z}$ are estimated with the same variance and the estimators of any two orthogonal contrasts belonging to $\boldsymbol{a}^{\boldsymbol{z}}$ are uncorrelated. Let $\boldsymbol{H}_{i}^{\prime}$ be an $\left(s_{i}-1\right) \times s_{i}$ matrix of normalized orthogonal contrasts, that is, $\boldsymbol{H}_{i}^{\prime} \mathcal{J}_{s_{i}}=\mathbf{0}$ and $\boldsymbol{H}_{i}^{\prime} \boldsymbol{H}_{i}=\boldsymbol{I}_{s_{i}-1}$, and define

$$
\boldsymbol{H}_{i}^{z_{i}}= \begin{cases}\boldsymbol{H}_{i}^{\prime} & \text { if } z_{i}=1 \\ 1 & \text { if } z_{i}=0\end{cases}
$$

and

$$
\boldsymbol{H}^{z}=\prod_{i=1}^{n} \times \boldsymbol{H}_{i}^{z_{i}}
$$

A complete set of normalized orthogonal contrasts belonging to $\boldsymbol{a}^{z}$ is then given by $\boldsymbol{H}^{\boldsymbol{z}} \boldsymbol{a}^{\boldsymbol{z}}$. More specifically, the contrasts belonging to the $p$-factor interaction $A_{i_{1}} \times A_{i_{2}} \times \cdots \times A_{i_{p}}(1 \leq p \leq n)$, that is, to the $s_{i_{1}} s_{i_{2}} \cdots s_{i_{p}}$ elements of $a_{i_{1}} \otimes$ $a_{i_{2}} \otimes \cdots \otimes a_{i_{p}}$, are given by

$$
\left(\boldsymbol{H}_{i_{1}}^{\prime} \times \boldsymbol{H}_{i_{2}}^{\prime} \times \cdots \times \boldsymbol{H}_{i_{p}}^{\prime}\right)\left(a_{i_{1}} \otimes a_{i_{2}} \otimes \cdots \otimes a_{i_{p}}\right)
$$

and there are $\left(s_{i_{1}}-1\right)\left(s_{i_{2}}-1\right) \cdots\left(s_{i_{p}}-1\right)$ such contrasts. We can then prove the following theorem.

Theorem 12.1 If for an $s_{1} \times s_{2} \times \cdots \times s_{n}$ factorial design the $\boldsymbol{C}$ matrix satisfies property $A$, then the design is a $B F D$ and the variance-covariance matrix for $\boldsymbol{H}^{z} \widehat{\boldsymbol{a}}^{z}$ is given by

$$
\begin{equation*}
\operatorname{var}\left(\boldsymbol{H}^{z} \widehat{\boldsymbol{a}}^{z}\right)=\frac{1}{\prod_{i} s_{i}^{1-z_{i}} r E(\boldsymbol{z})} \boldsymbol{I} \sigma_{e}^{2} \tag{12.25}
\end{equation*}
$$

where $r$ is the number of replications for each treatment combination and $E(z)$, the efficiency factor for $\boldsymbol{a}^{z}$, is a constant depending only on $\boldsymbol{z}$.

Proof Let

$$
\boldsymbol{C}=\sum_{\boldsymbol{\delta} \in Z^{*}} h(\boldsymbol{\delta}) \boldsymbol{D}^{\boldsymbol{\delta}}
$$

Then

$$
\begin{align*}
\boldsymbol{M}^{z} \boldsymbol{C} & =\sum_{\delta \in \boldsymbol{Z}^{*}} h(\boldsymbol{\delta}) \boldsymbol{M}^{\boldsymbol{z}} \boldsymbol{D}^{\boldsymbol{\delta}} \\
& =\sum_{\delta \in \boldsymbol{Z}^{*}} h(\delta) \prod_{i} \times \boldsymbol{M}_{i}^{z_{i}} \boldsymbol{D}_{i}^{\delta_{i}} \tag{12.26}
\end{align*}
$$

Now

$$
\boldsymbol{M}_{i}^{z_{i}} \boldsymbol{D}_{i}^{\delta_{i}}=\left(1-z_{i} \delta_{i}\right) s_{i}^{\left(1-z_{i}\right) \delta_{i}} \boldsymbol{M}_{i}^{z_{i}}
$$

and

$$
\prod_{i} \times \boldsymbol{M}_{i}^{z_{i}} \boldsymbol{D}_{i}^{1}=\mathbf{0}
$$

so that (12.26) can be written as

$$
\begin{align*}
\boldsymbol{M}^{z} \boldsymbol{C} & =\sum_{\delta \in \boldsymbol{Z}^{* *}} h(\boldsymbol{\delta}) \prod_{i} \times\left[\left(1-z_{i} \delta_{i}\right) s_{i}^{(1-z) \delta_{i}} \boldsymbol{M}_{i}^{z_{i}}\right] \\
& =r E(\boldsymbol{z}) \boldsymbol{M}^{\boldsymbol{z}} \tag{12.27}
\end{align*}
$$

where, by definition,

$$
\begin{equation*}
r E(\boldsymbol{z})=\sum_{\boldsymbol{\delta} \in \mathbf{Z}^{* *}} h(\boldsymbol{\delta}) \prod_{i}\left(1-z_{i} \delta_{i}\right) s_{i}^{\left(1-z_{i}\right) \delta_{i}} \tag{12.28}
\end{equation*}
$$

and $Z^{* *}=Z^{*}-\{(1,1, \ldots, 1)\}$. It follows now from

$$
C \widehat{\tau}=Q
$$

and (12.27) that

$$
M^{z} C \widehat{\tau}=M^{z} Q
$$

can be written as

$$
r E(z) M^{z} \widehat{\tau}=M^{z} \boldsymbol{Q}
$$

and, using (12.20),

$$
r t E(z) \widehat{\boldsymbol{a}}^{z}=\boldsymbol{M}^{z} \boldsymbol{Q}
$$

so that

$$
\boldsymbol{H}^{z} \widehat{\boldsymbol{a}}^{\boldsymbol{z}}=\frac{1}{r t E(\boldsymbol{z})} \boldsymbol{H}^{z} \boldsymbol{M}^{z} \boldsymbol{Q}
$$

Then

$$
\operatorname{var}\left(\boldsymbol{H}^{z} \widehat{\boldsymbol{a}}^{z}\right)=\frac{1}{[r t E(\boldsymbol{z})]^{2}} \boldsymbol{H}^{z} \boldsymbol{M}^{z} \boldsymbol{C}\left(\boldsymbol{M}^{\boldsymbol{z}}\right)^{\prime}\left(\boldsymbol{H}^{z}\right)^{\prime} \sigma_{e}^{2}
$$

and using (12.27) again

$$
\begin{equation*}
\operatorname{var}\left(\boldsymbol{H}^{z} \widehat{\boldsymbol{a}}^{\boldsymbol{z}}\right)=\frac{1}{t^{2} r E(\boldsymbol{z})} \boldsymbol{H}^{z} \boldsymbol{M}^{\boldsymbol{z}}\left(\boldsymbol{M}^{\boldsymbol{z}}\right)^{\prime}\left(\boldsymbol{H}^{z}\right)^{\prime} \sigma_{e}^{2} \tag{12.29}
\end{equation*}
$$

To simplify (12.29), we write

$$
\begin{aligned}
\boldsymbol{H}^{z} \boldsymbol{M}^{\boldsymbol{z}} & =\left(\boldsymbol{H}_{1}^{z_{1}} \times \boldsymbol{H}_{2}^{z_{2}} \times \cdots \times \boldsymbol{H}_{n}^{z_{n}}\right)\left(\boldsymbol{M}_{1}^{z_{1}} \times \boldsymbol{M}_{2}^{z_{2}} \times \cdots \times \boldsymbol{M}_{n}^{z_{n}}\right) \\
& =\left(\boldsymbol{H}_{1}^{z_{1}} \boldsymbol{M}_{1}^{z_{1}}\right) \times\left(\boldsymbol{H}_{2}^{z_{2}} \boldsymbol{M}_{2}^{z_{2}}\right) \times \cdots \times\left(\boldsymbol{H}_{n}^{z_{n}} \boldsymbol{M}_{n}^{z_{n}}\right)
\end{aligned}
$$

From the definitions of $\boldsymbol{H}_{i}^{z_{i}}$ and $\boldsymbol{M}_{i}^{z_{i}}$ it follows that

$$
\boldsymbol{H}_{1}^{z_{i}} \boldsymbol{M}_{1}^{z_{i}}= \begin{cases}\boldsymbol{J}_{s_{i}}^{\prime} & \text { if } z_{i}=0 \\ s_{\boldsymbol{i}} \boldsymbol{H}_{\boldsymbol{i}}^{\prime} & \text { if } z_{i}=1\end{cases}
$$

and

$$
\begin{equation*}
\boldsymbol{H}^{z} \boldsymbol{M}^{z}\left(\boldsymbol{M}^{\boldsymbol{z}}\right)^{\prime}\left(\boldsymbol{H}^{\boldsymbol{z}}\right)^{\prime}=\left(\boldsymbol{M}^{z} \boldsymbol{H}^{\boldsymbol{z}}\right)\left(\boldsymbol{M}^{z} \boldsymbol{H}^{\boldsymbol{z}}\right)^{\prime}=\prod_{i} s_{i}^{1-z_{i}} \prod_{i}\left[s_{i}^{z_{i}}\right]^{2} \boldsymbol{I} \tag{12.30}
\end{equation*}
$$

Substituting (12.30) into (12.29) yields

$$
\begin{aligned}
\operatorname{var}\left(\boldsymbol{H}^{z} \widehat{\boldsymbol{a}}^{z}\right) & =\frac{1}{t^{2} r E(\boldsymbol{z})} \prod_{i} s_{i}^{1+z_{i}} \boldsymbol{I} \sigma_{e}^{2} \\
& =\frac{1}{\operatorname{tr} E(\boldsymbol{z})} \prod_{i} s_{i}^{z_{i}} \boldsymbol{I} \sigma_{e}^{2} \\
& =\frac{1}{\prod_{i} s_{i}^{1-z_{i}} r E(\boldsymbol{z})} \boldsymbol{I} \sigma_{e}^{2}
\end{aligned}
$$

using the fact that $t=\prod_{i} s_{i}$. This is the desired result.
We comment briefly on the efficiency factors $E(z)=\left(z_{1}, z_{2}, \ldots, z_{n}\right)$ associated with the interaction $\boldsymbol{a}^{\boldsymbol{z}}$. Recall that the efficiency factor of an IBD is defined as the ratio of the average variance for simple treatment comparisons using an RCBD over the corresponding variance for the IBD. We saw in Chapter 4 that if the $\operatorname{IBD}$ is a $\operatorname{PBIB}(m)$ design then we may have up to $m$ different efficiencies $E_{1}$, $E_{2}, \ldots, E_{m}$, where $E_{i}$ refers to the efficiency factor for comparing two treatments that are $i$ th associates $(i=1,2, \ldots, m)$. In the context of the BFD we have up to $2^{n}-1$ different efficiency factors $E(\boldsymbol{z})$ associated with treatment comparisons belonging to the various interactions (which in our terminology also include the main effects). Let $\ell_{z, i}^{\prime} \boldsymbol{a}^{z}(i=1,2, \ldots, v(z))$ be a set of linearly independent normalized contrasts belonging to $\boldsymbol{a}^{\boldsymbol{z}}$ [e.g., the rows of $\boldsymbol{H}^{\boldsymbol{z}}$ constitute such a set of $\ell_{z, i}^{\prime}$, where $v(\boldsymbol{z})$ represents the number of degrees of freedom for $\left.\boldsymbol{a}^{z}\right]$. We know that with an RCBD each such contrast is estimated in terms of treatment means, averaging over the levels of those factors not involved in the interaction, that is, the factors for which $z_{i}=0$ in $\boldsymbol{a}^{z}$. With $r$ replications (blocks) we then have

$$
\begin{equation*}
\operatorname{var}_{\mathrm{RCBD}}\left(\ell_{z, i}^{\prime} \boldsymbol{a}^{z}\right)=\frac{1}{r \prod_{i} s_{i}^{1-z_{i}}} \sigma_{e}^{2} \tag{12.31}
\end{equation*}
$$

From (12.25) we have

$$
\begin{equation*}
\operatorname{var}_{\mathrm{IBD}}\left(\boldsymbol{\ell}_{z, i}^{\prime} \boldsymbol{a}^{z}\right)=\frac{1}{r \prod_{i} s_{i}^{1-z_{i}} E(\boldsymbol{z})} \sigma_{e}^{2} \tag{12.32}
\end{equation*}
$$

The ratio of (12.31) to (12.32) is then equal to $E(z)$. We shall return to evaluating $E(z)$ shortly.

We have shown in Theorem 12.1 that if for a factorial design the $\boldsymbol{C}$ matrix has a certain structure, as defined by property $A$, then the design is a BFD. Kshirsagar (1966) proved the converse so that we can now state the following theorem.

Theorem 12.2 For an $s_{1} \times s_{2} \times \cdots \times s_{\boldsymbol{n}}$ factorial design to be a BFD with OFS, it is necessary and sufficient that the $\boldsymbol{C}$ matrix of the design satisfies property $A$.

We proved the sufficiency part in Theorem 12.1 and for the necessity part we refer the reader to Kshirsagar (1966) (see also Gupta and Mukerjee, 1989).

### 12.5.2 EGD-PBIBs and BFDs

To provide further insight into BFDs, we recall that the association matrices $\boldsymbol{B}^{\gamma}$ for an EGD-PBIB design can be expressed as Kronecker products of (the trivial) association matrices for a BIBD, $\boldsymbol{B}_{0}=\boldsymbol{I}$ and $\boldsymbol{B}_{1}=\mathfrak{J J}^{\prime}-\boldsymbol{I}$ (see Section 5.4). More specifically, using the notation of this section, we define

$$
\boldsymbol{B}_{i}^{\gamma_{i}}= \begin{cases}\boldsymbol{I}_{s_{i}} & \text { for } \gamma_{i}=0 \\ \boldsymbol{J}_{s_{i}} \boldsymbol{J}_{s_{i}}^{\prime}-\boldsymbol{I}_{s_{i}} & \text { for } \gamma_{i}=1\end{cases}
$$

Then the association matrix, $\boldsymbol{B}^{\boldsymbol{\gamma}}$, for $\boldsymbol{\gamma}$ th associates [with $\boldsymbol{\gamma}=\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}\right)$ and $\gamma_{i}=0,1$ for $i=1,2, \ldots, n$ ] can be written as

$$
\boldsymbol{B}^{\gamma}=\boldsymbol{B}_{1}^{\gamma_{1}} \times \boldsymbol{B}_{2}^{\gamma_{2}} \times \cdots \times \boldsymbol{B}_{n}^{\gamma_{n}}
$$

with

$$
N N^{\prime}=\sum_{\gamma \in Z^{*}} \lambda(\boldsymbol{\gamma}) \boldsymbol{B}^{\gamma}
$$

or

$$
\begin{equation*}
\boldsymbol{C}=\sum_{\boldsymbol{\gamma} \in \boldsymbol{Z}^{*}} c(\boldsymbol{\gamma}) \boldsymbol{B}^{\boldsymbol{\gamma}} \tag{12.33}
\end{equation*}
$$

where

$$
\begin{gathered}
c(0,0, \ldots, 0)=\lambda(0,0, \ldots, 0) \frac{k-1}{k} \\
c(\gamma)=-\frac{1}{k} \lambda(\gamma) \quad \text { for all } \gamma \neq(0,0, \ldots, 0)
\end{gathered}
$$

It is not difficult to speculate that there exists some relationship between BFDs and EGD-PBIB designs. Indeed, Kshirsagar (1966) proved the following (for an alternative proof see Gupta and Mukerjee, 1989).

Theorem 12.3 Every $n$-factor BFD is an EGD-PBIB $\left(2^{n}-1\right)$ design.
This result is useful for several reasons, two of which we shall discuss in some detail:
i. For any given EGD-PBIB it is easy to obtain the efficiency factors;
ii. Existing methods for constructing EGD-PBIBs can be used to obtain BFDs.

Let us consider first i by returning to Example 12.5.
Example 12.5 (Continued) For arrangement b in Table 12.9 it is easy to verify, using the association scheme for EGD-PBIBs, that

$$
\begin{array}{ll}
\lambda(000)=3 & \lambda(001)=1 \\
\lambda(100)=0 & \lambda(101)=2 \\
\lambda(010)=0 & \lambda(011)=2 \\
\lambda(110)=3 & \lambda(111)=1
\end{array}
$$

Further, we can express each $\boldsymbol{B}^{\gamma}$ easily in terms of the $\boldsymbol{D}_{i}^{\delta_{i}}$ as used in defining property $A$ [see (12.23)]. We note that

$$
\begin{aligned}
& \boldsymbol{B}_{1}^{0}=\boldsymbol{B}_{2}^{0}=\boldsymbol{I}_{2}=\boldsymbol{D}_{1}^{0}=\boldsymbol{D}_{2}^{0} \\
& \boldsymbol{B}_{1}^{1}=\boldsymbol{B}_{2}^{1}=\mathfrak{J}_{2} \mathfrak{J}_{2}^{\prime}-\boldsymbol{I}_{2}=\boldsymbol{D}_{1}^{1}-\boldsymbol{D}_{1}^{0}=\boldsymbol{D}_{2}^{1}-\boldsymbol{D}_{2}^{0}
\end{aligned}
$$

and

$$
\boldsymbol{B}_{3}^{0}=\boldsymbol{I}_{3}=\boldsymbol{D}_{3}^{0}, \boldsymbol{B}_{3}^{1}=\boldsymbol{J}_{3} \mathfrak{J}_{3}^{\prime}-\boldsymbol{I}_{3}=\boldsymbol{D}_{3}^{1}-\boldsymbol{D}_{3}^{0}
$$

so that, for example,

$$
\begin{aligned}
\boldsymbol{B}^{(000)}= & \boldsymbol{D}_{1}^{0} \times \boldsymbol{D}_{2}^{0} \times \boldsymbol{D}_{3}^{0} \\
\boldsymbol{B}^{(100)}= & \boldsymbol{D}_{1}^{1} \times \boldsymbol{D}_{2}^{0} \times \boldsymbol{D}_{3}^{0}-\boldsymbol{D}_{1}^{0} \times \boldsymbol{D}_{2}^{0} \times \boldsymbol{D}_{3}^{0} \\
\boldsymbol{B}^{(110)}= & \boldsymbol{D}_{1}^{1} \times \boldsymbol{D}_{2}^{1} \times \boldsymbol{D}_{3}^{0}-\boldsymbol{D}_{1}^{1} \times \boldsymbol{D}_{2}^{0} \times \boldsymbol{D}_{3}^{0} \\
& -\boldsymbol{D}_{1}^{0} \times \boldsymbol{D}_{2}^{1} \times \boldsymbol{D}_{3}^{0}+\boldsymbol{D}_{1}^{0} \times \boldsymbol{D}_{2}^{0} \times \boldsymbol{D}_{3}^{0}
\end{aligned}
$$

and so on. Collecting terms, we can rewrite (12.33) as

$$
\begin{aligned}
\boldsymbol{C}= & \left(3-\frac{8}{6}\right) \boldsymbol{D}^{(000)}-\frac{4}{6} \boldsymbol{D}^{(100)}-\frac{4}{6} \boldsymbol{D}^{(010)}-\frac{2}{6} \boldsymbol{D}^{(110)} \\
& +\frac{2}{6} \boldsymbol{D}^{(001)}-\frac{1}{6} \boldsymbol{D}^{(101)}-\frac{1}{6} \boldsymbol{D}^{(011)}-\frac{1}{6} \boldsymbol{D}^{(111)}
\end{aligned}
$$

that is, in the form (12.23) with

$$
\begin{array}{llll}
h(000)=\frac{10}{6} & h(100)=-\frac{4}{6} & h(010)=-\frac{4}{6} & h(110)=-\frac{2}{6} \\
h(001)=\frac{2}{6} & h(101)=-\frac{1}{6} & h(011)=-\frac{1}{6} & h(111)=-\frac{1}{6}
\end{array}
$$

Using (12.28), we can now obtain the efficiency factors $E(z)$. Let us write

$$
W_{i}\left(z_{i}, \delta_{i}\right)=\left(1-z_{i} \delta_{i}\right) s_{i}^{\left(1-z_{i}\right) \delta_{i}}
$$

with

$$
W_{i}\left(z_{i}, \delta_{i}\right)=\left\{\begin{array}{lll}
1 & \text { for } z_{i}=0, & \delta_{i}=0 \\
1 & \text { for } z_{i}=1, & \delta_{i}=0 \\
s_{i} & \text { for } z_{i}=0, & \delta_{i}=1 \\
0 & \text { for } z_{i}=1, & \delta_{i}=1
\end{array}\right.
$$

Then (12.28) can be rewritten as

$$
\begin{equation*}
r E\left(z_{1}, z_{2}, \ldots, z_{n}\right)=\sum_{\delta \in \mathbf{Z}^{* *}} h\left(z_{1}, z_{2}, \ldots, z_{n}\right) \prod_{i=1}^{n} W_{i}\left(z_{i}, \delta_{i}\right) \tag{12.34}
\end{equation*}
$$

So, for example,

$$
\begin{aligned}
6 \cdot 3 E(110)= & 10 W_{1}(1,0) W_{2}(1,0) W_{3}(0,0) \\
& -4 W_{1}(1,1) W_{2}(1,0) W_{3}(0,0) \\
& -4 W_{1}(1,0) W_{2}(1,1) W_{3}(0,0) \\
& -2 W_{1}(1,1) W_{2}(1,1) W_{3}(0,0) \\
& +2 W_{1}(1,0) W_{2}(1,0) W_{3}(0,1) \\
& -W_{1}(1,1) W_{2}(1,0) W_{3}(0,1) \\
& -W_{1}(1,0) W_{2}(1,1) W_{3}(0,1) \\
= & 10+2 \cdot 3=16
\end{aligned}
$$

Hence

$$
E(110)=\frac{8}{9}
$$

the same value we obtained earlier and referred to as relative information for the two-factor interaction $A_{1} \times A_{2}$.

If we define the efficiency factor for a BFD as

$$
\begin{equation*}
E=\sum_{z \in Z} \prod_{i} \frac{\left(s_{i}-1\right)^{z_{i}} E(z)}{t-1}=1-\frac{T R L}{t-1} \tag{12.35}
\end{equation*}
$$

with TRL being the total relative loss defined earlier, we obtain, for both designs of Table $12.9, E=\frac{10}{11}$. To choose among competing designs, it is therefore in general advisable to consider not only $E$ for each design but also the individual $E(z)$ and then choose the design that is most appropriate for the experiment under consideration.

### 12.5.3 Construction of BFDs

We shall now turn to the construction of BFDs or, alternatively, to the construction of EGD-PBIB designs. For some of these methods we shall refer to Chapter 5 and provide here just an illustration, for other methods we shall give a brief description of their special features in the context of factorial experiments.

### 12.5.3.1 Kronecker Product Designs

The method is described in Section 5.5, and we know from Chapter 4 that the Kronecker product of BIBDs is an EGD-PBIB design. As an illustration let us consider Example 5.5 to construct a BFD for a $4 \times 3$ factorial in blocks of size 6 . Using the SDP notation of Section 11.9, the treatment combinations are written in the order $(0,0),(0,1),(0,2),(1,0),(1,1),(1,2),(2,0),(2,1),(2,2),(3$, $0),(3,1),(3,2)$. The 12 blocks are then as given in Table 12.10. Following our earlier discussion, it is easy to work out that $E(1,0)=\frac{31}{36}, E(0,1)=\frac{29}{36}$, and $E(1,1)=\frac{35}{36}$, and the overall efficiency factor is $E=1-\frac{35}{396}$.

### 12.5.3.2 GD-PBIB(2) Designs

If in an $\mathrm{EGD}(3)$-PBIB design we have $\lambda(10)=\lambda(11)$, then the design reduces to a GD-PBIB(2) design with parameters $n_{1}=n(01), n_{2}=n(10)+n(11)$ and $\lambda_{1}=\lambda(01), \lambda_{2}=\lambda(10)=\lambda(11)$. It is therefore possible to obtain a BFD for a $t=s_{1} \times s_{2}$ factorial if there exists a GD-PBIB design for $t=s_{1} s_{2}$ treatments.

Table $12.104 \times 3$ Factorial in Blocks of Size 6 Using a Kronecker Product Design

| Block |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 5 | 6 |
| 00 | 00 | 01 | 00 | 00 | 01 |
| 01 | 02 | 02 | 01 | 02 | 02 |
| 10 | 10 | 11 | 10 | 10 | 11 |
| 11 | 12 | 12 | 11 | 12 | 12 |
| 20 | 20 | 21 | 30 | 30 | 31 |
| 21 | 22 | 22 | 31 | 32 | 32 |
| Block |  |  |  |  |  |
| 7 | 8 | 9 | 10 | 11 | 12 |
| 00 | 00 | 01 | 10 | 10 | 11 |
| 01 | 02 | 02 | 11 | 12 | 12 |
| 20 | 20 | 21 | 20 | 20 | 21 |
| 21 | 22 | 22 | 21 | 22 | 22 |
| 30 | 30 | 31 | 30 | 30 | 31 |
| 31 | 32 | 32 | 31 | 32 | 32 |

All we need to do is to arrange the factorial treatment combinations in the rectangular array

and use the association scheme for a GD-PBIB design: Any two treatments in the same row are first associates and any two treatments in different rows are second associates. We can then use any suitable GD-PBIB design to obtain a BFD. This method was proposed by Kramer and Bradley (1957) and Zelen (1958). We shall illustrate this method for the $4 \times 3$ factorial in blocks of size 6 using design $S$ 27 of Clatworthy (1973).

Using the following correspondence between ordinary treatments and factorial treatments,

| 1 | 5 | 9 |
| :---: | :---: | :---: | :--- | :--- | :--- | :--- |
| 2 | 6 | 10 |
| 3 | 7 | 11 |
| 4 | 8 | 12 |$\longrightarrow$| 00 | 01 | 02 |
| :---: | :---: | :---: |
| 10 | 11 | 12 |
| 20 | 21 | 22 |
| 30 | 31 | 32 |

the BFD is given in Table 12.11 [we note here that this labeling does not agree with that obtained from the SDP of $\left(\begin{array}{llll}0 & 1 & 2 & 3\end{array}\right)^{\prime}$ and $\left(\begin{array}{lll}0 & 1 & 2\end{array}\right)^{\prime}$ but rather it agrees with the labelling for GD-PBIB designs as given by Clatworthy (1973) and that for EGD-PBIB designs]. With $\lambda_{0}=r=3, \lambda_{1}=3, \lambda_{2}=1$ for the GD-PBIB and hence $\lambda(00)=r=3, \lambda(01)=3, \lambda(10)=\lambda(11)=1$ for the EGD-PBIB we can obtain the efficiency factors in the usual way except for one small change. From

Table $12.114 \times 3$ Factorial in Blocks of Size 6 Using a GD-PBIB

| Block |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 5 | 6 |
| 00 | 20 | 02 | 12 | 01 | 11 |
| 10 | 30 | 22 | 32 | 31 | 21 |
| 01 | 21 | 00 | 10 | 02 | 12 |
| 11 | 31 | 20 | 30 | 32 | 22 |
| 02 | 22 | 01 | 11 | 00 | 10 |
| 12 | 32 | 21 | 31 | 30 | 20 |

the structure of the GD-PBIB design we know that we can write

$$
\begin{aligned}
\boldsymbol{B}_{0} & =\boldsymbol{I}_{t} \\
\boldsymbol{B}_{1} & =\left(\boldsymbol{J}_{s_{2}} \boldsymbol{J}_{s_{2}}^{\prime}-\boldsymbol{I}_{s_{2}}\right) \times \boldsymbol{I}_{s_{1}} \\
& =\boldsymbol{J}_{s_{2}} \boldsymbol{J}_{s_{2}}^{\prime} \times \boldsymbol{I}_{s_{1}}-\boldsymbol{I}_{t} \\
\boldsymbol{B}_{2} & =\boldsymbol{J}_{s_{2}} \boldsymbol{J}_{s_{2}}^{\prime} \times\left(\boldsymbol{J}_{s_{1}} \boldsymbol{J}_{s_{1}}^{\prime}-\boldsymbol{I}_{s_{1}}\right) \\
& =\boldsymbol{J}_{t} \boldsymbol{J}_{t}^{\prime}-\mathfrak{J}_{s_{2}} \boldsymbol{J}_{s_{2}}^{\prime} \times \boldsymbol{I}_{s_{1}}
\end{aligned}
$$

and

$$
\begin{aligned}
& \boldsymbol{B}_{0}=\boldsymbol{B}^{(00)}=\boldsymbol{D}_{2}^{0} \times \boldsymbol{D}_{1}^{0} \\
& \boldsymbol{B}_{1}=\boldsymbol{B}^{(01)}=\boldsymbol{D}_{2}^{1} \times \boldsymbol{D}_{1}^{0}-\boldsymbol{D}_{2}^{0} \times \boldsymbol{D}_{1}^{0} \\
& \boldsymbol{B}_{2}=\boldsymbol{B}^{(10)}+\boldsymbol{B}^{(11)}=\boldsymbol{D}_{2}^{1} \times \boldsymbol{D}_{1}^{1}-\boldsymbol{D}_{2}^{1} \times \boldsymbol{D}_{1}^{0}
\end{aligned}
$$

Notice that because of the labeling the order of the $\boldsymbol{D}$ matrices is reversed (this is, of course, essential only for $\boldsymbol{D}_{2}^{1} \times \boldsymbol{D}_{1}^{0}$ ). Hence, in general,

$$
\boldsymbol{C}=\left(r-\frac{r-\lambda_{1}}{k}\right) \boldsymbol{D}_{2}^{0} \times \boldsymbol{D}_{1}^{0}-\frac{\lambda_{1}-\lambda_{2}}{k} \boldsymbol{D}_{2}^{1} \times \boldsymbol{D}_{1}^{0}-\frac{\lambda_{2}}{k} \boldsymbol{D}_{2}^{1} \times \boldsymbol{D}_{1}^{1}
$$

so that, using (12.34) and the properties of the $W_{i}$,

$$
\begin{aligned}
r E(1,0)= & \left(r-\frac{r-\lambda_{1}}{k}\right) W_{1}(1,0) W_{2}(0,0) \\
& -\frac{\lambda_{1}-\lambda_{2}}{k} W_{1}(1,0) W_{2}(0,1) \\
r E(0,1)= & \left(r-\frac{r-\lambda_{1}}{k}\right) W_{1}(0,0) W_{2}(1,0)
\end{aligned}
$$

and

$$
r E(1,1)=\left(r-\frac{\lambda_{1}}{k}\right) W_{2}(1,0) W_{1}(1,0)
$$

Then, for the specific example of Table 12.11 we find

$$
E(1,0)=\frac{2}{3} \quad E(0,1)=1 \quad E(1,1)=1
$$

that is, we have full information on the main effect $A_{2}$ and the interaction $A_{1} \times$ $A_{2}$ and two-thirds information on the main effect $A_{1}$.

The GD-PBIB design for $t=t_{1} t_{2}$ treatments can, of course, also be used for factorials with more than two factors, that is, for an $s_{1} \times s_{2} \times \cdots \times s_{n}$ factorial, as long as $s_{i_{1}} s_{i_{2}} \cdots s_{i_{m}}=t_{1}$ for any $m$ factors $(m<n)$ and $s_{j_{1}} s_{j_{2}} \cdots s_{j_{\ell}}=t_{2}$ for
the remaining $\ell=n-m$ factors. Thus the design in Table 12.11 can also be used for the $2 \times 2 \times 3$ factorial in blocks of size 6 with $t_{1}=4=s_{1} s_{2}=2 \cdot 2$. All we need to do is relabel appropriately the levels of $A_{1}$. It follows then immediately that

$$
E(100)=E(010)=E(110)=\frac{2}{3}
$$

and all other $E(z)=1$.

### 12.5.3.3 Other Methods

The methods of constructing EGD-PBIB designs given by Aggarwal (1974) and Chang and Hinkelmann (1987) (see Section 5.5) can be used to obtain different systems of confounding for the $s_{1} \times s_{2} \times \cdots \times s_{n}$ factorial. If the factors are labeled such that $s_{1} \leq s_{2} \leq \cdots \leq s_{n}$, then Aggarwal's method leads to BFDs with block size $k=s_{1}$. The method by Chang and Hinkelmann is somewhat more flexible in that it can be used to obtain BFDs with block sizes $k=s_{i}$ ( $i=1,2, \ldots, n-1$ ). It leads, however, to disconnected designs, which means that some effects are completely confounded with blocks. Both methods can be modified easily to generate a larger class of BFDs by combining several factors into "superfactors" and thereby changing the order of the levels, that is, some $s_{i} \neq s_{1}$ becomes the smallest number of levels, or creating new levels, that is, $s_{n}$ may no longer be the largest number of levels. The first modification is useful for the Aggarwal method, the second for the Chang and Hinkelmann method.

There exist other ad hoc methods used by Yates (1937b) and Li (1944) for specific asymmetrical factorials. For example, the design for the $2^{2} \times 3$ factorial given in Table 12.9 b can be obtained by combining the levels of factor $A_{3}$ with treatment combinations for factors $A_{1}$ and $A_{2}$ determined by the equations

$$
x_{1}+x_{2}=0:(0,0),(1,1)
$$

and

$$
x_{1}+x_{2}=1:(1,0),(0,1)
$$

If we denote $\{(0,0),(1,1)\}$ by $\alpha$ and $\{(1,0),(0,1)\}$ by $\beta$, then the design can be written in compact form as follows (Kempthorne, 1952):

## Block

| $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha 0$ | $\beta 0$ | $\beta 0$ | $\alpha 0$ | $\beta 0$ | $\alpha 0$ |
| $\beta 1$ | $\alpha 1$ | $\alpha 1$ | $\beta 1$ | $\beta 1$ | $\alpha 1$ |
| $\beta 2$ | $\alpha 2$ | $\beta 2$ | $\alpha 2$ | $\alpha 2$ | $\beta 2$ |

Rather than describe the ad hoc methods in detail, we reproduce some of the more useful designs given by Li (1944) for up to four factors with two, three, and four levels. They are given in Appendix D together with some relevant parameters.

Other methods of construction have been proposed by Kishen and Srivastava (1959) and Muller (1966). They consider $s \times s_{1} \times \cdots \times s_{n-1}$ factorials, where $s$ is a prime or prime power and various block sizes.

It is quite obvious that BFDs require in general several replications that may lead to more blocks than is feasible from a practical point of view. If one is willing to give up the property of balancedness, then useful designs can be obtained by a suitable reduction of the number of replications. Such possibilities are mentioned for some situations in Appendix D. Even though these designs are no longer BFDs, they yield full or partial information on all degrees of freedom. This may make these designs more useful than comparable designs obtained by methods discussed in Sections 11.2 and 11.3.

## C H A P TER 13

## Fractional Factorial Designs

### 13.1 INTRODUCTION

So far, we have considered possible arrangements of the complete factorial system; that is, we have considered only arrangements in which each individual treatment combination of the factorial set is represented the same number of times. For example, with 4 factors each at 2 levels, we have discussed arrangements of the 16 treatment combinations in blocks of size 2 , blocks of size 4 , $8 \times 8$ squares, and so on, but always with the restriction that each of the 16 combinations is to be tested an equal number of times. Such a restriction is practicable with a small number of factors, but, when we consider the case of, say, 10 factors each at 2 levels, it would result in the necessity of testing 1024 combinations or a multiple of these. The main reason for imposing the restriction is that it results in the estimates of effects and interactions having maximum precision and being uncorrelated. Thus, to take a simple example, suppose we are evaluating 2 factors, $A$ and $B$, each at 2 levels, and test the treatment combination (1), $a, b, a b$ with $r_{1}, r_{2}, r_{3}, r_{4}$ replications, respectively. Then using the definitions of Section 7.2.1, each effect and interaction is estimated with variance

$$
\frac{\sigma_{e}^{2}}{4}\left(\frac{1}{r_{1}}+\frac{1}{r_{2}}+\frac{1}{r_{3}}+\frac{1}{r_{4}}\right)
$$

but the estimates are correlated thus:

$$
\begin{aligned}
\operatorname{cov}(\widehat{A}, \widehat{B}) & =\frac{\sigma_{e}^{2}}{4}\left[\frac{1}{r_{1}}-\frac{1}{r_{2}}-\frac{1}{r_{3}}+\frac{1}{r_{4}}\right] \\
\operatorname{cov}(\widehat{A}, \widehat{A B}) & =\frac{\sigma_{e}^{2}}{4}\left[-\frac{1}{r_{1}}-\frac{1}{r_{2}}+\frac{1}{r_{3}}+\frac{1}{r_{4}}\right]
\end{aligned}
$$

[^15]and
$$
\operatorname{cov}(\widehat{B}, \widehat{A B})=\frac{\sigma_{e}^{2}}{4}\left[-\frac{1}{r_{1}}+\frac{1}{r_{2}}-\frac{1}{r_{3}}+\frac{1}{r_{4}}\right]
$$

These covariances will be zero if $r_{1}=r_{2}=r_{3}=r_{4}$. Furthermore, if we fix $\left(r_{1}+\right.$ $r_{2}+r_{3}+r_{4}$ ), the total number of observations, we obtain minimum variance for each of the effects and interaction with $r_{1}=r_{2}=r_{3}=r_{4}$.

As we have seen throughout, the general problem of the design of experiments is that we are given a model and we wish to determine parametric functions of such a model with as low a variance as possible. There are two methods by which this may be accomplished: namely, by choosing the pattern of observations, for example, equal $r$ 's above, or by reducing the error variance $\sigma_{e}^{2}$ by choice of the error control design.

The question we ask in this chapter is whether it is always necessary to test all the factorial combinations equally frequently or whether we can omit some of them. The question is of considerable relevance, for factorial experiments are most appropriate for exploratory research, and in such research the number of possible factors that should be tested is by no means so small as 2 or 3 . For example, in research into the possible importance of the various vitamins in the nutrition of an organism, the number of factors that might be used is at least of the order of 10 . It is, furthermore, important to use a factorial system because we cannot assume all interactions to be negligible. The testing of 1024 treatment combinations may be virtually impossible from the practical viewpoint. If the whole 1024 combinations were tested, the subdivision of the 1023 treatment comparisons would be

| Main effects | 10 |
| :--- | ---: |
| 2-factor interactions | 45 |
| 3-factor interactions | 120 |
| 4-factor interactions | 210 |
| 5-factor interactions | 252 |
| 6-factor interactions | 210 |
| 7-factor interactions | 120 |
| 8-factor interactions | 45 |
| 9-factor interactions | 10 |
| 10-factor interactions | 1 |
|  | Total |
|  | 1023 |

It may well be reasonable to assume that high-order interactions are negligible, and, if, for instance, all interactions involving 3 or more factors could be ignored, the testing of the 1024 combinations would give an estimate of error based on about 950 degrees of freedom. The accuracy that would result for the estimation of main effects and interactions (a variance of $\sigma_{e}^{2} / 256$ where $\sigma_{e}^{2}$ is the experimental error variance) might well be unnecessarily high. We may then ask what
information can be obtained from the testing of a lesser number of combinations. We shall, in fact, find that information on main effects and interactions for all the 10 factors can be obtained under some mild assumptions from the testing of 512,256 , or perhaps even 128 of the total of 1024 combinations. The general process by which this is accomplished is known as fractional replication. The resulting design is called a fractional factorial design, which was introduced first by Finney (1945).

For an annotated bibliography of applications papers using some of the concepts developed in the following chapters, see Prvan and Street (2002).

### 13.2 SIMPLE EXAMPLE OF FRACTIONAL REPLICATION

We shall illustrate the concept of a fractional factorial design in terms of a simple, though somewhat unrealistic, example. Suppose we are testing three factors $A, B$, and $C$, each of two levels, and for some reason we are able to observe only four of the eight possible treatment combinations. Let these four treatment combinations be $a, b, c$, and $a b c$. The question then is: What information can we obtain from these four combinations? This question can be answered easily by referring to Table 13.1, which shows the relationship between the true yields of these four treatment combinations and the effects and interactions for the ordinary $2^{3}$ design. It shows that, for these four treatment combinations, $M$ and $\frac{1}{2} A B C$ have always the same sign, and so have $\frac{1}{2} A$ and $\frac{1}{2} B C, \frac{1}{2} B$ and $\frac{1}{2} A C, \frac{1}{2} C$, and $\frac{1}{2} A B$. It will therefore be impossible to separate the mean from the $A B C$ interaction, the $A$ effect from the $B C$ interaction, the $B$ effect from the $A C$ interaction, and the $C$ effect from the $A B$ interaction. In fact, we have the following four estimating relations:

$$
\begin{aligned}
& \frac{1}{4}(a+b+c+a b c) \text { estimates } M+\frac{1}{2} A B C \\
& \frac{1}{2}(a-b-c+a b c) \text { estimates } A+B C \\
& \frac{1}{2}(-a+b-c+a b c) \text { estimates } B+A B \\
& \frac{1}{2}(-a-b+c+a b c) \text { estimates } C+A B
\end{aligned}
$$

where $a, b, c, a b c$ are now the observed yields. We may say that, with these four observations only, $A$ is completely confounded with $B C$ because there is

Table 13.1 Relationship Between True Yields and Effects and Interactions for $\mathbf{2}^{3}$ Design

| True Yield | $M$ | $\frac{1}{2} A$ | $\frac{1}{2} B$ | $\frac{1}{2} A B$ | $\frac{1}{2} C$ | $\frac{1}{2} A C$ | $\frac{1}{2} B C$ | $\frac{1}{2} A B C$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a$ | + | + | - | - | - | - | + | + |
| $b$ | + | - | + | - | - | + | - | + |
| $c$ | + | - | - | + | + | - | - | + |
| $a b c$ | + | + | + | + | + | + | + | + |

no possibility of estimating $A$ alone and $B C$ alone but only their sum. We also express this by saying that $A$ is an alias of $B C$ (and vice versa) or that $A$ is aliased with $B C$. Similarly, $B$ is completely confounded with $A C, C$ with $A B$, and $M$ with $A B C$. This confounding, however, need not cause the experimenter any worry if he is prepared to assume that the interactions are negligible: Then the second, third, and fourth comparisons above may be used to estimate the three main effects, and the estimates are uncorrelated. In this simple example, there is not, of course, any possibility of estimating error variance, and we would not, generally, use this design for any practical purpose. It serves, however, to bring out the main idea of fractional replication, namely that a suitably chosen subset of the full factorial set can provide worthwhile information. The above example utilizes a $\frac{1}{2}$ replication of the $2^{3}$ system because we have tested only four of the eight combinations.

We could equally well have used the treatment combinations (1), $a b, a c$, and $b c$, and it may be verified that the estimating equations will be

$$
\begin{aligned}
& M-\frac{1}{2} A B C=\frac{1}{4}[(1)+a b+a c+b c] \\
& A-B C=\frac{1}{2}[-(1)+a b+a c-b c] \\
& B-A C=\frac{1}{2}[-(1)+a b-a c+b c] \\
& C-A B=\frac{1}{2}[-(1)-a b+a c-b c]
\end{aligned}
$$

The confounding among the mean, main effects, and interactions is the same as before, only the functions that can be estimated are different.

The dominant feature of this example is the choice of the interaction $A B C$ and the selection of either the treatments entering positively in this interaction or those entering negatively, or alternatively, either those that satisfy the equation

$$
x_{1}+x_{2}+x_{3}=1 \bmod 2
$$

or those satisfying the equation

$$
x_{1}+x_{2}+x_{3}=0 \bmod 2, \text { respectively }
$$

For most purposes we may disregard which half of the treatment combinations we choose because we shall always choose an interaction in such a way that those interactions that are confounded with the effects or interactions we wish to estimate are assumed on the basis of prior knowledge to be negligible.

If we use the equality sign to denote "confounded with," we may write the confounding relations above in the form:

$$
\begin{align*}
& A=B C \\
& B=A C  \tag{13.1}\\
& C=A B
\end{align*}
$$

and, if by convention we denote $M$ by $I$, also

$$
\begin{equation*}
I=A B C \tag{13.2}
\end{equation*}
$$

We note the equalities (13.1) are obtained from (13.2) by regarding the relationship (13.2) as an algebraic identity and $I$ as unity and using multiplication with the rule that the square of any letter is to be replaced by unity. Thus, (13.2) multiplied by $A$ gives

$$
A=A^{2} B C=B C
$$

when multiplied by $B$ gives

$$
B=A B^{2} C=A C
$$

and when multiplied by $C$ gives

$$
C=A B C^{2}=A B
$$

In Table 13.2 we show how this design and the alias structure can be obtained using SAS PROC FACTEX. We comment briefly on the input statements and the output:

1. The number of treatment combinations to be used can be specified either by "size design = \# of treatment combinations" or "size fraction = denominator of fraction."
2. The model can either be specified by listing the effects we wish to estimate or by giving the resolution of the design (see Section 13.3.2).
3. The factor confounding rule is equivalent to the defining relation in the sense that $C=A * B$ is formally identical to $C^{2}=A * B * C$ and $C^{2}=I$; operationally $C=A * B$ indicates how from a complete $2^{2}$ factorial the levels of the factor $C$ are obtained, namely by multiplying the levels of factors $A$ and $B$ into each other when the levels are denoted by -1 and +1 .

If, instead of $a, b, c, a b c$, we had chosen the treatment combinations that enter positively into $A B$, namely (1), $a b, c$, and $a b c$, we can obtain the confounding relationships formally by multiplying each effect or interaction into

$$
\begin{equation*}
I=A B \tag{13.3}
\end{equation*}
$$

Thus

$$
\begin{array}{r}
A=A^{2} B=B \\
C=A B C  \tag{13.4}\\
A C=A^{2} B C=B C
\end{array}
$$

Table 13.2 1/2 Fraction of $2^{3}$ Factorial With Defining Contrast $I=A B C$

```
    options nodate pageno=1;
proc factex;
factors A B C;
size design=4;
model est=(A B C);
examine design aliasing confounding;
title1 'TABLE 13.2';
title2 '1/2 FRACTION OF 2**3 FACTORIAL';
title3 'WITH DEFINING CONTRAST I=ABC';
run;
proc factex;
factors A B C;
size fraction=2;
model res=3;
examine design aliasing confounding;
run;
                                    The FACTEX Procedure
                                    Design Points
\begin{tabular}{rccr}
\begin{tabular}{l} 
Experiment \\
Number
\end{tabular} & A & B & C \\
1 & -1 & -1 & 1 \\
2 & -1 & 1 & -1 \\
3 & 1 & -1 & -1 \\
4 & 1 & 1 & 1
\end{tabular}
    Factor Confounding Rules
    C = A*B
```

Aliasing Structure
$A=B * C$
$B=A * C$
$C=A * B$

The equations (13.4) we interpret then by saying that $A$ and $B$ are confounded, $C$ and $A B C$ are confounded, and AC and $B C$ are confounded. Of course, (13.3) means that $M$ and $A B$ are confounded. Alternatively, we can say that with the four observations above we can only estimate $M+\frac{1}{2} A B, A+B, C+A B C$, and
$A C+B C$. This can be verified easily by using an argument similar to the one we used at the beginning of this section.

In each of these two examples we have used a $\frac{1}{2}$ replicate of the full set of factorial combinations. The information obtained from these two designs is quite different: If we can assume that the three factors do not interact, the first replicate is a satisfactory design (apart from the fact that no estimate of error can be made) because we can estimate each of the three main effects $A, B$, and $C$. In the second $\frac{1}{2}$ replicate, however, the effect $A$ is confounded with the effect $B$, and this is generally undesirable.

The crucial part of the specification of the design is clearly the choice of the relationship $I=A B C$ or $I=A B$. This relation is known as the defining relation or identity relationship. Once this relationship is chosen, we can specify the functions of the parameters that can be estimated, and the choice of an identity relationship is based on this fact. Thus, we would typically not use a relationship that results in confounding of main effects with each other.

In passing we note that the defining relation can be written in such a way that it identifies uniquely the two complimentary $\frac{1}{2}$ replicates, for example,

$$
I=+A B C, \quad \text { and } \quad I=-A B C
$$

the first denoting the $\frac{1}{2}$ replicate based on the treatment combinations entering positively into $A B C$, and the second based on those entering negatively into $A B C$. The specific form of the defining relation also tells us which functions of the parameters can be estimated; for example, $A+B C$ from the first and $A-B C$ from the second $\frac{1}{2}$ replicate. In either case, $A$ and $B C$ are confounded, and so forth. The totality of all confounding relationships is also referred to as the alias structure of the fractional factorial design.

### 13.3 FRACTIONAL REPLICATES FOR $2^{n}$ FACTORIAL DESIGNS

It is clear from the discussion in Section 13.2 that for a $\frac{1}{2}$ replicate of a $2^{n}$ factorial design will generally be determined by the identity relationship of the form

$$
\begin{equation*}
I=A_{1} A_{2} \cdots A_{n} \tag{13.5}
\end{equation*}
$$

so that main effects and low-order interactions are aliased with interactions of as high an order as possible. The actual choice of the specific $\frac{1}{2}$ replicate based on (13.5) is often made so that it contains the treatment combination $(0,0, \ldots, 0)$, which is often the control.

### 13.3.1 The $\frac{1}{2^{\ell}}$ Fraction

In a practical situation it may be that a $\frac{1}{2}$ replicate is still too large a fraction to be accommodated in a reasonable experimental design. Thus smaller fractions
may have to be considered, such as a $\frac{1}{2^{\ell}}$ fraction of a $2^{n}$ factorial design. We denote such a design by $2^{n-\ell}$. The treatment combinations of a $2^{n-\ell}$ design are obtained by specifying $\ell$ equations:

$$
\begin{gather*}
\alpha_{11} x_{1}+\alpha_{12} x_{2}+\cdots+\alpha_{1 n} x_{n}=\delta_{1} \\
\alpha_{21} x_{1}+\alpha_{22} x_{2}+\cdots+\alpha_{2 n} x_{n}=\delta_{2}  \tag{13.6}\\
\vdots \\
\alpha_{\ell 1} x_{1}+\alpha_{\ell 2} x_{2}+\cdots+\alpha_{\ell n} x_{n}=\delta_{\ell}
\end{gather*}
$$

where the $\boldsymbol{\alpha}_{i}^{\prime}=\left(\alpha_{i 1}, \alpha_{i 2}, \ldots, \alpha_{i n}\right)$ represent independent interactions $E^{\boldsymbol{\alpha}_{i}}(i=$ $1,2, \ldots, \ell)$ (see Section 8.2) and the $\delta_{i}(i=1,2, \ldots, \ell)$ are either 0 or 1 mod 2. It follows then that there are exactly $2^{n-\ell}$ treatment combinations that satisfy (13.6) and these constitute the specified $2^{n-\ell}$ fractional factorial. We note the following:

1. All treatment combinations satisfying (13.6) enter with the same sign into $E^{\alpha_{i}}(i=1,2, \ldots, \ell)$.
2. Any treatment combination that satisfies (13.6) also satisfies any linear combination of the equations in (13.6).
3. Because of conditions 1 and 2 all treatment combinations satisfying (13.6) also enter with the same sign into any GI of the $E^{\alpha_{i}}(i=1,2, \ldots, \ell)$.

It then follows that the $E^{\alpha_{i}}$ and all their GIs are confounded with (or inseparable from) the mean $M$, so that the identity relationship is then

$$
\begin{align*}
I & =E^{\boldsymbol{\alpha}_{1}}=E^{\boldsymbol{\alpha}_{2}}=E^{\boldsymbol{\alpha}_{1}+\boldsymbol{\alpha}_{2}}=E^{\boldsymbol{\alpha}_{3}}=E^{\boldsymbol{\alpha}_{1}+\boldsymbol{\alpha}_{3}}=E^{\boldsymbol{\alpha}_{2}+\boldsymbol{\alpha}_{3}} \\
& =E^{\boldsymbol{\alpha}_{1}+\boldsymbol{\alpha}_{2}+\boldsymbol{\alpha}_{3}}=\cdots=E^{\boldsymbol{\alpha}_{1}+\boldsymbol{\alpha}_{2}+\cdots+\boldsymbol{\alpha}_{\ell}} \tag{13.7}
\end{align*}
$$

that is, (13.7) contains $2^{\ell}-1$ interactions. The alias structure is obtained by taking an $E^{\boldsymbol{\beta}}$ not represented in (13.7) and multiplying it into each term in (13.7), that is, $E^{\boldsymbol{\beta}}$ is confounded with

$$
\begin{equation*}
E^{\boldsymbol{\alpha}_{1}+\boldsymbol{\beta}}, E^{\boldsymbol{\alpha}_{2}+\boldsymbol{\beta}}, E^{\boldsymbol{\alpha}_{1}+\alpha_{2}+\boldsymbol{\beta}}, E^{\boldsymbol{\alpha}_{3}+\boldsymbol{\beta}}, \ldots, E^{\boldsymbol{\alpha}_{1}+\boldsymbol{\alpha}_{2}+\ldots+\boldsymbol{\alpha}_{\ell}+\boldsymbol{\beta}} \tag{13.8}
\end{equation*}
$$

There are $s=2^{2-\ell}-1$ such interactions, say $E^{\boldsymbol{\beta}_{j}}(j=1,2, \ldots, s)$ and each is aliased with $s^{\ell}-1$ other interactions according to (13.8). We thus have the complete alias structure for the $2^{n-\ell}$ design based on (13.7).

It is, of course, clear from Eqs. (13.6) that there exist $2^{\ell}$ different fractions $2^{n-\ell}$ depending on the choice of the $\delta_{i}(i=1,2, \ldots, \ell)$. To specify which fraction we are choosing we may attach a plus or minus sign to the independent interactions $E^{\boldsymbol{\alpha}_{i}}(i=1,2, \ldots, \ell)$ so that $+E^{\boldsymbol{\alpha}_{i}}\left(-E^{\alpha_{i}}\right)$ means that we take all treatment combinations that enter positively (negatively) into $E^{\boldsymbol{\alpha}_{i}}$. Regardless of
what fraction we choose, as long as it is based on one of the possible sets of Eqs. (13.6), the alias structure remains the same, only the estimable linear functions of effects and interactions change.

To illustrate these concepts we consider the following example.
Example 13.1 Let $n=5$ and $\ell=2$, that is, we consider a $\frac{1}{4}$ replicate of a $2^{5}$ design or a $2^{5-2}$ design. We may specify (13.6) as

$$
\begin{aligned}
& x_{1}+x_{2}+x_{3}=0 \\
& x_{1} \quad+x_{4}+x_{5}=0
\end{aligned}
$$

which are satisfied by the treatment combinations
(1), bc, abd, acd, abe, ace, de, bcde

These treatment combinations also satisfy the equation

$$
x_{2}+x_{3}+x_{4}+x_{5}=0
$$

and, moreover, these treatment combinations enter negatively into $A B C$ and $A D E$ and hence positively into their GI $B C D E$. The identity relationship therefore is

$$
\begin{equation*}
I=-A B C=-A D E=+B C D E \tag{13.9}
\end{equation*}
$$

From (13.9) we then obtain the alias structure given in Table 13.3. It, together with (13.9), also shows which parametric functions are estimable, for example, $A-B C-D E+A B C D E$, which is defined as $\frac{1}{4}[a b d+a c d+a b e+$ ace $-(1)-b c-d e-b c d e]$. Had we selected the eight treatment combinations according to the equations

$$
\begin{aligned}
x_{1}+x_{2}+x_{3} & =1 \\
x_{1} & =0 \\
+x_{4}+x_{5} & =0 \\
x_{2}+x_{3}+x_{4}+x_{5} & =1
\end{aligned}
$$

Table 13.3 Alias Structure for $2^{5-2}$ Design

$$
\begin{aligned}
& A=B C=D E=B C D E \\
& B=A C=A B D E=C D E \\
& C=A B=A C D E=B D E \\
& D=A B C D=A E=B C E \\
& E=A B C E=A D=B C D \\
& B D=A C D=A B E=C E \\
& B E=A C E=A B D=C D
\end{aligned}
$$

that is,

$$
b, c, a d, a e, b d e, c d e, a b c e, a b c d
$$

the identity relationship would have been

$$
\begin{equation*}
I=A B C=-A D E=-B C D E \tag{13.10}
\end{equation*}
$$

From the alias structure given in Table 13.3 and from (13.10) we see that now, for example, $A+B C-D E-A B C D E$ is estimable.

Rather than specifying the identity relationship (13.7) by attaching plus or minus signs to the $E^{\alpha_{i}}$, we can indicate the specific fractional replicate by writing $E_{\delta_{i}}^{\alpha_{i}}$, where $\delta_{i}$ is the $i$ th right-hand side in (13.6), so that according to the definition of $E_{\delta_{i}}^{\alpha_{i}}$ given in Section 7.4 this implies that we select all treatment combinations that satisfy the equation

$$
\alpha_{i 1} x_{1}+\alpha_{i 2} x_{2}+\cdots+\alpha_{i n} x_{n}=\delta_{i}
$$

$(i=1,2, \ldots, \ell)$. We shall see that this notation is useful when we consider the $p^{n-\ell}$ system (see Section 13.5).

### 13.3.2 Resolution of Fractional Factorials

As has been mentioned earlier the value of fractional replication lies in the fact that often higher-order interactions are negligible. One would therefore consider fractions that result in the confounding of main effects and low-order interactions with higher-order interactions. The extent to which this is possible is expressed clearly by the form of the identity relationship. Basically, the minimum number of factors involved in an interaction included in the identity relationship determines the resolution of the design, that is, the extent to which main effects and loworder interactions are estimable under the assumption that certain higher-order interactions are negligible. Following the terminology introduced by Box and Hunter (1961a, 1961b), we distinguish between the following types of fractional replicates.

Resolution III Designs No main effect is confounded with another main effect, but main effects are confounded with 2-factor interactions.
Resolution IV Designs No main effect is confounded with another main effect or a 2-factor interaction, but 2-factor interactions are confounded with one another.
Resolution V Designs No main effect is confounded with another main effect or 2-factor interaction, and 2-factor interactions are confounded with 3factor interactions.

These definitions apply, strictly speaking, only to so-called regular fractional factorial designs for symmetrical factorials. A regular fraction is, for example, a $\frac{1}{2^{\ell}}$ of a $2^{n}$ factorial as compared to an irregular fraction such as a $\frac{3}{2^{\ell}}$ of a $2^{n}$ factorial (see, e.g., Addelman, 1961; Webb, 1971). A more general definition was given by Webb (1964).

Definition 13.1 A fractional factorial design is of resolution $(2 R+1)$ if it permits the estimation of all effects up to $R$-factor interactions assuming that all interactions involving more than $R$ factors are negligible ( $R=1,2, \ldots$ ). A design is of resolution $2 R$ if it permits the estimation of all effects up to $(R-1)$-factor interactions assuming that all interactions involving $(R+1)$ factors are negligible ( $R=2,3, \ldots$ ).

As a consequence of this definition, a resolution III design (i.e., $R=1$ ) permits the estimation of main effects assuming that all interactions are negligible, and a resolution IV design (i.e., $R=2$ ) permits the estimation of main effects assuming that all 3-factor and higher-order interactions are negligible. The design given in Example 13.1 is a resolution III design, which we indicate by calling it a $2_{\text {III }}^{5-2}$ design. Note also that the lowest order interaction in the identity relationship involves three factors or, using different terminology, the smallest word (i.e., interaction) contains three letters (i.e., factors). $\mathrm{A} 2_{\mathrm{IV}}^{n-\ell}$ is given in the following example.

Example 13.2 Let $n=6, \ell=2$, and

$$
\begin{equation*}
I=A B C D=C D E F=A B E F \tag{13.11}
\end{equation*}
$$

The 16 treatment combinations are obtained by solving the equations

$$
\begin{aligned}
& x_{1}+x_{2}+x_{3}+x_{4}=0 \\
& x_{3}+x_{4}+x_{5}+x_{6}=0
\end{aligned}
$$

It is clear from (13.11) that main effects are confounded with 3-factor interactions.
We can use SAS PROC FACTEX to generate this design. It is given in Table 13.4

The output shows that the defining relationship

$$
I=B C D E=A C D F=A B E F
$$

was used, which is of the same form as (13.11). As a consequence seven of the fifteen 2-factor interactions are confounded with one other 2-factor interaction and one 2-factor interaction is confounded with two other 2-factor interactions.

### 13.3.3 Word Length Pattern

In discussing the resolution of a fractional factorial design, we have referred to the interactions in the defining relationship as words, and the number of factors involved in an interaction is called the word length. Typically, a defining relationship contains several words of possibly different length. This is referred to as the word length pattern (WLP) of the defining relationship. A $2^{n-\ell}$ fraction may be constructed by using different defining relationships with different WLPs. More precisely, a defining relationship can be characterized with respect to its general properties by giving the distribution of words of different length. Denoting the number of words with in letters, that is, an $m$-factor interaction, by $L_{m}$, we denote the WLP of an identity relationship by

$$
\operatorname{WLP}\left(L_{3}, L_{4}, \ldots, L_{n}\right)
$$

We ignore designs with words of length 1 and 2 since they are obviously of no practical interest as the smallest $L_{m} \neq 0$ determines the resolution of the design. For a $2^{n-\ell}$ design we then have

$$
\sum_{m=3}^{n} L_{m}=2^{\ell}-1
$$

For the designs in Example 13.2 and in Table 13.4 we have $\operatorname{WLP}(0,3,0,0)$, and it is easy to see that this is the only possible WLP for a $2^{6-2}$ design.

### 13.3.4 Criteria for Design Selection

In general, however, there may be different WLPs for a $2_{R}^{n-\ell}$ design, that is, different identity relationships. In such situations the particular WLP can be used to distinguish among competing designs and select the one that is "best." And best in our context means the largest number of estimable, that is, unconfounded, effects or interactions. For example, for a resolution III we would like the number of main effects that are confounded with 2 -factor interactions as small as possible, or expressed differently, the number of main effects not confounded with 2-factor interactions as large as possible. For a resolution IV design we would like to have as few 2-factor interactions confounded with each other. Wu and Chen (1992) called a main effect or 2-factor interaction clear if none of its aliases are main effects or 2-factor interactions, and strongly clear if none of its aliases are main effects, 2-factor interactions or 3-factor interactions (see also Wu and Hamada, 2000).

Another criterion to distinguish among competing designs with maximum possible resolution, $R_{\max }$ say, was introduced by Fries and Hunter (1980).

Table 13.4 $\mathbf{1} / 4$ Replicate of $\mathbf{2}^{\mathbf{6}}$ Factorial of Resolution IV

```
options nodate pageno=1;
proc factex;
factors A B C D E F;
size fraction=4;
model res=4;
examine design aliasing confounding;
title1 'TABLE 13.4';
title2 '1/4 REPLICATE OF 2**6 FACTORIAL';
title3 'OF RESOLUTION IV';
run;
                                    The FACTEX Procedure
                                    Design Points
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multicolumn{7}{|l|}{Experiment} \\
\hline Number & A & B & C & D & E & F \\
\hline 1 & -1 & -1 & -1 & -1 & -1 & -1 \\
\hline 2 & -1 & -1 & -1 & 1 & 1 & 1 \\
\hline 3 & -1 & -1 & 1 & -1 & 1 & 1 \\
\hline 4 & -1 & -1 & 1 & 1 & -1 & -1 \\
\hline 5 & -1 & 1 & -1 & -1 & 1 & -1 \\
\hline 6 & -1 & 1 & -1 & 1 & -1 & 1 \\
\hline 7 & -1 & 1 & 1 & -1 & -1 & 1 \\
\hline 8 & -1 & 1 & 1 & 1 & 1 & -1 \\
\hline 9 & 1 & -1 & -1 & -1 & -1 & 1 \\
\hline 10 & 1 & -1 & -1 & 1 & 1 & -1 \\
\hline 11 & 1 & -1 & 1 & -1 & 1 & -1 \\
\hline 12 & 1 & -1 & 1 & 1 & -1 & 1 \\
\hline 13 & 1 & 1 & -1 & -1 & 1 & 1 \\
\hline 14 & 1 & 1 & -1 & 1 & -1 & -1 \\
\hline 15 & 1 & 1 & 1 & -1 & -1 & -1 \\
\hline 16 & 1 & 1 & 1 & 1 & 1 & 1 \\
\hline
\end{tabular}
            Factor Confounding Rules
                E = B*C*D
                    F = A*C*D
```

Aliasing Structure
A
B
C
D
E
F

Table 13.4 (Continued)

```
A*B = E*F
A*C = D*F
A*D = C*F
A*E = B*F
A*F = B*E = C*D
B*C = D*E
B*D = C*E
```

Suppose we have two competing $2^{n-\ell}$ designs, $D_{1}$ and $D_{2}$ say, of maximum resolution and suppose that the WLP are given as

$$
D_{1}: \operatorname{WLP}\left(L_{3}, L_{4}, \ldots, L_{n}\right)
$$

and

$$
D_{2}: \operatorname{WLP}\left(L_{3}^{\prime}, L_{4}^{\prime}, \ldots, L_{n}^{\prime}\right)
$$

Consider then the first $i$ for which $L_{i} \neq L_{i}^{\prime}\left(R_{\max } \leq i \leq n\right)$. If $L_{i}<L_{i}^{\prime}$, then $D_{1}$ is said to have less aberration than $D_{2}$, otherwise $D_{2}$ has less aberration. Among all competing designs the one with the smallest $L_{i}$ is said to be the minimum aberration design.

As an illustration of these concepts, we consider the following example.
Example 13.3 Let $n=8, \ell=3$, and $R=\mathrm{IV}$; that is, we are interested in a $2_{\mathrm{IV}}^{8-3}$ design consisting of 32 runs.

Design 1

$$
\begin{aligned}
I & =A B C D E F=C D E G=A B F G \\
& =B D E H=A C F H=B C G H=A D E F G H
\end{aligned}
$$

with $\operatorname{WLP}(0,5,0,2,0,0$,$) . This design, as constructed by SAS PROC FACTEX,$ is given in Table 13.5. Inspection of the alias structure shows that all main effects are clear, but not strongly clear. Also, only 4 of the 28 two-factor interactions are clear (actually, strongly clear), all other 2-factor interactions are confounded with other 2-factor interactions.

Design 2

$$
\begin{aligned}
I & =C D E F=A B D E G=A B C F G \\
& =A B C E H=A B D F H=C D G H=E F G H
\end{aligned}
$$

with $\operatorname{WLP}(0,3,4,0,0,0)$. This design, given in Table 13.6, was constructed by SAS PROC FACTEX using the option "minabs" to produce a minimum

Table $13.5 \mathbf{1}$ 1/8th Fraction of the $\mathbf{2}^{\mathbf{8}}$ Factorial of Resolution IV

```
options nodate pageno=1;
proc factex;
factors A B C D E F G H;
size design=32;
model res=4;
examine design aliasing confounding;
title1 'TABLE 13.5';
title2 'l/8TH FRACTION OF THE 2**8 FACTORIAL';
title3 'OF RESOLUTION IV';
run;
```

The FACTEX Procedure
Design Points

Experiment
$\begin{array}{lllllllll}\text { Number } & \text { A } & \text { B } & \text { C } & \text { D } & \text { E } & \text { F } & \text { G }\end{array}$

| 1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | -1 | -1 | -1 | -1 | 1 | 1 | 1 | 1 |
| 3 | -1 | -1 | -1 | 1 | -1 | 1 | 1 | 1 |
| 4 | -1 | -1 | -1 | 1 | 1 | -1 | -1 | -1 |
| 5 | -1 | -1 | 1 | -1 | -1 | 1 | 1 | -1 |
| 6 | -1 | -1 | 1 | -1 | 1 | -1 | -1 | 1 |
| 7 | -1 | -1 | 1 | 1 | -1 | -1 | -1 | 1 |
| 8 | -1 | -1 | 1 | 1 | 1 | 1 | 1 | -1 |
| 9 | -1 | 1 | -1 | -1 | -1 | 1 | -1 | 1 |
| 10 | -1 | 1 | -1 | -1 | 1 | -1 | 1 | -1 |
| 11 | -1 | 1 | -1 | 1 | -1 | -1 | 1 | -1 |
| 12 | -1 | 1 | -1 | 1 | 1 | 1 | -1 | 1 |
| 13 | -1 | 1 | 1 | -1 | -1 | -1 | 1 | 1 |
| 14 | -1 | 1 | 1 | -1 | 1 | 1 | -1 | -1 |
| 15 | -1 | 1 | 1 | 1 | -1 | 1 | -1 | -1 |
| 16 | -1 | 1 | 1 | 1 | 1 | -1 | 1 | 1 |
| 17 | 1 | -1 | -1 | -1 | -1 | 1 | -1 | -1 |
| 18 | 1 | -1 | -1 | -1 | 1 | -1 | 1 | 1 |
| 19 | 1 | -1 | -1 | 1 | -1 | -1 | 1 | 1 |
| 20 | 1 | -1 | -1 | 1 | 1 | 1 | -1 | -1 |
| 21 | 1 | -1 | 1 | -1 | -1 | -1 | 1 | -1 |
| 22 | 1 | -1 | 1 | -1 | 1 | 1 | -1 | 1 |
| 23 | 1 | -1 | 1 | 1 | -1 | 1 | -1 | 1 |
| 24 | 1 | -1 | 1 | 1 | 1 | -1 | 1 | -1 |
| 25 | 1 | 1 | -1 | -1 | -1 | -1 | -1 | 1 |
| 26 | 1 | 1 | -1 | -1 | 1 | 1 | 1 | -1 |
| 27 | 1 | 1 | -1 | 1 | -1 | 1 | 1 | -1 |
| 28 | 1 | 1 | -1 | 1 | 1 | -1 | -1 | 1 |
| 29 | 1 | 1 | 1 | -1 | -1 | 1 | 1 | 1 |
| 30 | 1 | 1 | 1 | -1 | 1 | -1 | -1 | -1 |
| 31 | 1 | 1 | 1 | 1 | -1 | -1 | -1 | -1 |
| 32 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

Table 13.5 (Continued)

```
Factor Confounding Rules
    F = A*B*C*D*E
    G = C*D*E
    H = B*D*E
```

Aliasing Structure
A
B
C
D
E
F
G
H
$A * B=F * G$
$A * C=F * H$
$A * D$
A*E
$A * F=B * G=C * H$
$A * G=B * F$
$A * H=C * F$
$B * C=G * H$
$B * D=E * H$
$B * E=D * H$
$B * H=C * G=D * E$
$C * D=E * G$
$C * E=D * G$
D*F
E*F
aberration design ( $L_{4}=3$ in $D_{2}$ vs. $L_{4}=5$ in $D_{1}$ ). All main effects are clear, of course, but only $A$ and $B$ are strongly clear. Now thirteen 2 -factor interactions are clear, but none of them are strongly clear.

Intuitively, minimum aberration designs should be the best designs with respect to the estimation of 2 -factor interactions. However, Wu and Hamada (2000) in their listing of useful $2^{n-\ell}$ designs give a few examples of resolution IV designs, where a judicious choice of the identity relationship leads to a design with more clear 2-factor interactions than the corresponding minimum aberration design (see also Wu and $\mathrm{Wu}, 2002$ ). Hence, both concepts should be used when selecting a design for a particular application.

Still other criteria have been introduced to further enable the search for and study of the properties of "desirable" designs, such as estimation capacity (Cheng, Steinberg, and Sun, 1999) and estimation index (Chen and Cheng, 2004). In

Table 13.6 1/8th Fraction of the $\mathbf{2}^{\mathbf{8}}$ Factorial of Resolution IV and Minimum Aberration

```
options nodate pageno=1;
proc factex;
factors A B C D E F G H;
size design=32;
model res=4/minabs;
examine design aliasing confounding;
title1 'TABLE 13.6';
title2 '1/8TH FRACTION OF THE 2**8 FACTORIAL';
title3 'OF RESOLUTION IV AND MINIMUM ABERRATION';
run;
```

The FACTEX Procedure

Design Points

Experiment
$\begin{array}{lllllllll}\text { Number } & \text { A } & \text { B } & \text { C } & \text { D } & \text { E } & \text { F } & \text { G } & \text { H }\end{array}$

| 1 | -1 | -1 | -1 | -1 | -1 | -1 | 1 | 1 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | -1 | -1 | -1 | -1 | 1 | 1 | -1 | -1 |
| 3 | -1 | -1 | -1 | 1 | -1 | 1 | -1 | 1 |
| 4 | -1 | -1 | -1 | 1 | 1 | -1 | 1 | -1 |
| 5 | -1 | -1 | 1 | -1 | -1 | 1 | 1 | -1 |
| 6 | -1 | -1 | 1 | -1 | 1 | -1 | -1 | 1 |
| 7 | -1 | -1 | 1 | 1 | -1 | -1 | -1 | -1 |
| 8 | -1 | -1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 9 | -1 | 1 | -1 | -1 | -1 | -1 | -1 | -1 |
| 10 | -1 | 1 | -1 | -1 | 1 | 1 | 1 | 1 |
| 11 | -1 | 1 | -1 | 1 | -1 | 1 | 1 | -1 |
| 12 | -1 | 1 | -1 | 1 | 1 | -1 | -1 | 1 |
| 13 | -1 | 1 | 1 | -1 | -1 | 1 | -1 | 1 |
| 14 | -1 | 1 | 1 | -1 | 1 | -1 | 1 | -1 |
| 15 | -1 | 1 | 1 | 1 | -1 | -1 | 1 | 1 |
| 16 | -1 | 1 | 1 | 1 | 1 | 1 | -1 | -1 |
| 17 | 1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 |
| 18 | 1 | -1 | -1 | -1 | 1 | 1 | 1 | 1 |
| 19 | 1 | -1 | -1 | 1 | -1 | 1 | 1 | -1 |
| 20 | 1 | -1 | -1 | 1 | 1 | -1 | -1 | 1 |
| 21 | 1 | -1 | 1 | -1 | -1 | 1 | -1 | 1 |
| 22 | 1 | -1 | 1 | -1 | 1 | -1 | 1 | -1 |
| 23 | 1 | -1 | 1 | 1 | -1 | -1 | 1 | 1 |
| 24 | 1 | -1 | 1 | 1 | 1 | 1 | -1 | -1 |
| 25 | 1 | 1 | -1 | -1 | -1 | -1 | 1 | 1 |
| 26 | 1 | 1 | -1 | -1 | 1 | 1 | -1 | -1 |
| 27 | 1 | 1 | -1 | 1 | -1 | 1 | -1 | 1 |
| 28 | 1 | 1 | -1 | 1 | 1 | -1 | 1 | -1 |
| 29 | 1 | 1 | 1 | -1 | -1 | 1 | 1 | -1 |
| 30 | 1 | 1 | 1 | -1 | 1 | -1 | -1 | 1 |
| 31 | 1 | 1 | 1 | 1 | -1 | -1 | -1 | -1 |
| 32 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

Table 13.6 (Continued)

```
Aliasing Structure
A
B
C
D
E
F
G
H
A*B
A*C
A*D
A*E
A*F
A*G
A*H
B*C
B*D
B*E
B*F
B*G
B*H
C*D = E*F = G*H
C*E = D*F
C*F = D*E
C*G = D*H
C*H}=\mp@subsup{D}{}{*}
E*G = F*H
E*H}=F*
```

Factor Confounding Rules
$\mathrm{F}=\mathrm{C} * \mathrm{D} * \mathrm{E}$
$\mathrm{G}=\mathrm{A} * \mathrm{~B} * \mathrm{D} * \mathrm{E}$
$H=A * B * C * E$
many cases application of these criteria leads to the same design. For a detailed discussion of the relationship among these criteria, we refer the reader to Chen and Cheng (2004).

### 13.4 FRACTIONAL REPLICATES FOR $3^{n}$ FACTORIAL DESIGNS

The basic ideas for the $2^{n-\ell}$ design can be extended easily to the $3^{n-\ell}$ design, that is, the $\frac{1}{3^{\ell}}$ fraction of the $3^{n}$ factorial. To obtain the treatment combinations
for such a fraction we have to specify an identity relationship containing $\ell$ independent interactions. If we denote these interactions by $E^{\boldsymbol{\alpha}_{1}}, E^{\boldsymbol{\alpha}_{2}}, \ldots, E^{\boldsymbol{\alpha}_{\ell}}$, we can then write

$$
\begin{equation*}
\boldsymbol{I}=E_{\delta_{1}}^{\boldsymbol{\alpha}_{1}}=E_{\delta_{2}}^{\boldsymbol{\alpha}_{2}}=\cdots=E_{\delta_{\ell}}^{\boldsymbol{\alpha}_{\ell}} \tag{13.12}
\end{equation*}
$$

The treatment combinations are obtained by solving the equations $(\bmod 3)$

$$
\begin{gather*}
\alpha_{11} x_{1}+\alpha_{12} x_{2}+\cdots+\alpha_{1 n} x_{n}=\delta_{1} \\
\alpha_{21} x_{1}+\alpha_{22} x_{2}+\cdots+\alpha_{2 n} x_{n}=\delta_{2}  \tag{13.13}\\
\vdots \\
\alpha_{\ell 1} x_{1}+\alpha_{\ell 2} x_{2}+\cdots+\alpha_{\ell n} x_{n}=\delta_{\ell}
\end{gather*}
$$

For any choice of $\delta_{1}, \delta_{2}, \ldots, \delta_{\ell}$ there will be exactly $3^{n-\ell}$ treatment combinations satisfying (13.13). Each such set, and there will be $3^{\ell}$ possible sets, constitutes a $3^{n-\ell}$ fractional factorial. If, for some reason, we want the fraction to contain the "control," that is, the treatment combination $(0,0, \ldots, 0)$, then we choose $\delta_{1}=\delta_{2}=\cdots=\delta_{\ell}=0$.

We know, of course, that any treatment combination $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{\prime}$ satisfying Eqs. (13.13), that is, $\boldsymbol{\alpha}_{i}^{\prime} \boldsymbol{x}=\delta_{i}(i=1,2, \ldots, \ell)$, also satisfies the equations

$$
\begin{equation*}
\left(\sum_{i=1}^{\ell} \lambda_{i} \boldsymbol{\alpha}_{i}\right)^{\prime} \boldsymbol{x}=\sum_{i=1}^{\ell} \lambda_{i} \delta_{i} \tag{13.14}
\end{equation*}
$$

where $\lambda_{i}=0,1,2(i=1,2, \ldots, \ell)$. For a given set of $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{\ell}$ (not all zero) let us denote $\sum \lambda_{i} \boldsymbol{\alpha}_{i}$ by $\boldsymbol{\alpha}^{*}$ and $\sum \lambda_{i} \delta_{i}$ by $\delta^{*}$. Thus (13.14) becomes

$$
\begin{equation*}
\left(\boldsymbol{\alpha}^{*}\right)^{\prime} \boldsymbol{x}=\delta^{*} \tag{13.15}
\end{equation*}
$$

Each $\boldsymbol{\alpha}^{*}$ corresponds to an effect $E^{\boldsymbol{\alpha}^{*}}$ and the treatment combinations satisfying (13.15) belong to the component $E_{\delta^{*}}^{\alpha^{*}}$ with $\delta^{*}=0,1,2$. It is not difficult to see that, using our convention that the first nonzero element in $\boldsymbol{\alpha}^{*}$ is equal to one, there are altogether $\left(3^{\ell}-1\right) / 2$ such $\boldsymbol{\alpha}^{*}$ including $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \ldots, \boldsymbol{\alpha}_{\ell}$. And it is obvious that the $\boldsymbol{\alpha}^{*}$ other than $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \ldots, \boldsymbol{\alpha}_{\ell}$ correspond to all possible GIs among $E^{\boldsymbol{\alpha}_{1}}, E^{\boldsymbol{\alpha}_{2}}, \ldots, E^{\boldsymbol{\alpha}_{\ell}}$. Hence the complete identity relationship is obtained by adding to (13.12) all the GIs, that is,

$$
\begin{align*}
\boldsymbol{I} & =E_{\delta_{1}}^{\boldsymbol{\alpha}_{1}}=E_{\delta_{2}}^{\boldsymbol{\alpha}_{2}}=\cdots=E_{\delta_{\ell}}^{\boldsymbol{\alpha}_{\ell}}=E_{\delta_{1}+\delta_{2}}^{\boldsymbol{\alpha}_{1}+\boldsymbol{\alpha}_{2}} \\
& =E_{\delta_{1}+2 \delta_{2}}^{\boldsymbol{\alpha}_{1}+2 \boldsymbol{\alpha}_{2}}=\cdots=E_{\delta_{1}+2 \delta_{2}+\ldots+2 \delta_{\ell}}^{\boldsymbol{\alpha}_{1}+2 \boldsymbol{\alpha}_{2}+\ldots+2 \boldsymbol{\alpha}_{\ell}} \tag{13.16}
\end{align*}
$$

In order to obtain the treatment combinations for the $3^{n-\ell}$ design, we need to know only (13.12) and solve Eqs. (13.13), but in order to obtain the alias structure we need to use the entire set of interactions in the identity relationship as given in (13.16). Suppose $E^{\boldsymbol{\beta}}$ is an effect not contained in (13.16). We know that because of orthogonality (see Chapter 10) exactly $\frac{1}{3}$ of the treatment combinations satisfying (13.13) also satisfy the equation

$$
\begin{equation*}
\beta_{1} x_{1}+\beta_{2} x_{2}+\cdots+\beta_{n} x_{n}=\delta \tag{13.17}
\end{equation*}
$$

for $\delta=0,1,2$ and each treatment combination satisfies only one of the three equations. Then $E^{\boldsymbol{\beta}}$ is defined, as with the full set of $3^{n}$ treatment combinations, by contrasts of the form

$$
\begin{equation*}
c_{0} E_{0}^{\beta}+c_{1} E_{1}^{\beta}+c_{2} E_{2}^{\beta} \tag{13.18}
\end{equation*}
$$

with $c_{0}+c_{1}+c_{2}=0$, where $E_{\delta}^{\beta}$ is obtained (apart from the overall mean) from the $3^{n-\ell-1}$ treatment combinations satisfying (13.17) for $\delta=0,1,2$. Let us take now any of the interactions in (13.16), say $E_{\delta_{i}}^{\boldsymbol{\alpha}_{i}}$, and consider the GI between $E^{\boldsymbol{\beta}}$ and $E^{\alpha_{i}}$, denoted by $E^{\beta+\alpha_{i}}$. A contrast belonging to this effect is given by

$$
c_{0} \boldsymbol{E}_{0}^{\boldsymbol{\beta}+\boldsymbol{\alpha}_{i}}+c_{1} \boldsymbol{E}_{1}^{\boldsymbol{\beta}+\boldsymbol{\alpha}_{i}}+c_{2} \boldsymbol{E}_{2}^{\boldsymbol{\beta}+\boldsymbol{\alpha}_{i}}
$$

where the leading mean in $E_{\delta}^{\boldsymbol{\beta}+\boldsymbol{\alpha}_{i}}$ is obtained from the treatment combinations satisfying

$$
\begin{equation*}
\left(\beta_{1}+\alpha_{i 1}\right) x_{1}+\left(\beta_{2}+\alpha_{i 2}\right) x_{2}+\cdots+\left(\beta_{n}+\alpha_{i n}\right) x_{n}=\delta \tag{13.19}
\end{equation*}
$$

We know that

$$
\begin{equation*}
\alpha_{i 1} x_{1}+\alpha_{i 2} x_{2}+\cdots+\alpha_{i n} x_{n}=\delta_{i} \tag{13.20}
\end{equation*}
$$

Substituting (13.20) in (13.19) yields

$$
\beta_{1} x_{1}+\beta_{2} x_{2}+\cdots+\beta_{n} x_{n}=\delta-\delta_{i}
$$

Now $\delta-\delta_{i}$ takes on the values $0,1,2(\bmod 3)$, and it is therefore obvious that a contrast belonging to $E^{\boldsymbol{\beta}}$ is also a contrast belonging to $E^{\boldsymbol{\beta}+\boldsymbol{\alpha}_{i}}$, that is, $E^{\boldsymbol{\beta}}$ and $E^{\alpha_{i}}$ are confounded. The same argument holds for the other GI between $E^{\boldsymbol{\beta}}$ and $E^{\boldsymbol{\alpha}_{i}}$, namely $E^{\boldsymbol{\beta}+2 \boldsymbol{\alpha}_{i}}$. This then explains how we use (13.16) to obtain the alias structure for the $3^{n-\ell}$ design: Any effect $E^{\boldsymbol{\beta}}$ not in (13.16) is confounded with all GIs obtained by formally multiplying $E^{\beta}$ into $E^{\gamma}$ and $E^{2 \gamma}$ where $E^{\gamma}$ is any effect listed in (13.16), that is, $E^{\boldsymbol{\beta}}$ is confounded with $E^{\boldsymbol{\beta}+\boldsymbol{\gamma}}$ and $E^{\boldsymbol{\beta}+2 \boldsymbol{\gamma}}$. We illustrate this below.

Example 13.4 Consider the $3^{4-2}$ design with the identity relationship given by

$$
\begin{equation*}
I=A B C_{0}^{2}=A C D_{0}=A B^{2} D_{0}^{2}=B C D_{0}^{2} \tag{13.21}
\end{equation*}
$$

where $A B C^{2}$ and $A C D$ are the two independent interactions of (13.12) and $A B^{2} D^{2}, B C D^{2}$ are their GIs. The treatment combinations are obtained from the equations

$$
\begin{aligned}
& x_{1}+x_{2}+2 x_{3}=0 \\
& x_{1}+x_{3}+x_{4}=0
\end{aligned}
$$

They are

| 0000 | 0112 | 0221 |
| :---: | :---: | :---: |
| 1011 | 1120 | 1202 |
| 2022 | 2101 | 2210 |

The alias structure is given by multiplying each effect not contained in (13.21) into each interaction in (13.21) and its square (ignoring the subscripts). We obtain (using reduction $\bmod 3$ ):

$$
\begin{aligned}
A & =A\left(A B C^{2}\right)=A\left(A B C^{2}\right)^{2}=A(A C D)=A(A C D)^{2} \\
& =A\left(A B^{2} D^{2}\right)=A\left(A B^{2} D^{2}\right)^{2}=A\left(B C D^{2}\right)=A\left(B C D^{2}\right)^{2} \\
& =A B^{2} C=B C^{2}=A C^{2} D^{2}=C D=A B D=B D=A B C D^{2}=A B^{2} C^{2} D
\end{aligned}
$$

Similarly

$$
\begin{aligned}
B= & A B^{2} C^{2}=A C^{2}=A B C D=A B^{2} C D=A D^{2}=A B D^{2} \\
& =B C^{2} D=C D^{2} \\
C= & A B=A B C=A C^{2} D=A D=A B^{2} C D^{2}=A B^{2} C^{2} D^{2} \\
& =B C^{2} D^{2}=B D^{2} \\
D= & A B C^{2} D=A B C^{2} D^{2}=A C D^{2}=A C=A B^{2}=A B^{2} D \\
& =B C=B C D
\end{aligned}
$$

Together with the effects in (13.21) these account for all the effects of a $3^{4}$ factorial. We recognize, of course, that this design is a resolution III design, which allows the estimation of all main effects only if all interactions are negligible.

An equivalent design, using SAS PROC FACTEX, is given in Table 13.7.
The factor confounding rule states that the levels of $C$ are obtained as twice the levels of $A$ plus twice the levels of $B$, and that the levels of $D$ are obtained as the levels of $A$ plus twice the levels of $B$ and reduction $\bmod 3$. The output shows

Table $13.7 \quad \mathbf{1} / 9$ Fraction of the $\mathbf{3}^{4}$ Factorial of Resolution III

```
options nodate pageno=1;
proc factex;
factors A B C D/nlev=3;
size fraction=9;
model res=3;
examine design aliasing confounding;
title1 'TABLE 13.7';
title2 '1/9 FRACTION OF THE 3**4 FACTORIAL';
title3 'OF RESOLUTION III';
run;
```



Aliasing Structure

```
    A = (2*B) + (2*C) = B + D = C + (2*D)
(2*A) = B + C = (2*B) + (2*D) = (2*C) + D
    B = (2*A) + (2*C) = A + (2*D) = C + D
(2*B)=A + C = (2*A) + D = (2*C) + (2*D)
    C = (2*A) + (2*B) = A + D = B + (2*D)
(2*C)=A + B = (2*A) + (2*D) = (2*B) + D
    D = A + (2*B) = (2*A) + C = B + (2*C)
(2*D) = (2*A) + B = A + (2*C) = (2*B) +C
```

that the levels of $C$ are indeed computed in this fashion, but the levels of $D$ are obtained by subtracting 1 from the results of the rule given above (presumably this is done to include the control in the fraction). The alias structure shows that, just as in Example 13.4, the main effect $A$ is confounded with 2 d.f. of each of the 2-factor interactions $B \times C, B \times D$, and $C \times D$ (and higher-order interactions).

The notions of clear effects and minimum aberration design can be carried over in an obvious fashion to $3^{n-\ell}$ designs. A listing of useful designs is given by Wu and Hamada (2000).

### 13.5 GENERAL CASE OF FRACTIONAL REPLICATION

### 13.5.1 Symmetrical Factorials

From our discussion above it is quite obvious how the concept of fractional replication can be extended to the general case, that is, to the $1 / s^{\ell}$ fraction of the $s^{n}$ factorial where $s$ is a prime or prime power. All we need to do is specify $\ell$ independent interactions, say $E^{\boldsymbol{\alpha}_{1}}, E^{\boldsymbol{\alpha}_{2}}, \ldots, E^{\boldsymbol{\alpha}_{\ell}}$ and the $s^{n-\ell}$ treatment combinations are then obtained by solving the $\ell$ equations

$$
\alpha_{i 1} x_{1}+\alpha_{i 2} x_{2}+\cdots+\alpha_{i n} x_{n}=\delta_{i}(i=1,2, \ldots, \ell)
$$

where $\alpha_{i j}, x_{j}, \delta_{i}$ are elements in $\operatorname{GF}(s)(i=1,2, \ldots, \ell ; j=1,2, \ldots, n)$. The identity relationship is given by

$$
\begin{align*}
I & =E^{\boldsymbol{\alpha}_{1}}=E^{\boldsymbol{\alpha}_{2}}=\cdots=E^{\boldsymbol{\alpha}_{\ell}}=E^{\boldsymbol{\alpha}_{1}+\boldsymbol{\alpha}_{2}}=E^{\boldsymbol{\alpha}_{1}+u_{2} \boldsymbol{\alpha}_{2}} \\
& =\cdots=E^{\boldsymbol{\alpha}_{1}+u_{s-1} \boldsymbol{\alpha}_{2}}=\cdots=E^{\boldsymbol{\alpha}_{1}+u_{s-1} \boldsymbol{\alpha}_{2}+\cdots+u_{s-1} \boldsymbol{\alpha}_{\ell}} \tag{13.22}
\end{align*}
$$

[ $\left.u_{j} \in \mathrm{GF}(s)\right]$ that is, (13.22) contains the $\ell$ independent interactions and all their GIs. It follows then that an effect $E^{\boldsymbol{\alpha}}$ is aliased with all the GIs between $E^{\boldsymbol{\alpha}}$ and the interactions in (13.22).

### 13.5.2 Asymmetrical Factorials

The basic ideas of fractional replication for symmetrical factorial experiments as presented above can be extended and applied also to asymmetrical factorials. Suppose we want to choose a fraction of an $s_{1}^{n_{1}} \times s_{2}^{n_{2}} \times \cdots \times s_{1}^{n_{q}}$ factorial. An obvious and easy method would be to consider a $1-i n-s_{1}^{\ell_{1}} s_{2}^{\ell_{2}}, \ldots, s_{q}^{\ell_{q}}$ replicate consisting of $s_{1}^{n_{1}-\ell_{1}}, s_{2}^{n_{2}-\ell_{2}}, \ldots, s_{q}^{n_{q}-\ell_{q}}$ treatment combinations. The idea, of course, is to consider each of the $q$ symmetrical component systems separately, obtain a $1 / s_{i}^{\ell_{i}}$ fraction of the $s_{i}^{n_{i}}$ factorial $(i=1,2, \ldots, q)$ and then combine those fractions as a Kronecker product design. More specifically, let $\boldsymbol{x}_{i}=\left(\boldsymbol{x}_{i 1}, \boldsymbol{x}_{i 2}, \ldots, \boldsymbol{x}_{i v_{i}}\right)^{\prime}$ denote the $\nu_{i}=s_{i}^{n-\ell_{i}}$ treatment combinations for the fractional factorial design of the $s_{i}^{n_{i}}$ factorial, abbreviated $\operatorname{FFD}\left(s_{i}, n_{i}, \ell_{i}\right)$, for $i=1,2, \ldots, q$, with $\boldsymbol{x}_{i j}=\left(x_{i j 1}, x_{i j 2}, \ldots, x_{i j n_{i}}\right)^{\prime}$ and $x_{i j k}$ the level of the $k$ th factor in the $j$ th treatment combination of $\operatorname{FFD}\left(s_{i}, n_{i}, \ell_{i}\right)$. Then the treatment combinations for the fractional replicate of the asymmetrical factorial $s_{1}^{n_{1}} \times s_{2}^{n_{2}} \times$ $\cdots \times s_{q}^{n_{q}}$ are given by the symbolic direct product (see Section 11.4.1) $\boldsymbol{x}_{1} \otimes \boldsymbol{x}_{2} \otimes$ $\cdots \otimes \boldsymbol{x}_{q}$. Symbolically, we may write this also as $\prod_{i=1}^{q} \times \operatorname{FFD}\left(s_{i}, n_{i}, \ell_{i}\right)$.

Now each FFD $\left(s_{i}, n_{i}, \ell_{i}\right)$ is based on an identity relationship, $I_{i}$ say, containing $\ell_{i}$ independent interactions and all their GI's. Thus $I_{i}$ determines the alias structure for $\operatorname{FFD}\left(s_{i}, n_{i}, \ell_{i}\right)$ involving the $n_{i}$ factors in the $s_{i}^{n_{i}}$ factorial. We simply apply the rules given above. In addition, we have confounding among mixed interactions, that is, interactions involving factors from different symmetrical factorials. We note here that the alias structure for mixed interactions may be more advantageous than those for interactions in the symmetrical component systems, advantageous in the sense of being confounded with higher-order interactions that may be assumed negligible.

We shall illustrate these ideas with the following example.
Example 13.5 Consider a $\frac{1}{6}$ replicate of the $2^{3} \times 3^{3}$ factorial; that is, $q=2$, $s_{1}=2, n_{1}=3, \ell_{1}=1, s_{2}=3, n_{2}=3, \ell_{2}=1$. Let $A_{1}, A_{2}, A_{3}$ and $B_{1}, B_{2}, B_{3}$ denote the factors for the two symmetrical component systems, respectively. To obtain $\operatorname{FFD}(2,3,1)$ we use

$$
I_{1}=\left(A_{1} A_{2} A_{3}\right)_{0}
$$

and for $\operatorname{FFD}(3,3,1)$ we use

$$
I_{2}=\left(B_{1} B_{2} B_{3}^{2}\right)_{0}
$$

It follows that

$$
\boldsymbol{x}_{1}=\left(\begin{array}{lll}
0 & 0 & 0 \\
1 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 1
\end{array}\right)
$$

and

$$
\boldsymbol{x}_{2}=\left(\begin{array}{lll}
0 & 0 & 0 \\
1 & 2 & 0 \\
2 & 1 & 0 \\
0 & 1 & 1 \\
1 & 0 & 1 \\
2 & 2 & 1 \\
0 & 2 & 2 \\
1 & 1 & 2 \\
2 & 0 & 2
\end{array}\right)
$$

The 36 treatment combinations are obtained by combining every treatment combination in $\boldsymbol{x}_{1}$ with every treatment combination in $\boldsymbol{x}_{2}$. The alias structure for $\operatorname{FFD}(2,3,1)$ is given by

$$
\begin{aligned}
& A_{1}=A_{2} A_{3} \\
& A_{2}=A_{1} A_{3} \\
& A_{3}=A_{1} A_{2}
\end{aligned}
$$

and for $\operatorname{FFD}(3,3,1)$ by

$$
\begin{gathered}
B_{1}=B_{1} B_{2}^{2} B_{3}=B_{2} B_{3}^{2} \\
B_{2}=B_{1} B_{2}^{2} B_{3}^{2}=B_{1} B_{3}^{2} \\
B_{3}=B_{1} B_{2}=B_{1} B_{2} B_{3} \\
B_{1} B_{2}^{2}=B_{1} B_{3}=B_{2} B_{3}
\end{gathered}
$$

The alias structure for mixed interactions is illustrated by

$$
\begin{aligned}
A_{1} \times B_{1} & =A_{1} \times B_{1} B_{2}^{2} B_{3}=A_{1} \times B_{2} B_{3}^{2}=A_{2} A_{3} \times B_{1} \\
& =A_{2} A_{3} \times B_{1} B_{2}^{2} B_{3}=A_{2} A_{3} \times B_{2} B_{3}^{2}
\end{aligned}
$$

This shows that the 2-factor interaction $A_{1} \times B_{1}$ is confounded with 3-factor or higher-order interactions.

An isomorphic design using SAS PROC FACTEX is given in Table 13.8.

### 13.5.3 General Considerations

From a practical point of view highly fractionated designs may be the only feasible designs, requiring only a relatively small number of treatment combinations. This has, of course, fairly severe consequences as each effect will be confounded with a "large" number of other effects. For such a design to be useful the identity relationship must be chosen carefully in order to avoid having effects of interest confounded with each other. For example, if main effects and some or all 2-factor interactions are considered to be important, then certainly main effects should not be confounded with other main effects and 2 -factor interactions. If only some 2-factor interactions are important, then confounding of certain 2-factor interactions is permissible, but if all 2-factor interactions are important, then they must only be confounded with 3 -factor or higher-order interactions. In other words, resolution IV or V designs are called for. It is obvious that the more effects we want to estimate the more treatment combinations we need. It is typical that for experiments having to use fractional factorial designs the two requirements of a limited number of treatment combinations and of information about a specified number of effects are often in conflict with each other and compromises will have to be made. It is therefore important to be aware of methods of constructing fractional factorial designs of minimal size to achieve certain objectives such as those mentioned above. This leads also to consideration of fractional replicates other than the regular fractions discussed so far. A general discussion of the structures and properties of fractional factorial designs is given by Raktoe, Hedayat, and Federer (1981), and a description of construction methods for certain fractional factorial designs is provided by Dey (1985). We shall discuss some of these issues in Section 13.6.

Table 13.8 1/6 Fraction of the $2^{3} \times 3^{3}$ Factorial Using a Kronecker Product Design

```
options nodate pageno=1;
proc factex;
factors A1 A2 A3;
size design=4;
model res=3;
examine design confounding aliasing;
output out=two;
title1 'TABLE 13.8';
title2 '1/6 FRACTION OF THE 2**3*3**3 FACTORIAL';
title3 'USING A KRONECKER PRODUCT DESIGN';
run;
factors B1 B2 B3/nlev=3;
size design=9;
model res=3;
examine design confounding aliasing;
output out=three
designrep=two;
run;
proc print data=three;
run;
The FACTEX Procedure
                    Design Points
\begin{tabular}{|c|c|c|c|}
\hline \multicolumn{4}{|l|}{Experiment} \\
\hline Number & A1 & A2 & A3 \\
\hline 1 & -1 & -1 & 1 \\
\hline 2 & -1 & 1 & -1 \\
\hline 3 & 1 & -1 & -1 \\
\hline 4 & 1 & 1 & 1 \\
\hline
\end{tabular}
```


## Factor Confounding Rules

```
\[
A 3=A 1 * A 2
\]
```

Aliasing Structure
$A 1=A 2 * A 3$
$\mathrm{A} 2=\mathrm{A} 1 * \mathrm{~A} 3$
$\mathrm{A} 3=\mathrm{A} 1 * \mathrm{~A} 2$

Table 13.8 (Continued)


Table 13.8 (Continued)

| 20 | 1 | -1 | -1 | -1 | 0 | 1 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 21 | 1 | -1 | -1 | -1 | 1 | 0 |
| 22 | 1 | -1 | -1 | 0 | -1 | 1 |
| 23 | 1 | -1 | -1 | 0 | 0 | 0 |
| 24 | 1 | -1 | -1 | 0 | 1 | -1 |
| 25 | 1 | -1 | -1 | 1 | -1 | 0 |
| 26 | 1 | -1 | -1 | 1 | 0 | -1 |
| 27 | 1 | -1 | -1 | 1 | 1 | 1 |
| 28 | 1 | 1 | 1 | -1 | -1 | -1 |
| 29 | 1 | 1 | 1 | -1 | 0 | 1 |
| 30 | 1 | 1 | 1 | -1 | 1 | 0 |
| 31 | 1 | 1 | 1 | 0 | -1 | 1 |
| 32 | 1 | 1 | 1 | 0 | 0 | 0 |
| 33 | 1 | 1 | 1 | 0 | 1 | -1 |
| 34 | 1 | 1 | 1 | 1 | -1 | 0 |
| 35 | 1 | 1 | 1 | 1 | 0 | -1 |
| 36 | 1 | 1 | 1 | 1 | 1 | 1 |

### 13.5.4 Maximum Resolution Design

The discussion in Section 13.6 will allow us to make statements about the minimum size of a design for a specified resolution. An equally important question arises if we are given a fixed number, say $N$, of runs and we want to know what is the maximum resolution that can be achieved under this constraint.

It is clear, of course, that a $1 / s$ fraction of the $s^{n}$ factorial has resolution $R=n$. For the general case of the $s^{n-\ell}$ fractional factorial an upper bound of the resolution was given by Fujii (1976). We state his result in the following theorem without proof.

Theorem 13.1 (Fujii, 1976) Let $M=\left(s^{\ell}-1\right) /(s-1)$ and $n=q M+m$, with $q \geq 0$ integer. Then, for $\ell \geq 2$, the maximum resolution $R_{\ell}(n, s)$ of the $s^{n-\ell}$ design (with $s$ prime or prime power) is given by

$$
\begin{aligned}
R_{\ell}(n, s) & =s^{\ell-1} q \quad \text { if } m=0,1 \\
& \leq s^{\ell-1} q+\left[s^{\ell-2}(s-1)(m-1) /\left(s^{\ell-1}-1\right)\right] \\
& \quad \text { if } m=2,3, \ldots, s^{\ell-1}-1
\end{aligned}
$$

where $[x]$ is the greatest integer not exceeding $x$.
In Table 13.9 we present $R_{\text {max }}$ values for $s=2,3,4,5$ and $4 \leq n \leq 10,2 \leq$ $\ell \leq 7$ with the number of runs $\leq 256$. An asterisk indicates that $R_{\max }<R_{\ell}(n, s)$

Table 13.9 Maximum Resolution $s^{n-\ell}$ Designs

| $s$ | $n$ | $\ell$ | $R_{\text {max }}$ | Number of Runs |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 5 | 2 | 3 | 8 |
|  | 6 | 2 | 4 | 16 |
|  | 6 | 3 | 3 | 8 |
|  | 7 | 2 | 4 | 32 |
|  | 7 | 3 | 4 | 16 |
|  | 7 | 4 | 3 | 8 |
|  | 8 | 2 | 5 | 64 |
|  | 8 | 3 | 4 | 32 |
|  | 8 | 4 | 4 | 16 |
|  | 9 | 3 | 4 | 64 |
|  | 9 | 4 | 4 | 32 |
|  | 9 | 5 | 3* | 16 |
|  | 10 | 3 | 5 | 128 |
|  | 10 | 4 | 4* | 64 |
|  | 10 | 5 | 4 | 32 |
|  | 10 | 6 | 3* | 16 |
| 3 | 4 | 2 | 3 | 9 |
|  | 5 | 2 | 3 | 27 |
|  | 6 | 2 | 4 | 81 |
|  | 6 | 3 | 3 | 27 |
|  | 7 | 2 | 5 | 243 |
|  | 7 | 3 | 4 | 81 |
|  | 7 | 4 | 3* | 27 |
|  | 8 | 3 | 5 | 243 |
|  | 8 | 4 | 4 | 81 |
|  | 8 | 5 | 3* | 27 |
|  | 9 | 4 | 5 | 243 |
|  | 9 | 5 | 3* | 81 |
|  | 9 | 6 | 3* | 27 |
|  | 10 | 5 | 5* | 243 |
|  | 10 | 6 | 3* | 81 |
|  | 10 | 7 | 3* | 27 |
| 4 | 4 | 2 | 3 | 16 |
|  | 5 | 2 | 4 | 64 |
|  | 5 | 3 | 3 | 16 |
|  | 6 | 2 | 4 | 256 |
|  | 6 | 3 | 4 | 64 |
|  | 7 | 3 | 4 | 256 |
|  | 7 | 4 | 3* | 64 |
|  | 8 | 4 | 4* | 256 |
|  | 8 | 5 | 3* | 64 |
|  | 9 | 5 | 4* | 256 |
|  | 9 | 6 | 3* | 64 |
|  | 10 | 6 | 4* | 256 |
|  | 10 | 7 | 3* | 64 |

## Table 13.9 (Continued)

| $s$ | $n$ | $\ell$ | $R_{\max }$ | Number of Runs |
| :--- | :---: | :---: | :---: | :---: |
| 5 | 4 | 2 | 3 | 25 |
|  | 5 | 2 | 4 | 125 |
|  | 5 | 3 | 3 | 25 |
|  | 6 | 3 | 4 | 125 |
|  | 6 | 4 | $3^{*}$ | 25 |
|  | 7 | 4 | $3^{*}$ | 125 |
|  | 8 | 5 | $3^{*}$ | 125 |
|  | 9 | 6 | $3^{*}$ | 125 |
|  | 10 | 7 | $3^{*}$ | 125 |

as given above [it shows that $R_{\ell}(n, s)$ is not particularly good for larger values of $\ell$, a fact also observed by Fries and Hunter (1980) who provided a different bound for $s=2$ ].

### 13.6 CHARACTERIZATION OF FRACTIONAL FACTORIAL DESIGNS OF RESOLUTION III, IV, AND V

### 13.6.1 General Formulation

Recall from (12.15) that each true treatment response, $a(\boldsymbol{v})$, for a $s_{1}^{n_{1}} \times s_{2}^{n_{2}} \times$ $\cdots \times s_{q}^{n_{q}}$ factorial with $s_{1}<s_{2}<\cdots<s_{q}$ can be expressed in terms of the mean response, a component from each pure partition and a component from each mixed partition. Of interest here are only all components from pure partitions belonging to main effects and 2-factor interactions and all components from mixed partitions belonging to 2 -factor interactions. As an illustration we shall consider the $2^{2} \times 3^{2}$ factorial.

Let $A_{1}, A_{2}$ denote the two factors with two levels each, and $B_{1}, B_{2}$ the two factors with three levels. Recall from Example 12.4 that all arithmetic has to be done in $R(6)$ and that the levels of $A_{1}, A_{2}$ are denoted by 0,3 and those of $B_{1}$, $B_{2}$ by $0,4,2$. To simplify the notation we shall write the treatment combination $\boldsymbol{v}=\left(v_{11}, v_{12}, v_{21}, v_{22}\right)^{\prime}$ as $\boldsymbol{v}=\left(\boldsymbol{v}_{1}^{\prime}, \boldsymbol{v}_{2}^{\prime}\right)^{\prime}$ where $\boldsymbol{v}_{1}=\left(v_{11}, v_{12}\right)^{\prime}, \boldsymbol{v}_{2}=\left(v_{21}, v_{22}\right)^{\prime}$. We then have

$$
\begin{align*}
a(\boldsymbol{v})=a\left(\boldsymbol{v}_{1}, \boldsymbol{v}_{2}\right)= & +\left(A_{1}^{3}\right)_{(30) \boldsymbol{v}_{1}}+\left(A_{2}^{3}\right)_{(03) \boldsymbol{v}_{1}}+\left(A_{1}^{3} A_{2}^{3}\right)_{(33) \boldsymbol{v}_{1}} \\
& +\left(B_{1}^{4}\right)_{(40) \boldsymbol{v}_{2}}+\left(B_{2}^{4}\right)_{(04) \boldsymbol{v}_{2}}+\left(B_{1}^{4} B_{2}^{4}\right)_{(44) \boldsymbol{v}_{2}} \\
& +\left(B_{1}^{4} B_{2}^{2}\right)_{(42) v_{2}}+\left(A_{1}^{3} B_{1}^{4}\right)_{(3040) v}^{*}+\left(A_{1}^{3} B_{2}^{4}\right)_{(3004) v}^{*} \\
& +\left(A_{2}^{3} B_{1}^{4}\right)_{(0340) v}^{*}+\left(A_{2}^{3} B_{2}^{4}\right)_{(0304) \boldsymbol{v}}^{*} \tag{13.23}
\end{align*}
$$

Alternatively, and equivalently, we can express $a(\boldsymbol{v})$ in terms of the traditional model for factorial structures as

$$
\begin{align*}
a(\boldsymbol{v})= & \mu+\alpha_{i}+\beta_{j}+(\alpha \beta)_{i j}+\gamma_{k}+\delta_{\ell} \\
& +(\gamma \delta)_{k \ell}+(\alpha \gamma)_{i k}+(\beta \gamma)_{j k} \\
& +(\alpha \delta)_{i \ell}+(\beta \delta)_{j \ell} \tag{13.24}
\end{align*}
$$

with $i, j=0,1, k, \ell=0,1,2$. Models of the type (13.24) are used in SAS, for example.

We ignore 3-factor and higher-order interactions since those are assumed to be negligible for resolution III, IV, and V designs. In addition, for resolution III designs 2-factor interactions are also negligible, and we are interested only in estimating the mean and main effects. For resolution IV designs we are mainly interested in estimating main effects, but the mean and 2-factor interactions are assumed to be unknown (and not necessarily zero). For resolution V designs we wish, of course, to estimate the mean, main effects, and 2-factor interactions. All three situations can be expressed in very general terms in the form of a three-part linear model, the first part referring to the mean, the second part referring to the main effects, and the third part to the 2 -factor interactions. We formulate this as follows (see Raktoe, Hedayat, and Federer, 1981).

Let $D$ denote an FFD consisting of $N$ treatment combinations (not necessarily all distinct) and let $\boldsymbol{a}_{D}$ denote the $N \times 1$ vector of the true treatment responses associated with $D$. Further, let $M$ denote the mean, $\boldsymbol{E}_{1}$ the $q_{1} \times 1$ vector of main effect components and $\boldsymbol{E}_{2}$ the $q_{2} \times 1$ vector of 2 -factor interaction components [using either (13.23) or (13.24)], with $\boldsymbol{E}_{1}$ and $\boldsymbol{E}_{2}$ conformable to $D$ and the factorial from which $D$ was obtained. We then write, analogously to (12.15),

$$
\boldsymbol{a}_{D}=\left(\mathcal{J}, \boldsymbol{X}_{1 D}, \boldsymbol{X}_{2 D}\right)\left(\begin{array}{c}
M  \tag{13.25}\\
\boldsymbol{E}_{1} \\
\boldsymbol{E}_{2}
\end{array}\right)
$$

where $\boldsymbol{X}_{1 D}$ and $\boldsymbol{X}_{2 D}$ are $N \times q_{1}$ and $N \times q_{2}$ incidence matrices, respectively. If $\boldsymbol{y}_{D}$ represents the $N \times 1$ vector of observations corresponding to $\boldsymbol{a}_{D}$, then we write (13.25) alternatively and in a more familiar form as

$$
E\left[\boldsymbol{y}_{D}\right]=\left(\mathcal{J}, \boldsymbol{X}_{1 D}, \boldsymbol{X}_{2 D}\right)\left(\begin{array}{c}
M  \tag{13.26}\\
\boldsymbol{E}_{1} \\
\boldsymbol{E}_{2}
\end{array}\right)
$$

In order to determine whether a given FFD is of resolution III, IV, or V it is sufficient to consider, instead of $D$, the unreplicated design $D_{0}$, which contains
the same treatment combinations as $D$ except that each treatment combination is represented only once. Suppose $D_{0}$ contains $N_{0}$ treatment combinations. We then replace (13.26), using obvious notation, by

$$
E\left[\boldsymbol{y}_{D_{0}}\right]=\left(\mathcal{J}, \boldsymbol{X}_{1 D_{0}}, \boldsymbol{X}_{2 D_{0}}\right)\left(\begin{array}{c}
M  \tag{13.27}\\
\boldsymbol{E}_{1} \\
\boldsymbol{E}_{2}
\end{array}\right)
$$

We shall now consider (13.27) and the resulting NE for each of the three situations.

### 13.6.2 Resolution III Designs

For a resolution III design we have, of course, $\boldsymbol{E}_{2}=\mathbf{0}$ and (13.27) reduces to the two-part model (dropping the subscript $D_{0}$ for convenience)

$$
\begin{equation*}
E(\boldsymbol{y})=\left(\mathcal{J}, \boldsymbol{X}_{1}\right)\binom{M}{\boldsymbol{E}_{1}} \tag{13.28}
\end{equation*}
$$

and the NE are of the form

$$
\left(\begin{array}{cc}
\mathfrak{J}^{\prime} \mathfrak{J} & \mathfrak{J}^{\prime} \boldsymbol{X}_{1}  \tag{13.29}\\
\boldsymbol{X}_{1}^{\prime} \mathfrak{J} & \boldsymbol{X}_{1}^{\prime} \boldsymbol{X}_{1}
\end{array}\right)\binom{M}{\boldsymbol{E}_{1}}=\binom{\mathcal{J}^{\prime} \boldsymbol{y}}{\boldsymbol{X}_{1}^{\prime} \boldsymbol{y}}
$$

Suppose we have $n$ factors $A_{1}, A_{2}, \ldots, A_{n}$ and factor $A_{i}$ has $s_{i}$ levels ( $i=$ $1,2, \ldots, n$ ), where the $s_{i}$ need not be all different. Then $\boldsymbol{E}_{1}$ has $q_{1}=\sum_{i} s_{i}$ components, but for factor $A_{i}$ the $s_{i}$ components add to zero $(i=1,2, \ldots, n)$. Hence $\boldsymbol{E}_{1}$ contains only $\sum_{i}\left(s_{i}-1\right)=q_{1}-n$ independent components. It follows then also that the coefficient matrix in (13.29) is not of full rank. A solution to (13.29) can be written as

$$
\binom{\widehat{M}}{\widehat{\boldsymbol{E}}_{1}}=\left(\begin{array}{cc}
\mathfrak{J}^{\prime} \boldsymbol{J} & \boldsymbol{J}^{\prime} \boldsymbol{X}_{1}  \tag{13.30}\\
\boldsymbol{X}_{1}^{\prime} \mathcal{J} & \boldsymbol{X}_{1}^{\prime} \boldsymbol{X}_{1}
\end{array}\right)^{-}\binom{\boldsymbol{J}^{\prime} \boldsymbol{y}}{\boldsymbol{X}_{1}^{\prime} \boldsymbol{y}}
$$

or, if we write $\boldsymbol{X}_{1}^{*}=\left(\boldsymbol{J}, \boldsymbol{X}_{1}\right)$,

$$
\begin{equation*}
\binom{\widehat{M}}{\widehat{\boldsymbol{E}}_{1}}=\left(\boldsymbol{X}_{1}^{* \prime} \boldsymbol{X}_{1}^{*}\right)^{-} \boldsymbol{X}_{1}^{* \prime} \boldsymbol{y} \tag{13.31}
\end{equation*}
$$

It is obvious then that for the mean and all main effects to be estimable we must have

$$
\begin{equation*}
\operatorname{rank}\left(\boldsymbol{X}_{1}^{* \prime} \boldsymbol{X}_{1}^{*}\right)=1+q_{1}-n \tag{13.32}
\end{equation*}
$$

Condition (13.32) can in certain situations be achieved with $N_{0}=1+q_{1}-n$ treatment combinations, and we shall give some examples later (see Chapter 14).

For such a design no d.f. are available for estimating the variance $\sigma_{e}^{2}$ in the context of the ANOVA. The design $D_{0}$ is then referred to as a ü saturated design. If we use a design $D$ with $N$ runs where $N>1+q_{1}-n$ and (13.32) is satisfied, then $\sigma_{e}^{2}$ can, of course, be estimated with $N-\left(1+q_{1}-n\right)$ d.f. Using $\left(\boldsymbol{X}_{1 D}^{* \prime} \boldsymbol{X}_{1 D}^{*}\right)^{-}$as the variance-covariance matrix we can then, within the factor space of the experiment, compare different treatments, for example, $a(\boldsymbol{v})-a(\boldsymbol{w})$ for some treatment combinations $\boldsymbol{v}$ and $\boldsymbol{w}$ using the main effects model (13.28). For the analysis of a saturated design $D_{0}$ see Section 13.9.

### 13.6.3 Resolution IV Designs

For this case it is convenient to rewrite (13.27) (dropping again the subscript $D_{0}$ ) as

$$
\begin{equation*}
E(\boldsymbol{y})=\left(\boldsymbol{X}_{1}, \boldsymbol{X}_{2}^{*}\right)\binom{\boldsymbol{E}_{1}}{\boldsymbol{E}_{2}^{*}} \tag{13.33}
\end{equation*}
$$

with

$$
\boldsymbol{X}_{2}^{*}=\left(\mathcal{J}, \boldsymbol{X}_{2}\right) \quad \boldsymbol{E}_{2}^{*}=\binom{\boldsymbol{M}}{\boldsymbol{E}_{2}}
$$

The reason to include $M$ in $\boldsymbol{E}_{2}^{*}$, the vector of nuisance parameters, is mostly one of mathematical convenience. It simply means that we are not interested in estimating the mean just as we are not interested in estimating 2 -factor interactions. A plausible argument for proceeding in this fashion was given by Raktoe, Hedayat, and Federer (1981) who point out that because of the possible presence of 2-factor interactions we cannot use (13.27) in the same way as we used (13.28) to make comparisons among treatments. Our only aim here can be to estimate main effects and draw conclusions from that concerning the importance of the various factors. The important difference between estimating main effects from a resolution IV design as compared to a resolution III design is, of course, that in a resolution IV design 3-factor interactions are assumed to be negligible, that is, main effects are clear, whereas in a resolution III design 2-factor interactions are also assumed to be negligible.

Returning now to model (13.33) the NE are

$$
\left(\begin{array}{ll}
\boldsymbol{X}_{1}^{\prime} \boldsymbol{X}_{1} & \boldsymbol{X}_{1}^{\prime} \boldsymbol{X}_{2}^{*}  \tag{13.34}\\
\boldsymbol{X}_{2}^{* \prime} \boldsymbol{X}_{1} & \boldsymbol{X}_{2}^{* \prime} \boldsymbol{X}_{2}^{*}
\end{array}\right)\binom{\boldsymbol{E}_{1}}{\boldsymbol{E}_{2}^{*}}=\binom{\boldsymbol{X}_{1}^{\prime} \boldsymbol{y}}{\boldsymbol{X}_{2}^{* \prime} \boldsymbol{y}}
$$

Using results of Chapter I. 4 the RNE for $\boldsymbol{E}_{1}$ are given by

$$
\begin{align*}
\left(\boldsymbol{X}_{1}^{\prime} \boldsymbol{X}_{1}\right. & \left.-\boldsymbol{X}_{1}^{\prime} \boldsymbol{X}_{2}^{*}\left(\boldsymbol{X}_{2}^{* \prime} \boldsymbol{X}_{2}^{*}\right)^{-} \boldsymbol{X}_{2}^{* \prime} \boldsymbol{X}_{1}\right) \boldsymbol{E}_{1} \\
& =\left(\boldsymbol{X}_{1}^{\prime}-\boldsymbol{X}_{1}^{\prime} \boldsymbol{X}_{2}^{*}\left(\boldsymbol{X}_{2}^{* \prime} \boldsymbol{X}_{2}^{*}\right)^{-} \boldsymbol{X}_{2}^{* \prime}\right) \boldsymbol{y} \tag{13.35}
\end{align*}
$$

or

$$
\begin{equation*}
C E_{1}=Q \tag{13.36}
\end{equation*}
$$

where $\boldsymbol{C}$ and $\boldsymbol{Q}$ are defined in an obvious way. For all main effects to be estimable we must have

$$
\begin{equation*}
\operatorname{rank}\left(\boldsymbol{X}_{1}^{\prime} \boldsymbol{X}_{1}-\boldsymbol{X}_{1}^{\prime} \boldsymbol{X}_{2}^{*}\left(\boldsymbol{X}_{2}^{* \prime} \boldsymbol{X}_{2}^{*}\right)^{-} \boldsymbol{X}_{2}^{* \prime} \boldsymbol{X}_{1}\right)=\sum_{i}\left(s_{i}-1\right)=q_{1}-n \tag{13.37}
\end{equation*}
$$

To illustrate these ideas we consider the following example.
Example 13.6 Suppose we have four factors, $A, B, C, F$, each at two levels and we have a $\frac{1}{2}$ replicate $D_{0}=\left\{\left(\begin{array}{lll}0 & 0 & 0\end{array}\right),\left(\begin{array}{lll}0 & 1 & 1\end{array}\right),\left(\begin{array}{lll}1 & 0 & 1\end{array}\right),\left(\begin{array}{lll}1 & 1 & 0\end{array}\right),\left(\begin{array}{ll}0 & 0\end{array} 1\right.\right.$ 1), ( 010101$\left.),\left(\begin{array}{llll}1 & 0 & 0 & 1\end{array}\right),\left(\begin{array}{lll}1 & 1 & 1\end{array}\right)\right\}$ with eight treatment combinations. Notice that $D_{0}$ is based on the identity relationship $I=A B C F$. So we already know that $D_{0}$ is a resolution IV design. We now have

$$
\boldsymbol{X}_{1}=\left[\begin{array}{cccccccc}
A_{0} & A_{1} & B_{0} & B_{1} & C_{0} & C_{1} & F_{0} & F_{1} \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1
\end{array}\right]
$$

$X_{2}^{*}=$
$\left[\begin{array}{ccccccccccccc}M & A B_{0} & A B_{1} & A C_{0} & A C_{1} & A F_{0} & A F_{1} & B C_{0} & B C_{1} & B F_{0} & B F_{1} & C F_{0} & C F_{1} \\ 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\ 1 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 1 \\ 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 0 \\ 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 0 \\ 1 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 1 \\ 1 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 \\ 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0\end{array}\right]$

$$
\begin{aligned}
\boldsymbol{X}_{1}^{\prime} \boldsymbol{X}_{1} & =\left[\begin{array}{cccccccc}
4 & 0 & 2 & 2 & 2 & 2 & 2 & 2 \\
0 & 4 & 2 & 2 & 2 & 2 & 2 & 2 \\
2 & 2 & 4 & 0 & 2 & 2 & 2 & 2 \\
2 & 2 & 0 & 4 & 2 & 2 & 2 & 2 \\
2 & 2 & 2 & 2 & 4 & 0 & 2 & 2 \\
2 & 2 & 2 & 2 & 0 & 4 & 2 & 2 \\
2 & 2 & 2 & 2 & 2 & 2 & 4 & 0 \\
2 & 2 & 2 & 2 & 2 & 2 & 0 & 4
\end{array}\right] \\
& =4 \boldsymbol{I}_{4} \times \boldsymbol{I}_{2}+2\left(\boldsymbol{J}_{4} \boldsymbol{J}_{4}^{\prime}-\boldsymbol{I}_{4}\right) \times \boldsymbol{J}_{2} \boldsymbol{J}_{2}^{\prime}
\end{aligned}
$$

$$
\begin{aligned}
& \boldsymbol{X}_{2}^{* \prime} \boldsymbol{X}_{2}^{*}= {\left[\begin{array}{lc}
8 & 4 \mathfrak{J}_{12}^{\prime} \\
4 \mathfrak{J}_{12} & 4 \boldsymbol{I}_{6} \times \boldsymbol{I}_{2}+2\left(\boldsymbol{J}_{6} \mathfrak{J}_{6}^{\prime}-\boldsymbol{I}_{6}\right) \times \boldsymbol{J}_{2} \boldsymbol{J}_{2}^{\prime}
\end{array}\right] } \\
&\left(\boldsymbol{X}_{2}^{* \prime} \boldsymbol{X}_{2}^{*}\right)^{-}= {\left[\begin{array}{cc}
\frac{1}{8} & \mathbf{0}_{12}^{\prime} \\
-\frac{1}{8} \boldsymbol{J}_{12} & \frac{1}{4} \boldsymbol{I}_{12}
\end{array}\right] } \\
& \boldsymbol{X}_{1}^{\prime} \boldsymbol{X}_{2}^{*}\left(\boldsymbol{X}_{2}^{* \prime} \boldsymbol{X}_{2}^{*}\right)^{-} \boldsymbol{X}_{2}^{* \prime} \boldsymbol{X}_{1}=2 \mathfrak{J}_{8} \boldsymbol{J}_{8}^{\prime}
\end{aligned}
$$

and

$$
\boldsymbol{C}=\boldsymbol{X}_{1}^{\prime} \boldsymbol{X}_{1}-\boldsymbol{X}_{1}^{\prime} \boldsymbol{X}_{2}^{*}\left(\boldsymbol{X}_{2}^{* \prime} \boldsymbol{X}_{2}^{*}\right)^{-} \boldsymbol{X}_{2}^{* \prime} \boldsymbol{X}_{1}=2 \boldsymbol{I}_{4} \times\left(\begin{array}{rr}
1 & -1 \\
-1 & 1
\end{array}\right) .
$$

It is clear then that

$$
\operatorname{rank} \boldsymbol{C}=4
$$

and hence (13.37) is satisfied since $q_{1}=8, n=4$. All main effects are estimable (which we knew already, of course).

Let us now return to (13.36). Since $\boldsymbol{C}$ is not of full rank, we write a solution to (13.36) as

$$
\widehat{E}_{1}=C^{-} \boldsymbol{Q}
$$

where $\boldsymbol{C}^{-}$is a generalized inverse of $\boldsymbol{C}$. We also have for any estimable function $\boldsymbol{c}^{\prime} \boldsymbol{E}_{1}$

$$
\operatorname{var}\left(\boldsymbol{c}^{\prime} \widehat{\boldsymbol{E}}_{1}\right)=\boldsymbol{c}^{\prime} \boldsymbol{C}^{-} \boldsymbol{c} \boldsymbol{\sigma}_{e}^{2}
$$

The estimable functions here are, of course, those belonging to the various main effects. To illustrate this we consider again Example 13.6.

Example 13.6 (Continued) A generalized inverse for $C$ is

$$
\boldsymbol{C}^{-}=\left[\begin{array}{cccccccc}
\frac{1}{2} & & & & & & & \\
& 0 & & & & & 0 & \\
& & \frac{1}{2} & & & & & \\
& & & 0 & & & & \\
& 0 & & & \frac{1}{2} & & & \\
& & & & & & & \\
& & & & & & & \\
& & & \\
& & & & & & \\
&
\end{array}\right]
$$

It is verified easily that

$$
\boldsymbol{X}_{1}^{\prime} \boldsymbol{X}_{2}^{*}\left(\boldsymbol{X}_{2}^{* \prime} \boldsymbol{X}_{2}^{*}\right)^{-} \boldsymbol{X}_{2}^{* \prime}=\frac{1}{2} \mathfrak{J}_{8} \mathfrak{J}_{8}^{\prime}
$$

and hence

$$
\boldsymbol{Q}=\left[\boldsymbol{X}_{1}^{\prime}-\frac{1}{2} \boldsymbol{J}_{8} \mathbf{J}_{8}^{\prime}\right] \boldsymbol{y}=\frac{1}{2}\left[\begin{array}{rrrrrrrr}
1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 \\
-1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 \\
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 \\
-1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 \\
1 & -1 & -1 & 1 & -1 & 1 & 1 & -1 \\
-1 & 1 & 1 & -1 & 1 & -1 & -1 & 1 \\
1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 \\
-1 & -1 & -1 & -1 & 1 & 1 & 1 & 1
\end{array}\right] \boldsymbol{y}
$$

Finally, we obtain

$$
\widehat{\boldsymbol{E}}_{1}=\boldsymbol{C}^{-} \boldsymbol{Q}=\frac{1}{4}\left[\begin{array}{rrrrrrrr}
1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & -1 & 1 & -1 & 1 & 1 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
y(0000) \\
y(0110) \\
y(1010) \\
y(1100) \\
y(0011) \\
y(0101) \\
y(1001) \\
y(1111)
\end{array}\right]
$$

We thus have

$$
\left[\begin{array}{c}
\widehat{A}_{0} \\
\widehat{A}_{1} \\
\widehat{B}_{0} \\
\widehat{B}_{1} \\
\widehat{C}_{0} \\
\widehat{C}_{1} \\
\widehat{F}_{0} \\
\widehat{F}_{1}
\end{array}\right]=\left[\begin{array}{c}
\bar{y}(0 \ldots)-\bar{y}(1 \ldots) \\
0 \\
\bar{y}(.0 \ldots)-\bar{y}(.1 \ldots) \\
0 \\
\bar{y}(\ldots 0 .)-\bar{y}(\ldots 1 .) \\
0 \\
\bar{y}(\ldots 0)-\bar{y}(\ldots 1) \\
0
\end{array}\right]
$$

and hence for the four estimable functions $A=A_{1}-A_{0}, B=B_{1}-B_{0}, C=$ $C_{1}-C_{0}, F=F_{1}-F_{0}$, we obtain the estimators

$$
\begin{aligned}
& \widehat{A}=\widehat{A}_{1}-\widehat{A}_{0}=\bar{y}(1 \ldots)-\bar{y}(0 \ldots) \\
& \widehat{B}=\widehat{B}_{1}-\widehat{B}_{0}=\bar{y}(.1 \ldots)-\bar{y}(.0 \ldots) \\
& \widehat{C}=\widehat{C}_{1}-\widehat{C}_{0}=\bar{y}(\ldots 1 .)-\bar{y}(\ldots 0 .) \\
& \widehat{F}=\widehat{F}_{1}-\widehat{F}_{0}=\bar{y}(\ldots 1)-\bar{y}(\ldots 0)
\end{aligned}
$$

with

$$
\operatorname{var}(\widehat{A})=\operatorname{var}(\widehat{B})=\operatorname{var}(\widehat{C})=\operatorname{var}(\widehat{F})=\frac{1}{2} \sigma_{e}^{2}
$$

This agrees, of course, with our earlier results.
We noted that for resolution III designs the minimum number of distinct treatment combinations, that is, the number of treatment combinations in $D_{0}$, is $1+q_{1}-n$, and designs with the number of runs can be constructed. No such general statement, simply based on the rank condition (13.37), can be made for resolution IV designs because of the presence of nuisance parameters, for example, 2-factor interactions.

It is possible, however, to give a lower bound (LB) of the number of runs needed for a resolution IV design. For a $s_{1}^{n_{1}} \times s_{2}^{n_{2}} \times \cdots \times s_{q}^{n_{q}}$ factorial with $s_{1}<s_{2}<\cdots<s_{q}$ such a bound was derived by Margolin (1969) as

$$
\begin{equation*}
\mathrm{LB}=s_{q}\left\{\left(\sum_{i=1}^{q}\left(s_{i}-1\right) n_{i}\right)-\left(s_{q}-2\right)\right\} \tag{13.38}
\end{equation*}
$$

(see also Seely and Birkes (1984) for a comment on its validity). Specifically for symmetrical factorials, that is, $s^{n}$, we have the following lower bounds:

| $\boldsymbol{s}$ | $\mathbf{L B}$ |
| :--- | :--- |
| 2 | $2 n$ |
| 3 | $3(2 n-1)$ |
| 4 | $4(3 n-2)$ |
| 5 | $5(4 n-3)$ |

We can see that the design in Example 13.6 achieves this lower bound. But a quick look at Table 13.9 shows that only few of those designs achieve the lower bound, namely for $s=2, n=8, \ell=4$ with 16 runs and $s=4, n=6, \ell=3$ with 64 runs.

### 13.6.4 Foldover Designs

Experiments are often initiated with resolution III designs because they are relatively small in size and provide some preliminary information about possibly active factors. However, the fact that main effects are not clear may make it sometimes difficult to interpret the results from such an experiment. One way to solve or partially solve this problem is to augment the original design with another fractional replicate such that the resulting design is a resolution IV design. For the $2_{\mathrm{III}}^{n-\ell}$ fraction this can be achieved by using the foldover principle or producing a foldover design (Box and Wilson, 1951).

The idea behind a foldover design simply is to replace in each treatment combination of the original fraction all 0 levels by 1 levels and all 1 levels by 0 levels. We shall illustrate this principle in the following example.

Example 13.7 Consider the $2_{\text {III }}^{5-2}$ fraction given by

$$
\begin{equation*}
I=A B C D=C D E=A B E \tag{13.39}
\end{equation*}
$$

and with the design obtained by solving the equations

$$
\begin{align*}
x_{1}+x_{2}+x_{3}+x_{4} & =0 \\
x_{3}+x_{4}+x_{5} & =0  \tag{13.40}\\
x_{1}+x_{2} & =x_{5}
\end{align*}=0
$$

This yields the design points

| $(00000)$ | $(01101)$ |
| :--- | :--- |
| $(11110)$ | $(10011)$ |
| $(00110)$ | $(01011)$ |
| $(11000)$ | $(10101)$ |

The foldover design then is

| $(11111)$ | $(10010)$ |
| :--- | :--- |
| $(00001)$ | $(01100)$ |
| $(11001)$ | $(10100)$ |
| $(00111)$ | $(01010)$ |

It is easy to see that the treatment combinations of the foldover design satisfy the equations

$$
\begin{aligned}
x_{1}+x_{2}+x_{3}+x_{4} & =0 \\
x_{3}+x_{4}+x_{5} & =1 \\
x_{1}+x_{2} & =x_{5}
\end{aligned}=1
$$

Alternatively, we could have written (13.39) more precisely as

$$
I=A B C D=-C D E=-A B E
$$

and then the identity relationship for the foldover fraction becomes

$$
I=A B C D=C D E=A B E
$$

so that the identity relationship for the combined design is simply

$$
I=A B C D
$$

that is, we have obtained a $2_{\mathrm{IV}}^{5-1}$ fraction.
Within the practical context the augmentation of the original fraction by the foldover fraction results in a sequential design in that the two fractions can be
thought of as occurring in two different blocks. Formally this can be expressed by adding another factor to the original design and having that factor occur at the same level in the original fraction. Applying the foldover principle to the new design yields then the same results as described above. We illustrate this briefly with a continuation of Example 13.7

Example 13.7 (Continued) Denote the new (blocking) factor by $F$. We then have a $2^{6-3}$ fraction defined by

$$
I=A B C D=-C D E=-A B E=F=A B C D F=-C D E F=-A B E F
$$

The foldover design is thus defined by

$$
I=A B C D=C D E=A B E=-F=-A B C D F=-C D E F=-A B E F
$$

The two fractions combined are then defined by

$$
\begin{equation*}
I=A B C D=-C D E F=-A B E F \tag{13.41}
\end{equation*}
$$

hence yielding a $2_{\mathrm{IV}}^{6-2}$ fraction. Assuming no block treatment interaction, we see from (13.41) that with respect to the original factors $A, \ldots, E$ we obtain again a $2_{\mathrm{IV}}^{5-1}$ design as before.

From Example 13.7 we can easily deduce the general idea associated with the foldover principle: Starting with a resolution III design, we know that the identity relationship contains one or more words of length 3 and other words of length $>3$. Or, alternatively, the defining equations [such as (13.40)] contain three or more unknowns. Using the foldover principle changes the right-hand sides of all equations with an odd number of unknowns, but does not change the right-hand sides of equations with an even number of unknowns. This implies that the identity relationship for the final design contains only interactions with an even word length, the smallest of which will be 4 . The foldover principle is thus an easy way to achieve dealiasing of main effects and 2-factor interactions.

Such dealiasing can also be achieved by constructing what we might call a partial foldover design. Rather than changing the level of each factor in each treatment combination, we may choose to change only the levels of a judiciously chosen subset of factors, in particular only one factor. This may have some merit from the practical point of view.

It is, of course, clear that the foldover principle leads to a design with twice the number of design points as the original fraction. Especially for larger designs, that is, a large number of factors, this may be a disadvantage if not all main effects may need to be dealiased. Other techniques, such as optimality based techniques (see Wu and Hamada, 2000), may then be used instead by focusing on a particular model as suggested by the data from the original experiment.

### 13.6.5 Resolution V Designs

For resolution V designs we wish to estimate the mean, main effects, and 2-factor interactions. Hence models (13.26) and (13.27) are appropriate. For purposes of our discussion we write the model for short as

$$
\begin{equation*}
E[\boldsymbol{y}]=\boldsymbol{X} \cdot \boldsymbol{E} \tag{13.42}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{X}=\left(\boldsymbol{J}, \boldsymbol{X}_{1}, \boldsymbol{X}_{2}\right) \tag{13.43}
\end{equation*}
$$

and

$$
\boldsymbol{E}=\left(\boldsymbol{M}, \boldsymbol{E}_{1}^{\prime}, \boldsymbol{E}_{2}^{\prime}\right)^{\prime}
$$

with $q=1+q_{1}+q_{2}$ parameters. The NE for model (13.42) is

$$
\left(\boldsymbol{X}^{\prime} \boldsymbol{X}\right) \boldsymbol{E}=\boldsymbol{X}^{\prime} \boldsymbol{y}
$$

and we know that because of the parameterization used

$$
\operatorname{rank}\left(\boldsymbol{X}^{\prime} \boldsymbol{X}\right)<q
$$

We also know that the number of degrees of freedom associated with the mean and all main effects and 2-factor interactions included in $\boldsymbol{E}$ is

$$
1+\sum_{i=1}^{n}\left(s_{i}-1\right)+\sum_{i<j}\left(s_{i}-1\right)\left(s_{j}-1\right)=v(\boldsymbol{E})
$$

say. For a design $D$ to give rise to $\nu(\boldsymbol{E})$ degrees of freedom for $\operatorname{SS}(\boldsymbol{X})$, the sum of squares due to fitting the model (13.42), and hence to the estimation of the mean, all main effects and 2 -factor interactions, we must have

$$
\operatorname{rank}\left(\boldsymbol{X}^{\prime} \boldsymbol{X}\right)=v(\boldsymbol{E})
$$

A design $D$ with $\nu(\boldsymbol{E})$ runs can always be achieved, a result similar to that for resolution III designs. Such a design is obviously a saturated design.

We illustrate this with the following example.
Example 13.8 Consider $n=4$ and $s_{1}=s_{2}=s_{3}=s_{4}=2$. Then $v(\boldsymbol{E})=11$, and it can be shown that the following (nonorthogonal) FFD allows the estimation of all main effects and 2-factor interactions:

| $(0000)$ | $(1010)$ | $(1110)$ |
| :--- | :--- | :--- |
| $(0011)$ | $(1001)$ | $(1101)$ |
| $(1100)$ | $(0110)$ | $(1011)$ |
| $(1111)$ | $(0101)$ |  |

### 13.7 FRACTIONAL FACTORIALS AND COMBINATORIAL ARRAYS

The treatment combinations of a factorial design can conveniently be represented in the form of an array or a matrix with $n$ rows representing the factors $A_{1}, A_{2}, \ldots, A_{n}$ and $N$ columns representing the treatment combinations (runs). The elements of this array represent the levels of the factors, that is, if factor $A_{i}$ has $s_{i}$ levels, then the elements in the $i$ th row take on values from the set $S_{i}=\left\{0,1,2, \ldots, s_{i}-1\right\}$ depending on which treatment combinations are part of the design. In this section we shall give an overview of several types of arrays and their relationship to certain types of fractional factorials.

### 13.7.1 Orthogonal Arrays

Let us consider an orthogonal array of size $N$, with $n$ constraints, $s$ levels, strength $d$, and index $\lambda$, denoted by $\mathrm{OA}[N, n, s, d ; \lambda]$ (see Appendix C). From our discussion above it follows that the rows represent the factors, the columns represent the runs, and each factor has $s$ levels. We are considering here specifically the case $N=s^{n-\ell}=\lambda s^{d}$.

Rao (1947b, 1950) has shown that for $d=p+q-1$ we can estimate from such an array main effects and interactions involving up to $p$ factors if interactions involving $q(q>p)$ or more factors are assumed to be negligible. Of particular interest are the following cases:

| $\boldsymbol{d}$ | $\boldsymbol{p}$ | $\boldsymbol{q}$ | Resolution |
| :---: | :---: | :---: | :---: |
| 2 | 1 | 2 | III |
| 3 | 1 | 3 | IV |
| 4 | 2 | 3 | V |

An extension of this result to asymmetrical factorial designs was given by Chakravarti (1956). Suppose we consider the $s_{1}^{n_{1}} \times s_{2}^{n_{2}} \times \cdots \times s_{g}^{n_{g}}$ factorial setting and we wish to construct a subset of size $N$ from the complete asymmetrical factorial such that certain effects are estimable assuming that other effects (interactions) are negligible. The solution given by Chakravarti (1956) can be stated in the following theorem.

Theorem 13.2 If orthogonal arrays $\mathrm{OA}\left[N_{i}, n_{i}, s_{i}, d_{i} ; \lambda_{i}\right](i=1,2, \ldots, g)$ exist, then the Kronecker product array of the $g$ orthogonal arrays above yields a fractional factorial designs in

$$
N=\prod_{i=1}^{g} N_{i}=\prod_{i=1}^{g} \lambda_{i} s_{i}^{d_{i}}
$$

runs. If the $i$ th orthogonal array is of strength $d_{i}=p_{i}+q_{i}-1$ (with $p_{i}, q_{i}$ as defined above), then in this Kronecker product array all main effects and interactions involving up to $r=\sum_{i=1}^{g} r_{i}\left(0 \leq r_{i} \leq p_{i} ; 0<r \leq \sum p_{i}\right)$ factors are estimable, where $r_{i}$ factors are chosen from the $i$ th group of factors at $s_{i}$ levels $(i=1,2, \ldots, g)$.

As an illustration of this procedure we consider the following example.
Example 13.9 (Chakravarti, 1956) Suppose we have three factors $A_{1}, A_{2}$, $A_{3}$ with two levels each and four factors $B_{1}, B_{2}, B_{3}, B_{4}$ with three levels each; that is, we have the $2^{3} \times 3^{4}$ asymmetrical factorial. There exist resolution III designs for the individual systems with 4 and 9 runs, respectively, given by $\mathrm{OA}\left[2^{2}, 3,2,2 ; 1\right]$

|  | 1 | 2 | 3 | 4 |
| :---: | :--- | :--- | :--- | :--- |
| $A_{1}$ | 0 | 1 | 1 | 0 |
| $A_{2}$ | 0 | 1 | 0 | 1 |
| $A_{3}$ | 0 | 0 | 1 | 1 |

and $\mathrm{OA}\left(3^{2}, 4,3,2 ; 1\right)$

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B_{1}$ | 0 | 0 | 0 | 1 | 1 | 1 | 2 | 2 | 2 |
| $B_{2}$ | 0 | 1 | 2 | 1 | 2 | 0 | 2 | 0 | 1 |
| $B_{3}$ | 0 | 2 | 1 | 1 | 0 | 2 | 2 | 1 | 0 |
| $B_{4}$ | 0 | 1 | 2 | 0 | 1 | 2 | 0 | 1 | 2 |

which correspond to the identity relationships

$$
I=A_{1} A_{2} A_{3}
$$

and

$$
I=B_{1} B_{2} B_{3}=B_{2} B_{3}^{2} B_{4}=B_{1} B_{2}^{2} B_{4}=B_{1} B_{3}^{2} B_{4}^{2}
$$

respectively. The Kronecker product design is then obtained by combining every column of $\mathrm{OA}\left[2^{2}, 3,2,2 ; 1\right]$ with every column of $\mathrm{OA}\left[3^{2}, 4,3,2 ; 1\right]$ resulting in an array of $n_{1}+n_{2}=7$ rows and $N_{1} N_{2}=4 \cdot 9=36$ columns. Since $p_{1}=$ $p_{2}=1$ and $q_{1}=q_{2}=2$, it follows that in addition to the main effects only 2-factor interactions involving one factor $A_{i}(i=1,2,3)$ and one factor $B_{j}(j=$ $1,2,3,4$ ), each with 2 d.f., are estimable assuming that all other interactions are negligible.

This method can produce a large number of asymmetrical fractional factorials, but, as is the case with many Kronecker product designs, the number of runs becomes quite large. For this reason we mention only a few other special cases that lead to useful designs with the same properties as the design in Example 13.9:

1. For the $2^{n} \cdot s$ complete factorial $(3<n \leq 7)$ combine each level of the factor with $s$ levels with each column of the array $\mathrm{OA}[8, n, 2,2 ; 2]$ to obtain a design with $8 s$ runs.
2. For the $2^{n} \cdot s$ complete factorial $(7<n \leq 11)$ combine each level of the factor with $s$ levels with each column of the array $\mathrm{OA}[12, n, 2,2 ; 3]$ to obtain a design with $12 s$ runs.
3. For the $2^{n_{1}} \cdot 3^{n_{2}}$ complete factorial with $3<n_{1} \leq 7$ and $1<n_{2} \leq 4$ obtain the Kronecker product design of $\mathrm{OA}\left[8, n_{1}, 2,2 ; 2\right]$ and $\mathrm{OA}\left[3^{2}, n_{2}, 3,2 ; 1\right]$ with 72 runs.

For a more general characterization of designs in the above classes as well as other factor combinations, see Chakravarti (1956).

### 13.7.2 Balanced Arrays

Just as orthogonal arrays are related to fractional factorial designs, so are balanced arrays (see Appendix C). $B$-arrays of strength 2, 3, 4 represent resolution III, IV, V designs, respectively. As an illustration consider the following example.

Example 13.10 $\mathrm{BA}(5,4,2,2 ;(1,1,2))$ is given by

$$
\boldsymbol{B}=\left(\begin{array}{lllll}
0 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 1 & 1 \\
0 & 1 & 1 & 0 & 1 \\
0 & 1 & 1 & 1 & 0
\end{array}\right)
$$

This represents a main effect plan for four factors in five runs.
However, contrary to fractional factorial designs in the form of orthogonal arrays, the designs from $B$-arrays are nonorthogonal, but as shown by Chakravarti (1956) and Srivastava (1965) the variance-covariance matrix for estimates of the parameters is balanced. For Example 13.10 this means that $\operatorname{var}\left(\widehat{A}_{i}\right)$ is the same for each $i=1,2,3,4, \operatorname{cov}\left(\widehat{\mu}, \widehat{A}_{i}\right)$ is the same for each $i$, and $\operatorname{cov}\left(\widehat{A}_{i}, \widehat{A}_{j}\right)$ is the same for each pair $(i, j)$ with $i \neq j$.

In a series of studies Srivastava and Chopra (1971) and Chopra and Srivastava $(1974,1975)$ have provided methods of constructing $B$-arrays of strength 4 and a list of resolution V designs for $4 \leq n \leq 8$ factors and a wide range of $N$ runs.

### 13.8 BLOCKING IN FRACTIONAL FACTORIALS

### 13.8.1 General Idea

As we have discussed, the purpose of FFDs is to reduce the number of experimental runs consonant with the objectives of the experiment. That may still leave us with a relatively large number of treatment combinations such that in the practical setting some form of blocking may be required. To achieve such blocked designs we simply need to combine the ideas of systems of confounding and fractional factorials. The concept can be described in general terms as follows.

Let us consider an unreplicated $s^{n-\ell}$ fractional factorial to be used in $s^{m}$ blocks. We then know the following:

1. We have $s^{n-\ell}$ treatment combinations.
2. The available treatment combinations are determined by $\ell$ independent interaction components in the identity relationship.
3. We can estimate $\left(s^{n-\ell}-1\right) /(s-1)$ functions of main effects and interaction components.
4. The estimable functions are determined by the identity relationship in the form of the alias structure.
5. We now have $s^{m}$ blocks of size $2^{n-\ell-m}$.
6. We have $s^{m}-1$ d.f. among blocks.
7. We need to confound $\left(s^{m}-1\right) /(s-1)$ interaction components with blocks.
8. From the available estimable functions (as given by the alias structure) we need to select $m$ functions to confound with blocks.
9. Then all their generalized interactions (and aliases) are also confounded with blocks.

We shall illustrate these steps and some other ideas in the following sections with particular reference to the $2^{n}$ and $3^{n}$ systems.

### 13.8.2 Blocking in $2^{\boldsymbol{n - \ell}}$ Designs

Consider a $2^{n-\ell}$ FFD defined by the identity relationship (see Section 13.3.1)

$$
\begin{equation*}
I=E^{\boldsymbol{\alpha}_{1}}=E^{\boldsymbol{\alpha}_{2}}=\cdots=E^{\boldsymbol{\alpha}_{\ell}}=E^{\boldsymbol{\alpha}_{1}+\boldsymbol{\alpha}_{2}}=\cdots=E^{\boldsymbol{\alpha}_{1}+\boldsymbol{\alpha}_{2}+\ldots+\boldsymbol{\alpha}_{\ell}} \tag{13.44}
\end{equation*}
$$

where $E^{\boldsymbol{\alpha}_{1}}, E^{\boldsymbol{\alpha}_{2}}, \ldots, E^{\boldsymbol{\alpha}_{\ell}}$ are the independent interactions. We shall denote the $2^{n-\ell}-1=q$ estimable effects by $E^{\boldsymbol{\beta}_{1}}, E^{\boldsymbol{\beta}_{2}}, \ldots, E^{\boldsymbol{\beta}_{q}}$. The alias structure is obtained by multiplying each $E^{\boldsymbol{\beta}_{i}}(i=1,2, \ldots, q)$ into (13.44).

We now consider placing the treatment combinations specified by (13.44) into $2^{m}$ blocks of size $2^{n-\ell-m}$. To accomplish this we need to select $m$ effects from among the $E^{\boldsymbol{\beta}_{i}}(i=1,2, \ldots, q)$ to confound with blocks, say, without loss of generality, $E^{\boldsymbol{\beta}_{1}}, E^{\boldsymbol{\beta}_{2}}, \ldots, E^{\boldsymbol{\beta}_{m}}$. We know that then all their generalized interactions are also confounded with blocks, giving rise to the required $2^{m}$ blocks.

To generate the intrablock subgroup (IBS) we combine the $\ell$ equations for generating the fraction specified by (13.44) and the $m$ equations for the specified system of confounding, that is,

$$
\begin{gather*}
\alpha_{11} x_{1}+\alpha_{12} x_{2}+\cdots+\alpha_{1 n} x_{n}=0 \\
\alpha_{21} x_{1}+\alpha_{22} x_{2}+\cdots+\alpha_{2 n} x_{n}=0 \\
\vdots \\
\alpha_{\ell 1} x_{1}+\alpha_{\ell 2} x_{2}+\cdots+\alpha_{\ell n} x_{n}=0 \\
\beta_{11} x_{1}+\beta_{12} x_{2}+\cdots+\beta_{1 n} x_{n}=0  \tag{13.45}\\
\beta_{21} x_{1}+\beta_{22} x_{2}+\cdots+\beta_{2 n} x_{n}=0 \\
\vdots \\
\beta_{m 1} x_{1}+\beta_{m 2} x_{2}+\cdots+\beta_{m n} x_{n}=0
\end{gather*}
$$

Equations (13.45) show that the IBS constitutes a $2^{n-(\ell+m)}$ fraction, with the remaining blocks representing the other fractions obtained by changing successively the right-hand sides of the second set of equations in (13.45).

In the practical context the interactions $E^{\boldsymbol{\beta}_{i}}(i=1,2, \ldots, m)$ would have to be chosen carefully so as to avoid the confounding of "important" effects with blocks. We shall illustrate the preceding procedure with the following example.

Example 13.11 Consider the $2^{7-3}$ design in four blocks. We start with the resolution IV design defined by the identity relationship

$$
I=\underline{A B C D}=\underline{C D E F}=A B E F=\underline{B C E G}=A D E G=B D F G=A C F G
$$

where the three independent interactions are underlined. The 15 estimable functions (d.f.) are accounted for by seven main effects ( +3 -factor and higher-order interactions), seven 2 -factor interactions ( + higher-order interactions), and one 3-factor interaction (+ higher-order interactions). In order to set up blocks of size 4 we need to confound three 2 -factor interactions (and their aliases), choosing, say, $A B$ and $A C$ as the two independent interactions. Thus, to generate the design we chose in (13.45)

$$
\begin{array}{lll}
\boldsymbol{\alpha}_{1}^{\prime}=(1111000) & \boldsymbol{\alpha}_{2}^{\prime}=(0011110) & \boldsymbol{\alpha}_{3}^{\prime}=(0110101) \\
\boldsymbol{\beta}_{1}^{\prime}=(1100000) & \boldsymbol{\beta}_{2}^{\prime}=(1010000) &
\end{array}
$$

An isomorphic design using SAS PROC FACTEX is given in Table 13.10.

### 13.8.3 Optimal Blocking

As we have mentioned earlier, there may be various ways to set up the blocks for a particular fractional factorial, for example, by choosing different $\boldsymbol{\beta}_{j}$ to use in (13.45). Such choices for the $2^{n-\ell}$ fraction in $2^{m}$ blocks may be made by first inspecting the alias structure for the $2^{n-\ell}$ and then selecting $m$ appropriate interactions to generate the system of confounding. We obviously need to be careful in this selection so that some of the resulting $2^{m}-m-1$ generalized interactions do not end up being desirable effects.

A more formal approach to this problem makes use of the fact that blocking in a $2^{n-\ell}$ can be considered as a special case of fractionation (Kempthorne, 1952; Lorenzen and Wincek, 1992) by introducing additional factors as blocking factors. More specifically, a $2^{n-\ell}$ fractional factorial in $2^{m}$ blocks of size $2^{n-\ell-m}(m<$ $n-\ell)$ can be considered formally as a $2^{(n+m)-(\ell+m)}$ (Chen and Cheng, 1999). The factors are divided into $n$ treatment factors $A_{1}, A_{2}, \ldots, A_{n}$ and $m$ blocking factors $b_{1}, b_{2}, \ldots, b_{m}$. The $2^{m}$ "level" combinations of the blocking factors are used to divide the $2^{n-\ell}$ treatment combinations into $2^{m}$ blocks. By treating this as a special case of a fractional factorial, the identity relationship will contain two types of words: treatment-defining words are those that contain only treatment

Table $13.10 \quad 2^{7-3}$ Design in 4 Blocks

```
options nodate pageno=1;
proc factex;
factors A B C D E F G;
size design=16;
model res=4;
blocks size=4;
examine design aliasing(3) confounding;
output out=design
    blockname=block nvals=(1 2 3 4);
title1 'TABLE 13.10';
title2 '2**(7-3) DESIGN IN 4 BLOCKS';
run;
proc print data=design;
run;
```

The FACTEX Procedure

Design Points
Experiment
$\begin{array}{lllllllll}\text { Number } & \text { A } & \text { B } & \text { C } & \text { D } & \text { E } & \text { F } & \text { G } & \text { Block }\end{array}$

| 1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | 4 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | -1 | -1 | -1 | 1 | 1 | 1 | 1 | 1 |
| 3 | -1 | -1 | 1 | -1 | 1 | 1 | -1 | 1 |
| 4 | -1 | -1 | 1 | 1 | -1 | -1 | 1 | 4 |
| 5 | -1 | 1 | -1 | -1 | 1 | -1 | 1 | 3 |
| 6 | -1 | 1 | -1 | 1 | -1 | 1 | -1 | 2 |
| 7 | -1 | 1 | 1 | -1 | -1 | 1 | 1 | 2 |
| 8 | -1 | 1 | 1 | 1 | 1 | -1 | -1 | 3 |
| 9 | 1 | -1 | -1 | -1 | -1 | 1 | 1 | 3 |
| 10 | 1 | -1 | -1 | 1 | 1 | -1 | -1 | 2 |
| 11 | 1 | -1 | 1 | -1 | 1 | -1 | 1 | 2 |
| 12 | 1 | -1 | 1 | 1 | -1 | 1 | -1 | 3 |
| 13 | 1 | 1 | -1 | -1 | 1 | 1 | -1 | 4 |
| 14 | 1 | 1 | -1 | 1 | -1 | -1 | 1 | 1 |
| 15 | 1 | 1 | 1 | -1 | -1 | -1 | -1 | 1 |
| 16 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 4 |

Factor Confounding Rules

$$
\begin{aligned}
& E=B * C * D \\
& F=A * C * D \\
& G=A * B * D
\end{aligned}
$$

Table 13.10 (Continued)
Block Pseudofactor Confounding Rules

```
[B1] = A*B*C*D
[B2] = C*D
```

Aliasing Structure

| $A=B * D * G=B * E * F=C * D * F=C * E * G$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B=A * D * G=A * E * F=C * D * E=C * F * G$ |  |  |  |  |  |  |  |  |
| $C=A * D * F=A * E * G=B * D * E=B * F * G$ |  |  |  |  |  |  |  |  |
| $D=A * B * G=A * C * F=B * C * E=E * F * G$ |  |  |  |  |  |  |  |  |
| $\mathrm{E}=\mathrm{A} * \mathrm{~B} * \mathrm{~F}=\mathrm{A} * \mathrm{C} * \mathrm{G}=\mathrm{B} * \mathrm{C} * \mathrm{D}=\mathrm{D} * \mathrm{~F} * \mathrm{G}$ |  |  |  |  |  |  |  |  |
| $F=A * B * E=A * C * D=B * C * G=D * E * G$ |  |  |  |  |  |  |  |  |
| $G=A * B * D=A * C * E=B * C * F=D * E * F$ |  |  |  |  |  |  |  |  |
| $[B]=A * B=D * G=E * F$ |  |  |  |  |  |  |  |  |
| $A * C=D * F=E * G$ |  |  |  |  |  |  |  |  |
| $A * D=B * G=C * F$ |  |  |  |  |  |  |  |  |
| $[B]=A * E=B * F=C * G$ |  |  |  |  |  |  |  |  |
| [B] $=$ | $A * F=B * E=C * D$ |  |  |  |  |  |  |  |
|  | $A * G=B * D=C * E$ |  |  |  |  |  |  |  |
|  | $B * C=D * E=F * G$ |  |  |  |  |  |  |  |
|  | $A * B * C=A * D * E=A * F * G=B * D * F=B * E * G=C * D * G=C * E * F$ |  |  |  |  |  |  |  |
| Obs | block | A | B | C | D | E | F | G |
| 1 | 1 | -1 | -1 | -1 | 1 | 1 | 1 | 1 |
| 2 | 1 | -1 | -1 | 1 | -1 | 1 | 1 | -1 |
| 3 | 1 | 1 | 1 | -1 | 1 | -1 | -1 | 1 |
| 4 | 1 | 1 | 1 | 1 | -1 | -1 | -1 | -1 |
| 5 | 2 | -1 | 1 | -1 | 1 | -1 | 1 | -1 |
| 6 | 2 | -1 | 1 | 1 | -1 | -1 | 1 | 1 |
| 7 | 2 | 1 | -1 | -1 | 1 | 1 | -1 | -1 |
| 8 | 2 | 1 | -1 | 1 | -1 | 1 | -1 | 1 |
| 9 | 3 | -1 | 1 | -1 | -1 | 1 | -1 | 1 |
| 10 | 3 | -1 | 1 | 1 | 1 | 1 | -1 | -1 |
| 11 | 3 | 1 | -1 | -1 | -1 | -1 | 1 | 1 |
| 12 | 3 | 1 | -1 | 1 | 1 | -1 | 1 | -1 |
| 13 | 4 | -1 | -1 | -1 | -1 | -1 | -1 | -1 |
| 14 | 4 | -1 | -1 | 1 | 1 | -1 | -1 | 1 |
| 15 | 4 | 1 | 1 | -1 | -1 | 1 | 1 | -1 |
| 16 | 4 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

    \(A=B * D * G=B * E * F=C * D * F=C * E * G\)
    \(B=A * D * G=A * E * F=C * D * E=C * F * G\)
    \(C=A * D * F=A * E * G=B * D * E=B * F * G\)
    \(D=A * B * G=A * C * F=B * C * E=E * F * G\)
    \(E=A * B * F=A * C * G=B * C * D=D * F * G\)
    \(F=A * B * E=A * C * D=B * C * G=D * E * G\)
    \(G=A * B * D=A * C * E=B * C * F=D * E * F\)
    \(A * C=D * F=E * G\)
    \(A * D=B * G=C * F\)
    $[B]=A * E=B * F=C * G$
$A^{*} F=B^{*} E=C * D$
$B * C=D * E=F * G$
$A * B * C=A * D * E=A * F * G=B * D * F=B * E * G=C * D * G=C * E * F$
factors, and block-defining words are those that contain at least one blocking factor (Chen and Cheng, 1999). We shall illustrate this in the following example.

Example 13.12 Consider the $2^{7-3}$ in $2^{2}$ blocks as a $2^{(7+2)-(3+2)}$ fraction. We need three independent treatment-defining words, say $A_{2} A_{3} A_{4} A_{5}, A_{1} A_{3} A_{4} A_{6}$,
and $A_{1} A_{2} A_{4} A_{7}$, and two independent block-defining words, say $A_{1} A_{2} A_{3} A_{4} b_{1}$ and $A_{3} A_{4} b_{2}$. To obtain the desired design we thus need to solve the following equations:

$$
\begin{array}{rlrl}
x_{2}+x_{3}+x_{4}+x_{5} & & =0 \\
x_{1}+x_{3}+x_{4}+x_{6} & & =0 \\
x_{1}+x_{2}+x_{4} & +x_{7} & =0  \tag{13.46}\\
x_{1}+x_{2}+x_{3}+x_{4} & +y_{1} & =0 \\
x_{3}+x_{4} & & +y_{2} & =0
\end{array}
$$

where in (13.46) $x_{1}, x_{2}, \ldots, x_{7}$ refer to the treatment factors and $y_{1}, y_{2}$ refer to the block factors, with $x_{i}=0,1,(i=1,2, \ldots, 7), y_{j}=0,1(j=1,2)$. The solution of Eqs. (13.46) leads to the design given in Table 13.10 if we use the following association between block numbers and block factor level combinations:

| Block No. | $\boldsymbol{y}_{\mathbf{1}}$ | $\boldsymbol{y}_{\mathbf{2}}$ |
| :---: | :---: | :---: |
| 1 | 1 | 1 |
| 2 | 0 | 1 |
| 3 | 1 | 0 |
| 4 | 0 | 0 |

Inspection of the identity relationship in Example 13.12 illustrates some of the difficulties encountered in extending the notions of resolution and minimum aberration to situations involving block-defining words. The presence of a threeletter word, for example, $A_{3} A_{4} b_{2}$, would suggest that the design is a resolution III design, when in fact it is clearly a resolution IV design with regard to the treatment factors. Similar problems have been addressed and solutions proposed by, for example, Bisgaard (1994), Sitter, Chen, and Feder (1997), and Sun, Wu, and Chen (1997), but as Chen and Cheng (1999) point out, none of these solutions are satisfactory with regard to properly characterizing blocked designs and identifying optimal blocking schemes.

The problem is that there are two different word length patterns, one for treatment-defining words and one for block-defining words. Suppose we consider only designs where no main effects are confounded either with other main effects or block effects. Following Sun, Wu, and Chen (1997), let $L_{i, 0}$ be the number of treatment-defining words containing $i$ treatment letters, and let $L_{i, 1}$ be the number of block-defining words also containing $i$ treatment letters and one or more block letters. We then have, for a given design, two types of word length patterns, one for treatment-defining words

$$
\begin{equation*}
\mathrm{WLP}_{t}=\left(L_{3,0}, L_{4,0}, \ldots\right) \tag{13.47}
\end{equation*}
$$

and one for block-defining words

$$
\begin{equation*}
\mathrm{WLP}_{b t}=\left(L_{2,1}, L_{3,1}, \ldots\right) \tag{13.48}
\end{equation*}
$$

Clearly, (13.47) and (13.48) have different meanings and are of different importance. An intuitive method to proceed would be to search for a design that has minimum aberration (see Section 13.3.4) with respect to both treatment and block factors. Zhang and Park (2000), however, have shown that no such design exists. Instead, in order to extend the concept of minimum aberration we somehow may need to combine (13.47) and (13.48). To this end Chen and Cheng (1999) propose the following ordering, based on the hierarchical assumption that lower-order effects are more important than higher-order effects and that effects of the same order are of equal importance:

$$
\begin{equation*}
\left(L_{3,0}, L_{2,1}\right), L_{4,0},\left(L_{5,0}, L_{3,1}\right), L_{6,0},\left(L_{7,0}, L_{4,1}\right) L_{8,0}, \ldots \tag{13.49}
\end{equation*}
$$

This means, for example, that if $L_{3,0}>0$ some 2-factor interactions are aliased with main effects, and if $L_{2,1}>0$ then some 2-factor interactions are confounded with blocks. In either case those 2-factor interactions cannot be estimated. Further, designs with $L_{3,0}>0$ and/or $L_{2,1}>0$ are clearly less desirable than designs with $L_{3,0}=L_{2,1}=0$ and $L_{4,0}>0$.

Based on such considerations, the criterion of minimum aberration for blocked fractional factorial designs might be defined by sequentially minimizing $L_{3,0}, L_{2,1}, L_{4,0}, L_{5,0}, L_{3,1}, L_{6,0}, L_{7,0}, L_{4,1}, L_{8,0}, \ldots$ But Chen and Cheng (1999) show that even that is not quite satisfactory. Based on the notion of estimation capacity [for details see Cheng, Steinberg, and Sun, (1999)], they propose to minimize sequentially what they call the blocking word length pattern:

$$
\begin{equation*}
\mathrm{WLP}_{b}=\left(L_{3}^{b}, L_{4}^{b}, \ldots, L_{n+[n / 2]}^{b}\right) \tag{13.50}
\end{equation*}
$$

where

$$
L_{j}^{b}= \begin{cases}L_{j, 0} & \text { for even } j \leq n  \tag{13.51}\\ \binom{j}{(j+1) / 2} L_{j, 0}+L_{(j+1) / 2,1} & \text { for odd } j \leq n \\ L_{j-[n / 2], 1} & \text { for } n+1 \leq j \leq n+[n / 2]\end{cases}
$$

and $[n / 2]$ is the largest integer less than or equal to $n / 2$. As can be seen from (13.51) the word length for odd $j \leq n$ is a linear combination of the two associated word lengths enclosed in parentheses in (13.49). For example, $L_{3}^{b}=3 L_{3,0}+L_{2,1}$ and $L_{5}^{b}=10 L_{5,0}+L_{3,1}$.

For detailed methods of identifying minimum aberration blocked fractional factorial designs we refer the reader to Chen and Cheng (1999). In Tables 13.11, 13.12, and 13.13 we give, in a different form, some of their results for 8 -, 16 -, 32-run minimum aberration $2^{n-\ell}$ designs in $2^{m}$ blocks for $n=4,5, \ldots, 10$;

Table 13.11 8-Run Minimum Aberration $2^{n-\ell}$ Designs

|  |  |  | Independent Defining Words |  |  |
| ---: | ---: | ---: | :--- | ---: | ---: |
| $n$ | $\ell$ | $m$ | Treatments | Blocks | $\mathrm{WLP}_{b}{ }^{a}$ |
| 4 | 1 | 1 | $A B C D$ | $A B b_{1}$ | 210 |
| 4 | 1 | 2 | $A B C D$ | $A B b_{1}, A C b_{2}$ | 610 |
| 5 | 2 | 1 | $A B D, A C E$ | $B C b_{1}$ | 812 |
| 6 | 3 | 1 | $A B D, A C E, B C F$ | $A B C b_{1}$ | 1534 |

${ }^{a}$ Giving only $L_{3}^{b}, L_{4}^{b}, L_{5}^{b}$.
Table 13.12 16-Run Minimum Aberration $2^{n-\ell}$ Designs

| $n$ | $\ell$ | $m$ | Independent Defining Words |  | $\mathrm{WLP}_{b}{ }^{\text {a }}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Treatments | Blocks |  |  |  |
| 5 | 1 | 1 | ABCE | $A B D b_{1}$ | 0 | 1 | 2 |
| 5 | 1 | 2 | ABCE | $A B b_{1}, A C D b_{2}$ | 2 | 1 | 4 |
| 5 | 1 | 3 | ABCE | $A B b_{1}, A C b_{2}, A D b_{3}$ | 10 | 1 | 0 |
| 6 | 2 | 1 | ABCE, ABDF | $A C D b_{1}$ | 0 | 3 | 4 |
| 6 | 2 | 2 | ABCE, ABDF | $A B b_{1}, A C D b_{2}$ | 3 | 3 | 8 |
| 6 | 2 | 3 | ABCE, ABDF | $A B b_{1}, A C b_{2}, A D b_{3}$ | 15 | 3 | 0 |
| 7 | 3 | 1 | $\begin{aligned} & A B C E, A B D F, \\ & A C D G \end{aligned}$ | $B C D b_{1}$ | 0 | 7 | 7 |
| 7 | 3 | 2 | $\begin{aligned} & A B C E, A B D F, \\ & A C D G \end{aligned}$ | $A B b_{1}, A C b_{2}$ | 9 | 7 | 0 |
| 7 | 3 | 3 | $\begin{aligned} & A B C E, A B D F, \\ & A C D G \end{aligned}$ | $A B b_{1}, A C b_{2}, A D b_{3}$ | 21 | 7 | 0 |
| 8 | 4 | 1 | $\begin{aligned} & A B C E, A B D F, \\ & A C D G, B C D H \end{aligned}$ | $A B b_{1}$ | 4 | 14 | 0 |
| 8 | 4 | 2 | $\begin{aligned} & A B C E, A B D F, \\ & A C D G, B C D H \end{aligned}$ | $A B b_{1}, A C b_{2}$ | 12 | 14 | 0 |
| 8 | 4 | 3 | $A B C E, A B D F$, | $A B b_{1}, A C b_{2}, A D b_{3}$ | 28 | 14 | 0 |
| 9 | 5 | 1 | $\begin{aligned} & A B E, A C F, \\ & A D G, B C D H, \\ & A B C D J \end{aligned}$ | $B C b_{1}$, | 16 | 14 | 84 |
| 9 | 5 | 2 | $A B E, A C F$, <br> $A D G, B C D H$, <br> ABCDJ | $B C b_{1}, B D b_{2}$ | 24 | 14 | 92 |
| 10 | 6 | 1 | $\begin{aligned} & A B E, A C F, \\ & B C G, A D H, \\ & B C D J, A B C D K \end{aligned}$ | $B D b_{1}$ | 28 | 18 | 96 |
| 10 | 6 | 2 | $\begin{aligned} & A B E, A C F, \\ & B C G, A D H, \\ & B C D J, A B C D K \end{aligned}$ | $A B C b_{1}, B D b_{2}$ | 37 |  |  |

[^16]Table 13.13 32-Run Minimum Aberration $2^{\text {n- } \ell}$ Designs

| $n$ | $\ell$ | $m$ | Independent Defining Words |  | $\mathrm{WLP}_{b}{ }^{\text {a }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Treatments | Blocks |  |
| 6 | 1 | 1 | ABCDEF | $A^{\text {A }}$ Cb ${ }_{1}$ |  |
| 6 | 1 | 2 | ABCF | $A B D b_{1}, A C E b_{2}$ | $\begin{array}{llll}0 & 1 & 4\end{array}$ |
| 6 | 1 | 3 | ABCDEF | $A B b_{1}, C D b_{2}, A C E b_{3}$ | 3008 |
| 6 | 1 | 4 | ABCDEF | $\begin{aligned} & A B b_{1}, A C b_{2}, \\ & A D b_{3}, A E b_{4} \end{aligned}$ | 1500 |
| 7 | 2 | 1 | ABCF, ABDEG | $A C D b_{1}$ | 0122 |
| 7 | 2 | 2 | ABCF, $A B D G$ | $A C D b_{1}, A B E b_{2}$ | 037 |
| 7 | 2 | 3 | $A B C F, A B D E G$ | $\begin{aligned} & A C b_{1}, A B D b_{2}, \\ & A B E b_{3} \end{aligned}$ | 5132 |
| 7 | 2 | 4 | $A B C F, A D E G$ | $\begin{aligned} & A B b_{1}, A C b_{2} \\ & A D b_{3}, A E b_{4} \end{aligned}$ | 2120 |
| 8 | 3 | 1 | $\begin{aligned} & A B C F, A B D G, \\ & A C D E H \end{aligned}$ | $A B E b_{1}$ | 0343 |
| 8 | 3 | 2 | $\begin{aligned} & A B C F, A B D G, \\ & A C D E H \end{aligned}$ | $A B E b_{1}, B C D E b_{2}$ | 1350 |
| 8 | 3 | 3 | $\begin{aligned} & A B C F, A B D G, \\ & A C E H \end{aligned}$ | $\begin{aligned} & A B b_{1}, A C D b_{2}, \\ & A E b_{3} \end{aligned}$ | 7518 |
| 8 | 3 | 4 | $\begin{aligned} & A B C F, A B D G, \\ & A C E H \end{aligned}$ | $\begin{aligned} & A B b_{1}, A C b_{2}, \\ & A D b_{3}, A E b_{4} \end{aligned}$ | 2850 |
| 9 | 4 | 1 | $\begin{aligned} & A B C F, A B D G \\ & A B E H, A C D E J \end{aligned}$ | $B C D E b_{1}$ | 0684 |
| 9 | 4 | 2 | $\begin{aligned} & A B C F, A B D G, \\ & A C E H, A D E J \end{aligned}$ | $B C b_{1}, B D E b_{2}$ | 2914 |
| 9 | 4 | 3 | $\begin{aligned} & A B C F, A B D G, \\ & A C E H, A D E J \end{aligned}$ | $\begin{aligned} & A B b_{1}, A C D b_{2}, \\ & A E b_{3} \end{aligned}$ | 9927 |
| 9 | 4 | 4 | $\begin{aligned} & A B C F, A B D G, \\ & A C E H, A D E J \end{aligned}$ | $\begin{aligned} & A B b_{1}, A C b_{2}, \\ & D E b_{3}, A E b_{4} \end{aligned}$ | 3690 |
| 10 | 5 | 1 | $\begin{aligned} & A B C F, A B D G, \\ & A C E H, A D E J, \\ & A B C D E K \end{aligned}$ | $A C D b_{1}$ | 01510 |
| 10 | 5 | 2 | $\begin{aligned} & A B C F, A B D G, \\ & A C E H, A D E J, \\ & A B C D E K \end{aligned}$ | $A B b_{1}, A C D b_{2}$ | 31520 |
| 10 | 5 | 3 | $\begin{aligned} & A B C F, A B D G, \\ & A C D H, A B E J, \\ & A C E K \end{aligned}$ | $\begin{aligned} & A B b_{1}, A C b_{2}, \\ & A D E b_{3} \end{aligned}$ | 121636 |
| 10 | 5 | 4 | $\begin{aligned} & A B C F, A B D G, \\ & A C E H, A D E J, \\ & A B C D E K \end{aligned}$ | $\begin{aligned} & A B b_{1}, A C b_{2} \\ & A D b_{3}, A E b_{4} \end{aligned}$ | 45150 |

[^17]$\ell=1,2 \ldots, 6 ; m=1,2,3,4$. For possible combinations of $n, \ell$, and $m$ we give the independent words for the identity relationship from which the design can be obtained by solving a set of equations as illustrated in Example 13.12. We also list the first three components, $L_{3}^{b}, L_{4}^{b}$, and $L_{5}^{b}$, of each associated $\mathrm{WLP}_{b}$. In Tables 13.11, 13.12, and 13.13 we denote the treatment factors by $A, B, C$, $D, E, F, G, H, J, K$ and the blocking factors by $b_{1}, b_{2}, b_{3}, b_{4}$.

### 13.9 ANALYSIS OF UNREPLICATED FACTORIALS

One reason for using fractional factorial designs is to reduce the number of runs in the experiments. But even a highly fractional design for a large number of factors may involve quite a large number of runs. In that case we may be able to afford only a few or no replications of the treatment combinations included in the design. As we know replications are important for estimating the variance of the estimable effects and interactions.

For unreplicated $2^{n}$ factorials we have described how negligible interactions can be used to estimate $\sigma_{e}^{2}$ (see Section 7.6.6). This method is, of course, applicable also for the general $s^{n}$ factorial and mixed factorials. The problem becomes more complicated for fractional factorials where often only main effects and low-order interactions are estimable. In this case we have to fall back on the assumption of effect sparsity, which says that typically only a few effects and/or interactions are real. We shall mention here briefly the essential ideas of two methods that are helpful with the analysis of data and the interpretation of the results from unreplicated fractional factorials.

### 13.9.1 Half-Normal Plots

Let us consider a $2^{n-\ell}$ fraction and suppose that the effects and interactions $E^{\alpha_{1}}$, $E^{\boldsymbol{\alpha}_{2}}, \ldots, E^{\boldsymbol{\alpha}_{m}}\left(m=2^{n-\ell}-1\right)$ are estimable (these are, of course, aliased with other interactions which we assume to be negligible). Noting that $\left|\widehat{E}^{\alpha_{i}}\right|=$ $\left|\widehat{E}_{1}^{\alpha_{i}}-\widehat{E}_{0}^{\alpha_{i}}\right|$ can be viewed as the range of a pair of (approximately) normally distributed random variables suggests that the $\left|\widehat{E}^{\alpha_{i}}\right|$ are themselves halfnormally distributed, that is, follow the distribution function

$$
\begin{aligned}
f(x) & =\left[2 /\left(\pi \sigma_{e}^{2}\right)\right]^{1 / 2} \exp \left[-x^{2} /\left(2 \sigma_{e}^{2}\right)\right] & & \text { for } x \geq 0 \\
& =0 & & \text { for } x<0
\end{aligned}
$$

Its cdf can be linearized by using the upper half of normal probability paper, relabeling the $P$ axis for $P \geq .5$ as $P^{\prime}=2 P-1$. Based on this idea Daniel (1959) proposed a procedure that has come to be known as half-normal plot.

It consists of plotting the absolute values of the $m$ estimates, approximating their $P^{\prime}$ values by $P^{\prime}=\left(i-\frac{1}{2}\right) / m$ for $i=1,2, \ldots, m$. If, as assumed, most of the estimates are, in fact, estimating zero, then they should fall near a straight line through the origin. The $68 \%$ point (obtained from $P^{\prime}=2 \times .84-1=.68$ )
would provide an approximate value of the standard error, say $\mathrm{SE}_{0}$, of the effects plotted, that is, an estimate of $\sigma_{e}^{2}$ since $\operatorname{SE}\left(\widehat{E}^{\alpha_{i}}\right)=\widehat{\sigma}_{e} /\left(2^{n-\ell-2}\right)^{1 / 2}$. Furthermore, to the extent that some of the largest estimates deviate from the straight line is an indication that the corresponding effects are different from zero.

The above describes in essence the procedure, but we need to elaborate on two points: (1) How do we judge an estimate to be significantly different from zero? and (2) should we reestimate $\sigma_{e}^{2}$ in light of some significant estimates?

1. The significance of effects is judged by whether they fall outside certain "guardrails" (Daniel, 1959). The $\alpha$-level guardrails are constructed by drawing a line through the $\alpha$-level critical values for the largest standardized absolute effects, say $t_{h}(h=m, m-1, \ldots, m-K)$, standardized by the initial estimate of $\sigma_{e}$. Zahn (1975) provided the critical values for $m=15$, $31,63,127$ and $\alpha=.05, .20, .40$. In Table 13.14 we give the critical values for $m=15,31$ and $\alpha=.05, .20, .40$ for some $t_{h}$.
2. Based upon the test performed by using the procedure in point 1 above, we exclude not only the significant effects at $\alpha=.05$ but also "borderline" effects at $\alpha=.20$ or even $\alpha=.40$, say there are $K_{\alpha}$ such effects altogether, and replot the $m-K_{\alpha}$ remaining effects. The value at $P^{\prime}=.68$ provides then the final value for $\operatorname{SE}\left(\widehat{E}^{\alpha_{i}}\right)$, say $\mathrm{SE}_{f}$, and from it we obtain the final estimate of $\sigma_{e}$ [for a more refined explanation see Zahn (1975)].

The half-normal plot procedure is illustrated in the following example.
Example 13.13 The following data are taken from Example 10.4 in Davies (1956), which describes a $2^{5-1}$ factorial investigating the quality of a basic dyestuff. The factors are $A$ (temperature), $B$ (quality of starting material), $C$

Table 13.14 Guardrail Critical Values

| $m=15:$ | $h$ | $\alpha=.05$ | $\alpha=.20$ | $\alpha=.40$ |
| :---: | :---: | :---: | :---: | ---: |
|  | 15 | 3.230 | 2.470 | 2.066 |
|  | 14 | 2.840 | 2.177 | 1.827 |
|  | 13 | 2.427 | 1.866 | 1.574 |
|  | 12 | 2.065 | 1.533 | 1.298 |
| $m=31:$ | $h$ | $\alpha=.05$ | $\alpha=.20$ | $\alpha=.40$ |
|  | 31 | 3.351 | 2.730 | 2.372 |
|  | 30 | 3.173 | 2.586 | 2.247 |
|  | 29 | 2.992 | 2.439 | 2.121 |
|  | 28 | 2.807 | 2.288 | 1.991 |
|  | 27 | 2.615 | 2.133 | 1.857 |

(reduction pressure), $D$ (pressure), and $E$ (vacuum leak). The $\frac{1}{2}$-fraction is based on $I=-A B C D E$. The treatment combinations and observations $Y$ are given in Table 13.15.

Pertinent computed values to draw the half-normal plot are given in Table 13.16, and the half-normal plot is given in Figure 13.1.

From Table 13.16 we see that $\mathrm{SE}_{0}=\widehat{B C}=8.31$, the 11 th-order statistic, is closest to the .68 percentile and hence is the initial estimate of $\operatorname{SE}\left(\widehat{E}^{\alpha_{i}}\right)$. The standardized effects are then obtained as $t_{i}=\left|\widehat{E}^{\alpha_{i}}\right| / 8.31$. The guardrails for $\alpha=.05, .20$, and .40 are constructed by drawing lines through the corresponding

Table $13.15 \quad \mathbf{2}^{5-1}$ Fractional Factorial

| Treatment | $Y$ | Treatment | $Y$ |
| :--- | :---: | :---: | :---: |
| 00000 | 201.5 | 00011 | 255.5 |
| 10001 | 178.0 | 10010 | 240.5 |
| 01001 | 183.5 | 01010 | 208.5 |
| 11000 | 176.0 | 11011 | 244.0 |
| 00101 | 188.5 | 00110 | 274.0 |
| 10100 | 178.5 | 10111 | 257.5 |
| 01100 | 174.5 | 01111 | 256.0 |
| 11101 | 196.5 | 11110 | 274.5 |

Table 13.16 Calculations for Half-Normal Plot of Figure 13.1

| Effect | $\widehat{E}^{\alpha_{i}}$ | $\operatorname{Order}(i)$ | $(i-.5) / 15$ | $t_{i}$ |
| :---: | ---: | :---: | :---: | :---: |
| $D E$ | -.0625 | 1 | .0333 | .00752 |
| $A$ | .4375 | 2 | .1000 | .05263 |
| $A E$ | -2.3125 | 3 | .1667 | .27820 |
| $A C$ | 3.0625 | 4 | .2333 | .36842 |
| $B D$ | -3.5625 | 5 | .3000 | .42857 |
| $E$ | 3.9375 | 6 | .3667 | .47368 |
| $C E$ | -4.6875 | 7 | .4333 | .56391 |
| $A D$ | 5.1875 | 8 | .5000 | .62406 |
| $B$ | -7.5625 | 9 | .5667 | .90977 |
| $B E$ | 7.6875 | 10 | .6333 | .92481 |
| $B C$ | 8.3125 | 11 | .7000 | 1.00000 |
| $C$ | 14.0625 | 12 | .7667 | 1.69173 |
| $C D$ | 14.3125 | 13 | .8333 | 1.72180 |
| $A B$ | 16.6875 | 14 | .9000 | 2.00752 |
| $D$ | 66.6875 | 15 | .9667 | 8.02256 |



Figure 13.1 Half-normal plot with guardrails.


Figure 13.2 Half-normal plot for nonsignificant effects.
critical values for $t_{15}, t_{14}, t_{13}$, and $t_{12}$. From Figure 13.1 we see that for $\alpha=.05$ only $D$ is significant, for $\alpha=.20 D$ and $C$ are significant, and for $\alpha=.40 D, C$, $C D$, and $A B$ are significant. Using the latter result, we obtain the final estimate of $\sigma_{e}$ from the .68 percentile of the half-normal plot for the 11 smallest effects in Figure 13.2. From it we see that $\widehat{A D}=5.188=\operatorname{SE}\left(\widehat{E}^{\alpha_{i}}\right)=\widehat{\sigma}_{e} /\left(2^{5-1-2}\right)^{1 / 2}=$ $\mathrm{SE}_{f}$, and hence $\widehat{\sigma}_{e}=2 \times 5.188=10.376$.

### 13.9.2 Bar Chart

This procedure, proposed by Lenth (1989), is based on a simple formula for the standard error of the estimated effects. The effects are plotted and the usual $t$ procedures are used to judge significance and interpret the results.

Let

$$
s_{0}=1.5 \times \text { median }\left|\widehat{E}^{\alpha_{i}}\right|
$$

and define the pseudostandard error (PSE) of the estimated effect by

$$
\begin{equation*}
\text { PSE }=1.5 \times r \text {-median }\left|\widehat{E}^{\alpha_{i}}\right| \tag{13.52}
\end{equation*}
$$

where $r$-median is the restricted median over all $\left|\widehat{E}^{\alpha_{i}}\right|<2.5 s_{0}$. PSE (corresponding to $\mathrm{SE}_{f}$ in Section 13.9.1) in (13.52) is an estimate of $\sigma_{e} /\left(2^{n-\ell-2}\right)^{1 / 2}$. It can be used to define two useful quantities that in turn can be used to assess the significance of effects.

Let

$$
\begin{equation*}
\mathrm{ME}=t_{.975, d} \times \mathrm{PSE} \tag{13.53}
\end{equation*}
$$

denote the margin of error for $\widehat{E}^{\boldsymbol{\alpha}_{i}}$, where $t_{.975, d}$ is the .975 th quantile of the $t$ distribution with $d=m / 3$ d.f. $\left(m=2^{n-\ell}-1\right)$. An approximate $95 \%$ confidence interval for $E^{\boldsymbol{\alpha}_{i}}$ is then given by $\widehat{E}^{\boldsymbol{\alpha}_{i}} \pm$ ME. A simultaneous margin of error (SME) is defined:

$$
\begin{equation*}
\mathrm{SME}=t_{\gamma, d} \times \mathrm{PSE} \tag{13.54}
\end{equation*}
$$

where $\gamma=\left(1+.95^{1 / m}\right) / 2$. For some values of $m$ we have

| $\boldsymbol{m}$ | $\boldsymbol{t}_{\mathbf{. 9 7 5 , d}}$ | $\boldsymbol{t}_{\boldsymbol{\gamma}, \boldsymbol{d}}$ |
| ---: | :---: | :---: |
| 7 | 3.76 | 9.01 |
| 15 | 2.57 | 5.22 |
| 31 | 2.22 | 4.22 |
| 63 | 2.08 | 3.91 |

The procedure proposed by Lenth (1989) then is as follows:

1. Construct a bar chart of the signed effects.
2. Add reference lines at $\pm$ ME [from (13.53)] and $\pm$ SME [from (13.54)].
3. Judge an effect as clearly active if $\widehat{E}^{\alpha_{i}}$ extends beyond the SME lines, inactive if $\widehat{E}^{\alpha_{i}}$ does not extend beyond the ME lines, and of debatable significance if $\widehat{E}^{\alpha_{i}}$ falls between the ME and SME lines.


Figure 13.3 Bar chart for Example 13.14.

We illustrate this procedure in the following example.
Example 13.14 Consider the data from Example 13.13. We obtain $s_{0}=$ $1.5 \times 5.1875=7.78, \mathrm{PSE}=1.5 \times 4.9875=7.48, \mathrm{ME}=19.23, \mathrm{SME}=39.05$. The bar chart is given in Figure 13.3. From it we see that only $D$ is significant at $\alpha=.05$. This agrees with the result in Example 13.13.

### 13.9.3 Extension to Nonorthogonal Design

The previous analysis procedures are applicable for orthogonal designs. There are, however, situations where we may encounter nonorthogonal designs, either by construction (see Section 14.4) or as a consequence of some mishap in the experiment. For example, we may have some replicates for one or a few treatment combinations. Or we may have missing values. Both cases lead to nonorthogonal designs, complicating the analysis and interpretation of results.

A data-driven method for nonorthogonal designs was proposed by Kunert (1997), extending the method of Daniel (1959) as modified by Zahn (1975) and the method of Lenth (1989). For details we refer the reader to the original article by Kunert (1997).

## Main Effect Plans

### 14.1 INTRODUCTION

Main effect plans (MEP) or resolution III designs are commonly used in exploratory studies when a large number of factors need to be considered or screened. The idea is to try to detect factors that exhibit "large" main effects and discard factors with no noticeable effects from further study. The crucial assumption here is that all interactions are negligible, including 2 -factor interactions. This may not always be realistic, but as a first approximation this is nevertheless a very valuable method. In some cases it may be helpful to know with which 2 -factor interactions each main effect is aliased. We shall make some remarks about that later.

### 14.2 ORTHOGONAL RESOLUTION III DESIGNS FOR SYMMETRICAL FACTORIALS

Among the resolution III designs those that admit uncorrelated estimates of main effects are of major importance. Not only are they easy to construct and analyze, but the results from such experiments are also easy to interpret. Because of their special feature, these designs are referred to as orthogonal resolution III designs or orthogonal main effect plans (OMEP). We shall now describe some methods of constructing OMEPs.

### 14.2.1 Fisher Plans

In discussing systems of confounding (see Section 11.4) for an $s^{n}$ factorial in blocks of size $s^{\ell}$ with $n=\left(s^{\ell}-1\right) /(s-1)$ we have already provided a method of constructing a $1 / s^{n-\ell}$ fraction of an $s^{n}$ factorial. Such a FFD is a saturated

[^18]OMEP, designated by $s_{\text {III }}^{n-(n-\ell)}$, indicating that this is a $1 / s^{n-\ell}$ fraction of an $s^{n}$ factorial resulting in $s^{n-(n-\ell)}=s^{\ell}$ treatment combinations (runs, trials) and is of resolution III. Here $s=p^{m}$ and $p$ is a prime. The method of construction is based on results given by Fisher $(1942,1945)$ on how to obtain the IBSG for an $s^{n}$ factorial in blocks of size $s^{\ell}$. The IBSG is then the OMEP. The method of construction guarantees that each level of each factor occurs the same number of times, namely $s^{\ell-1}$, and each level combination for any two factors occurs the same number of times, namely $s^{\ell-2}$ (see Section 11.3). The latter is a sufficient condition for the estimates of the main effects to be uncorrelated.

To see this, consider model (13.28) with $\boldsymbol{X}_{1}$ having the following properties:

1. Each column has $s^{\ell-1}$ unity elements, the remaining $s^{\ell-1}(s-1)$ elements are zero.
2. The inner product of any two columns belonging to the same factor [i.e., columns belonging to $\left(A_{i}\right)_{\delta}$ and $\left(A_{i}\right)_{\gamma}, \delta, \gamma=0,1, \ldots, s-1 ; \delta \neq \gamma$ ] is equal to zero.
3. The inner product of any two columns belonging to different factors [i.e., columns belonging to $\left(A_{i}\right)_{\delta}$ and $\left.\left(A_{j}\right)_{\gamma}, i, j=1,2, \ldots, n ; i \neq j\right]$ is equal to $s^{\ell-2}$.

Considering (13.28) as a two-part linear model and using the result of Section I.4.8 we can write the RNE for $\boldsymbol{E}_{1}$ as

$$
\begin{equation*}
\boldsymbol{X}_{1}^{\prime}\left(\boldsymbol{I}-\frac{1}{s^{\ell}} \mathfrak{J J}^{\prime}\right) \boldsymbol{X}_{1} \boldsymbol{E}_{1}=\boldsymbol{X}_{1}^{\prime}\left(\boldsymbol{I}-\frac{1}{s^{\ell}} \mathfrak{J J}^{\prime}\right) \boldsymbol{y} \tag{14.1}
\end{equation*}
$$

The coefficient matrix in (14.1) can be written alternatively as

$$
\begin{equation*}
\left[\boldsymbol{X}_{1}^{\prime}\left(\boldsymbol{I}-\frac{1}{s^{\ell}} \mathfrak{J J}^{\prime}\right)\right]\left[\left(\boldsymbol{I}-\frac{1}{s^{\ell}} \mathfrak{J J}^{\prime}\right) \boldsymbol{X}_{1}\right]=\widetilde{\boldsymbol{X}}_{1}^{\prime} \widetilde{\boldsymbol{X}}_{1} \tag{14.2}
\end{equation*}
$$

with

$$
\widetilde{\boldsymbol{X}}_{1}=\left(\boldsymbol{I}-\frac{1}{s^{\ell}} \mathfrak{J J}^{\prime}\right) \boldsymbol{X}_{1}
$$

that is, $\widetilde{X}_{1}$ is obtained from $X_{1}$ by subtracting from each element the corresponding column mean. Because of property 1 each column mean is $1 / s$. Because of properties 2 and 3, it follows then that

$$
\widetilde{\boldsymbol{X}}_{1}^{\prime} \tilde{\boldsymbol{X}}_{1}=\operatorname{diag} \underbrace{[\boldsymbol{M}, \boldsymbol{M}, \ldots, \boldsymbol{M}]}_{n}
$$

with $\boldsymbol{M}$ an $s \times s$ matrix of the form

$$
\boldsymbol{M}=s^{\ell-2}\left(s \boldsymbol{I}-\mathcal{J J}^{\prime}\right)
$$

Using the result from Theorem 1.1 we then have

$$
\begin{equation*}
\left(\widetilde{\boldsymbol{X}}_{1}^{\prime} \tilde{\boldsymbol{X}}_{1}\right)^{-}=\operatorname{diag}\left(\boldsymbol{M}^{-}, \boldsymbol{M}^{-}, \ldots, \boldsymbol{M}^{-}\right) \tag{14.3}
\end{equation*}
$$

with

$$
\boldsymbol{M}^{-}=\frac{1}{s^{\ell-1}} \boldsymbol{I}
$$

Since $\left(\widetilde{\boldsymbol{X}}_{1}^{\prime} \widetilde{\boldsymbol{X}}_{1}\right)^{-}$is the variance-covariance matrix for estimable functions associated with the various main effects, it follows then from (14.3) that estimable functions associated with different main effects, such as $\sum_{\delta} c_{\delta}\left(\widehat{A}_{i}\right)_{\delta}$ and $\sum_{\delta} d_{\delta}\left(\widehat{A}_{j}\right)_{\delta}$ for the two factors $A_{i}$ and $A_{j}$, are uncorrelated. The same, of course, is true for the estimates of orthogonal contrasts associated with the main effects of the same factor, such as $\sum_{\delta} c_{\delta}\left(\widehat{A}_{i}\right)_{\delta}$ and $\sum_{\delta} d_{\delta}\left(\widehat{A}_{i}\right)_{\delta}$ with $\sum_{\delta} c_{\delta} d_{\delta}=0$. The estimates of the estimable functions are obtained from (14.1) as

$$
\widehat{\boldsymbol{E}}_{1}=\left(\widetilde{\boldsymbol{X}}_{1}^{\prime} \tilde{\boldsymbol{X}}_{1}\right)^{-} \tilde{\boldsymbol{X}}_{1}^{\prime} \boldsymbol{y}
$$

Examples of OMEPs that can be obtained by this method are given in Table 14.1. In this table $n$ represents the maximum number of factors that can be accommodated in $N=s^{\ell}$ runs resulting in a saturated OMEP. It should be clear how this method can also be used to construct OMEPs for $n^{*}<n=$ $\left(s^{\ell}-1\right) /(s-1)$ factors in $N$ runs. All we need to do is to construct the plan for $n$ factors and then delete $n-n^{*}$ factors from that plan. The resulting design is obviously an OMEP, but it is no longer a saturated OMEP. Instead it provides $\left(n-n^{*}\right)(s-1)$ d.f. for error.

| Table 14.1 <br> Effect Plans | Orthogonal Main <br> (Fisher's Method) |
| :--- | ---: |
| $s^{n}$ | $N=s^{\ell}$ |
| $2^{7}$ | 8 |
| $2^{15}$ | 16 |
| $2^{31}$ | 32 |
| $3^{4}$ | 9 |
| $3^{13}$ | 27 |
| $3^{40}$ | 81 |
| $4^{5}$ | 16 |
| $4^{21}$ | 64 |
| $5^{6}$ | 25 |

### 14.2.2 Collapsing Factor Levels

The condition of equal frequencies for all level combinations for any pair of factors in an OMEP can be relaxed to that of proportional frequencies. This was shown first by Plackett (1946) and later by Addelman and Kempthorne (1961) for asymmetrical factorials (see Theorem 14.1). This result leads to the construction of additional OMEPs by using what is called collapsing of factor levels. For example, we may collapse the levels of a three-level factor to those of a two-level factor by setting up the correspondence


Using this correspondence we can, for example, use the $3_{\text {III }}^{4-2}$ and obtain an OMEP for the $2^{4}$ factorial with nine runs.

### 14.2.3 Alias Structure

Even though for resolution III designs we make the assumption that all interactions are negligible, it may in certain situations be useful to know with which 2-factor interactions the main effects are confounded. The reason, of course, is that among interactions the 2 -factor interactions are least likely to be negligible and hence to know the aliasing between main effects and 2-factor interactions may be helpful for diagnostic purposes (see also Section 13.6.4). We shall illustrate this later.

The general method of investigating the alias structure is, of course, to make use of models (13.28) and (13.33). That is, we estimate the main effects from a given design using (13.31) and then consider the expected value of the estimates under model (13.33). To illustrate this we have from (13.31), with $\boldsymbol{E}_{1}^{* \prime}=\left(M, \boldsymbol{E}_{1}^{\prime}\right)$,

$$
\widehat{\boldsymbol{E}}_{1}^{*}=\left(\boldsymbol{X}_{1}^{* \prime} \boldsymbol{X}_{1}^{*}\right)^{-} \boldsymbol{X}_{1}^{* \prime} \boldsymbol{y}
$$

and, using (13.33)

$$
\begin{aligned}
E\left[\boldsymbol{X}_{1}^{*} \widehat{\boldsymbol{E}}_{1}^{*}\right] & =\boldsymbol{X}_{1}^{*}\left(\boldsymbol{X}_{1}^{* \prime} \boldsymbol{X}_{1}^{*}\right)^{-} \boldsymbol{X}_{1}^{* \prime}\left(\boldsymbol{X}_{1}^{*} \boldsymbol{E}_{1}^{*}+\boldsymbol{X}_{2} \boldsymbol{E}_{2}\right) \\
& =\boldsymbol{X}_{1}^{*} \boldsymbol{E}_{1}^{*}+\boldsymbol{X}_{1}^{*}\left(\boldsymbol{X}_{1}^{* \prime} \boldsymbol{X}_{1}^{*}\right)^{-} \boldsymbol{X}_{1}^{* \prime} \boldsymbol{X}_{2} \boldsymbol{E}_{2}
\end{aligned}
$$

or, for an estimable function $\boldsymbol{c}^{\prime} \boldsymbol{E}_{1}^{*}$,

$$
\begin{equation*}
E\left[\boldsymbol{c}^{\prime} \widehat{\boldsymbol{E}}_{1}^{*}\right]=\boldsymbol{c}^{\prime} \boldsymbol{E}_{1}^{*}+\boldsymbol{c}^{\prime}\left(\boldsymbol{X}_{1}^{* \prime} \boldsymbol{X}_{1}^{*}\right)^{-} \boldsymbol{X}_{1}^{* \prime} \boldsymbol{X}_{2} \boldsymbol{E}_{2} \tag{14.4}
\end{equation*}
$$

Expressions for this alias structure can be stated explicitly (see below) for certain OMEPs. In other cases computer programs may be useful to obtain expressions for (14.4).

Since the OMEP $s^{n-(n-\ell)}$ with $n=\left(s^{\ell}-1\right) /(s-1)$ is equivalent to the IBSG of an $s^{n}$ experiment in blocks of size $s^{\ell}$, it is obvious that the interactions that are confounded with blocks are also the interactions included in the identity relationship. Altogether there are $\left(s^{n-\ell}-1\right) /(s-1)$ interactions in the identity relationship, $n-\ell$ independent interactions plus all their GIs. For our purpose here we are concerned only with knowing the 3 -factor interactions contained in the identity relationship. Some 3 -factor interactions are directly identified from (11.27), namely those $E^{\boldsymbol{\gamma}_{j}}$ for which the partition $\boldsymbol{\alpha}_{j+\ell}$ corresponds to a 2 -factor interaction in the $s^{\ell}$ system. Others may be obtained as GIs among the $n-\ell$ independent interactions (11.27). Now if, for example, $F_{i_{1}} F_{i_{2}}^{\delta} F_{i_{3}}^{\gamma}$ is a 3-factor interaction in the identity relationship for some $i_{1}, i_{2}, i_{3}$ with $1 \leq i_{1}, i_{2}, i_{3} \leq n$ and $i_{1}, i_{2}, i_{3}$ different and some $\delta, \gamma$ with $1 \leq \delta, \gamma \leq s-1$, then $F_{i_{1}}$ will be confounded with $F_{i_{2}}^{\delta} F_{i_{3}}^{\gamma}$ (or an appropriate power of $F_{i_{2}}^{\delta} F_{i_{3}}^{\gamma}$ to bring it into standard form), and so forth. An alternative method, using existing computer programs, of obtaining the relevant alias structure is given below. We now illustrate our discussion with the following example.

Example 14.1 Suppose $s=3, \ell=2$, and hence $n=4$. The $3_{\text {III }}^{4-2}$ was given as the IBSG in Example 11.2. From Example 11.4 it follows that the identity relationship is given by

$$
\begin{equation*}
I=F_{1} F_{2} F_{3}^{2}=F_{1} F_{2}^{2} F_{4}^{2}=F_{1} F_{3} F_{4}=F_{2} F_{3} F_{4}^{2} \tag{14.5}
\end{equation*}
$$

or, more precisely,

$$
\begin{equation*}
I=\left(F_{1} F_{2} F_{3}^{2}\right)_{0}=\left(F_{1} F_{2}^{2} F_{4}^{2}\right)_{0}=\left(F_{1} F_{3} F_{4}\right)_{0}=\left(F_{2} F_{3} F_{4}^{2}\right)_{0} \tag{14.6}
\end{equation*}
$$

where $F_{1} F_{2} F_{3}^{2}$ and $F_{1} F_{2}^{2} F_{4}^{2}$ are the independent interactions obtained from (11.27) and $F_{1} F_{3} F_{4}, F_{2} F_{3} F_{4}^{2}$ are their GIs. It follows then from (14.5) that the relevant aliasing for $F_{1}$, for example, is given by

$$
F_{1}=F_{2} F_{3}^{2}=F_{2} F_{4}=F_{3} F_{4}
$$

If the 2 -factor interactions were indeed not negligible, then instead of estimating, for example, $\left(F_{1}\right)_{2}-\left(F_{1}\right)_{0}$ we would actually estimate [see also (14.4)]

$$
\begin{align*}
& {\left[\left(F_{1}\right)_{2}-\left(F_{1}\right)_{0}\right]+\left[\left(F_{2} F_{3}^{2}\right)_{1}-\left(F_{2} F_{3}^{2}\right)_{0}\right]} \\
& \quad+\left[\left(F_{2} F_{4}\right)_{2}-\left(F_{2} F_{4}\right)_{0}\right]+\left[\left(F_{3} F_{4}\right)_{1}-\left(F_{3} F_{4}\right)_{0}\right] \tag{14.7}
\end{align*}
$$

making use of (14.6). Clearly, if all 2-factor interactions were nonnegligible using the OMEP would be useless. But suppose the investigator is fairly sure
that all 2-factor interactions except possibly $F_{2} \times F_{3}$ are negligible. Then we would have to be concerned about the confounding of $F_{1}$ and $F_{2} F_{3}^{2}$ and $F_{4}$ and $F_{2} F_{3}$. If then an estimated contrast belonging to $F_{1}$ were "large," we may suspect that this is partly due to a corresponding contrast belonging to $F_{2} F_{3}^{2}$, and so forth. Of course, we have no way of knowing, but this may suggest at least further investigation, for example, by augmenting the original design to achieve the desired dealiasing. It is in this sense that knowledge of the alias structure can be helpful as a diagnostic tool.

The form of the estimable function (14.7) can also be obtained by using the E-option in SAS PROC GLM. The (fictitious) data and the ensuing analysis are given in Table 14.2.

Concerning the SAS input and output in Table 14.2 we make the following comments:

1. The factors are now labeled $A, B, C, D$.
2. The model includes all 2-factor interactions similar to the model for a resolution IV design.
3. The option $e_{1}$ lists all type I estimable functions (see comment 4) and produces the type I sums of squares (see I.4.11.1).
4. Using a model similar to (13.23) (see also Section 7.2.1), we see that by putting $L 2=1$ and all other $L i=0(i=3,5,6,8,9,11,12)$ the following function is estimable:

$$
\begin{align*}
\alpha_{0} & -\alpha_{2}+\frac{1}{3}\left[(\alpha \beta)_{00}+(\alpha \beta)_{01}+(\alpha \beta)_{02}-(\alpha \beta)_{20}-(\alpha \beta)_{21}-(\alpha \beta)_{22}\right] \\
& +\frac{1}{3}\left[(\alpha \gamma)_{00}+(\alpha \gamma)_{01}+(\alpha \gamma)_{02}-(\alpha \gamma)_{20}-(\alpha \gamma)_{21}-(\alpha \gamma)_{22}\right] \\
& +\frac{1}{3}\left[(\alpha \delta)_{00}+(\alpha \delta)_{01}+(\alpha \delta)_{02}-(\alpha \delta)_{20}-(\alpha \delta)_{21}-(\alpha \delta)_{22}\right] \\
& +\frac{1}{3}\left[(\beta \gamma)_{00}-(\beta \gamma)_{02}-(\beta \gamma)_{10}+(\beta \gamma)_{11}-(\beta \gamma)_{21}+(\beta \gamma)_{22}\right] \\
& +\frac{1}{3}\left[(\beta \delta)_{00}-(\beta \delta)_{02}-(\beta \delta)_{11}+(\beta \delta)_{12}-(\beta \delta)_{20}+(\beta \delta)_{21}\right] \\
& +\frac{1}{3}\left[(\gamma \delta)_{00}-(\gamma \delta)_{01}-(\gamma \delta)_{10}+(\gamma \delta)_{12}+(\gamma \delta)_{21}-(\gamma \delta)_{22}\right] \tag{14.8}
\end{align*}
$$

Defining the interaction terms such that, for example,

$$
\sum_{j=0}^{2}(\alpha \beta)_{i j}=0 \quad \text { for } \quad i=0,1,2
$$

then in (14.8) all terms in $(\alpha \beta)_{i j},(\alpha \gamma)_{i k},(\alpha \delta)_{i \ell}$ drop out. Concerning the remaining interaction terms, we make use of the two equivalent parameterizations, for example,

$$
B \times C=B C+B C^{2}
$$

Table 14.2 Orthogonal Main Effect Plan $3^{4-2}$

```
options nodate pageno=1;
data OMEP;
input A B C D Y @@;
datalines;
0}0
0
1 2 0 0 2 8 0
;
run;
```

proc print data=OMEP;
title1 'TABLE 14.2';
title2 'ORTHOGONAL MAIN EFFECT PLAN 3**(4-2)';
run;
proc glm data=OMEP;
class A B C D;
model $Y=A \quad B C D A * B A * C A * D B * C B * D C * D / e 1 ;$
title3 'ANALYSIS AND ESTIMABLE FUNCTIONS';
run;


Table 14.2 (Continued)


Table 14.2 (Continued)

| Type I Estimable Functions |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -.............. Coefficients |  |  |  |  |  |  |  |  |  |
| Effe |  |  | D | $A * B$ | A*C | A*D | B*C | $B * D$ | $C * D$ |
| Inte |  |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| A | 0 |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| A | 1 |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| A | 2 |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| B | 0 |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| B | 1 |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| B | 2 |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| C | 0 |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| C | 1 |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| C | 2 |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| D | 0 |  | L11 | 0 | 0 | 0 | 0 | 0 | 0 |
| D | 1 |  | L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| D | 2 |  | -L11-L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| A*B | 0 | 0 | $0.3333 *$ L11 | 0 | 0 | 0 | 0 | 0 | 0 |
| $A * B$ | 0 | 1 | -0.3333*L11-0.3333*L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| A*B | 0 | 2 | $0.3333 * L 12$ | 0 | 0 | 0 | 0 | 0 | 0 |
| A*B | 1 | 0 | $0.3333 * L 12$ | 0 | 0 | 0 | 0 | 0 | 0 |
| $A * B$ | 1 | 1 | $0.3333 *$ L11 | 0 | 0 | 0 | 0 | 0 | 0 |
| A*B | 1 | 2 | -0.3333*L11-0.3333*L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| $A * B$ | 2 | 0 | $-0.3333 *$ L11 $-0.3333 *$ L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| $A * B$ | 2 | 1 | $0.3333 * L 12$ | 0 | 0 | 0 | 0 | 0 | 0 |
| $A * B$ | 2 | 2 | $0.3333 *$ L11 | 0 | 0 | 0 | 0 | 0 | 0 |
| A* C | 0 | 0 | $0.3333 *$ L11 | 0 | 0 | 0 | 0 | 0 | 0 |
| A*C | 0 | 1 | $-0.3333 *$ L11 $-0.3333 *$ L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| A*C | 0 | 2 | $0.3333 * \mathrm{~L} 12$ | 0 | 0 | 0 | 0 | 0 | 0 |
| A*C | 1 | 0 | $-0.3333 *$ L11 $-0.3333 *$ L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| A* $C$ | 1 | 1 | $0.3333 * \mathrm{~L} 12$ | 0 | 0 | 0 | 0 | 0 | 0 |
| A*C | 1 | 2 | $0.3333 * \mathrm{~L} 11$ | 0 | 0 | 0 | 0 | 0 | 0 |
| A*C | 2 | 0 | $0.3333 * \mathrm{~L} 12$ | 0 | 0 | 0 | 0 | 0 | 0 |
| A*C | 2 | 1 | $0.3333 * \mathrm{~L} 11$ | 0 | 0 | 0 | 0 | 0 | 0 |
| A*C | 2 | 2 | $-0.3333 *$ L11 $-0.3333 *$ L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| A*D | 0 | 0 | $0.3333 * L 11$ | 0 | 0 | 0 | 0 | 0 | 0 |
| A*D | 0 | 1 | $0.3333 *$ L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| A*D | 0 | 2 | $-0.3333 *$ L11 $-0.3333 *$ L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| A*D | 1 |  | $0.3333 * \mathrm{~L} 11$ | 0 | 0 | 0 | 0 | 0 | 0 |
| A*D | 1 | 1 | $0.3333 * L 12$ | 0 | 0 | 0 | 0 | 0 | 0 |

Table 14.2 (Continued)

| Type I Estimable Functions |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| -...-....-. - - - - Coefficients |  |  |  |  |  |
| Eff |  |  | A | B | C |
| A*D | 1 | 2 | $0.3333 *$ L3 | $-0.3333 *$ L5 $-0.3333 *$ L6 | $0.3333 *$ L8 |
| A*D | 2 | 0 | -0.3333*L2-0.3333*L3 | -0.3333*L5-0.3333*L6 | $0.3333 *$ L9 |
| A*D | 2 | 1 | $-0.3333 *$ L2 $-0.3333 *$ L 3 | $0.3333 *$ L6 | $0.3333 *$ L8 |
| A*D | 2 | 2 | $-0.3333 * L 2-0.3333 *$ L3 | $0.3333 *$ L5 | $-0.3333 *$ L8 $-0.3333 *$ L9 |
| B*C | 0 | 0 | $0.3333 *$ L2 | $0.3333 * L 5$ | $0.3333 *$ L8 |
| B*C | 0 | 1 | $0.3333 *$ L 3 | $0.3333 * L 5$ | $0.3333 *$ L9 |
| B*C | 0 | 2 | -0.3333*L2-0.3333*L3 | $0.3333 *$ L5 | $-0.3333 *$ L8 $-0.3333 *$ L9 |
| B*C | 1 | 0 | $-0.3333 * L 2-0.3333 * L 3$ | $0.3333 *$ L6 | $0.3333 *$ L8 |
| B*C | 1 | 1 | $0.3333 *$ L2 | $0.3333 *$ L6 | $0.3333 *$ L9 |
| $B * C$ | 1 | 2 | $0.3333 *$ L 3 | $0.3333 *$ L6 | $-0.3333 *$ L8 $-0.3333 *$ L9 |
| B*C | 2 | 0 | $0.3333 *$ L 3 | $-0.3333 *$ L5 -0.3333*L6 | $0.3333 *$ L8 |
| B*C | 2 | 1 | $-0.3333 * L 2-0.3333 * L 3$ | $-0.3333 *$ L5 $-0.3333 *$ L6 | $0.3333 *$ L9 |
| B*C | 2 | 2 | $0.3333 *$ L2 | $-0.3333 * L 5-0.3333 * L 6$ | $-0.3333 *$ L8 $-0.3333 *$ L9 |
| $B * D$ | 0 | 0 | $0.3333 *$ L2 | $0.3333 *$ L5 | $0.3333 *$ L8 |
| $B * D$ | 0 | 1 | $0.3333 *$ L 3 | $0.3333 *$ L5 | $0.3333 *$ L9 |
| $B * D$ | 0 | 2 | $-0.3333 * L 2-0.3333 * L 3$ | $0.3333 *$ L5 | $-0.3333 * L 8-0.3333 * L 9$ |
| $B * D$ | 1 | 0 | $0.3333 *$ L 3 | $0.3333 *$ L6 | $-0.3333 *$ L8 $-0.3333 *$ L9 |
| $B * D$ | 1 | 1 | $-0.3333 * L 2-0.3333 * L 3$ | $0.3333 *$ L6 | $0.3333 *$ L8 |
| $B * D$ | 1 | 2 | $0.3333 *$ L2 | $0.3333 *$ L6 | $0.3333 *$ L9 |
| $B * D$ | 2 | 0 | $-0.3333 * L 2-0.3333 * L 3$ | $-0.3333 *$ L5 $-0.3333 * L 6$ | $0.3333 *$ L9 |
| $B * D$ | 2 | 1 | $0.3333 *$ L2 | $-0.3333 *$ L5 -0.3333*L6 | $-0.3333 *$ L8 -0.3333*L9 |
| $B * D$ | 2 | 2 | $0.3333 *$ L 3 | $-0.3333 *$ L5 -0.3333*L6 | $0.3333 *$ L8 |
| C*D | 0 | 0 | $0.3333 *$ L2 | $0.3333 * L 5$ | $0.3333 *$ L8 |
| $C * D$ | 0 | 1 | $-0.3333 * L 2-0.3333 *$ L3 | $0.3333 *$ L6 | $0.3333 *$ L8 |
| C*D | 0 | 2 | $0.3333 *$ L3 | $-0.3333 * L 5-0.3333 * L 6$ | $0.3333 *$ L8 |
| $C * D$ | 1 | 0 | $-0.3333 * L 2-0.3333 * L 3$ | $-0.3333 *$ L5 $-0.3333 * L 6$ | $0.3333 * L 9$ |
| C*D | 1 | 1 | $0.3333 *$ L3 | $0.3333 * L 5$ | $0.3333 *$ L9 |
| C*D | 1 | 2 | $0.3333 * L 2$ | $0.3333 *$ L6 | $0.3333 *$ L9 |
| $C * D$ | 2 | 0 | $0.3333 *$ L 3 | $0.3333 *$ L6 | $-0.3333 *$ L8 $-0.3333 *$ L9 |
| C*D | 2 | 1 | $0.3333 * L 2$ | -0.3333 *L5-0.3333*L6 | $-0.3333 * L 8-0.3333 * L 9$ |
| C*D | 2 | 2 | $-0.3333 * L 2-0.3333 * L 3$ | $0.3333 * L 5$ | -0.3333*L8-0.3333*L9 |

Type I Estimable Functions

| Effect |  |  | D | A*B | A* C | A*D | B*C | $B * D$ | C*D |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A*D | 1 | 2 | $-0.3333 *$ L11-0.3333*L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| A*D | 2 | 0 | $0.3333 * L 11$ | 0 | 0 | 0 | 0 | 0 | 0 |
| A*D | 2 | 1 | $0.3333 * L 12$ | 0 | 0 | 0 | 0 | 0 | 0 |
| A*D | 2 | 2 | $-0.3333 *$ L11-0.3333*L12 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 14.2 (Continued)

| B*C | 0 | 0 | $0.3333 * L 11$ | 0 | 0 | 0 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B * C$ | 0 | 1 | $0.3333 *$ L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| B*C | 0 | 2 | $-0.3333 *$ L11-0.3333*L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| B*C | 1 | 0 | $0.3333 * L 12$ | 0 | 0 | 0 | 0 | 0 | 0 |
| B*C | 1 | 1 | $-0.3333 *$ L11-0.3333*L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| $B * C$ | 1 | 2 | $0.3333 * L 11$ | 0 | 0 | 0 | 0 | 0 | 0 |
| B*C | 2 | 0 | $-0.3333 *$ L11 $-0.3333 *$ L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| B*C | 2 | 1 | $0.3333 *$ L11 | 0 | 0 | 0 | 0 | 0 | 0 |
| $B * C$ | 2 | 2 | $0.3333 *$ L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| $B * D$ | 0 | 0 | $0.3333 *$ L11 | 0 | 0 | 0 | 0 | 0 | 0 |
| $B * D$ | 0 | 1 | $0.3333 *$ L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| $B * D$ | 0 | 2 | $-0.3333 *$ L11 $-0.3333 *$ L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| $B * D$ | 1 | 0 | $0.3333 *$ L11 | 0 | 0 | 0 | 0 | 0 | 0 |
| $B * D$ | 1 | 1 | $0.3333 *$ L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| $B * D$ | 1 | 2 | -0.3333*L11-0.3333*L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| $B * D$ | 2 | 0 | $0.3333 *$ L11 | 0 | 0 | 0 | 0 | 0 | 0 |
| $B * D$ | 2 | 1 | $0.3333 *$ L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| $B * D$ | 2 | 2 | $-0.3333 *$ L11-0.3333*L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| $C * D$ | 0 | 0 | $0.3333 *$ L11 | 0 | 0 | 0 | 0 | 0 | 0 |
| C*D | 0 | 1 | $0.3333 *$ L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| $C * D$ | 0 | 2 | $-0.3333 *$ L11 $-0.3333 *$ L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| $C * D$ | 1 | 0 | $0.3333 *$ L11 | 0 | 0 | 0 | 0 | 0 | 0 |
| $C * D$ | 1 | 1 | $0.3333 *$ L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| $C * D$ | 1 | 2 | $-0.3333 *$ L11-0.3333*L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| C*D | 2 | 0 | $0.3333 *$ L11 | 0 | 0 | 0 | 0 | 0 | 0 |
| $C * D$ | 2 | 1 | $0.3333 *$ L12 | 0 | 0 | 0 | 0 | 0 | 0 |
| C*D | 2 | 2 | $-0.3333 *$ L11-0.3333*L12 | 0 | 0 | 0 | 0 | 0 | 0 |

Dependent Variable: Y

| Sum of |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Source | DF | Squares | Mean Square | F Value | $\mathrm{Pr}>\mathrm{F}$ |
| Model | 8 | 22.22222222 | 2.77777778 | . | . |
| Error | 0 | 0.00000000 | . |  |  |
| Corrected Total | 8 | 22.22222222 | Root MSE Y Mean |  |  |
|  | R-Square | Coeff Var |  |  |  |
|  | 1.000000 | - | . | 6.555556 |  |
| Source | DF | Type I SS | Mean Square | F Value | $\mathrm{Pr}>\mathrm{F}$ |
| A | 2 | 2.88888889 | 1. 44444444 | . | - |
| B | 2 | 2.88888889 | 1.44444444 | . | . |

Table 14.2 (Continued)

| C | 2 | 1.55555556 | 0.77777778 | . | $\cdot$ |
| :--- | :--- | ---: | ---: | :--- | :--- |
| D | 2 | 14.88888889 | 7.44444444 | $\cdot$ | $\cdot$ |
| A*B | 0 | 0.00000000 | $\cdot$ | $\cdot$ | $\cdot$ |
| A*C | 0 | 0.00000000 | $\cdot$ | $\cdot$ | $\cdot$ |
| A*D | 0 | 0.00000000 | $\cdot$ | $\cdot$ | $\cdot$ |
| B*C | 0 | 0.00000000 | $\cdot$ | $\cdot$ | $\cdot$ |
| B*D | 0 | 0.00000000 | $\cdot$ | $\cdot$ | $\cdot$ |
| C*D | 0 | 0.00000000 | $\cdot$ | $\cdot$ | $\cdot$ |

(see Section 10.2) where the 2 d.f. of $B C$ consist of comparisons among $B C_{0}$, $B C_{1}$, and $B C_{2}$, with

$$
\begin{aligned}
& B C_{0}:(\beta \gamma)_{00}+(\beta \gamma)_{12}+(\beta \gamma)_{21} \\
& B C_{1}:(\beta \gamma)_{10}+(\beta \gamma)_{01}+(\beta \gamma)_{22} \\
& B C_{2}:(\beta \gamma)_{20}+(\beta \gamma)_{02}+(\beta \gamma)_{11}
\end{aligned}
$$

and similarly

$$
\begin{aligned}
& B C_{0}^{2}:(\beta \gamma)_{00}+(\beta \gamma)_{11}+(\beta \gamma)_{22} \\
& B C_{1}^{2}:(\beta \gamma)_{10}+(\beta \gamma)_{02}+(\beta \gamma)_{21} \\
& B C_{2}^{2}:(\beta \gamma)_{20}+(\beta \gamma)_{01}+(\beta \gamma)_{12}
\end{aligned}
$$

We can write out similar expressions involving the $(\beta \delta)_{j k}$ and $(\gamma \delta)_{k \ell}$ terms. Utilizing these equivalencies in (14.8) leads to the same result as given in (14.7).

### 14.2.4 Plackett-Burman Designs

For $2^{n}$ factorials a special method of constructing a large number of OMEPs was provided by Plackett and Burman (1946). The method is based on the existence of Hadamard matrices.

Definition 14.1 A square matrix $\boldsymbol{H}$ of order $N$ with entries $-1,1$ is called a Hadamard matrix of order $N$ if

$$
\begin{equation*}
\boldsymbol{H} \boldsymbol{H}^{\prime}=\boldsymbol{H}^{\prime} \boldsymbol{H}=N \boldsymbol{I}_{N} \tag{14.9}
\end{equation*}
$$

Condition (14.9) is equivalent to saying that for a Hadamard matrix $\boldsymbol{H}$ the rows are pairwise orthogonal and the columns are pairwise orthogonal. Given a Hadamard matrix $\boldsymbol{H}$, an equivalent matrix with all elements in the first column equal to +1 can be obtained by multiplying by -1 each element in every row
of $\boldsymbol{H}$ whose first element is -1 . Such a matrix will be called seminormalized. Through a similar operation one can transform a Hadamard matrix $\boldsymbol{H}$ such that all elements in the first row are equal to +1 . If the first column and first row contain only +1 elements, then the matrix is said to be normalized. Except for the trivial Hadamard matrices

$$
\boldsymbol{H}_{1}=(1), \boldsymbol{H}_{2}=\left(\begin{array}{rr}
1 & 1 \\
1 & -1
\end{array}\right)
$$

it is known that a necessary condition of the existence of a Hadamard matrix of order $N$ is that $N \equiv 0 \bmod 4($ Paley, 1933). Hadamard matrices for $N \leq 200$ have been constructed (see, e.g., Hedayat and Wallis, 1978; Hedayat, Sloane and Stufken, 1999). For $N=2^{\ell}$, for example, $\boldsymbol{H}$ can be constructed as the $\ell$-fold Kronecker product of $\boldsymbol{H}_{2}$ with itself. Hadamard matrices for $N=4 t$ and $t=1$, $2, \ldots, 8$ are given by Hedayat and Wallis (1978) and for $t=1,2, \ldots, 12$ by Dey (1985).

Consider now a Hadamard matrix $\boldsymbol{H}$ of order $N$ in normalized (or seminormalized) form and delete from it the first column. Denote the resulting matrix by $\widetilde{\boldsymbol{H}}$ and identify the columns with factors $F_{1}, F_{2}, \ldots, F_{N-1}$. We then take

$$
\boldsymbol{H}^{*}=\frac{1}{2}\left(\widetilde{\boldsymbol{H}}+\mathfrak{J J}^{\prime}\right)
$$

and consider each row of $\boldsymbol{H}^{*}$ as a treatment combination from the $2^{N-1}$ factorial. These $N$ runs constitute an OMEP for $N-1$ factors, with $N=4 t(t=1$, $2, \ldots$. . The fact that this FFD is an OMEP follows immediately from the properties of a Hadamard matrix in seminormalized (and hence normalized) form, namely for any column (factor) we have the same number of +1 and -1 elements in $\widetilde{\boldsymbol{H}}$ (and hence the same number of +1 and 0 elements in $\boldsymbol{H}^{*}$, and for any pair of columns we have the same number of $(+1,+1),(+1,-1),(-1$, $+1),(-1,-1)$ combinations in $\widetilde{\boldsymbol{H}})$. FFDs constructed in this manner are called Plackett-Burman designs. Actually, Plackett and Burman (1946) list designs for $t=1,2, \ldots, 25$ (except 23 which was given by Baumert, Golomb, and Hall, 1962) using $\boldsymbol{H}^{*}=\frac{1}{2}\left(-\widetilde{\boldsymbol{H}}+\mathfrak{J J}^{\prime}\right)$. In this way the OMEP includes the control, that is, the treatment combination $(0,0, \ldots, 0)$. We note here that for $N=2^{\ell}$ the Plackett-Burman designs are the same as the Fisher plans for $n=N-1$ factors discussed earlier. Also, the Plackett-Burman designs are relevant for the problem of weighing $N-1$ light objects in $N$ weighings, a problem first discussed by Yates (1935) for a spring balance and by Hotelling (1944) for a chemical balance. Hotelling (1944) showed that the optimum weighing design was obtained by using Hadamard matrices. Kempthorne (1948) discussed the problem from the viewpoint of factorial experimentation and showed how fractional factorials could be used. For a detailed discussion of weighing designs the reader is referred to Banerjee (1975).

In contrast to the Fisher plans the alias structure for the Plackett-Burman designs is rather complicated and difficult to determine (Margolin, 1968; Lin and

Draper, 1993). In any case, each main effect is aliased with a long string of 2-factor interactions and no expressions like (14.7) can be written out easily and studied in case the estimate of a main effect turns out to be "large."

Of course, folding-over the Plackett-Burman design leads to a resolution IV design, thereby dealiasing the main effects. In many cases less drastic measures may, however, achieve the goal of dealiasing some main effects, and that may be all that is needed since main effect plans are often used for screening purposes and only some of the main effects may be important; that is, only some of the factors may be active. This leads to investigating the projections of a Plackett-Burman design into smaller, say $k$, dimensions, where $k<n$. Here projection simply means to ignore the remaining $n-k$ factors after $k$ factors have been identified, at least in a rough and preliminary sense, as being active. For example, Lin and Draper (1992) have shown that for the $2^{11}$ Plackett-Burman design in 12 runs the projection to $k=4$ dimensions shows that one needs to add only one more run to identify a $2_{\mathrm{IV}}^{4-1}$ design among the 13 runs. Or for $k=5$ one needs to add 8 more runs to obtain a $2_{\mathrm{IV}}^{5-1}$ design plus additional runs. Similar results have been obtained for other Plackett-Burman designs (Lin and Draper, 1993).

We shall use the $2^{11}$ Plackett-Burman design in 12 runs, as given in Table 14.3, to make some additional comments about projections and the estimation of main effects and 2-factor interactions:

1. $k=2$ : Since the Plackett-Burman designs are orthogonal arrays of strength 2 (see Section 14.2.5), it follows that each combination of the levels of two factors occurs equally often. Hence, for the two specified factors we can estimate the main effects and the 2-factor interaction.
2. $k=3$ : Inspection of the design in Table 14.3 shows that it contains a complete $2^{3}$ factorial, allowing the estimation of the three main effects and three 2 -factor interactions. The 12 runs no longer constitute an orthogonal design and hence the estimators will be correlated.
3. $k=4$ : It turns out that the available 11 d.f. allow the estimation of the four main effects and their six 2-factor interactions. This is shown in Table 14.3 using the E-option in SAS PROC GLM (keeping in mind that, e.g., $E F_{01}+$ $E J_{01}+E L_{01}=0$ ). The ANOVA in Table 14.3 also shows that the design is no longer orthogonal as indicated by different numerical values for the type I and type III sums of squares.

### 14.2.5 Other Methods

We mention here briefly two other methods of constructing OMEPs. Addelman and Kempthorne (1961) describe a procedure for constructing an OMEP for an $s^{n}$ factorial in $2 s^{\ell}$ runs, where $n=\left[2\left(s^{\ell}-1\right) /(s-1)-1\right]$. This procedure is an extension of the method used for the Fisher plans, using, however, a different correspondence between the factors and factor combinations from the $2^{\ell}$ factorial and the $n$ factors for the FFD. This method leads to OMEPs such as $N=18=$ $2 \cdot 3^{2}$ runs for the $3^{7}, N=54=2 \cdot 3^{3}$ runs for the $3^{25}$, or $N=32=2 \cdot 4^{2}$ runs for the $4^{9}$ factorial.

Table 14.3 Plackett-Burman Design for 11 Factors in 12 Runs

```
options pageno=1 nodate;
data PBdesign;
input A B C D E F G H J K L Y;
datalines;
1 1 1 0 1 1 1 1 0 0 0 1 1 0 10
0
1 0 1 1 1 0 1 1 1 1 0 0 0 20
0}110011 1 0 1 1 1 1 0 0 25
0}001100 1 1 0 1 1 1 0 2
```



```
1 0}00000100 1 1 0 0 1 1 1 29,
```



```
1}1118100000 1 0 0 1 1 0 30
0
1
0
;
run;
```

proc print data=PBdesign;
title1 'TABLE 14.3';
title2 'PLACKETT-BURMAN DESIGN';
title3 'FOR 11 FACTORS IN 12 RUNS';
run;
proc glm data=PBdesign;
class A B C D E F G H J K L;
model $Y=A \quad B C D E F G H J K ;$
title4 'ANALYSIS OF VARIANCE';
run;
proc glm data=PBdesign;
class E F J L;
model $\mathrm{Y}=\mathrm{E}|\mathrm{F}| \mathrm{J} \mid \mathrm{L} @ 2 / e$;
title3 'PROJECTION ON FACTORS E,F,J,L';
title4 'ANALYSIS WITH MAIN EFFECTS AND TWO-FACTOR INTERACTIONS';
run;

| Obs | A | B | C | D | E | F | G | H | J | K | L | Y |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 10 |
| 2 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 15 |
| 3 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 20 |
| 4 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 25 |
| 5 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 23 |
| 6 | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 32 |
| 7 | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 29 |
| 8 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 33 |
| 9 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 30 |
| 10 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 31 |
| 11 | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 28 |
| 12 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 30 |

Table 14.3 (Continued)


Table 14.3 (Continued)

| Source DF $\quad$ Type III SS | Mean Square | Falue $\quad \mathrm{Pr}>\mathrm{F}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |


| A | 1 | 3.0000000 | 3.0000000 | . |
| :---: | :---: | :---: | :---: | :---: |
| B | 1 | 27.0000000 | 27.0000000 | . |
| C | 1 | 12.0000000 | 12.0000000 |  |
| D | 1 | 16.3333333 | 16.3333333 | . |
| E | 1 | 176.3333333 | 176.3333333 | . . |
| F | 1 | 133.3333333 | 133.3333333 | . |
| G | 1 | 1.3333333 | 1.3333333 | . . |
| H | 1 | 21.3333333 | 21.3333333 | . . |
| J | 1 | 108.0000000 | 108.0000000 | . . |
| K | 1 | 1.3333333 | 1.3333333 | . . |
| L | 1 | 75.0000000 | 75.0000000 | . . |

Class Level Information Class Levels Values

| E | 2 | 0 | 1 |
| :---: | :--- | :--- | :--- |
| F | 2 | 0 | 1 |
| J | 2 | 0 | 1 |
| L | 2 | 0 | 1 |

Number of observations 12
General Form of Estimable Functions

| Effect |  | Coefficients |
| :--- | :--- | :--- |
| Intercept |  | L 1 |
| E | 0 | L 2 |
| E | 1 | $\mathrm{~L} 1-\mathrm{L} 2$ |
|  |  |  |
| F | 0 | L 4 |
| F | 1 | $\mathrm{~L} 1-\mathrm{L} 4$ |
|  | 0 |  |
| E*F | 0 | 1 |
| E*F | 1 | 0 |
| E*F | 1 | $\mathrm{~L} 2-\mathrm{L} 6$ |
| E*F |  | $\mathrm{L} 1-\mathrm{L} 2-\mathrm{L} 4+\mathrm{L} 6$ |
|  | 0 | L 10 |
| J | 1 | $\mathrm{~L} 1-\mathrm{L} 10$ |

Table 14.3 (Continued)


Table 14.3 (Continued)

| E*F | 1 | 65.3333333 | 65.3333333 | 130.67 | 0.0556 |
| :--- | ---: | ---: | ---: | ---: | ---: |
| J | 1 | 66.6666667 | 66.6666667 | 133.33 | 0.0550 |
| E*J | 1 | 2.6666667 | 2.6666667 | 5.33 | 0.2601 |
| F*J | 1 | 112.6666667 | 112.6666667 | 225.33 | 0.0423 |
| L | 1 | 10.8000000 | 10.8000000 | 21.60 | 0.1349 |
| E*L | 1 | 5.4857143 | 5.4857143 | 10.97 | 0.1867 |
| F*L | 1 | 0.1758242 | 0.1758242 | 0.35 | 0.6592 |
| J*L | 1 | 1.0384615 | 1.0384615 | 2.08 | 0.3862 |


| Source | DF | Type III SS | Mean Square | F Value | Pr $>$ F |
| :--- | ---: | ---: | ---: | ---: | ---: |
|  |  |  |  |  |  |
| E | 1 | 61.03846154 | 61.03846154 | 122.08 | 0.0575 |
| F | 1 | 61.03846154 | 61.03846154 | 122.08 | 0.0575 |
| E*F | 1 | 9.34615385 | 9.34615385 | 18.69 | 0.1447 |
| J | 1 | 61.03846154 | 61.03846154 | 122.08 | 0.0575 |
| E*J | 1 | 0.11538462 | 0.11538462 | 0.23 | 0.7149 |
| F*J | 1 | 72.11538462 | 72.11538462 | 144.23 | 0.0529 |
| L | 1 | 9.34615385 | 9.34615385 | 18.69 | 0.1447 |
| E*L | 1 | 5.65384615 | 5.65384615 | 11.31 | 0.1840 |
| F*L | 1 | 0.11538462 | 0.11538462 | 0.23 | 0.7149 |
| J*L | 1 | 1.03846154 | 1.03846154 | 2.08 | 0.3862 |

Another method is derived from the fact that each OMEP is an orthogonal array of strength 2 (Rao, 1946a). More precisely, if $n$ denotes the number of factors, $N$ the number of runs, $s$ the number of levels, then an OMEP can be denoted by OA[ $N, n, s, 2]$. Bose and Bush (1952) show that an OA $\lambda \lambda s^{2}, \lambda s, s$, 2] can be constructed if $\lambda$ and $s$ are both powers of the same prime $p$. Suppose $\lambda=p^{u}, s=p^{\nu}$. Then some examples of OMEPs obtained with this method are given below:

| Factorial | Number of Runs $(\boldsymbol{N})$ |
| :---: | :---: |
| $2^{4}$ | 8 |
| $2^{8}$ | 16 |
| $3^{9}$ | 27 |
| $3^{27}$ | 81 |

Obviously, these will not be saturated OMEPs.

### 14.3 ORTHOGONAL RESOLUTION III DESIGNS FOR ASYMMETRICAL FACTORIALS

In many practical situations it is the case that we shall use factors with different numbers of levels. This is dictated by the nature of the experiment and the
type of factors included in the experiment as well as the suspected nature of their response at different levels. And again, if we want to investigate a large number of factors, concentrating on estimating main effects may be a prudent thing to do.

### 14.3.1 Kronecker Product Design

An easy method to construct an OMEP for an $s_{1}^{n_{1}} \times s_{2}^{n_{2}} \times \cdots \times s_{q}^{n_{q}}$ asymmetrical factorial is to consider each component symmetrical factorial separately, construct an OMEP for it, and then take the Kronecker product of these designs. For example, if we have a $2^{7} \times 3^{4}$ we can construct a $2_{\text {III }}^{7-4}$ and a $3_{\text {III }}^{4-2}$ and the Kronecker product of these two designs will yield a FFD, which is an OMEP, with $N=8 \cdot 9=72$ runs. Obviously, this design contains far too many treatment combinations to account for the $7+4 \cdot 2=15$ d.f. for the main effects. It is for this reason that other methods of constructing OMEPs for asymmetrical factorials have been developed.

### 14.3.2 Orthogonality Condition

A method that yields a very large number of OMEPs for many different situations was developed by Addelman and Kempthorne (1961) (see also Addelman, 1962a). These designs are based on OMEPs for symmetrical factorials with subsequent collapsing and replacement of levels for certain factors. This procedure will be described more precisely in Section 14.3.3. For now we mention only that as a consequence of this procedure the levels of one factor no longer occur together with the same frequency with each of the levels of any other factor, as was the case for the OMEPs for symmetrical factorials. They do, however, occur together with proportional frequencies and that, as we shall show, is sufficient to guarantee orthogonal estimates of main effects.

To reduce the amount of writing let us consider the case of two factors, $A$ and $B$ say, where $A$ has $a$ levels and $B$ has $b$ levels. Suppose that in a given FFD the $i$ th level of $A$ occurs together with the $j$ th level of $B$ for $N_{i j}$ times. Let $\sum_{j} N_{i j}=N_{i .}, \sum_{i} N_{i j}=N_{. j}, \sum_{i} N_{i .}=\sum_{j} N_{. j}=N$, the total number of runs in the FFD. If the level combinations occur with proportional frequencies, we have $N_{i j}=N_{i .} N_{. j} / N$ for every $i$ and $j(i=0,1, \ldots, a-1 ; j=01, \ldots$, $b-1$ ). We then state the following theorem.

Theorem 14.1 A sufficient condition for a main effect plan for two factors $A$ and $B$ with $a$ and $b$ levels, respectively, to be an OMEP is that each level combination for the two factors occurs with proportional frequency.

Proof Consider model (13.28) and rewrite it as

$$
E(\boldsymbol{y})=\left(\mathcal{J}, \boldsymbol{X}_{11}, \boldsymbol{X}_{12}\right)\left(\begin{array}{l}
\mu \\
\boldsymbol{A} \\
\boldsymbol{B}
\end{array}\right)
$$

where $\boldsymbol{A}^{\prime}=\left(A_{0}, A_{1}, \ldots, A_{a-1}\right)$ and $\boldsymbol{B}^{\prime}=\left(B_{0}, B_{1}, \ldots, B_{b-1}\right)$ represent the main effect components for the two factors $A$ and $B$, respectively. We then rewrite the N E (13.29) as

$$
\left[\begin{array}{ccc}
\mathfrak{J}^{\prime} \mathfrak{J} & \mathfrak{J}^{\prime} \boldsymbol{X}_{11} & \mathfrak{J}^{\prime} \boldsymbol{X}_{12}  \tag{14.10}\\
\boldsymbol{X}_{11}^{\prime} \mathfrak{J} & \boldsymbol{X}_{11}^{\prime} \boldsymbol{X}_{11} & \boldsymbol{X}_{11}^{\prime} \boldsymbol{X}_{12} \\
\boldsymbol{X}_{12}^{\prime} \mathfrak{J} & \boldsymbol{X}_{12}^{\prime} \boldsymbol{X}_{11} & \boldsymbol{X}_{12}^{\prime} \boldsymbol{X}_{12}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{\mu} \\
\boldsymbol{A} \\
\boldsymbol{B}
\end{array}\right]=\left[\begin{array}{c}
\mathfrak{J}^{\prime} \boldsymbol{y} \\
\boldsymbol{X}_{11}^{\prime} \boldsymbol{y} \\
\boldsymbol{X}_{12}^{\prime} \boldsymbol{y}
\end{array}\right]
$$

Denote the coefficient matrix in (14.10) by $\boldsymbol{K}$. Then we have

$$
\boldsymbol{K}=\left[\begin{array}{ccccccccc}
N & N_{0 .} & N_{1 .} & \ldots & N_{a-1, .} & N_{.0} & N_{.1} & \ldots & N_{., b-1} \\
N_{0 .} & N_{0 .} & 0 & \ldots & 0 & N_{00} & N_{01} & \ldots & N_{0, b-1} \\
N_{1 .} & 0 & N_{1 .} & \ldots & 0 & N_{10} & N_{11} & \ldots & N_{1, b-1} \\
\vdots & & & & & & & & \vdots \\
N_{a-1, .} & 0 & 0 & \ldots & N_{a-1, .} & N_{a-1,0} & N_{a-1,1} & \ldots & N_{a-1, b-1} \\
N_{.0} & N_{00} & N_{10} & \ldots & N_{a-1,0} & N_{.0} & 0 & \ldots & 0 \\
N_{.1} & N_{01} & N_{11} & \ldots & N_{a-1,1} & 0 & N_{.1} & \ldots & 0 \\
\vdots & & & & & & & & \vdots \\
N_{., b-1} & N_{0, b-1} & N_{1, b-1} & \ldots & N_{a-1, b-1} & 0 & 0 & \ldots & N_{., b-1}
\end{array}\right]
$$

To obtain a solution to (14.10) we need to find a generalized inverse for $\boldsymbol{K}$. If $N_{i j}=N_{i .} N_{. j} / N$ for each $i$ and $j$, then such a $g$ inverse is given by

$$
\boldsymbol{K}^{-}=\left[\begin{array}{cccccccc}
\frac{1}{N} & 0 & \ldots & & 0 & 0 & \cdots &  \tag{14.11}\\
-\frac{1}{N} & \frac{1}{N_{0 .}} & & & & & & \\
-\frac{1}{N} & & \frac{1}{N_{1 .}} & & & & & 0 \\
\vdots & & & \ddots & & & & \\
\hline-\frac{1}{N} & & & & \frac{1}{N_{a-1, .}} & & & \\
-\frac{1}{N} & & & & & \frac{1}{N_{.0}} & & \\
-\frac{1}{N} & & & & & & \frac{1}{N_{.1}} & \\
\vdots & \mathbf{0} & & & & & \ddots & \\
-\frac{1}{N} & & & & & & & \\
\hline
\end{array}\right]
$$

This follows easily by verifying that $\boldsymbol{K} \boldsymbol{K}^{-} \boldsymbol{K}=\boldsymbol{K}$ using the proportionality condition. The reader may recognize that the solution and hence $K^{-}$can be obtained by imposing the conditions $\sum_{i} N_{i} \widehat{A}_{i}=0=\sum_{j} N_{. j} \widehat{B}_{j}$. Consider now the contrasts $\sum c_{i} A_{i}$ and $\sum d_{j} B_{j}$ (with $\sum c_{i}=0, \sum d_{j}=0$ ) belonging to the main effects $A$ and $B$, respectively. It follows then immediately that

$$
\operatorname{cov}\left(\sum c_{i} \widehat{A}_{i}, \sum d_{j} \widehat{B}_{j}\right)=\left(0, \boldsymbol{c}^{\prime}, \mathbf{0}\right) \boldsymbol{K}^{-}\left(\begin{array}{l}
0  \tag{14.12}\\
\mathbf{0} \\
\boldsymbol{d}
\end{array}\right)=0
$$

where $\boldsymbol{c}^{\prime}=\left(c_{0}, c_{1}, \ldots, c_{a-1}\right), \boldsymbol{d}^{\prime}=\left(d_{0}, d_{1}, \ldots, d_{b-1}\right)$, that is, estimates of contrasts for the two main effects are uncorrelated. Hence we have an OMEP.

Obviously the proof can be extended in a straightforward manner to any number of factors with the proportionality condition holding for any pair of factors. We mention also that Addelman and Kempthorne (1961) proved that proportional frequency is actually a necessary and sufficient condition for a main effect plan to be an OMEP (see also Dey, 1985).

The methods of constructing main effect plans as described in the following section make use of the proportionality condition of Theorem 14.1. Before proceeding, however, we need to clarify an argument put forth by Srivastava and Ghosh (1996). They argue that main effect plans with proportional (and not equal) frequencies are not OMEPs. Clearly, Eq. (14.12) shows that the estimators of contrasts of main effects belonging to two different factors are uncorrelated. The concern of Srivastava and Ghosh (1996) has to do with estimators of contrasts belonging to the same factor, for example,

$$
\begin{equation*}
\sum_{i} c_{i} \widehat{A}_{i} \quad \sum_{i} d_{i} \widehat{A}_{i} \tag{14.13}
\end{equation*}
$$

with $\sum_{i} c_{i}=0=\sum_{i} d_{i}$ and $\sum_{i} c_{i} d_{i}=0$. Using $\boldsymbol{K}^{-}$from (14.11), it follows immediately that the contrasts in (14.13) are correlated (see also Section I.7.3). In order to produce uncorrelated contrasts Addelman (1962a) considers contrasts of the form

$$
\begin{equation*}
\sum_{i} N_{i .} c_{i}^{*} A_{i} \quad \sum_{i} N_{i .} d_{i}^{*} A_{i} \tag{14.14}
\end{equation*}
$$

with $\sum_{i} N_{i .} c_{i}^{*}=0=\sum_{i} N_{i .} d_{i}^{*}$ and $\sum_{i} N_{i .} c_{i}^{*} d_{i}^{*}=0$.
We emphasize that contrasts of the form (14.13) or (14.14) are considered only for purposes of posthoc analyses (see Chapter I.7). For qualitative factors such contrasts are prespecified, for quantitative factors they represent various forms of trends, such as linear, quadratic, and so forth. In either case the contrasts must be chosen such that they are meaningful in the context of the experiment, whether they are orthogonal or not. And that does not affect the properties of the design. Whether a main effect plan is an OMEP is determined only by whether the condition of Theorem 14.1 is satisfied.

### 14.3.3 Addelman-Kempthorne Methods

We now describe three methods for constructing OMEPs for asymmetrical factorials as developed by Addelman and Kempthorne (1961).

## Method 1

We consider the $s_{1}^{n_{1}} \times s_{2}^{n_{2}} \times \cdots \times s_{q}^{n_{q}}$ factorial and assume that $s_{1}>s_{2}$ $>\cdots>s_{q}$.

## Collapsing Factors

We can construct an OMEP with $N=s_{1}^{\ell}$ runs, where $s_{1}$ is a prime or prime power and

$$
\begin{equation*}
\sum_{i=1}^{q} n_{i} \leq \frac{s_{1}^{\ell}-1}{s_{1}-1} \tag{14.15}
\end{equation*}
$$

in the following way. We first construct an OMEP for the $s_{1}^{n}$ factorial in $s_{1}^{\ell}$ trials where $\ell$ is chosen so that (14.15) is satisfied and where $n=\left(s_{1}^{\ell}-1\right) /\left(s_{1}-1\right)$ using the method described in Sections 14.2 and 11.7. We write the plan as an $N \times n$ array, $D$ say, such that the columns denote the factors and each row represents a treatment combination (run) for the $n$ factors with $s_{1}$ levels each. We shall refer to $D$ also as the auxiliary OMEP. In the context of the $s_{1}^{n_{1}} \times$ $s_{2}^{n_{2}} \times \cdots \times s_{q}^{n^{q}}$ factorial the first $n_{1}$ columns in $D$ correspond to the first set of factors, each having $s_{1}$ levels. For the following factors we use what Addelman and Kempthorne (1961) refer to as collapsing factors with $s_{1}$ levels to factors occurring at $s_{i}$ levels $(i=2,3, \ldots, q)$ by setting up a many-one correspondence between the set of $s_{1}$ levels and the set of $s_{i}$ levels. This means that different levels of the $s_{1}$-level factor are mapped into the same level of the $s_{i}$-level factor. As an example, suppose we have $s_{1}=5, s_{2}=3$. We then might have the following mapping:

| Five-Level Factor |  | Three-Level Factor |
| :---: | :---: | :---: |
| 0 | $\longrightarrow$ | 0 |
| 1 | $\longrightarrow$ | 1 |
| 2 | $\longrightarrow$ | 2 |
| 3 | $\longrightarrow$ | 0 |
| 4 | $\longrightarrow$ | 1 |

Proceeding in this way we replace the next $n_{2}$ factors by $s_{2}$-level factors, the following $n_{3}$ factors by $s_{3}$-level factors, and so on, until all factors have been accommodated. Since $\sum_{i=1}^{q} n_{i} \leq n$ it may be necessary to delete some factors from the basic OMEP if the inequality holds. Since the collapsing procedure leads automatically to proportional frequencies (for any collapsing scheme) the final design is an OMEP.

We illustrate this procedure with the following example.

Example 14.2 Consider the $5^{3} \times 3 \times 2^{2}$ factorial. Since for $\ell=2$, $\left(5^{2}-\right.$ 1) $/(5-1)=6$ we can construct an OMEP with 25 runs from an OMEP for the $5^{6}$ factorial in 25 runs, using the method of Section 11.7.1. The construction of this plan is illustrated in Table 14.4a. Using the collapsing schemes

| 0 | $0 \quad \longrightarrow \begin{array}{llll}0 & 0 & \longrightarrow & 0\end{array}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 |  |  |  |  |  |
| 2 | $\longrightarrow$ | 2 | and | 2 | $\longrightarrow$ | 0 |
| 3 | $\longrightarrow$ | 0 |  | 3 | $\longrightarrow$ | 1 |
| 4 | $\longrightarrow$ | 1 |  | 4 | $\longrightarrow$ | 0 |

we then obtain the final design given in Table 14.4b. It can easily be verified that the proportionality conditions are met. For example, for factors $F_{4}$ and $F_{5}$ we have $N_{00}=6, N_{0 .}=10, N_{.0}=15$, and with $N=25$ we have $N_{00}=$ $10 \cdot 15 / 25=6$.

## Expanding Factors

Rather than collapsing the $s_{1}$-level factor to an $s_{i}$-level factor we may, in certain situations, expand the $s_{1}$-level factor into a set of $s_{i}$-level factors if $s_{1}=s_{i}^{m}$ for some $i$. We know that there exists an OMEP for $v=\left(s_{i}^{m}-1\right) /\left(s_{i}-1\right)$ factors at $s_{i}$ levels with $s_{i}^{m}$ runs, that is, an $s_{i \text { III }}^{\nu-(\nu-m)}$. We then construct the $s_{1 I I I}^{n-(n-\ell)}$ for a suitable $n$ as discussed before and $\ell$ determined from $n \leq\left(s_{1}^{\ell}-1\right) /\left(s_{1}-1\right)$. Next, we replace each of the $s_{1}$ levels for one factor by a treatment combination from the $s_{i \text { III }}^{\nu-(\nu-m)}$. We thus replace an $s_{1}$-level factor by $v=\left(s_{i}^{m}-1\right) /\left(s_{i}-1\right)$ $s_{i}$-level factors. This method will be most useful for $s_{1}=4=2^{2}$ and perhaps for $s_{1}=8=2^{3}, s_{1}=9=3^{2}$. We now illustrate this method in the following example.

Example 14.3 Consider the $4^{3} \times 3 \times 2^{3}$ factorial. Instead of using the collapsing factors method with $n_{1}=3, n_{2}=1, n_{3}=3$ which would lead to an OMEP with 64 runs, we use the fact that a 4 -level factor can be replaced by $v=3$ two-level factors. We thus consider an OMEP for the $4^{5}$ factorial that can be obtained with 16 runs and then use replacing and collapsing as given in Table 14.5. For details of the construction of the auxiliary OMEP using GF $\left(2^{2}\right)$ arithmetic, we refer to Sections 11.7 and 11.13 .1 (Example 11.5). In the final plan (Table 14.5 b), the elements in $\operatorname{GF}\left(2^{2}\right)$ are replaced by $0,1,2$, and 3 , respectively. We use the following collapsing scheme for $F_{4}$ :

Four-Level Factor ( $F_{\mathbf{4}}$ )

| 0 | $\longrightarrow$ | 0 |
| :--- | :--- | :--- |
| 1 | $\longrightarrow$ | 1 |
| 2 | $\longrightarrow$ | 2 |
| 3 | $\longrightarrow$ | 0 |

Table 14.4 Orthogonal Main Effect Plan for $5^{\mathbf{3}} \times \mathbf{3} \times \mathbf{2}^{\mathbf{2}}$ Factorial


Table 14.4 (Continued)

| $F_{1}$ | $F_{2}$ | $F_{3}$ | $F_{4}$ | $F_{5}$ | $F_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 1 | 3 | 1 | 0 | 1 |
| 2 | 4 | 4 | 1 | 1 | 0 |
| 2 | 3 | 0 | 0 | 1 | 0 |
| 2 | 4 | 1 | 0 | 0 | 1 |
| 3 | 0 | 3 | 0 | 1 | 1 |
| 3 | 1 | 4 | 0 | 1 | 0 |
| 3 | 2 | 0 | 2 | 0 | 1 |
| 3 | 3 | 1 | 1 | 0 | 0 |
| 3 | 4 | 2 | 1 | 0 | 0 |
| 4 | 0 | 4 | 1 | 0 | 0 |
| 4 | 1 | 0 | 1 | 0 | 1 |
| 4 | 2 | 1 | 0 | 0 | 0 |
| 4 | 3 | 2 | 0 | 1 | 1 |
| 4 | 4 | 3 | 2 | 1 | 0 |

Table 14.5 Orthogonal Main Effect Plan for $\mathbf{4}^{\mathbf{3}} \times \mathbf{3} \times \mathbf{2}^{\mathbf{3}}$ Factorial

| $\boldsymbol{y}$ | $F_{1}$ <br> $\left(u_{1}, u_{0}\right)$ | $F_{2}$ <br> $\left(u_{0}, u_{1}\right)$ | $F_{3}$ <br> $\left(u_{1}, u_{1}\right)$ | $F_{4}$ <br> $\left(u_{1}, u_{2}\right)$ | $F_{5}$ <br> $\left(u_{1}, u_{3}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $u_{0}, u_{0}$ | $u_{0}$ | $u_{0}$ | $u_{0}$ | $u_{0}$ | $u_{0}$ |
| $u_{0}, u_{1}$ | $u_{0}$ | $u_{1}$ | $u_{1}$ | $u_{2}$ | $u_{3}$ |
| $u_{0}, u_{2}$ | $u_{0}$ | $u_{2}$ | $u_{2}$ | $u_{3}$ | $u_{1}$ |
| $u_{0}, u_{3}$ | $u_{0}$ | $u_{3}$ | $u_{3}$ | $u_{1}$ | $u_{2}$ |
| $u_{1}, u_{0}$ | $u_{1}$ | $u_{0}$ | $u_{1}$ | $u_{1}$ | $u_{1}$ |
| $u_{1}, u_{1}$ | $u_{1}$ | $u_{1}$ | $u_{0}$ | $u_{3}$ | $u_{2}$ |
| $u_{1}, u_{2}$ | $u_{1}$ | $u_{2}$ | $u_{3}$ | $u_{2}$ | $u_{0}$ |
| $u_{1}, u_{3}$ | $u_{1}$ | $u_{3}$ | $u_{2}$ | $u_{0}$ | $u_{3}$ |
| $u_{2}, u_{0}$ | $u_{2}$ | $u_{0}$ | $u_{2}$ | $u_{2}$ | $u_{2}$ |
| $u_{2}, u_{1}$ | $u_{2}$ | $u_{1}$ | $u_{3}$ | $u_{0}$ | $u_{1}$ |
| $u_{2}, u_{2}$ | $u_{2}$ | $u_{2}$ | $u_{0}$ | $u_{1}$ | $u_{3}$ |
| $u_{2}, u_{3}$ | $u_{2}$ | $u_{3}$ | $u_{1}$ | $u_{3}$ | $u_{0}$ |
| $u_{3}, u_{0}$ | $u_{3}$ | $u_{0}$ | $u_{3}$ | $u_{3}$ | $u_{3}$ |
| $u_{3}, u_{1}$ | $u_{3}$ | $u_{1}$ | $u_{2}$ | $u_{1}$ | $u_{0}$ |
| $u_{3}, u_{2}$ | $u_{3}$ | $u_{2}$ | $u_{1}$ | $u_{0}$ | $u_{2}$ |
| $u_{3}, u_{3}$ | $u_{3}$ | $u_{3}$ | $u_{0}$ | $u_{2}$ | $u_{1}$ |

Table 14.5 (Continued)

| b. Final Plan |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $F_{1}$ | $F_{2}$ | $F_{3}$ | $F_{4}$ | $F_{5,1}$ | $F_{5,2}$ | $F_{5,3}$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | 2 | 1 | 1 | 0 |
| 0 | 2 | 2 | 0 | 0 | 1 | 1 |
| 0 | 3 | 3 | 1 | 1 | 0 | 1 |
| 1 | 0 | 1 | 1 | 0 | 1 | 1 |
| 1 | 1 | 0 | 0 | 1 | 0 | 1 |
| 1 | 2 | 3 | 2 | 0 | 0 | 0 |
| 1 | 3 | 2 | 0 | 1 | 1 | 0 |
| 2 | 0 | 2 | 2 | 1 | 0 | 1 |
| 2 | 1 | 3 | 0 | 0 | 1 | 1 |
| 2 | 2 | 0 | 1 | 1 | 1 | 0 |
| 2 | 3 | 1 | 0 | 0 | 0 | 0 |
| 3 | 0 | 3 | 0 | 1 | 1 | 0 |
| 3 | 1 | 2 | 1 | 0 | 0 | 0 |
| 3 | 2 | 1 | 0 | 1 | 0 | 1 |
| 3 | 3 | 0 | 2 | 0 | 1 | 1 |

and the following replacement (expansion):

| $\boldsymbol{F}_{\mathbf{5}}$ |  | $\boldsymbol{F}_{\mathbf{5 , 1}}$ | $\boldsymbol{F}_{\mathbf{5 , 2}}$ | $\boldsymbol{F}_{\mathbf{5 , 3}}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | $\longrightarrow$ | 0 | 0 | 0 |
| 1 | $\longrightarrow$ | 0 | 1 | 1 |
| 2 | $\longrightarrow$ | 1 | 0 | 1 |
| 3 | $\longrightarrow$ | 1 | 1 | 0 |

## Method 2

For the $s \times s_{1}^{n_{1}} \times s_{2}^{n_{2}} \times \cdots \times s_{q}^{n_{q}}$ factorial we can construct an OMEP with $2 s_{1}^{\ell}$ runs, where $s_{1}$ is a prime or prime power and

$$
s_{1}>s_{2}>\cdots>s_{1} \quad s_{1}<s \leq 2 s_{1}
$$

and

$$
\begin{equation*}
1+\sum_{i=1}^{q} n_{i} \leq \frac{s_{1}^{\ell}-1}{s_{1}-1} \tag{14.16}
\end{equation*}
$$

We construct first the OMEP for the $s_{1}^{\nu}$ factorial where $v=\left(s_{1}^{\ell}-1\right) /\left(s_{1}-1\right)$ and $\ell$ is chosen such that (14.16) is satisfied. We then duplicate the plan except
that the levels $0,1,2, \ldots, s_{1}-1$ for the first factor, $F_{1}$, are replaced by $s_{1}$, $s_{1}+1, s_{1}+2, \ldots, 2 s_{1}-1$, respectively. This will be an OMEP with $2 s_{1}^{\ell}$ runs for the $2 s_{1} \times s_{1}^{\nu}$ factorial. If $s<2 s_{1}$, we obtain the final plan by collapsing $F_{1}$ and then proceed as in method 1a. We illustrate this with the following example.

Example 14.4 We consider the $5 \times 3^{2} \times 2$ factorial. We have $1+2+1=$ $4 \leq\left(3^{\ell}-1\right) /(3-1)$. Hence $\ell=2$, and we construct the $3_{\mathrm{III}}^{4-2}$, duplicate it (see Table 14.6a) and collapse factors $F_{1}$ and $F_{4}$ as follows:

| Six-Level Factor $\left(\boldsymbol{F}_{\mathbf{1}}\right)$ |  | Five-Level Factor $\left(\boldsymbol{F}_{\mathbf{1}}\right)$ |
| :---: | :---: | :---: |
| 0 |  |  |
| 1 | $\longrightarrow$ | 0 |
| 2 | $\longrightarrow$ | 1 |
| 3 | $\longrightarrow$ | 2 |
| 4 |  | 3 |
| 5 |  | 4 |
|  |  | 0 |
| Three-Level Factor $\left(\boldsymbol{F}_{\mathbf{4}}\right)$ |  | Two-Level Factor $\left(\boldsymbol{F}_{\mathbf{4}}\right)$ |
| 0 |  |  |
| 1 |  | 0 |
| 2 |  | 1 |

The final design is given in Table 14.6b.

## Method 3

In some cases the methods described above lead to an unnecessarily large number of runs since the auxiliary plan is based on an OMEP involving factors with the largest number of levels. The method to be described is, by contrast, based on an appropriate OMEP for factors having the smallest number of levels. The basic idea is, as a converse to method $1 b$, to replace several factors with the smallest number of levels by a factor with a larger number of levels. More precisely, we can construct an OMEP for the $s_{1}^{n_{1}} \times s_{2}^{n_{2}} \times \cdots \times s_{q}^{n_{q}}$ factorial with $s_{1}^{\ell}$ runs, where $s_{1}$ is a prime or prime power, $s_{1}<s_{2}, \ldots,<s_{q}$ and

$$
\begin{equation*}
\sum_{i=1}^{q} \lambda_{i} n_{i} \leq \frac{s_{1}^{\ell}-1}{s_{1}-1} \tag{14.17}
\end{equation*}
$$

with $1=\lambda_{1}<\lambda_{2} \leq \lambda_{3} \leq \cdots \leq \lambda_{q}$ and $\lambda_{i}(i=1,2, \ldots, q)$ an integer. The basic idea of this procedure is based on the following theorem.

Theorem 14.2 In the $s_{\mathrm{III}}^{n-(n-\ell)}$ with $n=\left(s^{\ell}-1\right) /(s-1)$ and $s$ a prime or prime power, a factor with $t$ levels, $s^{m-1}<t \leq s^{m}$, can be introduced as a replacement for a suitably chosen set of $v=\left(s^{m}-1\right) /(s-1)$ factors that will preserve the orthogonality of the main effect estimates.

Table 14.6 Orthogonal Main Effect Plan for $5 \times 3^{2} \times 2$ Factorial

| a. Auxiliary Plan |  |  |  | b. Final Plan |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $F_{1}$ | $F_{2}$ | $F_{3}$ | $F_{4}$ |  | $F_{1}$ | $F_{2}$ | $F_{3}$ |
| 0 | 0 | 0 | 0 |  | 0 | 0 | 0 |
| 0 | 1 | 1 | 2 |  | 0 | 1 | $F_{4}$ |
| 0 | 2 | 2 | 1 | 0 | 2 | 2 | 0 |
| 1 | 0 | 1 | 1 | 1 | 0 | 1 | 1 |
| 1 | 1 | 2 | 0 | 1 | 1 | 2 | 0 |
| 1 | 2 | 0 | 2 | 1 | 2 | 0 | 0 |
| 2 | 0 | 2 | 2 | 2 | 0 | 2 | 0 |
| 2 | 1 | 0 | 1 | 2 | 1 | 0 | 1 |
| 2 | 2 | 1 | 0 | 2 | 2 | 1 | 0 |
| 3 | 0 | 0 | 0 | 3 | 0 | 0 | 0 |
| 3 | 1 | 1 | 2 | 3 | 1 | 1 | 0 |
| 3 | 2 | 2 | 1 | 3 | 2 | 2 | 1 |
| 4 | 0 | 1 | 1 | 4 | 0 | 1 | 1 |
| 4 | 1 | 2 | 0 | 4 | 1 | 2 | 0 |
| 4 | 2 | 0 | 2 | 4 | 2 | 0 | 0 |
| 5 | 0 | 2 | 2 | 0 | 0 | 2 | 0 |
| 5 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 5 | 2 | 1 | 0 | 0 | 2 | 1 | 0 |

Proof Let $t=s^{m}$. There exists an $s_{\text {III }}^{\nu-(\nu-m)}$ with $v=\left(s^{m}-1\right) /(s-1)$. Hence a factor with $t=s^{m}$ levels can replace $v$ factors with $s$ levels each. If $s^{m-1}<t<s^{m}$, then a factor with $s^{m}$ levels can be collapsed.

We illustrate this method with the following example.
Example 14.5 We consider the $2^{4} \times 4$ factorial, that is, $s_{1}=2, s_{2}=4, n_{1}=$ $4, n_{2}=1$. Now $t=4=2^{2}$, that is, $m=2$ and $v=3$ and a 4-level factor can replace three 2 -level factors in the $2_{\text {III }}^{n-(n-\ell)}$ where $n$ and $\ell$ are determined as follows so that (14.17) is satisfied: With $n_{1}=4, n_{2}=1$, and $v=3$ we have for (14.17) with $\lambda_{2}=v=3$

$$
4+3 \cdot 1=n \leq\left(2^{\ell}-1\right) /(2-1)
$$

which yields $\ell=3$. Hence we can obtain the OMEP with $N=2^{3}=8$ runs from the $2_{\text {III }}^{7-4}$. The final plan is given in Table 14.7 using the replacement according to the $2_{\text {III }}^{3-1}$ given below:

| Two-Level Factors in $\mathbf{2}^{\mathbf{3 I I}} \mathbf{3}$ |  | Four-Level Factor |
| :---: | :---: | :---: |
| 000 | $\longrightarrow$ | 0 |
| 011 | $\longrightarrow$ | 1 |
| 101 | $\longrightarrow$ | 2 |
| 110 | $\longrightarrow$ | 3 |

Table 14.7 Orthogonal Main Effect Plan for $2^{\mathbf{4}} \times 4$ Factorial

|  | $\begin{gathered} F_{1} \\ \binom{1}{1} \end{gathered}$ |  | $\begin{gathered} F_{2} \\ \left(\begin{array}{lll} 0 & 1 & 0 \end{array}\right) \end{gathered}$ |  | $\begin{gathered} F_{3} \\ \left(\begin{array}{lll} 1 & 1 & 0 \end{array}\right) \end{gathered}$ | $\begin{gathered} F_{4} \\ \left(\begin{array}{lll} 0 & 0 & 1 \end{array}\right) \end{gathered}$ |  | $\begin{gathered} F_{5} \\ \left(\begin{array}{lll} 1 & 0 & 1 \end{array}\right) \end{gathered}$ | $\begin{gathered} F_{6} \\ \left(\begin{array}{lll} 0 & 1 & 1 \end{array}\right) \end{gathered}$ | $\begin{gathered} F_{7} \\ \left(\begin{array}{lll} 1 & 1 & 1 \end{array}\right) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | a. Auxiliary Plan |  |  |  |  |  |  |  |  |  |
| 000 | 0 |  | 0 |  | 0 | 0 |  | 0 | 0 | 0 |
| 001 | 0 |  | 0 |  | 0 | 1 |  | 1 | 1 | I |
| 010 | 0 |  | 1 |  | 1 | 0 |  | 0 | 1 | 1 |
| 011 | 0 |  | 1 |  | 1 | 1 |  | 1 | 0 | 0 |
| 100 | 1 |  | 0 |  | 1 | 0 |  | 1 | 0 | 1 |
| 101 | 1 |  | 0 |  | 1 | 1 |  | 0 | 1 | 0 |
| 110 | 1 |  | 1 |  | 0 | 0 |  | 1 | 1 | 0 |
| 111 | 1 |  | 1 |  | 0 | 1 |  | 0 | 0 | 1 |
| b. Final Plan |  |  |  |  |  |  |  |  |  |  |
|  |  | $F_{1}^{\prime}$ |  | $F_{4}$ |  | $F_{5}$ | $F_{6}$ |  | $F_{7}$ |  |
|  |  | 0 |  | 0 |  | 0 | 0 |  | 0 |  |
|  |  | 0 |  | 1 |  | 1 | 1 |  | 1 |  |
|  |  | 1 |  | 0 |  | 0 | 1 |  | 1 |  |
|  |  | 1 |  | 1 |  | 1 | 0 |  | 0 |  |
|  |  | 2 |  | 0 |  | 1 | 0 |  | 1 |  |
|  |  | 2 |  | 1 |  | 0 | 1 |  | 0 |  |
|  |  | 3 |  | 0 |  | 1 | 1 |  | 0 |  |
|  |  | 3 |  | 1 |  | 0 | 0 |  | 1 |  |

It follows then that in the auxiliary plan (Table 14.5a) factors $F_{1}, F_{2}, F_{3}$ with two levels are replaced by factor $F_{1}^{\prime}$ with four levels.

This procedure of constructing an OMEP is most useful if $s<t \leq s^{2}$. It follows then from Theorem 14.2 that the maximum number of $t$-level factors that can be introduced into the $s_{\mathrm{III}}^{n-(n-\ell)}$ with $n=\left(s^{\ell}-1\right) /(s-1)$ is equal to $\left(s^{\ell}-1\right) /(s-1)$ if $\ell$ is even, and equal to the largest integer less than or equal to $\left(s^{\ell}-1\right) /(s-1)-1$ if $\ell$ is odd.

The three methods described above lead to a very large number of OMEPs for asymmetrical factorials. An extensive catalog of such plans is provided by Addelman and Kempthorne (1961), Addelman (1962a, 1962b), and Dey (1985). Dey also lists some additional OMEPs not derivable by the Addelman-Kempthorne methods but instead derivable from Hadamard matrices or orthogonal arrays. For details the reader is referred to Dey (1985).

For the $2^{n} \times 3^{m}$ Addelman-Kempthorne designs Margolin (1968) has investigated the aliasing of main effects with 2 -factor interactions. This is important for the reasons discussed in Section 14.2 for OMEPs for symmetrical factorials. We shall not discuss the rather complicated results here but refer to the method illustrated in Table 14.2.

### 14.4 NONORTHOGONAL RESOLUTION III DESIGNS

Orthogonal main effect plans are useful because they are easy to analyze and the results are easy to interpret. Sometimes there may, however, be practical reasons why an OMEP may not be the most suitable design. In that case nonorthogonal MEPs may be more appropriate. We shall give some examples.

As we have mentioned earlier, a saturated OMEP does not provide any degrees of freedom for the estimation of the error variance. If no information about the error variance is available, additional observations must be obtained. To replicate the OMEP may lead to too large an experiment. Hence only some runs may be replicated leading to nonproportional frequencies and as a consequence to correlated estimates of the main effects.

In contrast to the just described situation an OMEP may not be a saturated plan and may therefore have too many runs. It is always possible to obtain a saturated MEP. One such plan is the one-at-a-time plan, where if the runs are considered in sequence, only the level of one factor is changed from one run to the next. As an example consider the following MEP for a $2^{8}$ in nine runs (apart from randomization):

| Run | $\boldsymbol{F}_{\mathbf{1}}$ | $\boldsymbol{F}_{\mathbf{2}}$ | $\boldsymbol{F}_{\mathbf{3}}$ | $\boldsymbol{F}_{\mathbf{4}}$ | $\boldsymbol{F}_{\mathbf{5}}$ | $\boldsymbol{F}_{\mathbf{6}}$ | $\boldsymbol{F}_{\mathbf{7}}$ | $\boldsymbol{F}_{\mathbf{8}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| 5 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| 6 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 |
| 7 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 |
| 8 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 |
| 9 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

An alternative to the plan above is one where each run, other than the control, has only one factor at the high level and all other factors at the low level (apart from randomization):

| Run | $\boldsymbol{F}_{\mathbf{1}}$ | $\boldsymbol{F}_{\mathbf{2}}$ | $\boldsymbol{F}_{\mathbf{3}}$ | $\boldsymbol{F}_{\mathbf{4}}$ | $\boldsymbol{F}_{\mathbf{5}}$ | $\boldsymbol{F}_{\mathbf{6}}$ | $\boldsymbol{F}_{\mathbf{7}}$ | $\boldsymbol{F}_{\mathbf{8}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| 5 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| 6 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| 7 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| 8 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| 9 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |

Obviously, this method can be adapted to both symmetrical and asymmetrical factorials with factors at any number of levels. It should be clear to the reader that if a saturated OMEP exists for a given factorial it will be more efficient than the comparable nonorthogonal MEP. But often statistical properties may have to be balanced against practical considerations.

In listing the designs above we have added for emphasis the cautionary note "apart from randomization." There may be settings, especially in industrial applications, where it would be most economical and feasible to execute the experiment using the run order given above. This may have serious consequences for the analysis and interpretation, since not only is there lack of randomization (see I.9.9) but this would also invoke a split-plot type of experiment if the levels of factors are not reset for each run (see I.13). For a discussion of such problems see Daniel (1973) and Webb (1968).

## Supersaturated Designs

### 15.1 INTRODUCTION AND RATIONALE

We have seen in the preceding chapters that very often practical considerations lead the experimenter to using fractional factorial designs. The aim, of course, is to reduce the size of the experiment without sacrificing important information. Even then, the suggested design may be quite large. This may be true even for the most highly fractionated design, the saturated main effect plan, if the number of factors under investigation is large. And it is not unusual that in many physical, chemical, or industrial experiments the number of factors that one would like to study is quite large, but consideration of cost calls for a small number of runs, that is, treatment combinations. Moreover, it is suspected that among the large number of factors only few are important or active. Such situations have led to the development of what are called supersaturated designs (for a definition see Section 15.3).

The idea is to somehow select $N$ treatment combinations from the totality of all possible treatment combinations, say from the $s_{1} \times s_{2} \times \cdots \times s_{n}$ combinations of a factorial with factors $A_{1}, A_{2}, \ldots, A_{n}$ where factor $A_{i}$ has $p_{i}$ levels $(i=1,2, \ldots, n)$ and $n>N-1$. Obviously, orthogonality as with fractional factorials can no longer be achieved. Rather, orthogonality is being replaced by some measure of near orthogonality. Also the analysis of data from such an experiment will have to be approached differently from the usual analysis of factorial experiments. Simultaneous estimation of effects will no longer be possible. Instead, based on the assumption of scarcity of active factors and absence of interactions, stepwise forward regression provides a plausible approach.

### 15.2 RANDOM BALANCE DESIGNS

One way to select the $N$ treatment combinations is by using a random sampling process. This idea has led to the notion of random balance designs (Satterthwaite, 1959).

[^19]Here the notion of random balance is understood in the following sense (Raghavarao, 1986): Factor $A_{j}$ is randomly balanced with respect to factor $A_{i}$ if the random sampling process used to select the $p_{j}$ levels of factor $A_{j}$ is the same for each level of factor $A_{i}$. If every factor has random balance with respect to every other factor, then Satterthwaite (1959, p. 113) refers to this as a pure random balance design.

Satterthwaite (1959, p. 114) states that "pure random balance designs are almost always inefficient in some sense" (see Section 15.4.1), but at the same time he argues that "there are important and large classes of problems for which these inefficiencies are often unimportant or even trivial." These views were largely contradicted by Youden et al. (1959), who, among other things, called for a systematic, rather than random, construction of designs for the earlier stated purpose.

### 15.3 DEFINITION AND PROPERTIES OF SUPERSATURATED DESIGNS

Generalizing some results of Yamada and Lin (1999), we consider an experiment with $n$ factors $A_{1}, A_{2}, \ldots, A_{n}$, each with $p$ levels denoted by $1,2, \ldots, p$. Let $N$ be the number of runs (treatment combinations) with (i) $(p-1) n>$ $N-1$ and (ii) $N=p \cdot q$ and $q$ a positive integer. Further, let $\mathcal{C}(N)$ be the set of $N$-dimensional vectors each containing each of the $p$ levels exactly $q$ times.

A $p$-level supersaturated design $D$ can be described as a selection of $n$ vectors in $\mathcal{C}(N)$, say $\boldsymbol{c}_{1}, \boldsymbol{c}_{2}, \ldots, \boldsymbol{c}_{n}$, by some specified rule. The design $D$ can then be represented by the $N \times n$ array

$$
\begin{equation*}
\left[c_{1}, \boldsymbol{c}_{2}, \ldots, c_{n}\right] \tag{15.1}
\end{equation*}
$$

Obviously, the rule by which the selection leading to (15.1) is made is of major importance. As mentioned earlier, orthogonality of the vectors in (15.1) cannot be achieved, but we would like to stay as "close" as possible to this property, which is exhibited in the Fisher and Plackett-Burman main effect plans (see Sections 14.2 .1 and 14.2.4). Following Yamada and Lin (1999) we shall adopt the following $\chi^{2}$ statistic as a measure of deviation from orthogonality and choose the design $D$, which achieves the smallest amount of deviation. Such a design we declare to exhibit near-optimality.

Let $n^{a b}\left(\boldsymbol{c}_{i}, \boldsymbol{c}_{j}\right)$ denote the number of rows in the $N \times 2$ array $\left[\boldsymbol{c}_{i}, \boldsymbol{c}_{j}\right]$ whose values are $[a, b]$, where $\boldsymbol{c}_{i}, \boldsymbol{c}_{j},(i<j)$ are two columns from (15.1). Obviously,

$$
\sum_{a, b=1}^{p} n^{a b}\left(\boldsymbol{c}_{i}, \boldsymbol{c}_{j}\right)=N
$$

for any pair $i, j(1 \leq i<j \leq n)$. The $\chi^{2}$ statistic mentioned above is then defined as

$$
\begin{equation*}
\chi_{i j}^{2}=\sum_{a, b=1}^{p} \frac{\left[n^{a b}\left(\boldsymbol{c}_{i}, \boldsymbol{c}_{j}\right)-N / p^{2}\right]^{2}}{N / p^{2}} \tag{15.2}
\end{equation*}
$$

For orthogonality (or complete independence) of $\boldsymbol{c}_{i}$ and $\boldsymbol{c}_{j}$ we have $n^{a b}\left(\boldsymbol{c}_{i}, \boldsymbol{c}_{j}\right)=$ $N / p^{2}$ for each pair $[a, b](1 \leq a, b \leq p)$, whereas for complete confounding of factors $A_{i}, A_{j}$ (or complete dependence) we have, without loss of generality,

$$
n^{a b}\left(\boldsymbol{c}_{i}, \boldsymbol{c}_{j}\right)= \begin{cases}N / p & \text { for } a=b \\ 0 & \text { otherwise }\end{cases}
$$

It is then easy to see that the $\chi^{2}$ value of (15.2) lies between 0 and $(p-1) N$.
For the overall evaluation of deviation from orthogonality for the design $D$, we then use either

$$
\text { av } \chi^{2}=\frac{\sum_{\substack{i, j=1 \\ i<j}}^{n} \chi_{i, j}^{2}}{n(n-1) / 2}
$$

or

$$
\begin{equation*}
\max \chi^{2}=\max \chi_{i j}^{2} \quad 1 \leq i<j \leq n \tag{15.4}
\end{equation*}
$$

with $\chi_{i j}^{2}$ given in (15.2). Using either (15.3) or (15.4) the design $D$ with the smallest value will be chosen among competing arrangements.

For an extension of the $\chi^{2}$ criterion to mixed-level supersaturated designs see Yamada and Matsui (2002).

### 15.4 CONSTRUCTION OF TWO-LEVEL SUPERSATURATED DESIGNS

### 15.4.1 Computer Search Designs

Most of the emphasis of devising rules for obtaining a suitable array (15.1) has been concentrated on 2-level supersaturated designs, that is, $p=2$, denoting the levels by -1 and +1 . Booth and Cox (1962) provided the first set of such designs for the following pairs of $(n, N)$ values: $(16,12),(20,12),(24,12)$, $(24,18),(30,18),(36,18)$, and $(30,24)$. These designs were obtained through computer search.

To compare their designs with random balance designs, Booth and Cox (1962) consider $s_{i j}=\boldsymbol{c}_{i}^{\prime} \boldsymbol{c}_{j}(i<j)$ as a measure of nonorthogonality of factors $A_{i}$ and $A_{j}$. As an overall measure of the non-orthogonality for the design under consideration, they then define

$$
\begin{equation*}
E\left(s^{2}\right)=\frac{\sum_{i<j} s_{i j}^{2}}{n(n-1) / 2} \tag{15.5}
\end{equation*}
$$

Yamada and Lin (1999) show that (15.5) is equivalent to (15.3) for $p=2$. For a random balance design (15.5) is given by

$$
\begin{equation*}
E_{\mathrm{RBD}}\left(s^{2}\right)=\frac{N^{2}}{N-1} \tag{15.6}
\end{equation*}
$$

(Booth and Cox, 1962). It turns out that for all designs constructed by Booth and Cox (1962)

$$
E\left(s^{2}\right)<E_{\mathrm{RBD}}\left(s^{2}\right)
$$

indicating a smaller degree of nonorthogonality, that is, less confounding among the factors, of their designs, a result that holds true in general for other supersaturated designs as well.

### 15.4.2 Hadamard-Type Designs

A more systematic way to construct a special class of 2-level supersaturated designs was provided by Lin (1993). Just as the Plackett-Burman designs (see Section 14.2.4) are based on Hadamard matrices of order $M$, so are the proposed supersaturated designs. Their construction can be described in general as follows: Consider a Hadamard matrix of order $M$ (which is not constructed via foldover) in seminormalized form. Delete the first column of +1 's and label the remaining columns $1,2, \ldots, M-1$. Choose one of these columns as the branching column, that is, the column that divides the Hadamard matrix into two half-fractions according to its +1 's and -1 's. Delete the branching column and choose a sign, say + . Then the $M / 2$ rows that corresponding to +1 in the branching column form a supersaturated design with $n=M-2$ factors and $N=M / 2$ runs, where each factor is, of course, represented $M / 4$ times at the high and low level.

Letting $\boldsymbol{H}$ be an $M \times M$ Hadamard matrix, then the procedure described above can be formally represented as

$$
\boldsymbol{H}=\left[\begin{array}{rrc}
\mathfrak{J} & \mathfrak{J} & \boldsymbol{H}^{h}  \tag{15.7}\\
\mathfrak{J} & -\mathfrak{J} & *
\end{array}\right]
$$

Table 15.1 Supersaturated Design for $n=10$ Factors in $N=6$ Runs

| Row |  |  | Factor |  |  |  |  |  |  |  |  |  | Run |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |  |
| 1 | + | + | + | - | + | + | + | - | - | - | + | - | 1 |
| 2 | + | + | - | + | + | + | - | - | - | + | - | + | 2 |
| 3 | $+$ | $+$ | + | + | - | - | - | + | - | + | + | - | 3 |
| 4 | $+$ | $+$ | $+$ | - | - | - | + | - | $+$ | $+$ | - | $+$ | 4 |
| 5 | + | + | - | - | - | + | - | + | + | - | + | + | 5 |
| 6 | $+$ | $+$ | - | $+$ | $+$ | - | + | + | + | - | - | - | 6 |
| 7 | $+$ | - | $+$ | + | - | $+$ | + | + | - | - | - | $+$ |  |
| 8 | $+$ | - | $+$ | + | $+$ | - | - | - | + | - | + | $+$ |  |
| 9 | $+$ | - | - | - | $+$ | - | + | + | - | + | + | + |  |
| 10 | $+$ | - | - | + | - | $+$ | + | - | + | + | + | - |  |
| 11 | $+$ | - | + | - | + | + | - | + | + | + | - | - |  |
| 12 | + | - | - | - | - | - | - | - | - | - | - | - |  |

(Bulutoglu and Cheng, 2003), where $\mathfrak{J}$ represents a vector of $N / 2$ unity elements and $\boldsymbol{H}^{h}$ represents the supersaturated design, that is, the columns of $\boldsymbol{H}^{h}$ represent the columns $\left[c_{1}, c_{2}, \ldots, c_{n}\right]$ of (15.1) with $n=M-2$.

Example 15.1 We shall illustrate this method with the design for $M=12$ given by Lin (1993). Table 15.1 contains the Hadamard matrix in the form indicated by (15.7), where + represents +1 and - represents -1 .

It is easy to see that for this from (15.5) design all $\left|s_{i j}\right|=2$ and hence $E\left(s^{2}\right)=4$, compared to $E_{\mathrm{RBD}}\left(s^{2}\right)=7.2$ from (15.6).

For $n<M-2$ we can delete certain columns from the complete design. In practice it does not matter which column we choose as the branching column and which columns we delete subsequently (Lin, 1993).

Another Hadamard-type supersaturated design was proposed by Wu (1993). Starting with a seminormalized Hadamard matrix of order $M$, it makes use of all its columns except the first and augments it by interaction columns to generate a supersaturated design with $N=M$ runs for $n$ factors, where $M \leq n \leq 2 M-3$. The procedure can be described as follows.

Let the generator Hadamard matrix $\boldsymbol{H}$ be given by $\boldsymbol{H}=\left(\mathcal{J}, \boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots\right.$, $\boldsymbol{x}_{M-1}$ ). Obtain $M-2$ interaction columns $\boldsymbol{x}_{i_{0} j}=\boldsymbol{x}_{i_{0}} \circ \boldsymbol{x}_{j}$ as the elementwise product of $\boldsymbol{x}_{i_{0}}$ and $\boldsymbol{x}_{j}\left(j \neq i_{0}, i_{0}\right.$ fixed $)$. For cyclic Hadamard matrices we can choose $i_{0}=1$; for noncyclic Hadamard matrices we choose $i_{0}$ to minimize $\max \left|\boldsymbol{x}_{i}^{\prime} \boldsymbol{x}_{i_{0} j}\right|$ over $i$ and $j$. Thus, (15.1) is given by

$$
\left[x_{1}, x_{2}, \ldots, x_{M-1}, \boldsymbol{x}_{i_{0} j}\left(j=1,2, \ldots, M-1 ; j \neq i_{0}\right)\right]
$$

Among all inner products of the columns only $\boldsymbol{x}_{i}^{\prime} \boldsymbol{x}_{i_{0} j}$ with $i, i_{0}, j$ all different may be nonzero. Hence the choice of $i_{0}$ ensures that the confounding among factors is kept to a minimum. It can be shown (Wu, 1993) that for the above designs

$$
\begin{equation*}
E\left(s^{2}\right)=\frac{M^{2}(n-M+1)}{n(n-1) / 2} \tag{15.8}
\end{equation*}
$$

If $n<2 M-3$, we simply choose $n-M+1$ columns from the $M-2$ interaction columns, keeping $E\left(s^{2}\right)$ as small as possible.

A third method to construct Hadamard-type supersaturated designs was proposed by Tang and Wu (1997). The method essentially consists of adjoining $k$ Hadamard matrices (after deleting their first column of ones) of order $M$. The resulting array yields a supersaturated design for $n=k(M-1)$ factors in $M$ runs. For $n=(k-1)(M-1)+j$ factors (with $1 \leq j \leq M-2$ ) we delete $M-1-j$ from the full design, that is, the design for $k(M-1)$ factors.

We shall conclude this section by making some remarks about the possible optimality with regard to the $E\left(s^{2}\right)$ criterion. Nguyen (1996) and Tang and Wu (1997) have shown that a lower bound for $E\left(s^{2}\right)$ is given by

$$
\begin{equation*}
E\left(s^{2}\right) \geq \frac{M^{2}(n-M+1)}{(n-1)(M-1)} \tag{15.9}
\end{equation*}
$$

Nguyen (1996) has shown that the half-fraction Hadamard designs of Lin (1993) achieve the lower bound (15.9). This is true also for the full designs given by Tang and Wu (1997). Comparing (15.8) with (15.9) shows that for $n=2 M-3$ the designs of Wu (1993) have $E\left(s^{2}\right)$ values only slightly larger than the lower bound. A similar statement can be made about the designs of Tang and Wu (1997) when $n=(k-1)(M-1)+j$. Obviously, designs that achieve the lower bound are $E\left(s^{2}\right)$-optimal.

### 15.4.3 BIBD-Based Supersaturated Designs

Interesting relationships between certain BIB designs and supersaturated designs were established by Nguyen (1996), Cheng (1997), and Liu and Zhang (2000). We shall not go into all the details here, but just describe one method based on the cyclic development of initial blocks as described by Liu and Zhang (2000). They establish the equivalence of existence of a supersaturated design with $N=2 v, n=c(2 v-1)$ (with $v \geq 3, c \geq 2$ and when $v$ is odd, $c$ is even) and that of a BIB design with $t=2 v-1, b=c(2 v-1), r=c(v-1), k=v-1$, $\lambda=c(v-2) / 2$, which is cyclically developed from $c$ initial blocks.

Given a BIB design with parameters specified above and the treatments labeled as $0,1,2, \ldots, t-1=2 v-2$, the procedure to generate a supersaturated design can be described as follows:

1. Develop the first initial block cyclically, giving rise to blocks $1,2, \ldots$, $2 v-1$.
2. Consider an array of $2 v-1$ columns, each column containing the elements $0,1,2, \ldots, 2 v-1$ (in that order), which correspond to the $2 v-1$ blocks obtained in step 1 . In column $j$ replace the $v-1$ elements corresponding to the treatments in block $j$ by +1 and the remaining $v$ elements by -1 .
3. Add $\mathrm{a}+1$ in the first position to each column, thus generating the first $2 v-1$ columns of the array (15.1).
4. Repeat steps 1,2 , and 3 for each of the remaining $c-1$ initial blocks, thus generating altogether the $n=c(2 v-1)$ columns of (15.1).

We shall illustrate this procedure in the next example.

Example 15.2 For $v=4, c=2$ the two initial blocks are given by Liu and Zhang (2000) as ( 013 ) and ( 015 ). The individual steps then are:
(1) Develop $\left(\begin{array}{lll}0 & 1 & 3\end{array}\right)$ and $\left(\begin{array}{lll}0 & 1 & 5\end{array}\right) \bmod 7:$

| 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 2 | 3 | 4 | 5 | 6 | 0 |
| 3 | 4 | 5 | 6 | 0 | 1 | 2 |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| 1 | 2 | 3 | 4 | 5 | 6 | 0 |
| 5 | 6 | 0 | 1 | 2 | 3 | 4 |

$(2)+(3)+(4)$ and writing + for +1 and - for -1 :

$$
\begin{array}{cccccccccccccc}
+ & + & + & + & + & + & + & + & + & + & + & + & + & + \\
+ & - & - & - & + & - & + & + & - & + & - & - & - & + \\
+ & + & - & - & - & + & - & + & + & - & + & - & - & - \\
- & + & + & - & - & - & + & - & + & + & - & + & - & - \\
+ & - & + & + & - & - & - & - & - & + & + & - & + & - \\
- & + & - & + & + & - & - & - & - & - & + & + & - & + \\
- & - & + & - & + & + & - & + & - & - & - & + & + & - \\
- & - & - & + & - & + & + & - & + & - & - & - & + & +
\end{array}
$$

The columns represent the supersaturated design (15.1) with $N=8, n=14$.

Liu and Zhang (2000) provide a list of initial blocks for constructing a large number of supersaturated designs with $N=2 v$ and $n=c(2 v-1)$ for $3 \leq v \leq$ 12. All these designs are $E\left(s^{2}\right)$ optimal.

### 15.5 THREE-LEVEL SUPERSATURATED DESIGNS

Clearly, from a practical point of view two-level supersaturated designs are the most important. But in some situations three-level designs may be called for if the few active factors are expected to exhibit linear and/or quadratic effects.

Whereas there exist several methods of constructing two-level supersaturated designs, there exist only very few for constructing three-level designs (see Yamada and Lin, 1999; Yamada et al., 1999; Fang, Lin, and Ma, 2000). We shall describe briefly one method due to Yamada and Lin (1999).

Let $\boldsymbol{C}=\left[\boldsymbol{c}_{1}, \boldsymbol{c}_{2}, \ldots, \boldsymbol{c}_{n *}\right]$ be a two-level supersaturated design or saturated main effect plan in $N^{*}$ runs. Let $\phi^{a b}(\boldsymbol{C})$ be an operator that changes the elements in $\boldsymbol{C}$ from -1 (or - ) to $a$ and +1 (or + ) to $b$. Then consider the matrix

$$
\begin{align*}
\boldsymbol{D} & =\left[\begin{array}{llll}
\phi^{12}(\boldsymbol{C}) & \phi^{12}(\boldsymbol{C}) & \phi^{13}(\boldsymbol{C}) & \phi^{23}(\boldsymbol{C}) \\
\phi^{23}(\boldsymbol{C}) & \phi^{13}(\boldsymbol{C}) & \phi^{23}(\boldsymbol{C}) & \phi^{12}(\boldsymbol{C}) \\
\phi^{31}(\boldsymbol{C}) & \phi^{23}(\boldsymbol{C}) & \phi^{12}(\boldsymbol{C}) & \phi^{13}(\boldsymbol{C})
\end{array}\right]  \tag{15.10}\\
& =\left[\begin{array}{llll}
\boldsymbol{D}_{1} & \boldsymbol{D}_{2} & \boldsymbol{D}_{3} & \boldsymbol{D}_{4}
\end{array}\right] \tag{15.11}
\end{align*}
$$

Array (15.10) represents a three-level supersaturated design with $N=3 N^{*}$ runs and $n=4 n^{*}$ factors. Each level of each factor occurs $N^{*}$ times, and $2 n>N$.

For $n=2 n^{*}$ or $n=3 n^{*}$ a combination of subdesigns $\boldsymbol{D}_{i}(i=1,2,3,4)$ from (15.11) can be used to form a suitable supersaturated design. We shall illustrate this with the following example.

Example 15.3 Suppose we want to examine 14 three-level factors accounting for 28 effects, and suppose further that we are allowed 24 runs. A suitable design can be constructed by choosing for $\boldsymbol{C}$ the saturated main effect plan with $N^{*}=8$ and $n^{*}=7$, given by the following Hadamard matrix

$$
\boldsymbol{C}=\left[\begin{array}{ccccccc}
+ & + & + & - & + & - & -  \tag{15.12}\\
- & + & + & + & - & + & - \\
- & - & + & + & + & - & + \\
+ & - & - & + & + & + & - \\
- & + & - & - & + & + & + \\
+ & - & + & - & - & + & + \\
+ & + & - & + & - & - & + \\
- & - & - & - & - & - & -
\end{array}\right]
$$

Using $\boldsymbol{D}_{2}$ and $\boldsymbol{D}_{3}$ from (15.11) and applying the transformations to (15.12) yields the supersaturated design $D$ :

| 2 | 2 | 2 | 1 | 2 | 1 | 1 | 3 | 3 | 3 | 1 | 3 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 2 | 2 | 2 | 1 | 2 | 1 | 1 | 3 | 3 | 3 | 1 | 3 | 1 |
| 1 | 1 | 2 | 2 | 2 | 1 | 2 | 1 | 1 | 3 | 3 | 3 | 1 | 3 |
| 2 | 1 | 1 | 2 | 2 | 2 | 1 | 3 | 1 | 1 | 3 | 3 | 3 | 1 |
| 1 | 2 | 1 | 1 | 2 | 2 | 2 | 1 | 3 | 1 | 1 | 3 | 3 | 3 |
| 2 | 1 | 2 | 1 | 1 | 2 | 2 | 3 | 1 | 3 | 1 | 1 | 3 | 3 |
| 2 | 2 | 1 | 2 | 1 | 1 | 2 | 3 | 3 | 1 | 3 | 1 | 1 | 3 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 3 | 3 | 3 | 1 | 3 | 1 | 1 | 3 | 3 | 3 | 2 | 3 | 2 | 2 |
| 1 | 3 | 3 | 3 | 1 | 3 | 1 | 2 | 3 | 3 | 3 | 2 | 3 | 2 |
| 1 | 1 | 3 | 3 | 3 | 1 | 3 | 2 | 2 | 3 | 3 | 3 | 2 | 3 |
| 3 | 1 | 1 | 3 | 3 | 3 | 1 | 3 | 2 | 2 | 3 | 3 | 3 | 2 |
| 1 | 3 | 1 | 1 | 3 | 3 | 3 | 2 | 3 | 2 | 2 | 3 | 3 | 3 |
| 3 | 1 | 3 | 1 | 1 | 3 | 3 | 3 | 2 | 3 | 2 | 2 | 3 | 3 |
| 3 | 3 | 1 | 3 | 1 | 1 | 3 | 3 | 3 | 2 | 3 | 2 | 2 | 3 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 2 | 2 | 2 | 2 | 2 | 2 | 2 |
| 3 | 3 | 3 | 2 | 3 | 2 | 2 | 2 | 2 | 2 | 1 | 2 | 1 | 1 |
| 2 | 3 | 3 | 3 | 2 | 3 | 2 | 1 | 2 | 2 | 2 | 1 | 2 | 1 |
| 2 | 2 | 3 | 3 | 3 | 2 | 3 | 1 | 1 | 2 | 2 | 2 | 1 | 2 |
| 3 | 2 | 2 | 3 | 3 | 3 | 2 | 2 | 1 | 1 | 2 | 2 | 2 | 1 |
| 2 | 3 | 2 | 2 | 3 | 3 | 3 | 1 | 2 | 1 | 1 | 2 | 2 | 2 |
| 3 | 2 | 3 | 2 | 2 | 3 | 3 | 2 | 1 | 2 | 1 | 1 | 2 | 2 |
| 3 | 3 | 2 | 3 | 2 | 2 | 3 | 2 | 2 | 1 | 2 | 1 | 1 | 2 |
| 2 | 2 | 2 | 2 | 2 | 2 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

Using the max $\chi^{2}$ criterion (15.4), Yamada and Lin (1999) show that if $\max \left|s_{i j}\right|=d$, say, over all $i, j\left(1 \leq i<j \leq n^{*}\right)$, then for the design $D$ in (15.10) or a combination of subdesigns from (15.11) we have

$$
\max \chi^{2}=\max \left\{\frac{(N+9 d)^{2}}{8 N}, \frac{N}{2}\right\}
$$

This result is useful because it allows us to compare competing designs with regard to the maximum dependency between two factors, the smaller this value, the better the design.

### 15.6 ANALYSIS OF SUPERSATURATED EXPERIMENTS

Because the number of runs, $N$, is smaller than the number of parameters to be estimated, $(p-1) n$, we cannot apply the usual analysis to the data from a supersaturated experiment, that is, an experiment using a supersaturated design.

Therefore, the analysis of such data must be predicated on the principle (or assumption) of active factor sparsity (Box and Meyer, 1986a, 1986b) or, in the case of $p$-level designs, effect sparsity as each factor is associated with $p-1$ effects. Furthermore, we assume that all interactions are negligible.

To put this in the context of a linear regression model, we express the observation vector $\boldsymbol{y}^{\prime}=\left(y_{1}, y_{2}, \ldots, y_{N}\right)$ as

$$
\begin{equation*}
y=X \beta+e \tag{15.13}
\end{equation*}
$$

where $\boldsymbol{X}$ is an $N \times[(p-1) n+1]$ known matrix, which is determined by the design matrix, $\boldsymbol{\beta}$ is the $[(p-1) n+1]$ vector of unknown parameters, and $\boldsymbol{e}$ is the error vector with the variance-covariance structure for a completely randomized design (see I.6.3.4). Based on the assumption of effect sparsity we may rewrite (15.13) as

$$
\begin{equation*}
\boldsymbol{y}=\left(\boldsymbol{X}_{1}, \boldsymbol{X}_{2}\right)\binom{\boldsymbol{\beta}_{1}}{\boldsymbol{\beta}_{2}}+\boldsymbol{e} \tag{15.14}
\end{equation*}
$$

where $\boldsymbol{\beta}_{1}$ represents the vector of nonzero or large effects (including the intercept) and $\boldsymbol{\beta}_{2}$ represents the vector of zero or negligible effects. Our aim, obviously, is to identify $\boldsymbol{\beta}_{1}$, that is, the "true" model.

This necessitates applying variable selection procedures. An obvious choice is stepwise variable selection. This method may, however, not always be the best choice. If the number of factors is very large, the probability is high that some of the inert factors may be selected (type I error). Also, mainly because of the nonorthogonality of the $\boldsymbol{X}$ matrix, it may not always select active factors (type II error). A thorough discussion of these difficulties has been provided by Westfall, Young, and Lin (1998). To overcome in particular type I error problems, they recommend using adjusted $P$ values at each step of the stepwise procedure, using familywise error rates. The familywise error rate should not be higher than .50 for inclusion of a variable in the model.

It is for these reasons that Abraham, Chipman, and Vijayan (1999) recommend the use of all-subsets regression. For obvious reasons, this method has to be implemented in such a way that only subsets up to a certain prespecified size $(<N)$ will be considered. An advantage of this method is that it may produce different competing models, which allow the experimenter to make a choice based perhaps on subject matter considerations.

Using similar arguments against the use of stepwise variable selection, Li and Lin (2002) propose a penalized least-squares approach to the variable selection problem. Let us rewrite (15.13) as

$$
\begin{equation*}
\boldsymbol{y}_{i}=\boldsymbol{x}_{i}^{\prime} \boldsymbol{\beta}+\boldsymbol{e}_{i} \quad(i=1,2, \ldots, N) \tag{15.15}
\end{equation*}
$$

where $\boldsymbol{x}_{i}$ is the vector of input variables. For example, for the two-level design (15.15) is

$$
y_{i}=\beta_{0}+x_{1 i} \beta_{1}+x_{2 i} \beta_{2}+\cdots+x_{n i} \beta_{n}+e_{i}
$$

or for the three-level design we have

$$
y_{i}=\beta_{0}+x_{1 i} \beta_{1}+x_{1 i}^{2} \beta_{11}+x_{2 i} \beta_{2}+x_{2 i}^{2} \beta_{22}+\cdots+x_{n i} \beta_{n}+x_{n i}^{2} \beta_{n n}+e_{i}
$$

A form of penalized least squares is defined as

$$
\begin{equation*}
Q(\boldsymbol{\beta})=\frac{1}{2 N} \sum_{i=1}^{N}\left(y_{i}-\boldsymbol{x}_{i}^{\prime} \boldsymbol{\beta}\right)^{2}+\sum_{j=0}^{(p-1) n} p_{\lambda_{N}}\left(\left|\beta_{j}\right|\right) \tag{15.16}
\end{equation*}
$$

(Fan and Li, 2001; Li and Lin, 2002), where $p_{\lambda_{N}}(\cdot)$ is a penalty function and $\lambda_{N}$ is a tuning parameter, which is usually chosen by some data-driven approach.

Since this method cannot be applied to the full model (15.15), Li and Lin (2002) recommend to proceed in two steps: Apply stepwise variable selection (or subset selection, we might add) in step 1, using a low threshold, that is, a high $\alpha$ value, and then, in step 2, apply (15.16) to the model obtained in step 1. More formally, in (15.16) $\boldsymbol{\beta}=\boldsymbol{\beta}_{1}$ and $\boldsymbol{x}_{i}=\boldsymbol{x}_{1 i}$, say, where $\boldsymbol{x}_{1 i}$ conforms to $\boldsymbol{\beta}_{1}$.

An appropriate penalty function for supersaturated experiments is the smoothly clipped absolute deviation (SCAD) penalty, whose first-order derivative is

$$
\begin{equation*}
p_{\lambda}^{\prime}(|\beta|)=\lambda\left\{I(|\beta| \leq \lambda)+\frac{(a \lambda-|\beta|)_{+}}{(a-1) \lambda} I(|\beta|>\lambda)\right\} \tag{15.17}
\end{equation*}
$$

for $|\beta|>0$ with $a=3.7$, and $p_{\lambda}(0)=0($ Fan and $\mathrm{Li}, 2001 ; \mathrm{Li}$ and $\mathrm{Lin}, 2002)$.
Suppose $\boldsymbol{\beta}_{1}$ in (15.14) has been identified in step 1 above to consist of $d$ terms, say $\beta_{(1)}, \beta_{(2)}, \ldots, \beta_{(d)}$. Let $\boldsymbol{\beta}_{1}^{(0)}$ be an initial value close to the true value $\boldsymbol{\beta}_{1}$, when $\beta_{(j)}$ is not very close to zero. The penalty function (15.17) can be locally approximated by a quadratic function as

$$
\begin{equation*}
\left[p_{\lambda}\left(\left|\beta_{(j)}\right|\right)\right]^{\prime} \approx\left\{\frac{p_{\lambda}^{\prime}\left(\left|\beta_{(j)}^{(0)}\right|\right)}{\left|\beta_{(j)}^{(0)}\right|}\right\} \beta_{(j)} \tag{15.18}
\end{equation*}
$$

and $\widehat{\beta}_{(j)}=0$ if $\beta_{(j)}^{(0)}$ is close to zero. With the local approximation (15.18), the solution to the penalized least square can be obtained iteratively as

$$
\begin{equation*}
\boldsymbol{\beta}_{1}^{(1)}=\left\{\boldsymbol{X}_{1}^{\prime} \boldsymbol{X}_{1}+N \sum_{\lambda}\left(\boldsymbol{\beta}_{1}^{(0)}\right)\right\}^{-1} \boldsymbol{X}_{1}^{\prime} \boldsymbol{y} \tag{15.19}
\end{equation*}
$$

with

$$
\sum_{\lambda}\left(\boldsymbol{\beta}_{1}^{(0)}\right)=\operatorname{diag}\left\{\frac{p_{\lambda}^{\prime}\left(\left|\beta_{(j)}^{(0)}\right|\right)}{\left|\beta_{(j)}^{(0)}\right|}\right\}_{j=1,2, \ldots, d}
$$

For more details about the ridge regression (15.19) and description of the properties of the penalized least-squares estimators we refer the reader to Li and

Lin (2002). See also Li and Lin (2003) and Holcomb, Montgomery, and Carlyle (2003) for a comparison of analysis procedures.

Regardless of which type of analysis is used, special care has to be exercised to interpret the results. We always have to remember that supersaturated designs are used for screening purposes, and the primary objective is to eliminate a large portion of inactive factors from further consideration. The nature of the designs do not guarantee that we always find the right answer. In any case, smaller follow-up experiments will be needed.

## C H A P TER 16

## Search Designs

### 16.1 INTRODUCTION AND RATIONALE

The usefulness of factorial experiments is based on the premise that high-order interactions are negligible. In previous chapters we have shown how this premise can be used to construct useful and efficient factorial designs through confounding and fractionation. Extreme examples of the latter category are, of course, main effect plans and supersaturated designs. They are based on the severe and often nonsustainable assumption that all interactions are negligible.

It is this point that leads to the question whether one can construct designs that (1) have a relatively small number of runs and (2) allow the exploration of a limited number of low-level interactions. The emphasis here is on "limited number," because even for a $2^{n}$ factorial there are $n(n-1) / 2$ two-factor and $n(n-1)(n-2) / 6$ three-factor interactions and to investigate them all would necessitate a resolution VII design. In most cases this may lead to a prohibitively large number of runs. But how can we limit the number of interactions to be investigated since we do not know which of the interactions are possibly nonnegligible?

Clearly, we need to make some assumptions to overcome this difficulty. Rather than specifying the particular interactions we would like to investigate, we specify the number of interactions to be investigated. In other words, we assume that a specified number, say $k$, 2- or 3-factor interactions are possibly nonnegligible. We would then like to construct a design that allows us to (1) identify these nonnegligible interactions and (2) estimate these effects in addition to the main effects. This idea was first proposed and investigated by Srivastava (1975) when he introduced the concepts of search design and search linear model. We shall describe in this chapter some of his results and subsequent developments on this topic.

### 16.2 DEFINITION OF SEARCH DESIGN

Let us consider here the case of $n$ factors, each at two levels. We know from Section 7.4.2 that the true response for each treatment combination can be

[^20]expressed as a linear function of the mean, all main effects and all interactions. We can divide the $2^{n}-1$ factorial effects into three categories:
$\mathcal{C}_{1}$ : contains the effects we want to estimate in any case, such as the main effects;
$\mathcal{C}_{2}$ : contains effects we are interested in, but we know that only a few of them are nonnegligible, such as 2-factor interactions, $\mathcal{C}_{2}(2)$, or 2- and 3-factor interactions, $\mathcal{C}_{2}(2,3)$;
$\mathcal{C}_{3}$ : contains the remaining effects (such as higher-order interactions), which we consider to be negligible.

Based on the above scenario we can then express a set of $N$ observations, given by the $N \times 1$ vector $\boldsymbol{y}$, in terms of the following linear model:

$$
\begin{equation*}
\boldsymbol{y}=\boldsymbol{A}_{1} \xi_{1}+\boldsymbol{A}_{2} \xi_{2}+\boldsymbol{e} \tag{16.1}
\end{equation*}
$$

where $\boldsymbol{A}_{1}, \boldsymbol{A}_{2}$ are known matrices of order $N \times \nu_{1}$ and $N \times \nu_{2}$, respectively, $\xi_{1}$ is a $\nu_{1} \times 1$ vector of unknown parameters consisting of the mean $\mu$ and the effects in $\mathcal{C}_{1}, \boldsymbol{\xi}_{2}$ is a $\nu_{2} \times 1$ vector of unknown parameters pertaining to the effects in $\mathcal{C}_{2}$, and $\boldsymbol{e}$ is the $N \times 1$ vector of errors with

$$
\begin{equation*}
E(\boldsymbol{e})=\mathbf{0} \quad \operatorname{var}(\boldsymbol{e})=\boldsymbol{V} \tag{16.2}
\end{equation*}
$$

where $\boldsymbol{V}$ represents the variance-covariance matrix for $\boldsymbol{e}$ under the error structure of the completely randomized design (see Section I.6.3.5).

We assume now that at most $k$ of the effects in $\varrho_{2}$ are nonnegligible, where $k$ is quite small compared to $\nu_{2}$. Let $D$ be the design that gave rise to the observations $\boldsymbol{y}$ in (16.1). If $\boldsymbol{y}$ and hence $\boldsymbol{A}_{1}$ and $\boldsymbol{A}_{2}$ are such that we can estimate $\boldsymbol{\xi}_{1}$ and the $k$ nonnegligible effects of $\boldsymbol{\xi}_{2}$, then $D$ is said to be a search design of resolving (or revealing) power ( $\xi_{1} ; \xi_{2}, k$ ) and the model (16.1) is said to be a search linear model (Srivastava, 1975).

### 16.3 PROPERTIES OF SEARCH DESIGNS

### 16.3.1 General Case

In the words of Srivastava (1984), model (16.1) represents a supermodel from which we want to extract an individual model based on the above criteria. Obviously, a search design that accomplishes this task must have certain properties. More specifically, the search design must have a sufficiently large number of runs and it must include a particular subset of all possible runs.

Consider a design $D$ with $N$ runs and suppose that $D$ is composed of two parts or subdesigns, $D_{1}$ with $N_{1}$ runs, and $D_{2}$ with $N_{2}$ runs. Let the observation vector $\boldsymbol{y}$ in (16.1) be partitioned conformably as $\boldsymbol{y}^{\prime}=\left(\boldsymbol{y}_{1}^{\prime}, \boldsymbol{y}_{2}^{\prime}\right)$, where $\boldsymbol{y}_{1}$ is $N_{1} \times 1$ and is associated with $D_{1}$, while $\boldsymbol{y}_{2}$ is $N_{2} \times 1$ and is associated with $D_{2}$. Very often $D_{1}$ represents a main effect plan to which treatment combinations in the form of $D_{2}$ are added to generate a search design. In essence, this is a process of dealiasing main effects from certain interactions.

A fundamental result that provides a characterization of the properties that such a design must possess is due to Srivastava (1975) and can be stated as follows:

Theorem 16.1 (i) Given model (16.1), a necessary condition for a design $D$ to be a search design of revealing power $\left(\xi_{1} ; \boldsymbol{\xi}_{2}, k\right)$ is that

$$
\begin{equation*}
\operatorname{rank}\left(A_{1}, A_{20}\right)=v_{1}+2 k \tag{16.3}
\end{equation*}
$$

for every $N \times 2 k$ submatrix $A_{20}$ of $A_{2}$.
(ii) In the noiseless case, that is, for $\boldsymbol{e} \equiv \mathbf{0}$ in (16.1) and (16.2), the condition (16.3) is also sufficient.

We shall comment briefly on the noiseless case. It implies, of course, that there is no experimental error and no observational error (see Section I.6.3.4). Such a situation does not occur in practice. Even so, the noiseless case is important with regard to the construction of search designs, for if the structure of designs $D_{1}$ and $D_{2}$ and hence the structure of $\boldsymbol{A}_{1}$ and $\boldsymbol{A}_{2}$ in (16.1) is such that the search and estimation problem cannot be solved in this case, then it certainly cannot be solved when noise is present. Moreover, in the noiseless case the observations $y$ in (16.1) are nonstochastic and hence the search problem is deterministic. This implies that the nonnegligible effects in $\boldsymbol{\xi}_{2}$ can be identified with probability one if $D$ satisfies the condition (16.3) of Theorem 16.1 In the stochastic case such identification can be achieved only with a certain probability, usually less than one.

The following theorems provide not only a tool to check whether for a given design $D$ condition (16.3) is satisfied but can also be used to obtain more explicit conditions that a search design has to satisfy.

Theorem 16.2 (Srivastava and Ghosh, 1977) Consider model (16.1) and suppose that $\operatorname{rank}\left(\boldsymbol{A}_{1}\right)=v_{1}$. Then condition (16.3) holds if and only if for every $N \times 2 k$ submatrix $\boldsymbol{A}_{20}$ of $\boldsymbol{A}_{2}$ we have

$$
\begin{equation*}
\operatorname{rank}\left[\boldsymbol{A}_{20}^{\prime} \boldsymbol{A}_{20}-\boldsymbol{A}_{20}^{\prime} \boldsymbol{A}_{1}\left(\boldsymbol{A}_{1}^{\prime} \boldsymbol{A}_{1}\right)^{-1} \boldsymbol{A}_{1}^{\prime} \boldsymbol{A}_{20}\right]=2 k \tag{16.4}
\end{equation*}
$$

A similar result is given in the following theorem.
Theorem 16.3 (Srivastava and Gupta, 1979) Consider model (16.1) and suppose that $\operatorname{rank}\left(\boldsymbol{A}_{1}\right)=\nu_{1}$. Let $\boldsymbol{A}_{11}$ be a $\nu_{1} \times \nu_{1}$ submatrix of $\boldsymbol{A}_{1}$ of rank $\nu_{1}$. Rearrange the observation vector $\boldsymbol{y}$ and write (16.1) as

$$
\begin{equation*}
\binom{\boldsymbol{y}_{1}^{*}}{\boldsymbol{y}_{2}^{*}}=\binom{\boldsymbol{A}_{11}}{\boldsymbol{A}_{21}} \boldsymbol{\xi}_{1}+\binom{\boldsymbol{A}_{12}}{\boldsymbol{A}_{22}} \boldsymbol{\xi}_{2}+\boldsymbol{e} \tag{16.5}
\end{equation*}
$$

where $\boldsymbol{y}_{1}^{*}, \boldsymbol{A}_{11}$, and $\boldsymbol{A}_{12}$ have $\nu_{1}$ rows and $y_{2}^{*}, \boldsymbol{A}_{21}$, and $\boldsymbol{A}_{22}$ have $N-v_{1}$ rows. A necessary and sufficient condition for (16.3) to be satisfied is that every set of
$2 k$ columns of

$$
\begin{equation*}
\boldsymbol{Q}=\boldsymbol{A}_{22}-\boldsymbol{A}_{21} \boldsymbol{A}_{11}^{-1} \boldsymbol{A}_{12} \tag{16.6}
\end{equation*}
$$

are linearly independent.
Note that in Theorem 16.3 the vector $\boldsymbol{y}_{1}^{*}$ is not necessarily equal to $\boldsymbol{y}_{1}$ obtained from $D_{1}$ and, hence, $\boldsymbol{y}_{2}^{*}$ is not necessarily equal to $\boldsymbol{y}_{2}$ obtained from $D_{2}$ as described earlier. However, if $D_{1}$ is a saturated main effect plan with $N_{1}=\nu_{1}=$ $n+1$, then $\boldsymbol{y}_{1}^{*}=\boldsymbol{y}_{1}$ and, hence, $\boldsymbol{y}_{2}^{*}=\boldsymbol{y}_{2}$.

### 16.3.2 Main Effect Plus One Plans

As stated earlier, in the context of search designs we assume a priory that at most $k$ effects in $\boldsymbol{\xi}_{2}$ of (16.1) are nonnegligible, where $k$ is generally small. The most important and tractable situation from both the theoretical and practical point of view is the case $k=1$. In addition, the most obvious starting point is to consider the case where $\xi_{1}$ is the vector of the mean, $\mu$, and the $n$ main effects, say $F_{1}, F_{2}, \ldots, F_{n}$, of the $n$ factors $F_{1}, F_{2}, \ldots, F_{n}$, each at two levels. Thus, $D_{1}$ might be a main effects plan. The resulting search design $D$ is then referred to as a main effect plus one plan, or MEP. 1 for short, with resolution III.1.

Let us denote a treatment combination by $\boldsymbol{x}^{\prime}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ with $x_{\ell}=0$ or $1(\ell=1,2, \ldots, n)$. Then we denote the $N_{i}$ treatment combinations of $D_{i}(i=$ $1,2)$ by $\boldsymbol{x}_{i j}^{\prime}=\left(x_{i j 1}, x_{i j 2}, \ldots, x_{i j n}\right)$ for $j=1,2, \ldots, N_{i}$. Now consider the following $D_{1}$ with $N_{1}=n+2$ treatment combinations and given by its design matrix

$$
\boldsymbol{D}_{1}=\left(\begin{array}{c}
\boldsymbol{J}_{n}^{\prime}  \tag{16.7}\\
\boldsymbol{I}_{n} \\
\mathbf{0}_{n}^{\prime}
\end{array}\right)
$$

Recall from Section 7.4.2 that the true response of treatment combination $\boldsymbol{x}$ can be expressed as

$$
a(\boldsymbol{x})=\mu+\frac{1}{2} \sum_{\alpha}(-1)^{\sum_{i} \alpha_{i}\left(1-x_{i}\right)} E^{\boldsymbol{\alpha}}
$$

or, if we define $E^{* \alpha}=\frac{1}{2} E^{\alpha}$, as

$$
\begin{equation*}
a(\boldsymbol{x})=\mu+\sum_{\alpha}(-1)^{\sum_{i} \alpha_{i}\left(1-x_{i}\right)} E^{* \boldsymbol{\alpha}} \tag{16.8}
\end{equation*}
$$

Taking $\boldsymbol{y}_{1}^{*}$ to be the first $n+1$ observations in $D_{1}$ it follows from (16.7) and (16.8) that $\boldsymbol{A}_{11}$ in Theorem 16.3 can be written as the patterned matrix

$$
\boldsymbol{A}_{11}=\left(\begin{array}{cc}
1 & \mathfrak{J}_{n}^{\prime} \\
\mathfrak{J}_{n} & 2 \boldsymbol{I}_{n}-\mathfrak{J}_{n} \mathfrak{J}_{n}^{\prime}
\end{array}\right)
$$

with $\boldsymbol{A}_{11}^{-1}$ having the same pattern. Following lengthy but elementary arguments we can then derive the general form of $Q$ in (16.6) such that the conditions of Theorem 16.3 are satisfied (see Srivastava and Gupta, 1979), leading to the following theorem.

Theorem 16.4 (Srivastava and Gupta, 1979) Let $\boldsymbol{D}=\binom{\boldsymbol{D}_{1}}{\boldsymbol{D}_{2}}$ be the design matrix for the design $D$, where $\boldsymbol{D}_{1}$ is given by (16.7). Let $\boldsymbol{D}_{21}$ and $\boldsymbol{D}_{22}$ be any two submatrices of $\boldsymbol{D}_{2}$ of order $\left(N-v_{1}\right) \times n_{1}$ and $\left(N-v_{1}\right) \times n_{2}$, respectively, with $n_{1}, n_{2} \geq 2$. Let $n_{i j}$ be the number of ones in the $i$ th row of $\boldsymbol{D}_{2 j}(j=1,2)$ and let for an integer $z$

$$
\phi(z)= \begin{cases}z & \text { if } z \text { is even } \\ z-1 & \text { if } z \text { is odd }\end{cases}
$$

Then a necessary and sufficient condition for $D$ to be a search design, where at most one element of $\boldsymbol{\xi}_{2}$ is nonnegligible, is that for every pair of distinct submatrices $\boldsymbol{D}_{21}$ and $\boldsymbol{D}_{22}$ there exists a row in $\boldsymbol{D}_{2}$ (say, the $i$ th row), such that

$$
\frac{\phi\left(n_{i 1}\right)}{\phi\left(n_{1}\right)} \neq \frac{\phi\left(n_{i 2}\right)}{\phi\left(n_{2}\right)}
$$

[where $i$ may be different for different pairs $\left(\boldsymbol{D}_{21}, \boldsymbol{D}_{22}\right)$ ].
This provides a convenient and simple check on $\boldsymbol{D}_{2}$ for $D$ to be an MEP.1.
Whereas for the MEP. 1 discussed above the vector $\boldsymbol{\xi}_{2}$ in (16.1) consists of all possible interactions in $2^{n}$ factorial, it seems more reasonable to restrict $\boldsymbol{\xi}_{2}$ to include only 2- and 3-factor interactions, such that $\nu_{2}=\binom{n}{2}+\binom{n}{3}$. A search design for identifying at most one nonnegligible effect among those interactions has been referred to by Gupta (1990) as a weak MEP.1. The structure of such an MEP. 1 has been considered by Ghosh (1981) and Ohnishi and Shirakura (1985), and we shall give a brief description of their results without going through all the derivations.

Let $D_{1}$ be given by its design matrix

$$
\boldsymbol{D}_{1}=\left(\begin{array}{c}
\mathfrak{J}_{n}^{\prime}  \tag{16.9}\\
\mathbf{0}_{n}^{\prime} \\
\mathfrak{J}_{n} \mathfrak{J}_{n}^{\prime}-\boldsymbol{I}_{n}
\end{array}\right)
$$

where $D_{1}$ consists of $N_{1}=n+2$ treatment combinations and represents a main effects plan. Let $\boldsymbol{y}_{1}$ denote the observation vector obtained from $D_{1}$ and let

$$
\begin{equation*}
\boldsymbol{y}_{1}=\boldsymbol{A}_{1}^{*} \xi_{1}+\boldsymbol{A}_{2}^{*} \xi_{2}+\boldsymbol{e}_{1} \tag{16.10}
\end{equation*}
$$

with $\xi_{1}$ and $\xi_{2}$ as defined above. Using the parameterization (16.8) it follows that

$$
\boldsymbol{A}_{1}^{*}=\left(\begin{array}{cc}
1 & \mathfrak{J}_{n}^{\prime}  \tag{16.11}\\
1 & -\mathfrak{J}_{n}^{\prime} \\
\mathfrak{J}_{n} & \mathfrak{J}_{n} \mathfrak{J}_{n}^{\prime}-2 \boldsymbol{I}_{n}
\end{array}\right)
$$

Now the columns of $\boldsymbol{A}_{2}^{*}$ in (16.9) and of $\boldsymbol{A}_{2}$ in (16.1) are obtained by appropriate multiplication of the elements in the columns of $\boldsymbol{A}_{1}^{*}$ (and $\boldsymbol{A}_{1}$ ). For example, to obtain the column corresponding to $F_{i_{1}} F_{i_{2}}$ in $\boldsymbol{A}_{2}^{*}$ (and in $\boldsymbol{A}_{2}$ ) we simply multiply the corresponding elements of the columns belonging to $F_{i_{1}}$ and $F_{i_{2}}$. Since $D_{1}$ is a main effects plan, the columns of $\boldsymbol{A}_{2}^{*}$ are linear combinations of the columns of $\boldsymbol{A}_{1}^{*}$. This fact can be exploited to obtain conditions for $D_{2}$ such that condition (16.3) of Theorem 16.1 is satisfied for $k=1$. This is done by considering all possible types of pairs of 2- and/or 3-factor interactions such as ( $F_{i_{1} i_{2}}, F_{i_{1} i_{3}}$ ), $\left(F_{i_{1} i_{2}}, F_{i_{3} i_{4}}\right),\left(F_{i_{1} i_{2}}, F_{i_{1} i_{3} i_{4}}\right)$, and so forth with distinct indices $i_{1}, i_{2}, i_{3}, i_{4}$. This leads to the following theorem.

Theorem 16.5 (Ohnishi and Shirakura, 1985) Let $\omega\left(z^{\prime}\right)$ denote the weight of the vector $z$, which is defined as the number of nonzero elements in $z$. Further, let $\boldsymbol{D}_{1}$ be given by (16.9) with row vectors of weights $0, n-1$, and $n$. Then a necessary and sufficient condition on $D_{2}$ with $N_{2}$ treatment combinations, such that $D=D_{1}+D_{2}$ is a search design, is that there exist treatment combinations ( $x_{1}, x_{2}, \ldots, x_{n}$ ) in $D_{2}$ satisfying the following conditions for any distinct integers $i_{k}(k=1,2,3,4,5,6)$ belonging to the set $\{1,2, \ldots, n\}$ :
(1) $\omega\left(x_{i_{1}}, x_{i_{2}}\right)=1 \quad x_{i_{3}}=0$

$$
\begin{equation*}
\omega\left(x_{i_{1}}, x_{i_{2}}\right)=1 \quad \omega\left(x_{i_{3}}, x_{i_{4}}\right)=1 \tag{2}
\end{equation*}
$$

(3a) $\omega\left(x_{i_{1}}, x_{i_{2}}\right) \geq 1 \quad \omega\left(x_{i_{3}}, x_{i_{4}}\right)=0 \quad$ or
(3b) $\omega\left(x_{i_{1}}, x_{i_{2}}\right)=0 \quad \omega\left(x_{i_{3}}, x_{i_{4}}\right) \geq 1$
(4a) $\quad x_{i_{1}}=0, x_{i_{2}}=1 \quad \omega\left(x_{i_{3}}, x_{i_{4}}\right)=1 \quad$ or
(4b) $\omega\left(x_{i_{1}}, x_{i_{2}}\right) \geq 1 \quad \omega\left(x_{i_{3}}, x_{i_{4}}\right)=0 \quad$ or
(4c) $\quad \omega\left(x_{i_{1}}, x_{i_{2}}\right)=0 \quad \omega\left(x_{i_{3}}, x_{i_{4}}\right)=2$
(5a) $\omega\left(x_{i_{1}}, x_{i_{2}}\right)=2 \quad \omega\left(x_{i_{3}}, x_{i_{4}}\right)=0 \quad$ or
(5b) $\omega\left(x_{i_{1}}, x_{i_{2}}\right)=0 \quad \omega\left(x_{i_{3}}, x_{i_{4}}\right)=2$ or
(5c) $\omega\left(x_{i_{1}}, x_{i_{2}}, x_{i_{3}}, x_{i_{4}}\right)=1 \quad x_{i_{5}}=1 \quad$ or
(5d) $\quad \omega\left(x_{i_{1}}, x_{i_{2}}, x_{i_{3}}, x_{i_{4}}\right)=3 \quad x_{i_{5}}=0$

$$
\begin{array}{ll}
\omega\left(x_{i_{1}}, x_{i_{2}}\right)=0 & \omega\left(x_{i_{3}}, x_{i_{4}}, x_{i_{5}}\right) \geq 2 \quad \text { or } \\
\omega\left(x_{i_{1}}, x_{i_{2}}\right) \geq 1 & \omega\left(x_{i_{3}}, x_{i_{4}}, x_{i_{5}}\right) \leq 1 \\
\omega\left(x_{i_{1}}, x_{i_{2}}, x_{i_{3}}\right) \leq 1 & \omega\left(x_{i_{4}}, x_{i_{5}}, x_{i_{6}}\right) \geq 2 \quad \text { or } \\
\omega\left(x_{i_{1}}, x_{i_{2}}, x_{i_{3}}\right) \geq 2 & \omega\left(x_{i_{4}}, x_{i_{5}}, x_{i_{6}}\right) \leq 1 \tag{7b}
\end{array}
$$

Even though the conditions in Theorem 16.5 are intended to provide a mechanism for checking condition (16.3) for all possible submatrices $\boldsymbol{A}_{20}$, they themselves are not very easy to check since the number of cases to be considered is quite large. The conditions prove, however, to be useful in a sequential construction of search designs (see Section 16.4).

### 16.3.3 Resolution V Plus One Plans

In the context of fractional factorial designs resolution $V$ designs are of particular importance as long as the assumption of negligible interactions involving three or more factors is reasonable. If we suspect, however, that at most $k$ of those interactions are nonnegligible, then a search design may be appropriate. Again, the case $k=1$ is of interest. Such a search design is referred to as a resolution V. 1 design.

For resolution V designs the parameter vector $\boldsymbol{\xi}_{1}$ in (16.1) contains the mean, the main effects, and the 2-factor interactions, with

$$
v_{1}=1+n+\binom{n}{2}
$$

components, and the vector of negligible effects, $\boldsymbol{\xi}_{2}$, consists of the remaining interactions with $\nu_{2}=2^{n}-v_{1}$ terms. For purposes of a search design $\xi_{2}$ may be (i) as described above or (ii) restricted to involve only the 3 -factor interactions, in which case $\nu_{2}=\binom{n}{3}$.

The case (i) above was considered by Srivastava and Ghosh (1976, 1977), whereas case (ii) was considered by Shirakura and Ohnishi (1985). In both cases the starting points are balanced resolution V plans (see Section 13.6.5). The reason for the restriction to these balanced arrays is the fact that it reduces greatly the number of cases one has to consider in order to verify whether condition (16.4) is indeed met. Exploiting the form of balanced arrays in light of the rank condition (16.4) leads then to the identification of those resolution V designs that are also resolution V. 1 designs. We shall list a few examples in Section 16.4.2.

### 16.3.4 Other Search Designs

In the previous section we have considered search designs for $2^{n}$ factorials that allow us to search for one $(k=1)$ additional interaction among those interactions that are ordinarily assumed to be negligible. Extensions to $k=2$ have been considered using Theorem 16.1 [for resolution III. 2 plans see, e.g., Shirakura (1991)
and Chatterjee, Deng, and Lin (2001)]. Another extension is that to factors with more than two levels. Ghosh and Burns (2001), for example, consider search designs for the $3^{n}$ factorial, whereas Chatterjee and Mukerjee $(1986,1993)$ consider the most general case for symmetrical and asymmetrical factorials for $k=1$ and $k \geq 3$, respectively.

Another application of the principles of a search design is given by Ghosh and Burns (2002). They assume that $\xi_{1}$ in (16.1) contains only the mean and $\boldsymbol{\xi}_{2}$ contains the main effects of the $n$ factors. By assuming that at most $k(<n)$ factors have nonnegligible effects, they are able to reduce the number of treatment combinations necessary to identify and estimate those effects compared to the number of treatment combinations in an orthogonal main effects plan. Note that this idea is similar to that used in supersaturated designs (see Section 15.1) except that the number of factors here is "small."

### 16.4 LISTING OF SEARCH DESIGNS

There are not very many methods of constructing search designs. The existing methods fall essentially into three categories:

1. Start with a "minimal" design $D_{1}$ that allows estimating $\boldsymbol{\xi}_{1}$ in (16.1) assuming that $\boldsymbol{\xi}_{2}$ is negligible; then add treatment combinations in the form of $D_{2}$ such that the final design $D=D_{1}+D_{2}$ satisfies the conditions of a search design.
2. Start with a "larger" design $D_{1}$ that allows estimating $\xi_{1}$ and show that $D_{1}$ itself satisfies the conditions of a search design.
3. Start with an "intuitive" design $D_{1}$ and show that it satisfies the conditions of a search design, or modify it accordingly.

Methods 1 and 2 have been used for resolution III. 1 and V.1, respectively, and we shall give some examples below. Method 3 is essentially a trial-and-error method and requires a great amount of intuition and insight.

### 16.4.1 Resolution III. 1 Designs

Starting with the design $D_{1}$ given in (16.9), Ghosh (1981) suggested to construct the design $D_{2}$ iteratively. More precisely, let $D_{2, n}$ be the design $D_{2}$ for $n$ factors with $N_{2, n}$ treatment combinations, then $D_{2, n+1}$ can be represented by the design matrix

$$
\boldsymbol{D}_{2, n+1}=\left(\begin{array}{ll}
\boldsymbol{D}_{2, n} & \boldsymbol{z}_{1, n+1}  \tag{16.12}\\
\boldsymbol{D}_{2, n}^{*} & \boldsymbol{z}_{2, n+1}
\end{array}\right)
$$

where $\boldsymbol{D}_{2, n+1}$ is a $N_{2, n+1} \times(n+1)$ matrix, $\boldsymbol{D}_{2, n}^{*}$ is a $\left(N_{2, n+1}-N_{2, n}\right) \times n$ matrix, and $z_{n+1}=\left(z_{1, n+1}^{\prime}, z_{2, n+1}^{\prime}\right)^{\prime}$ is an $N_{2, n+1} \times 1$ vector. All the elements
in $\boldsymbol{D}_{2, n+1}$ are, of course, either 0 or 1 . We note here that it is possible that $N_{2, n+1}=N_{2, n}$.

To proceed iteratively has the advantage that it greatly reduces the number of cases that have to be considered to check the conditions of Theorem 16.5. Using this method, Ohnishi and Shirakura (1985) have provided designs $D_{2, n}$ for $3 \leq n \leq 8$, which are given in Table 16.1 with a summary of the various model and design parameters as given in Table 16.2. It illustrates the point that the total number $N$ of treatment combinations required is relatively small but increases proportionately, of course, as $n$, the number of factors, increases.

### 16.4.2 Resolution V.1 Designs

In order to reduce the computational load of checking the rank condition (16.4), construction of resolution V. 1 designs has been limited to balanced arrays (see Section 13.6.5). Srivastava and Ghosh (1977) and Shirakura and Ohnishi (1985) provide tables of such search designs for $n=4,5,6,7,8$, and we present some examples of their results in Table 16.3.

Table 16.1 Design Matrices $D_{2, n}$ for $\mathbf{3} \leq \boldsymbol{n} \leq \mathbf{8}$ Factors


Table 16.2 Number of Parameters and Runs for Search Design of Resolution III. 1

| $n$ | $\nu_{1}$ | $\nu_{2}$ | $N_{1}$ | $N_{2}$ | $N$ |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 3 | 4 | 4 | 5 | 2 | 7 |
| 4 | 5 | 10 | 6 | 5 | 11 |
| 5 | 6 | 20 | 7 | 5 | 12 |
| 6 | 7 | 35 | 8 | 8 | 16 |
| 7 | 8 | 56 | 9 | 8 | 17 |
| 8 | 9 | 84 | 10 | 10 | 20 |

Table 16.3 Resolution V. 1 Designs for $\mathbf{4} \leq \boldsymbol{n} \leq \mathbf{8}$ Factors

| $n$ | $\nu_{1}$ | Srivastava and Ghosh (1977) |  |  | Ohnishi and Shirakura (1985) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\nu_{2}$ | $N$ | $\lambda^{\prime}$ | $\nu_{2}$ | $N$ | $\lambda^{\prime}$ |
| 4 | 11 | 5 | 15 | 11110 |  |  |  |
| 5 | 16 | 16 | 21 | 111010 |  |  |  |
| 6 | 22 | 42 | 28 | 1110010 | 20 | 28 | 1001011 |
| 7 | 29 | 99 | 36 | 11100010 | 35 | 35 | 01000110 |
| 8 | 37 | 219 | 45 | 111000010 | 56 | 44 | 010000110 |

Let $S_{n, j}$ denote the set of all treatment combinations with exactly $j$ factors at level 1 and $n-j$ factors at level 0 , and let $\lambda_{j}$ denote the number of times that each treatment combination in $S_{n, j}$ appears in the design (array) $(j=0,1$, $\ldots, n$ ). Of course, each vector (treatment combination) in $S_{n, j}$ has weight $j$ and $\lambda^{\prime}=\left(\lambda_{0}, \lambda_{1}, \ldots, \lambda_{n}\right)$ is referred to as the index set of the array. The resolution V. 1 designs, which are also referred to as BARE 5.1 plans by Srivastava and Ghosh (1976), are then completely described by their index sets, as given in Table 16.3.

The Srivastava-Ghosh designs contain

$$
N_{n}=1+2 n+\binom{n}{2}
$$

runs and can be represented easily as $D=S_{n, 0} \cup S_{n, 1} \cup S_{n, 2} \cup \ldots \cup S_{n, n-1}$. Both types of search designs given in Table 16.3 are minimal designs, but designs with a larger number of runs are given in the two references. We also note that restricting $\xi_{2}$ in (16.1) does not reduce the size of the design appreciably.

### 16.5 ANALYSIS OF SEARCH EXPERIMENTS

### 16.5.1 General Setup

We shall call an experiment that employs a search design a search experiment. The analysis of data from a search experiment are based, of course, on submodels of (16.1), which we write as

$$
\begin{equation*}
y=A_{1} \xi_{1}+A_{21}(\zeta) \zeta+e \tag{16.13}
\end{equation*}
$$

where $\zeta$ refers to $k$ possible components of $\xi_{2}$ in (16.1) and $\boldsymbol{A}_{21}(\zeta)$ refers to the column vectors in $\boldsymbol{A}_{2}$ corresponding to $\zeta$. The analysis will then be performed for each possible $\zeta$ from $\boldsymbol{\xi}_{2}$.

For purposes of characterizing and comparing the outcomes from the various analyses we shall denote by $\zeta_{0}$ the true (unknown) nonnegligible effects in $\boldsymbol{\xi}_{2}$. We shall then refer to model (16.13) with $\zeta=\zeta_{0}$ as $M 0$, and with $\zeta \neq \zeta_{0}$ as $M 1$, where $M 1$ represents a series of competing models to $M 0$.

### 16.5.2 Noiseless Case

Even though in practice there does not exist a situation where $\boldsymbol{e} \equiv \mathbf{0}$ in (16.3), we have pointed out earlier that this noiseless case is important for purposes of constructing search designs. The noiseless case is equally important and instructive for describing and comparing the various analyses based on $M 0$ and $M 1$.

We shall illustrate this for the case $k=1$ by first constructing a data set with known parameters $\boldsymbol{\xi}_{1}$ and $\boldsymbol{\xi}_{2}$ and then using (16.13) with $\boldsymbol{e} \equiv \mathbf{0}$ to analyze those data.

Example 16.1 Let us consider the case of $n=3$ factors and the search design with $D_{2}$ given in Table 16.1. Thus, in model (16.1),

$$
\xi_{1}=\left(\begin{array}{c}
\mu \\
A \\
B \\
C
\end{array}\right) \quad \xi_{2}=\left(\begin{array}{c}
A B \\
A C \\
B C \\
A B C
\end{array}\right)
$$

Let $\mu=10, A=4, B=-2, C=3, A B=2, A C=0, B C=0, A B C=0$. Then using (16.8) [see also (7.30)] with $A^{*}=2, B^{*}=-1, C^{*}=1.5,(A B)^{*}=1$ we obtain the true yield $y=a(\boldsymbol{x})$ for the seven treatment combinations of the design $D$ as follows:

| Treatment <br> Combination | $\boldsymbol{\mu}$ | $\boldsymbol{A}^{*}$ | $\boldsymbol{B}^{*}$ | $\boldsymbol{C}^{*}$ | $(\boldsymbol{A B})^{*}$ |  |
| :---: | :---: | :---: | ---: | :---: | :---: | ---: |
| $\mathbf{2}$ | $\mathbf{- 1}$ | $\mathbf{1 . 5}$ | $\mathbf{1}$ | $\boldsymbol{y}$ |  |  |
| 1 | 1 | 1 | 1 | -1 | -1 | -1 |
| 0 | 0 | 0 | 1 | -1 | -1 | -1 |
| 0 | 1 | 1 | 1 | -1 | 1 | 1 |
| 1 | 0 | 1 | 1 | 1 | -1 | 1 |
| 1 | 1 | 0 | 1 | 1 | 1 | -1 |
| 1 | 0 | 0 | 1 | 1 | -1 | -1 |
| 0 | 0 | 1 | 1 | -1 | -1 | 1 |

The analysis of these data, using SAS PROC GLM, is presented in Tables $16.4 \mathrm{a}-16.4 \mathrm{c}$ for the models with $\zeta=A B, A C$, and $B C$, respectively. We shall comment briefly on some aspects of the output:

1. Since $A B=\zeta_{0}$, the model used in Table 16.4 a provides a perfect fit to the data as indicated by the fact that $\operatorname{SS}$ (Error) $=\operatorname{SSE}(M 0)=0$, which is equivalent to the fact that the estimated effects are equal to the true effects, for example, $\widehat{A}=A$, and that the predicted values $\widehat{y}$ are equal to the observed values $y$. In other words, the true model is identified correctly.

Table 16.4 Data and Analysis for Search Experiment (Noiseless Case)

```
options nodate pageno=1;
data search;
input A B C y;
datalines;
1 1 1 13.5
0
0
1}0011313.
1 1 0 10.5
1 0}0010.
0}00<111.
;
run;
proc print data=search;
title1 'TABLE 16.4';
title2 'DATA FOR SEARCH EXPERIMENT';
title3 '(NOISELESS CASE)';
run;
proc glm data=search;
class A B C;
model Y=A B C A*B/e;
estimate 'A' A -1 1;
estimate 'B' B -1 1;
estimate 'C' C -1 1 ;
estimate 'A*B' A*B 1 -1 -1 1/divisor=2;
output out=predicta p=yhat r=resid stdr=eresid;
title1 'TABLE 16.4a';
title2 'ANALYSIS WITH MODEL Y=A B C A*B';
title3 '(NOISELESS CASE)';
run;
proc print data=predicta;
run;
proc glm data=search;
class A B C;
model Y=A B C A*C/e;
estimate 'A' A -1 1;
estimate 'B' B -1 1;
estimate 'C' C -1 1 ;
estimate 'A*C' A*C 1 -1 -1 1/divisor=2;
output out=predictb p=yhat r=resid stdr=eresid;
title1 'TABLE 16.4b';
```


## Table 16.4 (Continued)

```
title2 'ANALYSIS WITH MODEL A B C A*C';
title3 '(NOISELESS CASE)';
run;
proc print data=predictb;
run;
proc glm data=search;
class A B C;
model Y=A B C B*C/e;
estimate 'A' A -1 1;
estimate 'B' B -1 1;
estimate 'C' C -1 1;
estimate 'B*C' B*C -1 1 1 -1/divisor=2;
output out=predictc p=yhat r=resid stdr=eresid;
title1 'TABLE 16.4c';
title2 'ANALYSIS WITH MODEL Y=A B C B*C';
title3 '(NOISELESS CASE)';
run;
proc print data=predictc;
run;
```

| Obs | A | B | C | Y |
| :---: | :---: | :---: | :---: | ---: |
|  |  |  |  |  |
| 1 | 1 | 1 | 1 | 13.5 |
| 2 | 0 | 0 | 0 | 8.5 |
| 3 | 0 | 1 | 1 | 7.5 |
| 4 | 1 | 0 | 1 | 13.5 |
| 5 | 1 | 1 | 0 | 10.5 |
| 6 | 1 | 0 | 0 | 10.5 |
| 7 | 0 | 0 | 1 | 11.5 |

A. ANALYSIS WITH MODEL Y=A B C A*B (NOISELESS CASE)

The GLM Procedure

Class Level Information
Class Levels Values

| A | 2 | 0 | 1 |
| :--- | :--- | :--- | :--- |
| B | 2 | 0 | 1 |
| C | 2 | 0 | 1 |

Table 16.4 (Continued)


Table 16.4 (Continued)

| Source | DF | Type III SS | Mean Square | F Value | Pr > F |
| :--- | ---: | ---: | ---: | ---: | ---: |
|  |  |  |  |  |  |
| A | 1 | 24.00000000 | 24.00000000 | Infty | $<.0001$ |
| B | 1 | 6.00000000 | 6.00000000 | Infty | $<.0001$ |
| C | 1 | 13.50000000 | 13.50000000 | Infty | $<.0001$ |
| A*B | 1 | 6.00000000 | 6.00000000 | Infty | $<.0001$ |


| Parameter | Estimate | Standard <br> Error | t Value | Pr $>\|t\|$ |
| :--- | ---: | ---: | ---: | ---: |
| A | 4.00000000 | 0 | Infty | $<.0001$ |
| B | -2.00000000 | 0 | -Infty | $<.0001$ |
| C | 3.00000000 | 0 | Infty | $<.0001$ |
| A*B | 2.00000000 | 0 | Infty | $<.0001$ |


| Obs | A | B | C | Y | yhat | resid | eresid |
| :---: | :---: | :---: | :---: | ---: | :---: | ---: | :---: |
|  |  |  |  |  |  |  |  |
| 1 | 1 | 1 | 1 | 13.5 | 13.5 | 0 | . |
| 2 | 0 | 0 | 0 | 8.5 | 8.5 | 0 | . |
| 3 | 0 | 1 | 1 | 7.5 | 7.5 | $-2.6645 \mathrm{E}-15$ | . |
| 4 | 1 | 0 | 1 | 13.5 | 13.5 | 0 | . |
| 5 | 1 | 1 | 0 | 10.5 | 10.5 | 0 | . |
| 6 | 1 | 0 | 0 | 10.5 | 10.5 | 0 | . |
| 7 | 0 | 0 | 1 | 11.5 | 11.5 | 0 | . |

B. ANALYSIS WITH MODEL A B C A*C (NOISELESS CASE)

The GLM Procedure

General Form of Estimable Functions

| Effect | Coefficients |  |
| :--- | :--- | :--- |
| Intercept | L1 |  |
| A | 0 | L2 |
| A | 1 | L1-L2 |
|  |  |  |
| B | 0 | L4 |
| B | 1 | L1-L4 |
|  |  |  |
| C | 0 | L6 |
| C | 1 | L1-L6 |
|  |  |  |
| A*C | 0 | 0 |
| A*C | 0 | 1 |

## Table 16.4 (Continued)



| Parameter | Estimate | Standard <br> Error | $t$ Value | Pr $>\|t\|$ |
| :--- | ---: | ---: | ---: | ---: |
| A | 3.33333333 | 1.33333333 | 2.50 | 0.1296 |
| B | -1.33333333 | 1.33333333 | -1.00 | 0.4226 |
| C | 2.33333333 | 1.33333333 | 1.75 | 0.2222 |
| A*C | 0.66666667 | 1.33333333 | 0.50 | 0.6667 |


| Obs | A | B | C | Y | yhat | resid | eresid |
| :--- | :--- | :--- | :--- | ---: | ---: | ---: | ---: |
|  |  |  |  |  |  |  |  |
| 1 | 1 | 1 | 1 | 13.5 | 12.8333 | 0.66667 | 0.94281 |
| 2 | 0 | 0 | 0 | 8.5 | 8.5000 | 0.00000 | . |
| 3 | 0 | 1 | 1 | 7.5 | 8.8333 | -1.33333 | 0.94281 |
| 4 | 1 | 0 | 1 | 13.5 | 14.1667 | -0.66667 | 0.94281 |
| 5 | 1 | 1 | 0 | 10.5 | 9.8333 | 0.66667 | 0.94281 |
| 6 | 1 | 0 | 0 | 10.5 | 11.1667 | -0.66667 | 0.94281 |
| 7 | 0 | 0 | 1 | 11.5 | 10.1667 | 1.33333 | 0.94281 |

Table 16.4 (Continued)



Table 16.4 (Continued)

2. For the models with $\zeta=A C$ and $B C$, Tables 16.4 b and 16.4 c show that $\operatorname{SS}$ (Error) $=\operatorname{SSE}(M 1)>0$, as they should because the wrong models are used.
3. In all three cases the expressions for estimable functions confirm the theoretical results that, individually, $A B, A C$, and $B C$ are estimable.
4. It is, of course, clear that $A B C$ cannot be estimated since its definition depends on all eight treatment combinations of the $2^{3}$ factorial.

### 16.5.3 Noisy Case

As we have seen in the previous section, in the noiseless case the true model is identified correctly. This may not necessarily happen in the noisy case, that is, when $\operatorname{var}(\boldsymbol{e})=\boldsymbol{V} \neq \mathbf{0}$. However, based on the results for the noiseless case, where $\operatorname{SSE}(M 0)=0$, it seems plausible to select that model as the correct model for which SSE achieves the smallest value among competing models. This, in fact, was suggested by Srivastava (1975).

We illustrate this procedure in the following example.
Example 16.2 We consider the same search design as in Example 16.1. We also use the same parameter values as in Example 16.1. The observations are obtained by adding $N(0,1)$ noise to each true value. The data are given in Table 16.5.

Table 16.5 Data and Analysis for Search Experiment (With N(0, 1) Noise)

| Obs | A | B | C | Y |  |
| :---: | :---: | :---: | :---: | :---: | ---: |
|  |  |  |  |  | 13.792 |
| 2 | 0 | 0 | 0 | 9.013 |  |
| 3 | 0 | 1 | 1 | 7.445 |  |
| 4 | 1 | 0 | 1 | 15.187 |  |
| 5 | 1 | 1 | 0 | 10.176 |  |
| 6 | 1 | 0 | 0 | 10.606 |  |
| 7 | 0 | 0 | 1 | 11.638 |  |

A. ANALYSIS WITH MODEL Y=A B C A*B (WITH N $(0,1)$ NOISE)

The GLM Procedure

Class Level Information

Class Levels Values

| A | 2 | 01 |
| :--- | :--- | :--- |
| B | 2 | 01 |
| C | 2 | 01 |

## Number of observations 7

| Sum of |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Source | DF | Squares | Mean Square | F Value | $\mathrm{Pr}>\mathrm{F}$ |
| Model | 4 | 42.09222138 | 10.52305535 | 22.00 | 0.0439 |
| Error | 2 | 0.95654033 | 0.47827017 |  |  |
| Corrected Total | 16 | 43.04876171 |  |  |  |
|  | R-Square | Coeff Var | Root MSE | y Mean |  |
|  | 0.977780 | 6.217804 | 0.691571 | 11.12243 |  |
| Source | DF | Type I SS | Mean Square | F Value | $\mathrm{Pr}>\mathrm{F}$ |
| A | 1 | 16.20876430 | 16.20876430 | 33.89 | 0.0283 |
| B | 1 | 4.81496682 | 4.81496682 | 10.07 | 0.0866 |
| C | 1 | 15.73393923 | 15.73393923 | 32.90 | 0.0291 |
| A*B | 1 | 5.33455104 | 5.33455104 | 11.15 | 0.0792 |

Table 16.5 (Continued)

| Source |  |  | DF |  | Type III SS | Mean Squa | are | F Va | Value | $\mathrm{Pr}>\mathrm{F}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A |  |  | 1 |  | 29.79504504 | 29.795045 | 504 |  | 22.30 | 0.0157 |
| B |  |  | 1 |  | 11.74600417 | 11.746004 | 417 |  | 4.56 | 0.0384 |
| C |  |  | 1 |  | 19.51928067 | 19.519280 | 067 |  | 0.81 | 0.0236 |
| A*B |  |  | 1 |  | 5.33455104 | 5.334551 |  |  | 1.15 | 0.0792 |
|  |  |  | Standard |  |  |  |  |  |  |  |
| Parameter |  |  |  |  | Estimate | Error | t Value |  |  | $\operatorname{Pr}>\|t\|$ |
| A |  |  |  |  | . 45683333 | 0.56466519 |  | 7.89 |  | 0.0157 |
| B |  |  |  |  | . 79833333 | 0.56466519 |  | -4.96 |  | 0.0384 |
| C |  |  |  |  | . 60733333 | 0.56466519 |  | 6.39 |  | 0.0236 |
| A*B |  |  |  |  | . 88583333 | 0.56466519 |  | 3.34 |  | 0.0792 |
| Obs | A | B |  | C | Y | yhat | resid |  |  | eresid |
| 1 | 1 | 1 |  | 1 | 13.792 | 13.7877 |  | . 00433 |  | 0.39928 |
| 2 | 0 | 0 |  | 0 | 9.013 | 8.5218 |  | . 49117 |  | 0.39928 |
| 3 | 0 | 1 |  | 1 | 7.445 | 7.4450 |  | . 00000 |  | . |
| 4 | 1 | 0 |  | 1 | 15.187 | 14.7002 |  | . 48683 |  | 0.39928 |
| 5 | 1 | 1 |  | 0 | 10.176 | 10.1803 |  | . 00433 |  | 0.39928 |
| 6 | 1 | 0 |  | 0 | 10.606 | 11.0928 |  | . 48683 |  | 0.39928 |
| 7 | 0 | 0 |  | 1 | 11.638 | 12.1292 |  | . 49117 |  | 0.39928 |

B. ANALYSIS WITH MODEL Y=A B C A*C
(WITH N $(0,1)$ NOISE)
The GLM Procedure
Class Level Information

| Class | Levels | Values |
| :--- | ---: | :--- |
| A | 2 | 01 |
| B | 2 | 01 |
| C | 2 | 01 |

Number of observations 7

Dependent Variable: y

| Sum of |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Source | DF | Squares | Mean Square | F Value | $\mathrm{Pr}>\mathrm{F}$ |
| Model | 4 | 39.22872871 | 9.80718218 | 5.13 | 0.1696 |
| Error | 2 | 3.82003300 | 1.91001650 |  |  |
| Corrected Total | 6 | 43.04876171 |  |  |  |

Table 16.5 (Continued)

C. ANALYSIS WITH MODEL Y=A B C B*C
(WITH N (0, 1) NOISE)
The GLM Procedure

Class Level Information

| Class | Levels | Valu |
| :--- | ---: | :--- |
| A | 2 | 01 |
| B | 2 | 01 |
| C | 2 | 01 |

Table 16.5 (Continued)


The individual analyses for different models are given in Tables $16.5 \mathrm{a}-16.5 \mathrm{c}$. The summary below shows that in this case we would have selected the true model over the others:

|  | Model | SS(Error) |
| :--- | :---: | :---: |
| $M 0:$ | $A, B, C, A B$ | 0.478 |
| $M 1:$ | $A, B, C, A C$ | 1.910 |
| $M 1:$ | $A, B, C, B C$ | 2.855 |

### 16.6 SEARCH PROBABILITIES

The discussion of the preceding section can be expressed in terms of probabilities as follows: For the noiseless case we have

$$
P[\operatorname{SSE}(M 0)<\operatorname{SSE}(M 1) \mid M 0, M 1, \boldsymbol{V}=\mathbf{0}]=1
$$

and for the noisy case we have

$$
\begin{equation*}
P[\operatorname{SSE}(M 0)<\operatorname{SSE}(M 1) \mid M 0, M 1, \boldsymbol{V} \neq \mathbf{0}]<1 \tag{16.14}
\end{equation*}
$$

Let us assume, for operational purposes, that $\operatorname{var}(\boldsymbol{e})=\boldsymbol{V}=\sigma_{e}^{2} \boldsymbol{I}$. If $\sigma_{e}^{2}=\infty$, then $M 0$ and $M 1$ are indistinguishable, and hence we can rewrite (16.14) more precisely as

$$
P\left[\operatorname{SSE}(M 0)<\operatorname{SSE}(M 1) \mid M 0, M 1, \sigma_{e}^{2}=\infty\right]=\frac{1}{2}
$$

The probability $\left.P[\operatorname{SSE}(M 0)<\operatorname{SSE} M 1) \mid M 0, M 1, \sigma_{e}^{2}\right]$ is called a search probability, which assumes values between $\frac{1}{2}$ and 1 (Ghosh and Teschmacher, 2002).

The expression in (16.14) can be written out more explicitly as follows. To simplify the notation, let us write

$$
\theta=\binom{\xi_{1}}{\zeta} \quad A(\zeta)=\left[A_{1}, A_{21}(\zeta)\right] \quad M(\zeta)=A(\zeta)^{\prime} A(\zeta)
$$

Then the error sum of squares, SSE, for model (16.13), which we shall denote more precisely by $s(\zeta)^{2}$, can be written as

$$
\begin{equation*}
s(\zeta)^{2}=\boldsymbol{y}^{\prime}[\boldsymbol{I}-\boldsymbol{Q}(\zeta)] \boldsymbol{y} \tag{16.15}
\end{equation*}
$$

where

$$
Q(\zeta)=A(\zeta)[M(\zeta)]^{-} A(\zeta)^{\prime}
$$

(see Section I.4.4.3). Rather than using (16.15) in (16.14) and minimizing $s(\zeta)^{2}$, Shirakura, Takahashi, and Srivastava (1996) propose maximizing

$$
h(\zeta, \boldsymbol{y})=\boldsymbol{y}^{\prime}[\boldsymbol{Q}(\zeta)-\boldsymbol{Q}] \boldsymbol{y}
$$

where

$$
\boldsymbol{Q}=\boldsymbol{A}_{1}\left(\boldsymbol{A}_{1}^{\prime} \boldsymbol{A}_{1}\right)^{-1} \boldsymbol{A}_{1}
$$

and

$$
s(\zeta)^{2}=\boldsymbol{y}^{\prime}(\boldsymbol{I}-\boldsymbol{Q}) \boldsymbol{y}-h(\boldsymbol{\zeta}, \boldsymbol{y})
$$

They then define

$$
\begin{equation*}
P=\min _{\zeta_{0} \subset \xi_{2} \zeta \in \mathcal{A}\left(\boldsymbol{\xi}_{2} ; \zeta\right)} P\left[h\left(\boldsymbol{\zeta}_{0}, \boldsymbol{y}\right)>h(\boldsymbol{\zeta}, \boldsymbol{y})\right] \tag{16.16}
\end{equation*}
$$

as the search probability for a given search design, where $\mathcal{A}\left(\boldsymbol{\xi}_{z} ; \boldsymbol{\zeta}\right)$ denotes the set of all possible $\zeta$ of $\boldsymbol{\xi}_{2}$, of which at least one effect is not of $\zeta_{0}$, and $\zeta_{0}$ represents the vector of the nonnegligible effects in $\boldsymbol{\xi}_{2}$.

For the case $k=1$ and assuming that $\boldsymbol{e} \sim N\left(\mathbf{0}, \boldsymbol{I} \sigma_{e}^{2}\right)$, Shirakura, Takahashi, and Srivastava (1996) derive an explicit expression for

$$
\begin{equation*}
P\left(\zeta_{0}, \zeta, \sigma_{e}^{2}\right)=P\left[h\left(\zeta_{0}, \boldsymbol{y}\right)-h(\zeta, \boldsymbol{y})\right] \tag{16.17}
\end{equation*}
$$

after rewriting (16.13) as

$$
\begin{equation*}
\boldsymbol{y}=A_{1} \xi_{1}+\boldsymbol{a}(\zeta) \zeta+\boldsymbol{e} \tag{16.18}
\end{equation*}
$$

where $\zeta$ is one effect of $\boldsymbol{\xi}_{2}$ and $\boldsymbol{a}(\zeta)$ is the column vector in $\boldsymbol{A}_{2}$ corresponding to $\zeta$, and $\zeta_{0}$ represents the nonnegligible effect in $\xi_{2}$. The expression for (16.17) is then given as follows (see Ghosh and Teschmacher, 2002):

$$
\begin{align*}
& P\left(\zeta_{0}, \zeta, \sigma_{e}^{2}\right)= .5 \\
&+2\left[\phi\left(\rho c_{1}\left(\zeta_{0}, \zeta\right)\right)-.5\right]  \tag{16.19}\\
& \times\left[\phi\left(\rho \sqrt{\left.r\left(\zeta_{0}, \zeta_{0}\right)-c_{1}^{2}\left(\zeta_{0}, \zeta\right)\right)}-.5\right]\right.
\end{align*}
$$

where $\phi(\cdot)$ is the standard normal cdf, $r(\gamma, \eta)=\boldsymbol{a}^{\prime}(\gamma)\left[\boldsymbol{I}-\boldsymbol{A}_{1}\left(\boldsymbol{A}_{1}^{\prime} \boldsymbol{A}_{1}\right)^{-1} \boldsymbol{A}_{1}^{\prime}\right] \boldsymbol{a}(\eta)$ for $(\gamma, \eta)=\left(\zeta_{0}, \zeta_{0}\right), \quad\left(\zeta_{0}, \zeta\right), \quad(\zeta, \zeta), \quad x\left(\zeta_{0}, \zeta\right)=r\left(\zeta_{0}, \zeta\right) / \sqrt{r\left(\zeta_{0}, \zeta_{0}\right) r(\zeta, \zeta)}$, $c_{1}^{2}\left(\zeta_{0}, \zeta\right)=\left[r\left(\zeta_{0}, \zeta_{0}\right) / 2\right]\left[1-\left|x\left(\zeta_{0}, \zeta\right)\right|\right]$, and $\rho=\left|\zeta_{0}\right| / \sigma_{e}$.

It follows immediately from (16.19) that $.5 \leq P\left(\zeta_{0}, \zeta, \sigma_{e}^{2}\right) \leq 1$, as stated before, and that $P\left(\zeta_{0}, \zeta, \sigma_{e}^{2}\right)$ increases as $\rho$ increases.

Using the search design and parameters in Example 16.2 we illustrate the use of (16.19) in the next example.

Example 16.3 From Example 16.1 we obtain for use in (16.18)

$$
\begin{aligned}
& \boldsymbol{a}\left(\zeta_{0}\right)=\boldsymbol{a}^{\prime}(A B)=\left(\begin{array}{llrrrrr}
1 & 1 & -1 & -1 & 1 & -1 & 1
\end{array}\right) \\
& \boldsymbol{a}\left(\zeta_{1}\right)=\boldsymbol{a}^{\prime}(A C)=\left(\begin{array}{llrrrrr}
1 & 1 & -1 & 1 & -1 & -1 & -1
\end{array}\right) \\
& \boldsymbol{a}\left(\zeta_{2}\right)=\boldsymbol{a}^{\prime}(B C)=\left(\begin{array}{llrrrrr}
1 & 1 & 1 & -1 & -1 & 1 & -1
\end{array}\right)
\end{aligned}
$$

and

$$
A_{1}=\left(\begin{array}{rrrr}
1 & 1 & 1 & 1 \\
1 & -1 & -1 & -1 \\
1 & -1 & 1 & 1 \\
1 & 1 & -1 & 1 \\
1 & 1 & 1 & -1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right)
$$

with $\left.r\left(\zeta_{0}, \zeta_{0}\right)=6, r\left(\zeta_{0}, \zeta_{1}\right)=3, r\left(\zeta_{0}, \zeta_{2}\right)=-1, r\left(\zeta_{1}, \zeta_{1}\right)=1.5, r \zeta_{2}, \zeta_{2}\right)=5.5$, $x\left(\zeta_{0}, \zeta_{1}\right)=1, x\left(\zeta_{0}, \zeta_{2}\right)=-0.1741, c_{1}^{2}\left(\zeta_{0}, \zeta_{1}\right)=0, c_{1}^{2}\left(\zeta_{0}, \zeta_{2}\right)=2.4777, \rho=1$. We then obtain $P\left(\zeta_{0}, \zeta_{1}, 1\right)=.5, P\left(\zeta_{0}, \zeta_{2}, 1\right)=.9144$. Individually, the results show that there is a much higher probability of distinguishing between the true model (including $A B$ ) and the model including $B C$. If we adopt (16.16) as the overall measure for the given design and parameters, then the search probability $P$ is only .5.

Ghosh and Teschmacher (2002) show how search probabilities can be used to compare different search designs. They develop criteria so that such comparisons can be made without requiring a specific value of $\rho=\left|\zeta_{0}\right| / \sigma_{e}$.

## C H A P TER 17

## Robust-Design Experiments

As we have mentioned before, factorial designs in their various forms were originally developed and used in the context of agricultural experimentation. They have since found wide application in almost all fields of empirical research. Important contributions to factorial experimentation has come from applications in engineering and manufacturing, a development usually associated with the name Taguchi. The so-called Taguchi method and variations of this method are concerned with quality engineering and product improvement. According to Taguchi (1993, p. 4), "the objective of quality engineering is to discover the countermeasure which results in an overall reduction in the total loss to both the company and society. It is therefore important to evaluate the two kinds of losses - the loss due to function and one due to harmful effects." Thus, the basic philosophy here rests on the concept of societal loss due to imperfect production and "environmental" factors and the role that experimental design can play to reduce that loss. We shall discuss some of the underlying ideas in the following sections.

### 17.1 OFF-LINE QUALITY CONTROL

An important aspect of any production process is quality control. Typically this is performed during the manufacturing phase of the process. Various forms of inspection sampling can be applied to ensure that the product meets certain specification and that the process is in control (see, e.g., Montgomery, 1991). There exists, however, another form of quality control. It is conducted at the product or process design stage, thus preceding the manufacturing stage. This type of quality control is therefore referred to as off-line quality control. Its aim is to improve product manufacturability and reliability, and to reduce product development and lifetime costs (Kackar, 1985).

[^21]It is in this context that Taguchi $(1986,1987)$ introduced the application of what he called robust parameter design (parameter here refers to the characteristic of a product). According to Taguchi (1986, p. 98) its purpose "is to adjust the parameter levels so that the objective characteristic will not vary much even if the system and environmental parameters change. It is a search for the parameter levels at which the characteristic is stable." More explicitly, Montgomery (1999) reformulates this in terms of making (1) products and processes insensitive to environmental factors or other factors hard to control and to variation transmitted from components and (2) finding levels of the process variables that achieve a mean performance at a specified (target) value and at the same time reducing variability around that value.

### 17.2 DESIGN AND NOISE FACTORS

With the previous statements we have implicitly acknowledged the existence of two categories of factors that affect the characteristic of the product: Design factors and noise factors. This categorization is a new feature that we have not encountered before, at least not in this explicit form. It is, however, an important feature in conducting and analyzing robust-design experiments.

Design factors, sometimes also referred to as design parameters (Kackar, 1985) or control factors (Taguchi, 1993), are those factors that can be controlled easily during the manufacturing process, the values of which remain essentially fixed at "optimal" levels. Noise factors, on the other hand, are factors that are hard to control, such as environmental factors, and, as a consequence, their levels will vary within a certain range during the production process and/or during subsequent use of the product [for a detailed description of various types of noise factors see, e.g., Wu and Hamada (2000)].

As an example we mention an experiment performed in a semiconductor factory to determine the influence of five factors on the transistor gain for a particular device (Montgomery, 1999). The three factors implant dose, drivein time, and vacuum level are easy to control and hence represent the design factors. The factors oxide thickness and temperature are hard to control during the manufacturing process and hence represent the noise factors.

The underlying idea of the Taguchi method is to incorporate the noise factors into the product design phase by varying their settings systematically over a range representative of the variation during typical manufacturing and/or use conditions. The aim then is to find settings for the design factors so that the influence of the noise factors on the product performance is minimized or, to express it differently, to make the product robust with respect to the noise factors. It is for this reason that this methodology is referred to as robust design or robust parameter design (or parameter design for short).

### 17.3 MEASURING LOSS

As mentioned earlier, the notion of loss to society and to the company forms the underpinning of the Taguchi method. To assess the loss we need to specify a loss function as a function of a value of the performance characteristic of the product, say $Y$, and the target value, say $\tau$, for that performance characteristic. We can think of many loss functions, but in practice it is usually difficult to come up with the actual loss function. However, in many situations an appropriate loss function is given by

$$
\begin{equation*}
\ell(Y)=c(Y-\tau)^{2} \tag{17.1}
\end{equation*}
$$

where $c$ is some constant, which can be determined if $\ell(Y)$ is known for some value of $Y$.

One way to determine $c$ in (17.1) was described by Kackar (1985). Let ( $\tau-\Delta$, $\tau+\Delta$ ) be the consumer's tolerance interval in the sense that if $Y$ falls outside this interval, then the product needs either to be repaired or discarded. Suppose the cost for that action is $A$ dollars. It follows then from (17.1) that $A=c \Delta^{2}$ and hence $c=A / \Delta^{2}$.

The loss function (17.1) is symmetric around $\tau$. This may not always be appropriate as the loss may depend on whether $Y<\tau$ or $Y>\tau$. In this case a simple variation of (17.1) may lead to the form

$$
\ell(Y)= \begin{cases}c_{1}(Y-\tau)^{2} & \text { if } Y<\tau  \tag{17.2}\\ c_{2}(Y-\tau)^{2} & \text { if } Y>\tau\end{cases}
$$

where $c_{1}$ and $c_{2}$ are constants that can be determined using arguments similar to those given above.

A special case of (17.2) occurs if $\tau=0$. Then (17.2) reduces to

$$
\begin{equation*}
\ell(Y)=c_{2} Y^{2} \quad \text { if } Y>0 \tag{17.3}
\end{equation*}
$$

In either of the cases (17.1), (17.2), (17.3) we consider the expected loss

$$
\begin{equation*}
L=E[\ell(Y)] \tag{17.4}
\end{equation*}
$$

as the criterion to assess the quality of a product or process. The expectation in (17.4) is taken with respect of the distribution of $Y$ during the product's lifetime and across different users. The latter is represented to a great extent by some or all of the noise factors.

### 17.4 ROBUST-DESIGN EXPERIMENTS

In order to minimize the average loss (17.4) we perform an experiment, the robust-design experiment. The purpose of this experiment is to determine the optimal levels for the control factors in conjunction with reducing the product's performance around the target value. There are several ways in which such an experiment can be performed making use of some of the factorial designs we have discussed in previous chapters or certain types of response surface designs (see I.12.3 and I.12.4).

### 17.4.1 Kronecker Product Arrays

Distinguishing between the two sets of factors, design and noise factors, suggests the use of the following experimental design: Choose an appropriate fractional factorial design for the design factors and another one for the noise factors and then combine these two designs in the form of a Kronecker product design; that is, each design factor level combination occurs with each noise factor level combination. Taguchi (1986) referred to these two component designs as inner array and outer array, respectively. Moreover, he suggested the use of main effect plans in the form of orthogonal arrays.

As an illustration consider the following example.
Example 17.1 Suppose we have four design factors $A_{1}, A_{2}, A_{3}, A_{4}$, each at three levels, and three noise factors, $B_{1}, B_{2}, B_{3}$, each at two levels. The inner array is then given by $\mathrm{OA}(9,4,3,2 ; 1)$ and the outer array by $\mathrm{OA}(4,3,2,2 ; 1)$ (see Example 13.9). Then the Kronecker product design or the so-called cross array consists of $9 \times 4=36$ runs.

An important aspect of the cross array is that the interactions between individual design and noise factors can be estimated (see Example 13.9). If such interactions exist, they can be exploited to choose the design factor settings such that the product variation over the noise factor settings will be reduced (we shall return to this point in Section 17.5).

On the other hand, the number of runs required for a cross array may be quite large, even when we use minimal designs for both the design and noise factors. This disadvantage of cross arrays will become even more pronounced if we allow at least some 2 -factor interactions between design factors by using a resolution IV or resolution V design instead of a main effect plan.

### 17.4.2 Single Arrays

The last two comments above provide a strong argument to look for alternative experimental designs in connection with robust-design experiments. This can be achieved by combining the design and noise factors into one set of factors and then obtain an appropriate fractional factorial design that achieves the objectives of the experiment. Such experimental designs are referred to as single array or
common array. We shall illustrate this approach with some examples. For a listing of useful single arrays see Wu and Hamada (2000).

Example 17.2 Suppose we have three design factors $A_{1}, A_{2}, A_{3}$ and two noise factors $B_{1}, B_{2}$, each at two levels. The usual Taguchi method would cross the $2_{\text {III }}^{3-1}$ array with the $2^{2}$ array with $4 \times 4=16$ runs. Suppose, however, that we are interested also in estimating 2 -factor interactions between design factors. In that case the crossed array would be of the form $2^{3} \times 2^{2}$ with $8 \times 4=32$ runs. A single array can be obtained by considering the $2 \mathrm{~V}_{\mathrm{V}}^{5-1}$ array based on the identity relationship $I=A_{1} A_{2} A_{3} B_{1} B_{2}$ with only 16 runs.

Example 17.3 Suppose we have five design factors $A_{1}, A_{2}, A_{3}, A_{4}, A_{5}$ and two noise factors $B_{1}, B_{2}$, each at two levels. The usual cross array would be of the form $2_{\mathrm{III}}^{5-2} \times 2^{2}$ with $8 \times 4=32$ runs. The single array $2_{\mathrm{IV}}^{7-2}$, also with 32 runs, based on the identity relationship

$$
I=A_{1} A_{2} A_{3} A_{5}=A_{1} A_{2} A_{4} B_{1} B_{2}=A_{3} A_{4} A_{5} B_{1} B_{2}
$$

has the additional property that it allows us to estimate at least some of the 2-factor interactions among design factors, assuming that only interactions involving three or more factors are negligible.

Example 17.4 Suppose we have three design factors $A_{1}, A_{2}, A_{3}$, each at three levels, and two noise factors, $B_{1}, B_{2}$, each at two levels. The usual cross array would be of the form $3_{\mathrm{III}}^{3-1} \times 2^{2}$ with $9 \times 4=36$ runs. Here the $3_{\mathrm{III}}^{3-1}$, referred to $L_{9}\left(3^{3}\right)$ by Taguchi, is based on $I=A_{1} A_{2} A_{3}^{2}$. An alternative single array in the form of a modified central composite design for five factors (see I.12.4.3) was proposed by Myers, Khuri, and Vining (1992). Their design consists of three parts: (1) The factorial part is a 2 V based on $I=A_{1} A_{2} A_{3} B_{1} B_{2}$ and using only the high and low levels of each factor; (2) the axial part consists of the axial points for the control factors, keeping the noise factors at their intermediate level (assuming that the noise factors are quantitative factors), and (3) $n_{0}$ center runs. Using the response surface methodology convention of denoting the low, intermediate and high levels by $-1,0,1$, respectively, the final design is given in Table 17.1.

This design, consisting of $16+6+n_{0}=22+n_{0}$ runs, allows us to estimate all main effects, all 2 -factor interactions between design factors, and the 2 -factor interactions between design and noise factors.

The single arrays discussed above provide some insight into their general structure. It also shows that single arrays may be more economical than crossed arrays or that they provide more information. These are aspects that may determine which type of array we should choose for a given situation. However, to some extent this choice will also be influenced by the type of modeling we intend to use for data from such experiments, that is, how we intend to use the data in order to arrive at a robust product design. We shall discuss some of these issues in the following sections.

Table 17.1 Central Composite Design for Three Design Factors and Two Noise Factors

| $A_{1}$ | $A_{2}$ | $A_{3}$ | $B_{1}$ | $B_{2}$ |
| :---: | ---: | ---: | ---: | ---: |
| -1 | -1 | -1 | -1 | -1 |
| -1 | -1 | 1 | 1 | 1 |
| -1 | 1 | -1 | 1 | 1 |
| -1 | 1 | 1 | -1 | 1 |
| -1 | 1 | 1 | 1 | -1 |
| 1 | -1 | -1 | 1 | 1 |
| 1 | -1 | 1 | -1 | 1 |
| 1 | -1 | 1 | 1 | -1 |
| 1 | 1 | -1 | -1 | 1 |
| 1 | 1 | -1 | 1 | -1 |
| 1 | 1 | 1 | -1 | -1 |
| -1 | -1 | -1 | -1 | 1 |
| -1 | -1 | -1 | 1 | -1 |
| -1 | -1 | 1 | -1 | -1 |
| -1 | 1 | -1 | -1 | -1 |
| 1 | -1 | -1 | -1 | -1 |
| --------------------------- |  |  |  |  |
| -1 | 0 | 0 | 0 | 0 |
| 1 | 0 | 0 | 0 | 0 |
| 0 | -1 | 0 | 0 | 0 |
| 0 | 1 | 0 | 0 | 0 |
| 0 | 0 | -1 | 0 | 0 |
| 0 | 0 | 1 | 0 | 0 |
| -------------------------- |  |  |  |  |
| $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{0}$ |

### 17.5 MODELING OF DATA

Just as there are different approaches to deciding on a statistical design for a robust-design experiment, there are different ways of analyzing the data from such an experiment. The proposal by Taguchi (1986) to use various forms of signal-to-noise ratios ( $S / N$ ratios) to analyze and interpret such data has come under a certain amount of criticism (e.g., Box, 1988) and as a consequence other methods of looking at the data from these experiments have been proposed. We shall indicate some of these ideas in the following sections.

### 17.5.1 Location and Dispersion Modeling

As we have mentioned earlier, the novel idea associated with robust-design experiments is not only to identify the factors that affect the average response, but also to identify the factors that contribute to the variability of the response. In
the practical setting of product design this means more specifically that we need to model both the location and the dispersion of the response or, as it is often referred to, the performance characteristic in order to find an appropriate level combination of the control factors that will achieve the desired value of or target for the performance characteristic.

Let us consider the cross array of Section 17.4.1. Suppose the inner or design array $D_{1}$ consists of $N_{1}$ treatment combinations and the outer or noise array $D_{2}$ consists of $N_{2}$ treatment combinations. The total number of runs in $D=D_{1} \times D_{2}$ then is $N=N_{1} N_{2}$. Let $\boldsymbol{A}$ denote the design factor settings, then, following Nair (1986), we can write a location-scale model for the (possibly transformed) observations as

$$
\begin{equation*}
Y=\mu(\boldsymbol{A})+\sigma(\boldsymbol{A}) e \tag{17.5}
\end{equation*}
$$

where the random component $e$ does not depend on $\boldsymbol{A}$ and is assumed to have mean 0 and variance 1. The terms $\mu(\boldsymbol{A})$ and $\sigma(\boldsymbol{A})$ represent the location and dispersion effects, respectively.

We should emphasize that using model (17.5) implies that the experiment has been carried out according to a completely randomized design. In practice this may not always be possible and some form of blocking may have to be used as discussed in Chapters 11 and 12. Another possibility is the use of a split-plottype design (see I.13.4), where, for example, the treatment combinations of the design array represent the whole-plot treatments and the treatment combinations of the noise array represent the split-plot treatments. In either case it is easy to modify model (17.5) by either incorporating the block effects or the whole-plot error term, both of which are independent of the design factors.

Using the loss function (17.1) the expected loss (17.4) for the response (17.5) can be written as

$$
\begin{align*}
L & =E[\ell(Y)]=c E(Y-\tau)^{2} \\
& =c[\mu(\boldsymbol{A})-\tau]^{2}+c \sigma^{2}(\boldsymbol{A}) \tag{17.6}
\end{align*}
$$

This form of $L$ shows explicitly that in order to minimize the mean-squared error (17.6) we need to identify the setting of the design factors such that $\mu(\boldsymbol{A})$ achieves the target value $\tau$ and $\sigma^{2}(\boldsymbol{A})$ is minimized.

Now let $\mathcal{A}=\left(A_{1}, A_{2}, \ldots, A_{n}\right)$ be the set of design factors employed in the experiment. Then the aim of the subsequent analysis is to divide $\mathcal{A}$ into three sets, say, $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}\right)$ (Phadke, 1982), where

[^22]According to this division the factors included in $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ represent the actual design factors (Box, 1988). Such a division is possible only if we can get rid of dispersion effects that arise because of a dependence of $\sigma$ on $\mu$ (Box and Meyer, 1986b; Box, 1988). This can often be achieved through an appropriate transformation of the original data or through the use of a performance measure independent of adjustment (PerMIA) as proposed by Leon, Shoemaker, and Kackar (1987). We assume that $Y$ in (17.5) is of that form.

To achieve the division of $\mathcal{A}$ let us now consider the observations $Y$ from the experiment based on the cross array $D$. More specifically, let $y_{i j}$ be the (possibly transformed) observation for the $i$ th treatment combination of $D_{1}$ and the $j$ th treatment combination of $D_{2}\left(i=1,2, \ldots, N_{1} ; j=1,2, \ldots, N_{2}\right)$. In some sense the $N_{2}$ observations, stemming from $D_{2}$, for each treatment combination of $D_{1}$ can be considered as replications for that treatment combination. It is, therefore, plausible to analyze

$$
\bar{y}_{i .}=\frac{1}{N_{2}} \sum_{j=1}^{N_{2}} y_{i j} \quad \text { and } \quad s_{i}^{2}=\frac{1}{N_{2}-1} \sum_{j=1}^{N_{2}}\left(y_{i j}-\bar{y}_{i .}\right)^{2}
$$

for $i=1,2, \ldots, N_{1}$, separately as measures of location and variability, respectively. The analysis of the $\bar{y}_{i}$. conforms, of course, to the usual analysis of fractional factorial designs. The $s_{i}^{2}$ are obtained over the same design points of $D_{2}$ and, hence, any differences among them can be attributed to the design factors. This provides justification for analyzing the $s_{i}^{2}$, or more appropriately $\log s_{i}^{2}$, in the same way as the $\bar{y}_{i \text {. }}$ in order to identify the factors belonging to $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$. For both variables we can use the tools of the analysis of variance.

We shall illustrate this approach with the data obtained from a cross-array experiment described by Engel (1992).

Example 17.5 (Engel, 1992) Seven design factors and three noise factors, each at two levels, were included in the experiment in an effort to identify the design factors that had an effect on the mean of and variation in the percentage of shrinkage of products made by injection moulding. The factors are (rather than using the labels $A_{1}, A_{2}, \ldots, A_{7}$ and $B_{1}, B_{2}, B_{3}$ we retain the labels used by Engel):

$$
\text { Design Factors } \quad \text { Noise Factors }
$$

A: cycle time
M: percentage regrind
B: mould temperature
N : moisture content
C: cavity thickness
O : ambient temperature
D: holding pressure
E: injection speed
F : holding time
G: gate size

The cross-array $D$ is given by crossing $D_{1}=2_{\text {III }}^{7-4}$ with $D_{2}=2_{\text {III }}^{3-1}$, were $D_{1}$ has the identity relationship

$$
\begin{aligned}
I & =A B C=D E F G=A B C D E F G=A D E=B C D E \\
& =A F G=B C F G=B E G=A C E G=B D F=A C D F
\end{aligned}
$$

and $D_{2}$ has the identity relationship

$$
I=M N O
$$

The 32 design points with their observations are listed in Table 17.2 together with the values for $s_{i}^{2}$ (note that as a matter of convenience each $s_{i}^{2}$ value is listed four times for the four replications of each design point in $D_{1}$ ). The results of the analysis of variance for the $\bar{y}_{i \text {. }}$ and the $\log s_{i}^{2}$ are given in Table 17.2.

Concerning the location modeling aspect, we may conclude by looking informally and somewhat subjectively at the $P$ values (or half-normal plots) for the estimated main effects, that the factors $A, D$, and possibly $G$ constitute $\mathcal{A}_{2}$ and hence represent the adjustment factors. A separate regression analysis using $A$, $D$, and $G$ yields the prediction equation

$$
\widehat{Y}=2.3375+0.85 x_{A}-0.5625 x_{D}-0.4625 x_{6}
$$

where $x_{A}, x_{D}, x_{G}$ represent the coded levels of $A, D$, and $G$, respectively. Together with engineering and production considerations this equation can then be used to adjust the process so that a particular target, $\tau$, can be achieved.

With regard to the dispersion modeling the results point clearly to factor $F$ as having a pronounced effect on the variability and hence constituting the only control factor. A look at the data shows, indeed, that the $s_{i}^{2}$ for those treatment combinations in $D_{1}$ with $F=0$ are much smaller than for those with $F=1$.

For a different approach to dispersion modeling and analysis of the same data set we refer the reader to Engel (1992).

### 17.5.2 Dual-Response Modeling

We have pointed out earlier that cross-array experiments allow for the estimation of 2 -factor interactions between design and noise factors. Yet, in the preceding discussion we have assumed that such interactions either do not exist or have been eliminated through an appropriate transformation of the original observations. Also, the location and dispersion modeling approach as discussed in the previous section is obviously not appropriate for single-array experiments.

In order to deal with these situations we shall describe now a two-step modeling procedure that Myers, Khuri, and Vining (1992) and Vining and Myers (1990) referred to as a dual-response approach. The basic idea is to express an

Table 17.2 Robust-Design Experiment Cross Array Data Points, Data, and Analysis

```
options nodate pageno=1 LS=75;
data robust;
input A B C D E F G M N O Y S @@;
logS=log(S);
datalines;
0
0
0
0
0
0
0
0
1 0
```



```
1
1
```



```
1 1 1 0 0 1 1 1 0 1 0 0 1 4.6 1.7625 1. 1 1 0
```



```
1 1 1 0 1 0 0 1 1 1 0 0 1 1.9 0.0067 1.01 1 0
;
run;
```

proc print data=robust;
title1 'TABLE 17.2';
title2 'ROBUST-DESIGN EXPERIMENT';
title3 'CROSS ARRAY DATA POINTS AND DATA';
run;
proc glm data=robust;
class A B C D E F G;
model $Y$ logs $=A B C D E F G ;$
estimate 'A' A -1 1/divisor=16;
estimate 'B' B -1 1/divisor=16;
estimate 'C' C -1 1/divisor=16;
estimate 'D' D -1 1/divisor=16;
estimate 'E' E -1 1/divisor=16;
estimate 'F' F -1 1/divisor=16;
estimate 'G' G -1 1/divisor=16;
title2 'IDENTIFICATION OF ADJUSTMENT AND DISPERSION FACTORS';
title3 'THROUGH ANALYSIS OF VARIANCE';
run;
proc reg data=robust;
model Y = A D G;
title2 'ESTIMATING PREDICTION EQUATION';
title3 'USING ADJUSTMENT FACTORS A, D, G';
run;
quit;

## Table 17.2 (Continued)

| Obs | A | B | C | D | E | F | G | M | N | 0 | Y | S | Logs |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2.2 | 0.0092 | -4.68855 |
| 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 2.1 | 0.0092 | -4.68855 |
| 3 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 2.3 | 0.0092 | -4.68855 |
| 4 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 2.3 | 0.0092 | -4.68855 |
| 5 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0.3 | 1.7700 | 0.57098 |
| 6 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 2.5 | 1.7700 | 0.57098 |
| 7 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 2.7 | 1.7700 | 0.57098 |
| 8 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0.3 | 1.7700 | 0.57098 |
| 9 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0.5 | 2.1000 | 0.74194 |
| 10 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 3.1 | 2.1000 | 0.74194 |
| 11 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 0 | 1 | 0.4 | 2.1000 | 0.74194 |
| 12 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 2.8 | 2.1000 | 0.74194 |
| 13 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 2.0 | 0.0092 | -4.68855 |
| 14 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 1.9 | 0.0092 | -4.68855 |
| 15 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 1 | 0 | 1 | 1.8 | 0.0092 | -4.68855 |
| 16 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 2.0 | 0.0092 | -4.68855 |
| 17 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 3.0 | 0.0025 | -5.99146 |
| 18 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 3.1 | 0.0025 | -5.99146 |
| 19 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 3.0 | 0.0025 | -5.99146 |
| 20 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 0 | 3.0 | 0.0025 | -5.99146 |
| 21 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 2.1 | 1.8733 | 0.62770 |
| 22 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 1 | 4.2 | 1.8733 | 0.62770 |
| 23 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 1.0 | 1.8733 | 0.62770 |
| 24 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 3.1 | 1.8733 | 0.62770 |
| 25 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 4.0 | 1.7625 | 0.56673 |
| 26 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 1.9 | 1.7625 | 0.56673 |
| 27 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 4.6 | 1.7625 | 0.56673 |
| 28 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 2.2 | 1.7625 | 0.56673 |
| 29 | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 2.0 | 0.0067 | -5.00565 |
| 30 | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 1 | 1.9 | 0.0067 | -5.00565 |
| 31 | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 1.9 | 0.0067 | -5.00565 |
| 32 | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 1 | 1 | 0 | 1.8 | 0.0067 | -5.00565 |

Table 17.2 (Continued)

# IDENTIFICATION OF ADJUSTMENT AND DISPERSION FACTORS THROUGH ANALYSIS OF VARIANCE 

The GLM Procedure

|  |  | Sum of |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Source | DF | Squares | Mean Square | F Value | $\mathrm{Pr}>\mathrm{F}$ |
| Model | 7 | 11.00000000 | 1.57142857 | 1.67 | 0.1646 |
| Error | 24 | 22.60000000 | 0.94166667 |  |  |
| Corrected Total | 31 | 33.60000000 |  |  |  |


| R-Square | Coeff Var | Root MSE | Y Mean |
| :--- | ---: | ---: | ---: |
| 0.327381 | 43.12867 | 0.970395 | 2.250000 |


| Source | DF | Type I SS | Mean Square | F Value | Pr $>$ F |
| :--- | :---: | :---: | :---: | :---: | :---: |
| A | 1 | 5.78000000 | 5.78000000 | 6.14 | 0.0207 |
| B | 1 | 0.18000000 | 0.18000000 | 0.19 | 0.6659 |
| C | 1 | 0.12500000 | 0.12500000 | 0.13 | 0.7188 |
| D | 1 | 2.53125000 | 2.53125000 | 2.69 | 0.1141 |
| E | 1 | 0.66125000 | 0.66125000 | 0.70 | 0.4103 |
| F | 1 | 0.01125000 | 0.01125000 | 0.01 | 0.9139 |
| G | 1 | 1.71125000 | 1.71125000 | 1.82 | 0.1902 |
|  |  |  |  |  |  |
| Source | D | Type III SS | Mean Square | F Value | Pr $>$ F |
| A | 1 | 5.78000000 | 5.78000000 | 6.14 | 0.0207 |
| B | 1 | 0.18000000 | 0.18000000 | 0.19 | 0.6659 |
| C | 1 | 0.12500000 | 0.12500000 | 0.13 | 0.7188 |
| D | 1 | 2.53125000 | 2.53125000 | 2.69 | 0.1141 |
| E | 1 | 0.66125000 | 0.66125000 | 0.70 | 0.4103 |
| F | 1 | 0.01125000 | 0.01125000 | 0.01 | 0.9139 |
| G | 1 | 1.71125000 | 1.71125000 | 1.82 | 0.1902 |


| Parameter | Estimate | Error | t Value | Pr $>\|t\|$ |
| :--- | ---: | ---: | ---: | ---: |
| A | 0.05312500 | 0.02144291 | 2.48 | 0.0207 |
| B | -0.00937500 | 0.02144291 | -0.44 | 0.6659 |
| C | 0.00781250 | 0.02144291 | 0.36 | 0.7188 |
| D | -0.03515625 | 0.02144291 | -1.64 | 0.1141 |
| E | 0.01796875 | 0.02144291 | 0.84 | 0.4103 |
| F | -0.00234375 | 0.02144291 | -0.11 | 0.9139 |
| G | -0.02890625 | 0.02144291 | -1.35 | 0.1902 |

Table 17.2 (Continued)


Table 17.2 (Continued)

observation as a function of design and noise factor effects as well as the 2-factor interactions between design and noise factors, or

$$
\begin{equation*}
Y=\mu(\boldsymbol{A})+v(\boldsymbol{B})+\lambda(\boldsymbol{A}, \boldsymbol{B})+\sigma e \tag{17.7}
\end{equation*}
$$

where $\boldsymbol{B}$ denotes the noise factor settings. Contrary to (17.5), in (17.7) $\sigma$ is independent of the design factors. Even though the noise factors are considered to be random factors during the use of the product, we need to remember that for the purpose of the robust-design experiment their levels are selected by the experimenter. It is for this reason that we first consider (17.7) conditionally on $\boldsymbol{B}$ in order to identify important design and noise factors. Using those factors we then consider the predicted value $\widehat{Y}$ and consider $\operatorname{var}(\widehat{Y})$ as a second response in an effort to reduce the variability.

More specifically, let us now write (17.7) as

$$
\begin{equation*}
\boldsymbol{Y}=\boldsymbol{X} \boldsymbol{\beta}+\boldsymbol{Z} \boldsymbol{\gamma}+\boldsymbol{W} \boldsymbol{\delta}+\sigma \boldsymbol{e} \tag{17.8}
\end{equation*}
$$

where $\boldsymbol{X}_{N \times p}, \boldsymbol{Z}_{N \times q}$, and $\boldsymbol{W}_{N \times s}$ are known design model matrices associated with the design factor effects $\boldsymbol{\beta}_{p \times 1}$, the noise factor effects $\boldsymbol{\gamma}_{q \times 1}$, and the design-noise factor interactions $\boldsymbol{\delta}_{s \times 1}$, respectively. It is convenient and useful here to think of model (17.8) as a regression or response surface model. Depending on the experimental design used, $\boldsymbol{\beta}$ may include linear and quadratic main effects and possibly some interaction effects between design factors, and $\boldsymbol{\delta}$ may include some or all 2-factor interactions between design and noise factors.

As indicated earlier, in step 1 we analyze $\boldsymbol{Y}$ conditional on $\boldsymbol{\gamma}$ and $\boldsymbol{\delta}$ using analysis of variance. Suppose we identify $\boldsymbol{\beta}_{0} \subset \boldsymbol{\beta}, \boldsymbol{\gamma}_{0} \subset \boldsymbol{\gamma}$, and $\boldsymbol{\delta}_{0} \subset \boldsymbol{\delta}$ as important effects. We write a model for the predicted value then as

$$
\begin{equation*}
\widehat{y}=\widehat{\boldsymbol{\beta}}_{0}^{\prime} \boldsymbol{x}_{0}+\widehat{\boldsymbol{\gamma}}_{0}^{\prime} z_{0}+\widehat{\boldsymbol{\delta}}_{0}^{\prime} \boldsymbol{w}_{0} \tag{17.9}
\end{equation*}
$$

where $\boldsymbol{x}_{0}$ represents the linear and quadratic terms for design factors retained in (17.9), $z_{0}$ represents linear terms for noise factors retained in (17.9), and $\boldsymbol{w}_{0}$ represents cross-product terms $x z$ associated with design and noise factor interaction terms retained in (17.9). For example, (17.9) might be of the form

$$
\begin{equation*}
\widehat{y}=\widehat{\beta}_{0}+\widehat{\beta}_{1} x_{1}+\widehat{\beta}_{11} x_{1}^{2}+\widehat{\beta}_{2} x_{2}+\widehat{\gamma}_{2} z_{2}+\widehat{\gamma}_{3} z_{3}+\widehat{\delta}_{12} x_{1} z_{2}+\widehat{\delta}_{23} x_{2} z_{3} \tag{17.10}
\end{equation*}
$$

in which case $\widehat{\boldsymbol{\beta}}_{0}^{\prime}=\left(\widehat{\beta}_{0}, \widehat{\beta}_{1}, \widehat{\beta}_{11}, \widehat{\beta}_{2}\right), \widehat{\boldsymbol{\gamma}}_{0}^{\prime}=\left(\widehat{\gamma}_{2}, \widehat{\gamma_{3}}\right), \widehat{\boldsymbol{\delta}}_{0}^{\prime}=\left(\widehat{\delta}_{12}, \widehat{\delta}_{23}\right)$ and $\boldsymbol{x}_{0}^{\prime}=$ $\left(1, x_{1}, x_{1}^{2}, x_{2}\right), z_{0}^{\prime}=\left(z_{2}, z_{3}\right), \boldsymbol{w}_{0}^{\prime}=\left(x_{1} z_{2}, x_{2} z_{3}\right)$, with $x_{i}$ referring to the $i$ th design factor and $z_{j}$ to the $j$ th noise factor.

Given $\widehat{\boldsymbol{\beta}_{0}}, \widehat{\boldsymbol{\gamma}_{0}}, \widehat{\boldsymbol{\delta}_{0}}$ and assuming now that the $z$ and $w$ terms are random variables, we model the location as

$$
\begin{equation*}
\widehat{E}\left(y \mid \widehat{\boldsymbol{\beta}}_{0}, \widehat{\boldsymbol{\gamma}}_{0}, \widehat{\boldsymbol{\delta}}_{0}\right)=\widehat{\boldsymbol{\beta}}_{0}^{\prime} \boldsymbol{x}_{0} \tag{17.11}
\end{equation*}
$$

and the variability as

$$
\begin{align*}
\widehat{\operatorname{var}}\left(y \mid \widehat{\boldsymbol{\beta}}_{0}, \widehat{\boldsymbol{\gamma}}_{0}, \widehat{\boldsymbol{\delta}}_{0}\right)= & \operatorname{var}\left(\widehat{\boldsymbol{\gamma}}_{0}^{\prime} z_{0}\right)+\operatorname{var}\left(\widehat{\boldsymbol{\gamma}}_{0}^{\prime} \boldsymbol{w}_{0}\right) \\
& +2 \operatorname{cov}\left(\widehat{\boldsymbol{\gamma}}_{0}^{\prime} z_{0}, \widehat{\boldsymbol{\gamma}}_{0}^{\prime} \boldsymbol{w}_{0}\right)+\sigma^{2} \tag{17.12}
\end{align*}
$$

To illustrate (17.11) and (17.12) we consider (17.10) and find

$$
\begin{equation*}
\widehat{E}(y)=\widehat{\beta}_{0}+\widehat{\beta}_{1} x_{1}+\widehat{\beta}_{11} x_{1}^{2}+\widehat{\beta}_{2} x_{2} \tag{17.13}
\end{equation*}
$$

and

$$
\begin{align*}
\operatorname{var}(y)= & \left(\widehat{\gamma}_{2}\right)^{2} \sigma_{z_{2}}^{2}+\left(\widehat{\gamma}_{3}\right)^{2} \sigma_{z_{3}}^{2}+\left(\widehat{\delta}_{12} x_{1}\right)^{2} \sigma_{z_{2}}^{2} \\
& +\left(\widehat{\delta}_{23} x_{2}\right)^{2} \sigma_{z_{3}}^{2}+2 \widehat{\gamma}_{2} \widehat{\delta}_{12} x_{1} \sigma_{z_{2}}^{2} \\
& +2 \widehat{\gamma}_{3} \widehat{\delta}_{23} x_{2} \sigma_{z_{3}}^{2}+\sigma^{2} \\
= & {\left[\left(\widehat{\gamma}_{2}\right)^{2}+\left(\widehat{\delta}_{12} x_{1}\right)^{2}+2 \widehat{\gamma}_{2} \widehat{\delta}_{12} x_{1}\right] \sigma_{z_{2}}^{2} } \\
& +\left[\left(\widehat{\gamma}_{3}\right)^{2}+\left(\delta_{23} x_{2}\right)^{2}+2 \widehat{\gamma}_{3} \widehat{\delta}_{23} x_{2}\right] \sigma_{z_{3}}^{2} \\
& +\sigma^{2} \tag{17.14}
\end{align*}
$$

Assuming that the levels for the noise factors $B_{2}$ and $B_{3}$ are chosen such that $\sigma_{z_{2}}^{2}=\sigma_{z_{3}}^{2}=1$, then an estimator for (17.14) can be written as

$$
\begin{align*}
\widehat{\operatorname{var}}\left(y \mid \widehat{\boldsymbol{\beta}}_{0}, \widehat{\boldsymbol{\gamma}}_{0}, \widehat{\boldsymbol{\delta}}_{0}\right)= & {\left[\left(\widehat{\gamma}_{2}\right)^{2}+\left(\widehat{\delta}_{12} x_{1}\right)^{2}+2 \widehat{\gamma}_{2} \widehat{\delta}_{12} x_{12}\right] } \\
& +\left[\left(\widehat{\gamma}_{3}\right)^{2}+\left(\widehat{\delta}_{23} x_{2}\right)^{2}+2 \widehat{\gamma}_{3}\left\{\widehat{\delta}_{23} x_{2}\right]+\operatorname{MS}(E)\right. \tag{17.15}
\end{align*}
$$

where $\operatorname{MS}(E)$ is obtained from the ANOVA using model (17.8). By choosing the levels of the noise factors such that $\sigma_{z_{j}}^{2}=1$, we also assume that under field conditions the $z$ values represent a random sample of levels within the same range.

The response surface (17.11) in general or (17.13) for the illustrated case will then be used to adjust the process to the target value. At the same time the response surface (17.12) in general or (17.15) for the illustrated case will serve to reduce the variance by using the identified adjustment factors. In general, these two objectives cannot be achieved independently of each other and hence require engineering as well as statistical considerations. For examples, see Myers, Khuri, and Vining (1992) and Vining and Myers (1990), who also point out how this may involve sequential experimentation.

Another way of making use of the design-noise factor interactions is to consider, for each interaction, the interaction plot and choose the design factor level that has the flattest response over the range of the particular noise factor (see Wu and Hamada, 2000).

Finally, an extension of model (17.8) and the analysis based on it has been proposed by Wolfinger and Tobias (1998). Their mixed linear model allows a more direct approach of modeling variability in addition to location. However, this approach requires the assumption of normality for the distribution of the dispersion and random effects in order to perform maximum likelihood or REML estimation.

## CHAPTER18

## Lattice Designs

### 18.1 DEFINITION OF QUASI-FACTORIAL DESIGNS

We have previously discussed the desirability and usefulness of incomplete block designs (see Chapter 1) when the number of treatments is large and/or complete blocks are unavailable or inappropriate. In this chapter we describe yet other methods of constructing certain types of resolvable incomplete block designs, some of which are in fact BIB or PBIB designs, but others are not. These methods are based on a correspondence between the treatments to be compared and the treatment combinations of a factorial set such that the procedures for constructing systems of confounding (see Chapter 11) can be utilized. Because of this correspondence, these designs are referred to as quasi-factorial or lattice designs. We emphasize, however, that the actual treatments do not have a factorial structure.

Historically, lattice designs were developed for large-scale agricultural experiments (Yates, 1936b) in which large numbers of varieties were to be compared. The main application since then has been and continues to be in agriculture.

A special feature of lattice designs is that the number of treatments, $t$, is related to the block size, $k$, in the form $t=k^{2}$ or $t=k^{3}$ or $t=k(k+1)$ (see Section 18.2). Even though this limits the number of possible designs (see Section 6.2), lattice designs represent an important class of designs nevertheless, in particular when one is dealing with a large number of treatments. In certain types of agronomic experiments the number of treatments can easily be 100 or more, for example, in breeding experiments.

### 18.1.1 An Example: The Design

We shall illustrate the basic idea of a lattice design with a simple example. Suppose we have $t=4$ treatments $t_{1}, t_{2}, t_{3}, t_{4}$ and blocks of size 2 . We set

[^23]up the following correspondence between the four treatments and the treatment combinations of a $2^{2}$ factorial (using the notation of Section 7.2.4):

| Treatment | $t_{1}$ | $t_{2}$ | $t_{3}$ | $t_{4}$ |
| :--- | :---: | :---: | :---: | :---: |
| Quasi-factorial combination | $(1)$ | $a$ | $b$ | $a b$ |

To arrange the treatments in blocks of size 2 we make use of a system of partial confounding (see Chapter 9). We may, for example, use three different types of confounding in three replicates, that is,

| Replicate | Confounding | Blocks |
| :---: | :---: | :---: |
| I | $A$ | $(1), b$ and $a, a b$ |
| II | $B$ | $(1), a$ and $b, a b$ |
| III | $A B$ | $(1), a b$ and $a, b$ |

In terms of the treatments $t_{1}, t_{2}, t_{3}, t_{4}$ the arrangement is then as follows:

| Replicate I Replicate II <br> $t_{1}, t_{3}$  <br> $t_{2}, t_{4}$ $t_{1}, t_{2}$ <br> $t_{3}, t_{4}$ $t_{1}, t_{4}$ <br> $t_{2}, t_{3}$Replicate III |  |
| :--- | :--- | :--- |

Suppose that this basic pattern is repeated $q$ times, so that there are $3 q$ replicates altogether.

### 18.1.2 Analysis

Using the results of Chapter 9 we obtain the estimates $\widehat{A}_{\text {II,III }}, \widehat{B}_{\mathrm{I}, \mathrm{III}}, \widehat{A B}_{\mathrm{I}, \mathrm{II}}$. In order to make comparisons among the treatments $t_{1}, t_{2}, t_{3}, t_{4}$ or their effects $\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}$, respectively, we apply the parameterization (7.49). In this way we obtain, for example,

$$
\begin{aligned}
& \widehat{\tau}_{1}-\widehat{\tau}_{2}=-\widehat{A}_{I I, I I I}+\widehat{A B}_{\mathrm{I}, \mathrm{II}} \\
& \widehat{\tau}_{1}-\widehat{\tau}_{3}=-\widehat{B}_{\mathrm{I}, \mathrm{III}}+\widehat{A B}_{\mathrm{I}, \mathrm{II}} \\
& \widehat{\tau}_{1}-\widehat{\tau}_{4}=-\widehat{A}_{\mathrm{II}, \mathrm{III}}+\widehat{B}_{\mathrm{I}, \mathrm{III}}
\end{aligned}
$$

and other contrasts can be estimated similarly. Since $\widehat{A}_{\text {II,III }}, \widehat{B}_{\mathrm{I}, \mathrm{III}}$, and $\widehat{A B}_{\mathrm{I}, \mathrm{III}}$ are independent with

$$
\operatorname{var}\left(\widehat{A}_{\mathrm{II}, \mathrm{III}}\right)=\operatorname{var}\left(\widehat{B}_{\mathrm{I}, \mathrm{III}}\right)=\operatorname{var}\left(\widehat{A B}_{\mathrm{I}, \mathrm{II}}\right)=\sigma_{e}^{2} / 2 q
$$

Table 18.1 T | B-ANOVA for Lattice Design

| Source | d.f. | SS |
| :--- | :--- | :---: |
| $\boldsymbol{X}_{\rho} \mid \boldsymbol{J}$ | $3 q-1$ | Usual |
| $\boldsymbol{X}_{\beta^{*}} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}$ | $3 q$ | Usual |
| $\boldsymbol{X}_{\tau} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}$ | 3 | $2 q\left\{\left[\widehat{A}_{\mathrm{II}, \mathrm{III}}\right]^{2}+\left[\widehat{B}_{\mathrm{I}, \mathrm{III}}\right]^{2}+\left[\widehat{A B}_{\mathrm{I}, \mathrm{II}}\right]^{2}\right\}$ |
| $\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\tau}$ | $3(2 q-1)$ | Subtraction |
| Total | $12 q-1$ | Usual |

it follows then that

$$
\operatorname{var}\left(\widehat{\tau}_{i}-\widehat{\tau}_{j}\right)=\sigma_{e}^{2} / 2 q
$$

for $i, j=1,2,3,4, i \neq j$.
To estimate $\sigma_{e}^{2}$ we turn to the T|B-ANOVA given in Table 18.1, which follows from the familiar model [see (9.1)]

$$
\mathbf{y}=\mu \mathcal{J}+\boldsymbol{X}_{\rho} \boldsymbol{\rho}+\boldsymbol{X}_{\boldsymbol{\beta}^{*}} \boldsymbol{\beta}^{*}+\boldsymbol{X}_{\tau} \boldsymbol{\tau}+\boldsymbol{e}
$$

Hence $\operatorname{MS}\left(\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\tau}\right)$ is an estimate of $\sigma_{e}^{2}$.
Based upon the factorial correspondence it is also easy to obtain the combined estimator for treatment comparisons. Using the notation of Section 9.2.3, we combine the intrablock estimator $\widehat{A}_{\text {II,III }}$ and the interblock estimator $\widetilde{A}_{\text {I }}$ and obtain the combined estimator for $A$ as

$$
\begin{align*}
\widehat{\widehat{A}} & =\frac{2 q w \widehat{A}_{\mathrm{II}, \mathrm{III}}+q w^{\prime} \widetilde{A}_{\mathrm{I}}}{2 q w+q w^{\prime}} \\
& =\frac{w \widehat{A}_{\mathrm{II}}+w \widehat{A}_{\mathrm{III}}+w^{\prime} \widetilde{A}_{\mathrm{I}}}{2 w+w^{\prime}} \tag{18.1}
\end{align*}
$$

where we have used the fact that $\widehat{A}_{\text {II,III }}=\frac{1}{2}\left(\widehat{A}_{\text {II }}+\widehat{A}_{\text {III }}\right)$ and $w=1 / \sigma_{e}^{2}, w^{\prime}=$ $1 /\left[\sigma_{e}^{2}+2 \sigma_{\beta}^{2}\right]$. Similarly

$$
\begin{equation*}
\widehat{\widehat{B}}=\frac{w \widehat{B}_{\mathrm{I}}+w \widehat{B}_{\mathrm{III}}+w^{\prime} \widetilde{B}_{\mathrm{II}}}{2 w+w^{\prime}} \tag{18.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{\widehat{A B}}=\frac{w \widehat{A B}_{\mathrm{I}}+w \widehat{A B}_{\mathrm{II}}+w^{\prime} \widetilde{A B}_{\mathrm{III}}}{2 w+w^{\prime}} \tag{18.3}
\end{equation*}
$$

Since

$$
\operatorname{var}(\widehat{\widehat{A}})=\operatorname{var}(\widehat{\widehat{B}})=\operatorname{var}(\widehat{\widehat{A B}})=\frac{1}{q\left(2 w+w^{\prime}\right)}
$$

Table 18.2 B|T-ANOVA for Lattice Design

| Source | d.f. | SS | $E$ (MS) |
| :---: | :---: | :---: | :---: |
| $\boldsymbol{X}_{\rho} \mid \mathfrak{J}$ | $3 q-1$ | Usual |  |
| $\boldsymbol{X}_{\tau} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}$ | 3 | Usual |  |
| $\boldsymbol{X}_{\beta^{*}} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}$ | $3 q$ |  | $\sigma_{e}^{2}+2\left(1-\frac{1}{3 q}\right) \sigma_{\beta}^{2}$ |
| $A \times$ reps I | $q-1$ | $\sum_{i=1}^{q}\left[\widetilde{A}_{\mathrm{I}, i}\right]^{2}-q\left[\tilde{A}_{\mathrm{I}}\right]^{2}$ | $\sigma_{e}^{2}+2 \sigma_{\beta}^{2}$ |
| $B \times$ reps II | $q-1$ | $\sum_{i=1}^{q}\left[\widetilde{B}_{\mathrm{II}, i}\right]^{2}-q\left[\widetilde{B}_{\mathrm{II}}\right]^{2}$ | $\sigma_{e}^{2}+2 \sigma_{\beta}^{2}$ |
| $A B \times$ reps III | $q-1$ | $\sum_{i=1}^{q}\left[\widetilde{A B}_{\mathrm{III}, i}\right]^{2}-q\left[\widetilde{A B}_{\mathrm{III}}\right]^{2}$ | $\sigma_{e}^{2}+2 \sigma_{\beta}^{2}$ |
| $\widehat{A}_{\text {II, III }}$ vs. $\widetilde{A}_{\text {I }}$ | 1 | $\frac{2 q}{3}\left[\widehat{A}_{\text {II,III }}-\widetilde{A}_{\text {I }}\right]^{2}$ | $\sigma_{e}^{2}+\frac{4}{3} \sigma_{\beta}^{2}$ |
| $\widehat{B}_{\text {I,III }}$ vs. $\widetilde{B}_{\text {III }}$ | 1 | $\frac{2 q}{3}\left[\widehat{B}_{\text {I,III }}-\widetilde{B}_{\text {II }}\right]^{2}$ | $\sigma_{e}^{2}+\frac{4}{3} \sigma_{\beta}^{2}$ |
| $\widehat{A B}_{\text {I,II }}$ vs. $\widetilde{A B}_{\text {III }}$ | 1 | $\frac{2 q}{3}\left[\widehat{A B}_{\mathrm{I}, \mathrm{II}}-\widetilde{A B}_{\mathrm{III}}\right]^{2}$ | $\sigma_{e}^{2}+\frac{4}{3} \sigma_{\beta}^{2}$ |
| $\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\beta^{*}} \boldsymbol{X}_{\tau}$ | $3(2 q-1)$ | From Table 18.1 | $\sigma_{e}^{2}$ |

it follows then that, for example,

$$
\operatorname{var}\left(\widehat{\widehat{\tau}}_{1}-\widehat{\tau}_{2}\right)=\operatorname{var}(-\widehat{\widehat{A}}+\widehat{\widehat{A B}})=\frac{2}{q\left(2 w+w^{\prime}\right)}
$$

The variance of other contrasts can be worked out similarly. To estimate $w$ and $w^{\prime}$ use is made of the T|B-ANOVA of Table 18.1 and the $\mathrm{B} \mid \mathrm{T}$-ANOVA of Table 18.2, which follows the format of Table 9.11. We thus obtain

$$
\begin{align*}
\widehat{\sigma}_{e}^{2}=\frac{1}{\widehat{w}}= & \operatorname{MS}\left(\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\tau}\right)  \tag{18.4}\\
\widehat{\sigma}_{e}^{2}+2 \widehat{\sigma}_{\beta}^{2}=\frac{1}{\widehat{w}^{\prime}}= & \frac{3 q}{3 q-1} \operatorname{MS}\left(\boldsymbol{X}_{\beta^{*}} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right) \\
& -\frac{1}{3 q-1} \operatorname{MS}\left(\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}, \boldsymbol{X}_{\tau}\right) \tag{18.5}
\end{align*}
$$

Substituting (18.4) and (18.5) into (18.1), (18.2), and (18.3) then yields the combined estimator for $A, B$, and $A B$, respectively, and with that the combined
estimators for $\tau_{i}-\tau_{j}$, for example,

$$
\tilde{\tau}_{1}-\widetilde{\tau}_{2}=-\frac{2 \widehat{w} \widehat{A}_{\mathrm{II}, \mathrm{III}}+\widehat{w}^{\prime} \widetilde{A}_{\mathrm{I}}}{2 \widehat{w}+\widehat{w}^{\prime}}+\frac{2 \widehat{w} \widehat{A B}_{\mathrm{I}, \mathrm{II}}+\widehat{w}^{\prime} \widetilde{A B}_{\mathrm{III}}}{2 \widehat{w}+\widehat{w}^{\prime}}
$$

with estimated variance

$$
\begin{equation*}
\widehat{\operatorname{var}}\left(\tilde{\tau}_{i}-\tilde{\tau}_{j}\right)=\frac{2}{2 q \widehat{w}+q \widehat{w}^{\prime}} \tag{18.6}
\end{equation*}
$$

for all $i, j=1,2,3,4, i \neq j$.
The fact that each treatment comparison is estimated with the same variance, whether we use intrablock information only or combined intra- and interblock information, suggests that this lattice design is in fact a BIB design. This can be verified easily, and this design serves as an illustration of the construction procedure referred to in Section 3.4. Because of the feature mentioned above, this particular lattice design is called a balanced lattice. It is just one of several types of lattice designs as we shall describe in the next section.

### 18.1.3 General Definition

Even though we have only discussed a simple example, the general idea of a lattice design can be stated as follows: The treatments are identified with the treatment combinations of a symmetrical factorial. The implied factorial structure is then used to construct a resolvable design in incomplete blocks by using different systems of partial confounding of main effects and interactions. The same factorial (or better: quasi-factorial) structure can then be used to obtain various types of estimators, that is, intrablock, interblock, combined estimators, for contrasts of treatment effects, together with their variances. This latter point is no longer as important as it was at the time when these designs were developed. We can now simply refer to the procedures described in Sections 1.8 and 1.14. On the other hand, the derivations in terms of the factorial are useful for establishing general properties of lattice designs, as, for example, whether they are BIB or PBIB designs.

### 18.2 TYPES OF LATTICE DESIGNS

The existing lattice designs can be classified according to

1. Number of treatments, $t$
2. Block size, $k$
3. Number of different systems of confounding used, $s$
4. Number of restrictions imposed on randomization, $c$

Using these parameters a partial list consisting of the most commonly used lattice designs is given in Table 18.3. Although this table mentions only lattice designs with $c=1,2$, and $t=K^{2}, K^{3}, K(K-1)$, it should be clear how this classification can be extended to $n$-dimensional lattices, that is, $t=K^{n}(n=4,5, \ldots$,) with $c$ restrictions, $c=1,2,3, \ldots$ (e.g., Kempthorne and Federer, 1948a, 1948b; Federer, 1955).

Balanced lattices have the same properties as BIB designs, in that each treatment occurs together once with every other treatment in the same block, which

Table 18.3 Types of Lattice Designs

| Type | c | $t$ | $k$ | $s$ |
| :---: | :---: | :---: | :---: | :---: |
| One-restrictional two-dimensional (square) lattices $1 \quad K^{2}$ |  |  |  |  |
| Simple (double) lattice |  |  | K | 2 |
| Triple lattice |  |  | K | 3 |
| Quadruple lattice |  |  | K | 4 |
|  |  |  | $(\neq 6)$ |  |
| Balanced lattice |  |  | $K^{a}$ | $K+1$ |
| One-restrictional three-dimensional (cubic) lattices | 1 | $K^{3}$ |  |  |
| Triple lattice |  |  | K | 3 |
| Quadruple lattice |  |  | $K^{a}$ | 4 |
| Balanced lattice |  |  | $K^{a}$ | $K^{2}+K+1$ |
| Two-restrictional two-dimensional lattices |  |  |  |  |
| Semibalanced lattice square |  |  | $K^{a}$ | $(K+1) / 2$ |
| Balanced lattice square |  |  | $K^{a}$ | $K+1$ |
| Unbalanced lattice square |  |  | $K^{a}$ | $\geq 2$ |
| Unbalanced lattice square |  |  | 6 | $\leq 3$ |
| Unbalanced lattice square |  |  | 10 | $\leq 4$ |
| Unbalanced lattice square |  |  | 12 | $\leq 7$ |
| Unbalanced lattice square |  |  | 14 | $\leq 5$ |
| Unbalanced lattice square |  |  | 15 | $\leq 6$ |
| One-restrictional two-dimensional rectangular lattices $\quad 1 \quad K(K-1)$ |  |  |  |  |
| Simple rectangular lattice |  |  | K-1 | 2 |
| Triple rectangular lattice |  |  | K-1 | 3 |
| Near balanced rectangular lattice |  |  | $K-1^{a}$ | K |

[^24]implies that all treatment differences are estimated with the same variance. The number of different systems of confounding ( $s$ ) needed to achieve such balance depends on the dimensionality $(n)$ of the design, increasing roughly exponentially. Even for moderate values of $n$, it may therefore be difficult, from a practical point of view, to achieve balance.

Lattice designs other than balanced lattices have at least the properties of PBIB designs with two or more associate classes (see Section 18.7). The method of constructing lattice designs using different systems of confounding provides thus an easy and convenient way to construct PBIB designs of certain types.

With regard to rectangular lattices one can envision more general designs with $t=K L$ in blocks of size $k=L$ with $L \leq K-1$. The most important case, however, and the one usually referred to as rectangular lattice is that of $L=K-1$. Apart from using blocks of size $k=K-1$ instead of $K$ as for the other (square) lattice designs, the rectangular lattice of the above type is suitable for $t$ values between $(K-1)^{2}$ and $K^{2}$, thus providing additional incomplete block designs. Even though the rectangular lattices can be constructed easily (see Section 18.11), they are not based on systems of confounding, that is, they are not based on the method of pseudofactors. It has been shown (Nair, 1951) that rectangular lattices are PBIB designs or even more general than PBIB designs.

### 18.3 CONSTRUCTION OF ONE-RESTRICTIONAL LATTICE DESIGNS

### 18.3.1 Two-Dimensional Lattices

We consider first the case where $K$ is prime or prime power. The $K^{2}$ treatments can then be represented by the treatment combinations of a $K^{2}$ factorial with pseudofactors $A$ and $B$. A simple lattice with blocks of size $K$ is obtained by confounding $A$ in one replicate (sometimes referred to as the $X$ arrangement) and $B$ in the other replicate (sometimes referred to as the $Y$ arrangement). For a triple lattice we may confound $A, B$, and $A B$, respectively, in the three replicates, and for a quadruple lattice $A, B, A B$, and $A B^{2}$, respectively. Continuing in this fashion, a balanced lattice is obtained by confounding $A, B, A B, A B^{2}, \ldots, A B^{K-1}$, respectively, in the $K+1$ replicates.

This method of using systems of confounding to construct lattice designs is, of course, equivalent to arranging the $K^{2}$ treatments in a square array with the cell in the $i$ th row and $j$ th column containing the treatment combination $a_{i} b_{j}$ and using for a simple lattice the rows as blocks for one replicate and the columns as blocks for the other replicate. For a triple lattice the rows, columns, and Latin letters of a Latin square constitute the three replicates. Since a Latin square exists for any $K$, this implies that we can construct a triple lattice for every $K$. For a quadruple lattice the blocks of the four replicates are generated by the rows, columns, Latin letters, and Greek letters, respectively, of a Graeco-Latin square of order $K$. This is possible for all $K$ except $K=6$. The types of lattice designs that can be constructed for a given $K$ depends then on how many mutually
orthogonal Latin squares (MOLS) exist for that $K$. For example, for $K=10$, there exist only 2 MOLS, hence only simple, triple and quadruple lattices can be constructed; for $K=12$ there exist 5 MOLS so that lattices up to a septuple lattice can be constructed, similarly, for $K=14,15$ there exist 3,4 MOLS, respectively, so that lattices up to a quintuple, sextuple lattice, respectively, can be constructed (see Abel et al., 1996). Hence, $K-1$ MOLS and balanced lattices exist, however, only for $K$ prime or prime power.

### 18.3.2 Three-Dimensional Lattices

The replicates of these designs consist of $K^{2}$ blocks of size $K$. Expressing the $K^{3}$ treatments as the treatment combinations of a $K^{3}$ factorial with factors $A, B, C$ such replicates can be obtained for $K$ a prime or prime power by confounding any two effects or interactions and their GIs. In order to avoid complete confounding of any effect or interaction, which would lead to a disconnected design, at least three replicates are needed giving a triple lattice. We may specify a set of three replicates as follows:

Rep I: Confound $A, B, A B, A B^{2}, \ldots, A B^{K-1}$
Rep II: Confound $A, C, A C, A C^{2}, \ldots, A C^{K-1}$
Rep III: Confound $B, C, B C, B C^{2}, \ldots, B C^{K-1}$
which are sometimes referred to as $X, Y, Z$ arrangements, respectively.
Alternatively, we can arrange the treatments in a $K \times K \times K$ cube such that the treatment in the $i$ th row, $j$ th column, and $\ell$ th layer is $a_{i} b_{j} c_{\ell}$. The blocks for the three replicates can then be specified as follows:

Rep I: $\quad\left\{a_{i} b_{j} c_{\ell}, \ell=1,2, \ldots, K\right\}$ for each $i, j=1,2, \ldots, K$
Rep II: $\quad\left\{a_{i} b_{j} c_{\ell}, j=1,2, \ldots, K\right\}$ for each $i, \ell=1,2, \ldots, K$
Rep III: $\left\{a_{i} b_{j} c_{\ell}, i=1,2, \ldots, K\right\}$ for each $j, \ell=1,2, \ldots, K$
Obviously, such an arrangement is possible for every $K$, so that for a triple lattice $K$ does not have to be prime or prime power.

For a quadruple lattice with $K$ prime or prime power we can specify in addition to the three replicates above

Rep IV: Confound $A B, A C$ and all GIs
This process of adding further independent systems of confounding can be continued to generate further lattices. It follows from (11.15) that the total number of possible systems of confounding is

$$
\frac{\left(K^{3}-1\right)\left(K^{3}-K\right)}{\left(K^{2}-1\right)\left(K^{2}-K\right)}=\frac{K^{3}-1}{K-1}=K^{2}+K+1
$$

Using all such possible systems of confounding yields a balanced lattice.

### 18.3.3 Higher-Dimensional Lattices

The methods described in the previous sections can be extended immediately to higher dimensions such as $t=K^{4}$ or $t=K^{5}$. For $t=K^{4}$ and blocks of size $K$, we need at least four replicates to obtain a connected design. This may be achieved as follows:

Rep I: Confound $A, B, C$, and GIs
Rep II: Confound $A, B, D$, and GIs
Rep III: Confound $A, C, D$, and GIs
Rep IV: Confound $B, C, D$, and GIs
which is equivalent to writing the blocks as

| Rep I: | $\left\{a_{i} b_{j} c_{\ell} d_{m}, m=1,2, \ldots, K\right\}$ for $i, j, \ell=1,2, \ldots, K$ |
| :--- | :--- |
| Rep II: | $\left\{a_{i} b_{j} c_{\ell} d_{m}, \ell=1,2, \ldots, K\right\}$ for $i, j, m=1,2, \ldots, K$ |
| Rep III: | $\left\{a_{i} b_{j} c_{\ell} d_{m}, j=1,2, \ldots, K\right\}$ for $i, \ell, m=1,2, \ldots, K$ |
| Rep IV: | $\left\{a_{i} b_{j} c_{\ell} d_{m}, i=1,2, \ldots, K\right\}$ for $j, \ell, m=1,2, \ldots, K$ |

This shows that a lattice design is possible for every $K$.
For a balanced lattice with $t=K^{4}$ treatments we need $\left(K^{4}-1\right) /(K-1)$ different replicates. Already for $K=3$ this number, 40, is prohibitively large for most practical purposes. An enumeration of such a set of systems of confounding is given by Kempthorne (1952).

For $t=K^{5}$ the same arguments can be made, except that in this case at least five replicates are needed to achieve a connected design.

Rather than considering only blocks of size $K$ we may also envisage blocks of size $K^{2}$ or $K^{3}$. Using the factorial correspondence, it should be clear how such designs can be constructed for $K$ prime or prime power. Care must be taken to avoid complete confounding of any main effect or interaction. For other values of $K$ the arrangement of the treatments in a hypercube suggests immediately how replicates with blocks of size $K^{2}$ or $K^{3}$ can be found by simply extending the principle used above.

### 18.4 GENERAL METHOD OF ANALYSIS FOR ONE-RESTRICTIONAL LATTICE DESIGNS

Since lattice designs are incomplete block designs, their analysis follows along the general principles discussed in Chapter 1, leading to intrablock or combined intra- and interblock estimates of estimable functions of the treatment effects. However, since the construction of lattice designs for $K$ prime or prime power is based on the methods of factorial experiments, the analysis can be carried out alternatively as that of confounded factorial experiments as presented in Chapter 11 making use of the parameterization of treatment effects in terms of main
effects and interactions (cf. Section 11.9). We shall now reiterate the major steps for this type of analysis, making extensive references to Chapter 11.

The basic model for any one-restrictional lattice design is

$$
\begin{equation*}
y_{i j \ell}=\mu+\rho_{i}+\beta_{i j}^{*}+\tau_{\ell}+e_{i j \ell} \tag{18.7}
\end{equation*}
$$

where $\rho_{i}$ is a replicate effect $(i=1,2, \ldots, s q, q=$ number of repetitions of basic lattice design), $\beta_{i j}^{*}$ is a block/replicate effect $(j=1,2, \ldots, b$ with $b$ depending on the type of lattice), and $\tau_{\ell}$ is a treatment effect $(\ell=1,2, \ldots, t)$. Further, if treatment $\ell$ corresponds to the pseudotreatment combination $\boldsymbol{x}^{\prime}=\left(x_{1}, x_{2}, \ldots, x_{K}\right)$, we have, using the notation of Section 11.9),

$$
\begin{equation*}
\tau_{\ell} \equiv \tau(\boldsymbol{x})=a(\boldsymbol{x})-M=\sum_{\boldsymbol{\alpha} \in \mathcal{A}} E_{\boldsymbol{\alpha}^{\prime} x}^{\boldsymbol{\alpha}} \tag{18.8}
\end{equation*}
$$

We are interested in estimating treatment contrasts

$$
\begin{equation*}
\sum_{\ell=1}^{t} c_{\ell} \tau_{\ell} \equiv \sum_{\boldsymbol{x} \in \chi} c(\boldsymbol{x}) \tau(\boldsymbol{x})=\sum_{\boldsymbol{x} \in \chi} \sum_{\boldsymbol{\alpha} \in \mathcal{A}} c(\boldsymbol{x}) E_{\boldsymbol{\alpha}^{\prime} \boldsymbol{x}}^{\boldsymbol{\alpha}} \tag{18.9}
\end{equation*}
$$

for

$$
\sum_{\ell=1}^{t} c_{\ell}=\sum_{\boldsymbol{x} \in \chi} c(\boldsymbol{x})=0
$$

using the right-hand side (RHS) of (18.9), that is, using estimates of the $E_{\boldsymbol{\alpha}^{\prime} x}^{\alpha}$. From the construction of lattice designs it follows that the interaction components in (18.9) fall into only two of the three sets defined in Section 11.6, namely $E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}$ (partially confounded) and $E^{\delta_{m}} \in \mathcal{E}_{3}$ (unconfounded). Thus, if we use intrablock information only, we obtain $\widehat{E}_{\boldsymbol{\gamma}_{\ell^{\prime}}^{\prime}}^{\gamma_{\ell}}$ and $\widehat{E}_{\delta_{\ell^{\prime}}^{\prime}}^{\delta_{\ell}}$ in the usual way and then

$$
\begin{equation*}
\sum_{\ell=1}^{t} c_{\ell} \widehat{\tau}_{\ell}=\sum_{\boldsymbol{x} \in \chi} c(\boldsymbol{x}) \widehat{\tau}(\boldsymbol{x})=\sum_{\boldsymbol{x} \in \chi} c(\boldsymbol{x})\left[\sum_{\varepsilon_{2}} \widehat{E}_{\boldsymbol{\gamma}_{\ell}^{\prime} \boldsymbol{x}}^{\boldsymbol{\gamma}_{\ell}}+\sum_{\varepsilon_{3}} \widehat{E}_{\delta_{m}^{\prime} \boldsymbol{x}}^{\delta_{m}}\right] \tag{18.10}
\end{equation*}
$$

If we use intra- and interblock information, as is usually the case with lattice designs, we obtain

$$
\begin{equation*}
\sum_{\ell=1}^{t} c_{\ell} \widehat{\widehat{\tau}}_{\ell}=\sum_{\boldsymbol{x} \in \chi} c(\boldsymbol{x}) \widehat{\widehat{\tau}}(\boldsymbol{x})=\sum_{\boldsymbol{x} \in \chi} c(\boldsymbol{x})\left[\sum_{\varepsilon_{2}} \widehat{\widehat{E}}_{\boldsymbol{\gamma}_{\ell}^{\prime} \boldsymbol{x}}^{\gamma_{\ell}}+\sum_{\varepsilon_{3}} \widehat{E}_{\delta_{m}^{\prime} \boldsymbol{x}}^{\delta_{m}}\right] \tag{18.11}
\end{equation*}
$$

where $\widehat{E}_{\boldsymbol{\gamma}_{\ell}^{\prime} x}^{\gamma_{\ell}}$ is given in (11.87).

A specific form of (18.9) is $\tau_{\ell}-\tau_{\ell^{\prime}}=\tau(\boldsymbol{x})-\tau(z)$, say. Then (18.11) is given by

$$
\begin{equation*}
\widehat{\widehat{\tau}}(\boldsymbol{x})-\widehat{\widehat{\tau}}(\boldsymbol{z})=\sum_{\varepsilon_{2}}\left[\widehat{\widehat{E}}_{\boldsymbol{\gamma}_{\ell}^{\prime} \boldsymbol{x}}^{\gamma_{\ell}}-\widehat{\widehat{E}}_{\boldsymbol{\gamma}_{\ell}^{\prime} z}^{\gamma_{\ell}}\right]+\sum_{\varepsilon_{3}}\left[\widehat{E}_{\boldsymbol{\delta}_{m}^{\prime} \boldsymbol{x}}^{\boldsymbol{\delta}_{m}}-\widehat{E}_{\boldsymbol{\delta}_{m}^{\prime} z}^{\delta_{m}}\right] \tag{18.12}
\end{equation*}
$$

Recall that $\mathcal{E}_{2}$ contains $n_{2}$ interactions and $\mathcal{E}_{3}$ contains $n_{3}$ interactions with $n_{2}+n_{3}=\left(K^{n}-1\right) /(K-1)$. There are, however, $\left(K^{n-1}-1\right) /(K-1)$ different $E^{\boldsymbol{\gamma}}{ }_{\ell} \in \mathcal{E}_{2}$ and $E^{\boldsymbol{\delta}_{m}} \in \mathcal{E}_{3}$ for which $\boldsymbol{\gamma}^{\prime}{ }_{\ell} \boldsymbol{x}=\boldsymbol{\gamma}^{\prime}{ }_{\ell} \boldsymbol{z}$ and $\boldsymbol{\delta}^{\prime}{ }_{m} \boldsymbol{x}=\boldsymbol{\delta}^{\prime}{ }_{m} \boldsymbol{z}$, for given $\boldsymbol{x}$ and $z$, so that the right-hand side of (18.12) contains only $K^{n-1}$ terms. Denoting the sets of interactions for which $\boldsymbol{\gamma}_{\ell}^{\prime} \boldsymbol{x} \neq \boldsymbol{\gamma}_{\ell}^{\prime} \boldsymbol{z}$ and $\boldsymbol{\delta}_{m}{ }_{m} \boldsymbol{x} \neq \boldsymbol{\delta}^{\prime}{ }_{m} \boldsymbol{z}$ by $\mathcal{E}_{2}^{*}(\boldsymbol{x}, \boldsymbol{z})$ and $\mathcal{E}_{3}^{*}(\boldsymbol{x}, \boldsymbol{z})$, respectively, and using (11.98) we then have for the estimator (18.12)

$$
\begin{align*}
\operatorname{var} & {[\widehat{\widehat{\tau}}(\boldsymbol{x})-\widehat{\widehat{\tau}}(\boldsymbol{z})] } \\
& =2 \sigma_{e}^{2}\left\{\sum_{\varepsilon_{2}^{*}(\boldsymbol{x}, z)}\left[\left(u\left(\boldsymbol{\gamma}_{\ell}\right)+c\left(\boldsymbol{\gamma}_{\ell}\right) \rho^{-1}\right) K^{n-1}\right]^{-1}+\sum_{\varepsilon_{3}^{*}(\boldsymbol{x}, \boldsymbol{z})}\left[s K^{n-1}\right]^{-1}\right\} \tag{18.13}
\end{align*}
$$

Except for balanced lattices it will be the case that (18.13) will take on different values so that different treatment comparisons may be estimated with different variances. Rather than use the variance as given by (18.13) for a given comparison it is common practice in the analysis of lattice designs, in particular within the context of multiple comparison procedures, to use the average variance of all such comparisons. It follows from (11.100) that such average variance is given by

$$
\text { av. var }=2 \frac{K-1}{K^{n}-1} \sigma_{e}^{2} \sum_{\boldsymbol{\alpha} \in \mathcal{A}}\left[u(\boldsymbol{\alpha})+c(\boldsymbol{\alpha}) \rho^{-1}\right]^{-1}
$$

where $\mathcal{A}$ is the set of all partitions for a $K^{n}$ factorial and $0 \leq u(\boldsymbol{\alpha}) \leq s, 0 \leq$ $c(\boldsymbol{\alpha}) \leq s-1$ with $u(\boldsymbol{\alpha})+c(\boldsymbol{\alpha})=s$ as determined by the type of lattice. Alternatively, (18.14) can be written as

$$
\begin{equation*}
\text { av. var }=2 \frac{K-1}{K^{n}-1} \sum_{i=1}^{s} \frac{m_{i}}{i+(s-i) \rho^{-1}} \sigma_{e}^{2} \tag{18.14}
\end{equation*}
$$

where $m_{i}$ denotes the number of $E^{\alpha}$ unconfounded in $i$ replicates, that is, for which $u(\boldsymbol{\alpha})=i$, and hence confounded in $(s-1)$ replicates, that is, for which $c(\boldsymbol{\alpha})=s-i$.

We illustrate this with the following example.
Example 18.1 Triple three-dimensional lattice with $K=3$, that is, $t=27$ treatments in blocks of size $k=3$ with three replicates specifying three different systems of confounding. Let those systems of confounding be (see Section 18.3.2)

Table 18.4 Plan for Triple Three-Dimensional Lattice with 27 Treatments

| Block | Rep I | Rep II | Rep III |
| :---: | :---: | :---: | :---: |
| 1 | $000,001,002$ | $000,010,020$ | $000,100,200$ |
| 2 | $100,101,102$ | $100,110,120$ | $010,110,210$ |
| 3 | $200,201,202$ | $200,210,220$ | $020,120,220$ |
| 4 | $110,111,112$ | $001,011,021$ | $001,101,201$ |
| 5 | $220,221,222$ | $002,012,022$ | $002,102,202$ |
| 6 | $010,011,012$ | $101,111,121$ | $011,111,211$ |
| 7 | $020,021,022$ | $102,112,122$ | $012,112,212$ |
| 8 | $120,121,122$ | $201,211,221$ | $021,121,221$ |
| 9 | $210,211,212$ | $202,212,222$ | $022,122,222$ |

Rep I: $\quad A, B, A B, A B^{2}$
Rep II: $A, C, A C, A C^{2}$
Rep III: $B, C, B C, B C^{2}$
The experimental plan is then as given in Table 18.4. It is easy to check that there are three types of comparisons between treatments; that is, (18.13) leads to three distinct expressions for all possible comparisons. Denoting these three expressions by $V_{i}(i=0,1,2)$, where $V_{i}$ is the variance of a treatment comparison when both treatments have $i$ levels of the three pseudofactors in common, we find from (18.13)

$$
\begin{aligned}
& V_{0}=\frac{2}{9}\left[\frac{3}{1+2 \rho^{-1}}+\frac{3}{2+\rho^{-1}}+\frac{3}{3}\right] \sigma_{e}^{2} \\
& V_{1}=\frac{2}{9}\left[\frac{2}{1+2 \rho^{-1}}+\frac{5}{2+\rho^{-1}}+\frac{2}{3}\right] \sigma_{e}^{2} \\
& V_{2}=\frac{2}{9}\left[\frac{1}{1+2 \rho^{-1}}+\frac{4}{2+\rho^{-1}}+\frac{4}{3}\right] \sigma_{e}^{2}
\end{aligned}
$$

and from (18.14)

$$
\text { av. var }=\frac{2}{13}\left[\frac{3}{1+2 \rho^{-1}}+\frac{6}{2+\rho^{-1}}+\frac{4}{3}\right] \sigma_{e}^{2}
$$

It is a property of all lattice designs discussed up to this point that (18.13) will result in only a few distinct expressions for all possible comparisons, similar to the findings in Example 18.4. This means that comparisons can be put into distinct sets such that all treatment comparisons in a given set are made with the
same precision and that the precisions are different for the different sets. This is, of course, also the property of PBIB designs. We shall return to this topic in Section 18.7.

To estimate $\operatorname{var}[\widehat{\widehat{\tau}}(\boldsymbol{x})-\widehat{\widehat{\tau}}(\boldsymbol{z})]$ as given by (18.13), we need to estimate $\sigma_{e}^{2}$ and $\rho$, or alternatively $w$ and $w^{\prime}$. As with factorial experiments this is achieved via the T|B- and B|T-ANOVA tables. The results of Sections 11.10 and 11.12, in particular Tables 11.1 a and 11.2 are applicable to lattice designs putting $p=$ $K, n_{1}=0$, and $n_{2}+n_{3}=\left(K^{n}-1\right) /(K-1)$. In most cases we have only one repetition of the basic pattern; that is, $q=1$. We note that in the terminology of lattice designs the sources Remainder and " $\left\{\widehat{E}^{\gamma \ell}\right.$ vs. $\left.\widetilde{E}^{\gamma \ell}\right\}$ " of $\left(\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}\right.$, $\boldsymbol{X}_{\tau}$ ) in Table 11.2 b are often referred to as component $(a)$ and component $(b)$, respectively.

From the discussion in Section 11.12 it should then be clear how $w$ and $w^{\prime}$ are estimated for lattice designs. As an illustration we elaborate Example 18.1.

Example 18.1 (Continued) Using the model

$$
y_{i j \ell}=\mu+\rho_{i}+\beta_{i j}^{*}+\tau_{\ell}+e_{i j \ell}
$$

$(i=1,2,3 ; j=1,2, \ldots, 9 ; \ell=1,2, \ldots, 27)$, the $\mathrm{T} \mid \mathrm{B}-\mathrm{ANOVA}$ is given in Table 18.5. Here $\operatorname{SS}($ Treatments $)=\operatorname{SS}\left(\boldsymbol{X}_{\tau} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\beta^{*}}\right)$, the component SSs of which are computed from those replicates in which the respective effects or interactions are unconfounded, for example, $\operatorname{SS}(A \times B)_{\text {II,III }}$ is the usual sum of squares for the $A \times B$ interaction obtained from replicates II and III. The B $\mid$ T-ANOVA is presented in Table 18.6. The partitioning of SS (Blocks/reps) $=$ $\operatorname{SS}\left(\boldsymbol{X}_{\beta^{*}} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)$ follows the general procedure outlined in Section 11.12 with regard to computing sums of squares and determining the $E(\mathrm{MS})$. We then obtain $\widehat{\sigma}_{e}^{2}=1 / \widehat{w}=\operatorname{MS}\left(\right.$ Residual ) and with $\Delta=\frac{2}{3}$,

$$
\widehat{\sigma}_{e}^{2}+3 \widehat{\sigma}_{\beta}^{2}=\frac{1}{\widehat{w}^{\prime}}=\frac{3}{2} \mathrm{MS}(\text { Blocks } / \text { reps })-\frac{1}{2} \mathrm{MS}(\text { Residual })
$$

using (11.96).

### 18.5 EFFECTS OF INACCURACIES IN THE WEIGHTS

We recall that an estimate of $\tau(\boldsymbol{x})-\tau(\boldsymbol{z})$ is obtained by replacing in (18.12) $w$ and $w^{\prime}$ by $\widehat{w}$ and $\widehat{w}^{\prime}$, respectively. We thus obtain

$$
\begin{align*}
\widetilde{\widetilde{\tau}}(x)-\widetilde{\widetilde{\tau}}(z)= & \sum_{\varepsilon_{2}}\left[\widetilde{\widetilde{E}}_{\boldsymbol{\gamma}_{\ell}^{\prime} \boldsymbol{x}}^{\gamma_{\ell}}-\widetilde{\widetilde{E}}_{\boldsymbol{\gamma}_{\ell}^{\prime} z}^{\gamma_{\ell}}\right] \\
& +\sum_{\varepsilon_{3}}\left[\widehat{E}_{\delta_{m}^{\prime} x}^{\delta_{m}}-\widehat{E}_{\delta_{m}^{\prime} z}^{\delta_{m}}\right]=\sum\left[\widetilde{E}_{\boldsymbol{\alpha}^{\prime} x}^{\alpha}-\widetilde{\widetilde{E}}_{\boldsymbol{\alpha}^{\prime} z}^{\boldsymbol{\alpha}}\right] \tag{18.15}
\end{align*}
$$

| Source | d.f. | SS |
| :---: | :---: | :---: |
| Replicates | 2 | $\frac{1}{27} \sum_{i} y_{i . .}^{2}-\frac{1}{81} y_{\ldots}^{2}$ |
| Blocks/Reps | 24 | $\frac{1}{3} \sum_{i j} y_{i j .}^{2}-\frac{1}{27} \sum_{i} y_{i . .}^{2}$ |
| Treatments | 26 | sum of SS's below |
| A | 2 | $\mathrm{SS}(A)_{\text {III }}$ |
| $B$ | 2 | $\mathrm{SS}(B)_{\text {II }}$ |
| $A \times B$ | 4 | $\mathrm{SS}(A \times B)_{\text {II, III }}$ |
| $C$ | 2 | $\mathrm{SS}(C) \mathrm{I}_{\mathrm{I}}$ |
| $A \times C$ | 4 | $\mathrm{SS}(A \times C)_{\mathrm{I}, \mathrm{III}}$ |
| $B \times C$ | 4 | $\mathrm{SS}(B \times C)_{\mathrm{I}, \mathrm{II}}$ |
| $A \times B \times C$ | 8 | $\mathrm{SS}(A \times B \times C)_{\mathrm{I}, \mathrm{II}, \mathrm{III}}$ |
| Residual | 28 | Difference $=$ SS(Residual) |
| Total | 80 | $\sum_{i j \ell} y_{i j \ell}^{2}-\frac{1}{81} y_{\ldots}^{2}$ |

say, where

$$
\begin{equation*}
\widetilde{\widetilde{E}}_{\left(\boldsymbol{\alpha}^{\prime} \boldsymbol{x}\right)}^{\boldsymbol{\alpha}}-\widetilde{\widetilde{E}}_{\left(\boldsymbol{\alpha}^{\prime} z\right)}^{\boldsymbol{\alpha}}=\frac{u(\boldsymbol{\alpha}) \widehat{w}\left[\widehat{E}_{\boldsymbol{\alpha}^{\prime} \boldsymbol{x}}^{\boldsymbol{\alpha}}-\widehat{E}_{\boldsymbol{\alpha}^{\prime} z}^{\alpha}\right]+c(\boldsymbol{a}) \widehat{w}^{\prime}\left[\widetilde{E}_{\boldsymbol{\alpha}^{\prime} \boldsymbol{x}}^{\boldsymbol{\alpha}}-\widetilde{E}_{\boldsymbol{\alpha}^{\prime} z}^{\boldsymbol{\alpha}}\right]}{u(\boldsymbol{\alpha}) \widehat{w}+c(\boldsymbol{\alpha}) \widehat{w}^{\prime}} \tag{18.16}
\end{equation*}
$$

using the notation of Section 11.12. It can be shown that

$$
E\left[\widetilde{E}_{\alpha^{\prime} x}^{\alpha}-\widetilde{E}_{\alpha^{\prime} z}^{\alpha}\right]=E_{\alpha^{\prime} x}^{\alpha}-E_{\alpha^{\prime} z}^{\alpha}
$$

and it follows then that

$$
E[\widetilde{\tau}(x)-\widetilde{\tau}(z)]=\tau(x)-\tau(z)
$$

Turning now to $\operatorname{var}[\widetilde{\widetilde{\tau}}(\boldsymbol{x})-\widetilde{\widetilde{\tau}}(z)]$ we note first that

$$
\begin{equation*}
\operatorname{var}\left[\widehat{E}_{\boldsymbol{\alpha}^{\prime} x}^{\boldsymbol{\alpha}}-\widehat{E}_{\boldsymbol{\alpha}^{\prime} z}^{\boldsymbol{\alpha}}\right]=\frac{2}{K^{n-1}} \cdot \frac{1}{u(\boldsymbol{\alpha}) w} \tag{18.17}
\end{equation*}
$$

Table 18.6 B | T-ANOVA for Triple Three-Dimensional Lattice with 27 Treatments

| Source | d.f. | SS | $E$ (MS) |
| :---: | :---: | :---: | :---: |
| Replicates | 2 | $\frac{1}{27} \sum_{i} y_{i . .}^{2}-\frac{1}{81} y_{\ldots}^{2}$ |  |
| Treatments | 26 | $\frac{1}{3} \sum_{\ell} y_{. . \ell}^{2}-\frac{1}{81} y_{\ldots . .}^{2}$ |  |
| Blocks/Reps | 24 | $\mathrm{SS}(a)+\mathrm{SS}(b)$ | $\sigma_{e}^{2}+2 \sigma_{\beta}^{2}$ |
| Component $a$ | 6 | $\mathrm{SS}(a)=$ sum of SSs below | $\sigma_{e}^{2}+3 \sigma_{\beta}^{2}$ |
|  | 2 | $\mathrm{SS}(A)_{\mathrm{I}}+\mathrm{SS}(A)_{\mathrm{II}}-\mathrm{SS}(A)_{\mathrm{I}, \mathrm{II}}$ | $\sigma_{e}^{2}+3 \sigma_{\beta}^{2}$ |
|  | 2 | $\mathrm{SS}(B)_{\mathrm{I}}+\mathrm{SS}(B)_{\mathrm{III}}-\mathrm{SS}(B)_{\mathrm{I}, \mathrm{III}}$ | $\sigma_{e}^{2}+3 \sigma_{\beta}^{2}$ |
|  | 2 | $\mathrm{SS}(C)_{\mathrm{II}}+\mathrm{SS}(C)_{\mathrm{III}}-\mathrm{SS}(C)_{\text {II, III }}$ | $\sigma_{e}^{2}+3 \sigma_{\beta}^{2}$ |
| Component $b$ | 18 | $\mathrm{SS}(\mathrm{b})=$ sum of SSs below | $\sigma_{e}^{2}+\frac{5}{3} \sigma_{\beta}^{2}$ |
|  | 2 | $\mathrm{SS}(\widehat{A}$ vs. $\widetilde{A})$ | $\sigma_{e}^{2}+\sigma_{\beta}^{2}$ |
|  | 2 | $\mathrm{SS}(\widehat{B}$ vs. $\widetilde{B})$ | $\sigma_{e}^{2}+\sigma_{\beta}^{2}$ |
|  | 2 | $\mathrm{SS}(\widehat{A B}$ vs. $\widetilde{A B})$ | $\sigma_{e}^{2}+2 \sigma_{\beta}^{2}$ |
|  | 2 | $\mathrm{SS}\left(\widehat{A B}^{2}\right.$ vs. $\left.\widetilde{A B}^{2}\right)$ | $\sigma_{e}^{2}+2 \sigma_{\beta}^{2}$ |
|  | 2 | $\mathrm{SS}(\widehat{C}$ vs. $\widetilde{C})$ | $\sigma_{e}^{2}+\sigma_{\beta}^{2}$ |
|  | 2 | $\mathrm{SS}(\widehat{A C}$ vs. $\widetilde{A C})$ | $\sigma_{e}^{2}+2 \sigma_{\beta}^{2}$ |
|  | 2 | $\mathrm{SS}\left(\widehat{A C}^{2}\right.$ vs. $\left.\widetilde{A C}^{2}\right)$ | $\sigma_{e}^{2}+2 \sigma_{\beta}^{2}$ |
|  | 2 | $\mathrm{SS}(\widehat{B C}$ vs. $\widetilde{B C})$ | $\sigma_{e}^{2}+2 \sigma_{\beta}^{2}$ |
|  | 2 | $\mathrm{SS}\left(\widehat{B C}^{2}\right.$ vs. $\left.\widetilde{B C}^{2}\right)$ | $\sigma_{e}^{2}+2 \sigma_{\beta}^{2}$ |
| Residual | 28 | From Table 18.5 | $\sigma_{e}^{2}$ |

and

$$
\begin{equation*}
\operatorname{var}\left[\widetilde{E}_{\boldsymbol{\alpha}^{\prime} x}^{\boldsymbol{\alpha}}-\widetilde{E}_{\boldsymbol{\alpha}^{\prime} z}^{\boldsymbol{\alpha}}\right]=\frac{2}{K^{n-1}} \cdot \frac{1}{c(\boldsymbol{\alpha}) w^{\prime}} \tag{18.18}
\end{equation*}
$$

for $\boldsymbol{\alpha}^{\prime} \boldsymbol{x} \neq \boldsymbol{\alpha}^{\prime} \boldsymbol{z}$. Using (18.17) and (18.18) in (18.16) we obtain

$$
\begin{equation*}
\frac{K^{n-1}}{2} \operatorname{var}\left[\widetilde{E}_{\boldsymbol{\alpha}^{\prime} \boldsymbol{x}}^{\boldsymbol{\alpha}}-\widetilde{\widetilde{E}}_{\boldsymbol{\alpha}^{\prime} z}^{\boldsymbol{\alpha}} \mid \widehat{w}, \widehat{w}^{\prime}\right]=\frac{u(\boldsymbol{\alpha}) \frac{\widehat{w}^{2}}{w}+c(\boldsymbol{\alpha}) \frac{\widehat{w}^{\prime 2}}{w^{\prime}}}{\left[u(\boldsymbol{\alpha}) \widehat{w}+c(\boldsymbol{\alpha}) \widehat{w}^{\prime}\right]^{2}} \tag{18.19}
\end{equation*}
$$

Note that if $\widehat{w}=w$ and $\widehat{w}^{\prime}=w^{\prime}$, then (18.19) reduces to $1 /\left[u(\boldsymbol{\alpha}) w+c(\boldsymbol{\alpha}) w^{\prime}\right]$. If we put

$$
F=\frac{w^{\prime}}{\widehat{w}^{\prime}} \frac{\widehat{w}}{w}
$$

then, following Kempthorne (1952), the right-hand side of (18.19) can be written as

$$
\frac{1}{u(\boldsymbol{\alpha}) w+c(\boldsymbol{\alpha}) w^{\prime}}+\frac{u(\boldsymbol{\alpha}) c(\boldsymbol{\alpha}) \frac{w}{w^{\prime}} \widehat{w}^{\prime 2}(F-1)^{2}}{\left[u(\boldsymbol{\alpha}) \widehat{w}+c(\boldsymbol{\alpha}) \widehat{w}^{\prime}\right]^{2}\left[u(\boldsymbol{\alpha}) w+c(\boldsymbol{\alpha}) w^{\prime}\right]}
$$

or

$$
\begin{equation*}
\frac{1}{w}\left[\frac{1}{u(\boldsymbol{\alpha})+c(\boldsymbol{\alpha}) \rho^{-1}}+\frac{u(\boldsymbol{\alpha}) c(\boldsymbol{\alpha}) \rho^{-1}(F-1)^{2}}{\left[u(\boldsymbol{\alpha}) F+c(\boldsymbol{\alpha}) \rho^{-1}\right]^{2}\left[u(\boldsymbol{\alpha})+c(\boldsymbol{\alpha}) \rho^{-1}\right]}\right] \tag{18.20}
\end{equation*}
$$

where $w / w^{\prime}=\rho$. The proportional increase in the variance of $\widetilde{\widetilde{E}}_{\left(\boldsymbol{\alpha}^{\prime} \boldsymbol{x}\right)}-\widetilde{\widetilde{E}}_{\left(\boldsymbol{\alpha}^{\prime} z\right)}^{\alpha}$ due to inaccuracies in the weights, that is, due to the fact that we substitute $\widehat{w}$ and $\widehat{w}^{\prime}$ for $w$ and $w^{\prime}$, is then given by the second term in (18.20). We note that this increase depends on the weights only through $w^{\prime} / w=\rho^{-1}$ and $\widehat{w} / \widehat{w}^{\prime}$. We note that if $w^{\prime} / w=\widehat{w}^{\prime} / \widehat{w}$ then $F=1$ and hence there is no increase in variance. Also, if $\widehat{w}<\widehat{w}^{\prime}$ we take, following the Yates procedure, $\widehat{w} / \widehat{w}^{\prime}=1$. Then $F=\rho^{-1}$ and hence the proportional increase in $(18.20)$ becomes

$$
\begin{equation*}
\frac{1}{w} \cdot \frac{u(\boldsymbol{\alpha}) c(\boldsymbol{\alpha})\left(\rho^{-1}-1\right)^{2}}{\rho^{-1} s\left[u(\boldsymbol{\alpha})+c(\boldsymbol{\alpha}) \rho^{-1}\right]} \tag{18.21}
\end{equation*}
$$

where we have used the fact that $u(\boldsymbol{\alpha})+c(\boldsymbol{\alpha})=s$. Adding over all possible effects and interactions, we shall obtain the increase in variance for a treatment comparison due to inaccuracies in the weights, which is a constant if $F<\rho^{-1}$ and is a function of $F$ if $F>\rho^{-1}$. The percentage loss in information due to the inaccuracies in the weights may then be obtained. We shall illustrate this by continuing Example 18.1.

Example 18.1 (Continued) Using the results of Section 18.4 and (18.20) and (18.21), we find the following increases in

$$
\begin{aligned}
& V_{0}: \quad \frac{2}{9} \cdot \frac{1}{w}\left[\frac{3 \cdot 1 \cdot 2}{\left(F+2 \rho^{-1}\right)^{2}\left(1+2 \rho^{-1}\right)}+\frac{3 \cdot 2 \cdot 1}{\left(2 F+\rho^{-1}\right)^{2}\left(2+\rho^{-1}\right)}\right] \cdot \rho^{-1}(F-1)^{2} \\
& V_{1}: \quad \frac{2}{9} \cdot \frac{1}{w}\left[\frac{2 \cdot 1 \cdot 2}{\left(F+2 \rho^{-1}\right)^{2}\left(1+2 \rho^{-1}\right)}+\frac{5 \cdot 2 \cdot 1}{\left(2 F+\rho^{-1}\right)^{2}\left(2+\rho^{-1}\right)}\right] \cdot \rho^{-1}(F-1)^{2} \\
& V_{2}: \quad \frac{2}{9} \cdot \frac{1}{w}\left[\frac{1 \cdot 1 \cdot 2}{\left(F+2 \rho^{-1}\right)^{2}\left(1+2 \rho^{-1}\right)}+\frac{4 \cdot 2 \cdot 1}{\left(2 F+\rho^{-1}\right)^{2}\left(2+\rho^{-1}\right)}\right] \cdot \rho^{-1}(F-1)^{2}
\end{aligned}
$$

and
av. var: $\frac{2}{13} \cdot \frac{1}{w}\left[\frac{3 \cdot 1 \cdot 2}{\left(F+2 \rho^{-1}\right)^{2}\left(1+2 \rho^{-1}\right)}+\frac{6 \cdot 2 \cdot 1}{\left(2 F+\rho^{-1}\right)^{2}\left(2+\rho^{-1}\right)}\right]$

$$
\cdot \rho^{-1}(F-1)^{2}
$$

for $F>\rho^{-1}$, and

$$
\begin{aligned}
& V_{0}: \frac{2}{9} \cdot \frac{1}{w}\left[\frac{3 \cdot 1 \cdot 2}{1+2 \rho^{-1}}+\frac{3 \cdot 2 \cdot 1}{2+\rho^{-1}}\right] \frac{\left(\rho^{-1}-1\right)^{2}}{3 \rho^{-1}} \\
& V_{1}: \quad \frac{2}{9} \cdot \frac{1}{w}\left[\frac{2 \cdot 1 \cdot 2}{1+2 \rho^{-1}}+\frac{5 \cdot 2 \cdot 1}{2+\rho^{-1}}\right] \frac{\left(\rho^{-1}-1\right)^{2}}{3 \rho^{-1}} \\
& V_{2}: \quad \frac{2}{9} \cdot \frac{1}{w}\left[\frac{1 \cdot 1 \cdot 2}{1+2 \rho^{-1}}+\frac{4 \cdot 2 \cdot 1}{2+\rho^{-1}}\right] \frac{\left(\rho^{-1}-1\right)^{2}}{3 \rho^{-1}}
\end{aligned}
$$

and

$$
\text { av. var: } \frac{2}{13} \cdot \frac{1}{w}\left[\frac{3 \cdot 1 \cdot 2}{1+2 \rho^{-1}}+\frac{6 \cdot 2 \cdot 1}{2+\rho^{-1}}\right] \frac{\left(\rho^{-1}-1\right)^{2}}{3 \rho^{-1}}
$$

for $F=\rho^{-1}$.
If we assume a Gauss-Markov normal linear model (GMNLM) and if we use

$$
\widehat{w}=1 / \mathrm{MS}(\text { Residual })
$$

and

$$
\begin{equation*}
\widehat{w}^{\prime}=1 / \mathrm{MS}(\text { Remainder })=1 / \mathrm{MS}(\text { Component } a) \tag{18.22}
\end{equation*}
$$

[see (11.90)], then

$$
F=\frac{w^{\prime}}{\widehat{w}^{\prime}} \cdot \frac{\widehat{w}}{w}
$$

follows an $F$ distribution with $v$ and $\nu_{R}$ d.f. (see Table 11.2). This would allow us to determine, for a given $\rho$, the expected increase in variance due to inaccuracies in the weights. If instead of (18.22) we use

$$
\widehat{w}^{\prime}=1 / \operatorname{MS}\left(\boldsymbol{X}_{\beta^{*}} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho} \boldsymbol{X}_{\tau}\right)
$$

matters become more complicated because of the heterogeneity of MS $\left(\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}\right.$, $\left.\boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)$, that is, because the different components of $\operatorname{MS}\left(\boldsymbol{X}_{\beta^{*}} \mid \mathcal{J}, \boldsymbol{X}_{\rho}\right.$, $\boldsymbol{X}_{\tau}$ ) have different expected values (see Table 18.6). For details we refer to Kempthorne (1952).

The results published by Yates (1939) and Kempthorne (1952) indicate that the effect of inaccuracies of the weights on the variance of treatment comparisons is of the order of 1,2 , or $3 \%$ and, therefore, trivial. The effect of inaccuracies of the weights will increase as the number of degrees of freedom for interblock error [ $v$ or $s\left(K^{n-1}-1\right)$ ] and intrablock error $\left(v_{R}\right)$ decrease. Usually the number of degrees of freedom for intrablock error is sufficiently large, and as a practical
rule with lattice designs, it is probably safe to say that the effect of inaccuracies will be inappreciable if the interblock error is based on 10 or more degrees of freedom. With a smaller number of degrees of freedom, it is best to assume that $w^{\prime}=0$ and to utilize intrablock information only.

### 18.6 ANALYSIS OF LATTICE DESIGNS AS RANDOMIZED COMPLETE BLOCK DESIGNS

Yates (1939) has shown that certain types of lattice designs may be analyzed as randomized complete block designs (RCBD). His method of proof depends on the fact that, if, under a particular analysis, the expectation of the treatment mean square, in the absence of treatment effects, is equal to the expectation of the error mean square, this analysis gives an unbiased estimate of the error variance for treatment comparisons. This, however, is not necessarily true, for the error sum of squares must be homogeneous. In this section we shall discuss briefly to what extent such an analysis is valid.

Suppose we have an experiment on $K^{n}$ treatments in a lattice design with blocks of size $K$ and $s$ replicates. For the analysis as an RCBD we use the model

$$
\begin{equation*}
\boldsymbol{y}=\mu \mathcal{J}+\boldsymbol{X}_{\rho} \boldsymbol{\rho}+\boldsymbol{X}_{\tau} \boldsymbol{\tau}+\boldsymbol{\omega} \tag{18.23}
\end{equation*}
$$

with

$$
\begin{equation*}
\omega=X_{\beta^{*}} \boldsymbol{\beta}^{*}+e \tag{18.24}
\end{equation*}
$$

and the analysis of variance as outlined in Table 18.7 (see Section I.9.2.4). Using the quasi-factorial approach as employed for lattice designs, we can partition $\operatorname{SS}\left(\boldsymbol{X}_{\tau} \mid \mathcal{J}, \boldsymbol{X}_{\rho}\right)$ into $\left(K^{n}-1\right) /(K-1)$ components $E^{\boldsymbol{\alpha}}(\boldsymbol{\alpha} \in \mathcal{A})$ each with $K-1$ d.f. and similarly $\operatorname{SS}\left(\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)$ into $\left(K^{n}-1\right) /(K-1)$ components $E^{\boldsymbol{\alpha}} \times$ reps $(\boldsymbol{\alpha} \in \mathcal{A})$ each with $(s-1)(K-1)$ d.f. We shall now consider these components and their expected mean squares.

Consider $E^{\alpha}$ and let $E_{i j}^{\alpha}$ denote the average response of all treatment combinations in replicate $j$ satisfying the equation $\sum \alpha_{\ell} x_{\ell}=i$ expressed as deviation from the average response of replicate $j$. Note that if $E^{\alpha}$ is not confounded in

Table 18.7 ANOVA Structure for Lattice Design as RCBD

| Source | d.f. |
| :--- | :--- |
| $\boldsymbol{X}_{\rho} \mid \mathfrak{J}, \boldsymbol{X}_{\tau}$ | $s-1$ |
| $\boldsymbol{X}_{\tau} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}$ | $K^{n}-1$ |
| $\boldsymbol{I} \mid \mathfrak{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}$ | $(s-1)\left(K^{n}-1\right)$ |
| Total | $s K^{n}-1$ |

replicate $j$, then $\widetilde{E}_{i j}^{\boldsymbol{\alpha}}=\widehat{E}_{i j}^{\alpha}(i=0,1, \ldots, K-1)$. We know (see Section 11.10.3) that, under model (18.23), the sum of squares for $E^{\boldsymbol{\alpha}}$ is

$$
\begin{equation*}
\mathrm{SS}\left(E^{\alpha}\right)=\frac{K^{n-1}}{s} \sum_{i=0}^{K-1}\left[\sum_{j=1}^{s} \widetilde{E}_{i j}^{\alpha}\right]^{2} \tag{18.25}
\end{equation*}
$$

If $E^{\boldsymbol{\alpha}}$ is unconfounded in $u(\boldsymbol{\alpha})$ replicates and confounded in $c(\boldsymbol{\alpha})$ replicates, with $u(\boldsymbol{\alpha})+c(\boldsymbol{\alpha})=s$, then the expected value of $\left[\sum_{j} \widetilde{E}_{i j}^{\boldsymbol{\alpha}}\right]^{2}$ for each $i=$ $0,1, \ldots, K-1$, using (18.23) with $\boldsymbol{\tau}=\mathbf{0}$ and (18.24) is

$$
\begin{aligned}
& \{c(\boldsymbol{\alpha}) \\
& \left.\left.\quad+\frac{1}{K^{n-1}}\left(1-\frac{1}{K}\right)\right]^{2} K^{n-2}+\frac{1}{K^{2 n}}\left(K^{n-1}-K^{n-2}\right) K^{2}\right\} \sigma_{\beta}^{2} \\
& \quad+\left\{\left[\frac{1}{K^{n-1}}\left(1-\frac{1}{K}\right)\right]^{2} K^{n-1}+\frac{s}{K^{2 n}}\left(K^{n-1}-K^{n-2}\right) K\right\} \sigma_{\beta}^{2} \\
& \quad=\frac{c(\boldsymbol{\alpha})(K-1)}{K^{n-1}} \sigma_{\beta}^{2}+\frac{s(K-1)}{K^{n}} \sigma_{e}^{2}
\end{aligned}
$$

Hence

$$
\begin{equation*}
E\left[\mathrm{SS}\left(E^{\boldsymbol{\alpha}}\right)\right]=(K-1)\left[\sigma_{e}^{2}+\frac{c(\boldsymbol{\alpha})}{s} K \sigma_{\beta}^{2}\right] \tag{18.26}
\end{equation*}
$$

We now consider $E^{\boldsymbol{\alpha}} \times$ reps and its associated sum of squares, $\operatorname{SS}\left(E^{\boldsymbol{\alpha}} \times\right.$ reps $)$ say, which is a component of $\operatorname{SS}\left(\boldsymbol{I} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)$, accounting for $(s-1)(K-1)$ d.f. This sum of squares, in turn, can be partitioned into three components as presented in Table 18.8. It follows then that

$$
\begin{align*}
E\left[\operatorname{MS}\left(E^{\boldsymbol{\alpha}} \times \mathrm{reps}\right)\right] & =\sigma_{e}^{2}+\frac{1}{s-1}\left[\frac{u(\boldsymbol{\alpha})}{s}+c(\boldsymbol{\alpha})-1\right] K \sigma_{\beta}^{2} \\
& =\sigma_{e}^{2}+\frac{c(\boldsymbol{\alpha})}{s} K \sigma_{\beta}^{2} \tag{18.27}
\end{align*}
$$

Table 18.8 Partitioning of $\operatorname{SS}\left(I \mid \mathcal{J}, X_{\rho}, X_{\tau}\right)$

| Source | d.f. | $E(\mathrm{MS})$ |
| :--- | :--- | :--- |
| $\widehat{E}^{\alpha}$ vs. $\widetilde{E}^{\alpha}$ | $K-1$ | $\sigma_{e}^{2}+\frac{u(\boldsymbol{\alpha})}{s} K \sigma_{\beta}^{2}$ |
| $\widehat{E}^{\alpha} \times$ reps | $[u(\alpha)-1](K-1)$ | $\sigma_{e}^{2}$ |
| $\widetilde{E}^{\alpha} \times$ reps | $[c(\alpha)-1](K-1)$ | $\sigma_{e}^{2}+K \sigma_{\beta}^{2}$ |

It follows further from (18.26) and (18.27) that, with $\boldsymbol{\tau}=\mathbf{0}, \operatorname{MS}\left(E^{\boldsymbol{\alpha}}\right)$ and $\operatorname{MS}\left(E^{\alpha} \times\right.$ reps $)$ and hence

$$
\operatorname{MS}\left(X_{\tau} \mid \mathfrak{J}, X_{\rho}\right)=\sum_{\alpha} \frac{\operatorname{SS}\left(E^{\alpha}\right)}{K^{n}-1}
$$

and

$$
\operatorname{MS}\left(\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)=\sum_{\boldsymbol{\alpha}} \frac{\mathrm{SS}\left(E^{\alpha} \times \mathrm{reps}\right)}{(s-1)\left(K^{n}-1\right)}
$$

have the same expected value.
An ordinary RCBD analysis of a one-restrictional lattice design is, therefore, valid insofar as the expectation of the treatment mean squares is the same as the expectation of the RCBD error mean square. It follows then, from consideration of the randomization test, that the RCBD analysis gives a reasonably valid test of the null hypothesis that there are no differences among treatment effects. A test may also be made, of course, with the intrablock treatment and error mean squares. Difficulties do arise, however, as soon as we wish to ascribe variances to treatment comparisons obtained from the ordinary treatment averages, because we have shown (see Table 18.8) that the error sum of squares, $\operatorname{SS}\left(\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}\right.$, $\boldsymbol{X}_{\tau}$ ), with $(s-1)\left(K^{n}-1\right)$ d.f. is not homogeneous if $\sigma_{\beta}^{2}$ is greater than zero.

To illustrate the problem we consider the comparison of two treatments. Based on the RCBD analysis the difference of the treatment effects is estimated by the corresponding treatment means, with estimated variance $(2 / s) \operatorname{MS}\left(\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)$. Now, from (18.24),

$$
\begin{align*}
\frac{2}{s} E\left[\mathrm{MS}\left(\boldsymbol{I} \mid \mathcal{J}, \boldsymbol{X}_{\rho}, \boldsymbol{X}_{\tau}\right)\right] & =\frac{2}{s} \frac{K-1}{K^{n}-1} \sum_{\boldsymbol{\alpha}}\left[\sigma_{e}^{2}+\frac{c(\boldsymbol{\alpha})}{s} K \sigma_{\beta}^{2}\right] \\
& =\frac{2}{s}\left[\sigma_{e}^{2}+\frac{K^{n-1}-1}{K^{n}-1} K \sigma_{\beta}^{2}\right] \\
& =\frac{2}{s}\left[\sigma_{e}^{2}+\sigma_{\beta}^{2}\left(1-\frac{K-1}{K^{n}-1}\right)\right] \tag{18.28}
\end{align*}
$$

since $\sum_{\boldsymbol{\alpha}} c(\boldsymbol{\alpha})=s\left(K^{n-1}-1\right) /(K-1)$ as $\left(K^{n-1}-1\right) /(K-1)$ sets of $K-1$ d.f. are confounded in each replicate. We now compare (18.28) with the true variance of the difference of two treatment means. Suppose that the two treatments occur together in a block in, say, $q$ out of the $s$ replicates. Then, using (18.23) and (18.24) the variance is given by

$$
\begin{equation*}
\frac{2}{s^{2}}\left[s \sigma_{e}^{2}+(s-q) \sigma_{\beta}^{2}\right]=\frac{2}{s}\left[\sigma_{e}^{2}+\sigma_{\beta}^{2}\left(1-\frac{q}{s}\right)\right] \tag{18.29}
\end{equation*}
$$

Hence the difference between the expectation of the estimated variance (18.29) and the true variance (18.28) is

$$
\begin{equation*}
\frac{2}{s}\left[\frac{q}{s}-\frac{K-1}{K^{n}-1}\right] \sigma_{\beta}^{2} \tag{18.30}
\end{equation*}
$$

which can be either positive or negative: If (18.30) is positive, we overestimate the variance; if (18.30) is negative, we underestimate the variance. As an illustration we consider again Example 18.1.

Example 18.1 (Continued) It follows from Table 18.4 that there are now two types of comparisons with either $q=0$ or $q=1$. We find for $q=0$ : (18.30) equals $-\frac{2}{39} \sigma_{\beta}^{2}<0, q=1$ : (18.30) equals $\frac{2}{3}\left[\frac{1}{3}-\frac{1}{13}\right] \sigma_{\beta}^{2}>0$, so that one variance is underestimated and the other variance is overestimated.

In practical situations the decision whether to analyze a lattice design as an incomplete block design or as an RCBD is often based on the efficiency of lattice designs relative to the RCBD. In light of what has been said above this, too, may be a questionable procedure, since the efficiency is based on (18.28). More specifically, the efficiency of a lattice design relative to the RCBD is given by the ratio of (18.14) over (18.28), that is,

$$
\begin{equation*}
E=\frac{\frac{K^{n-1}-1}{\rho^{-1}}+K^{n-1}(K-1)}{s(K-1) \sum_{i=1}^{s} \frac{m_{i}}{i+(s-i) \rho^{-1}}} \tag{18.31}
\end{equation*}
$$

where the numerator is obtained by rewriting (18.28) in terms of $\rho^{-1}$ and $w$. For different values of $\rho$ and various lattice designs Kempthorne (1952) has tabulated $E$. As is to be expected, $E$ increases quite rapidly with increasing $\rho$, which would indicate that in most situations an RCB analysis is not warranted. In a practical situation this question may be decided by using $\widehat{\rho}$ in (18.31) and computing $\widehat{E}$, say, and do a RCBD analysis if $1.00 \leq \widehat{E} \leq 1.05$.

### 18.7 LATTICE DESIGNS AS PARTIALLY BALANCED INCOMPLETE BLOCK DESIGNS

In the preceding sections we have discussed one-restrictional lattice designs with $K^{n}$ treatments in blocks of size $K$ as they relate to factorial experiments. This discussion presupposes that $K$ is a prime or a prime power although we did not mention this explicitly. We know, however, from Table 18.3 that certain lattice designs exist even if $K$ is not a prime or prime power. For these cases it is useful to know that lattice designs are PBIB designs and hence can be constructed and analyzed as such.

Let us consider the one-restrictional two-dimensional lattice designs. We can arrange the $K^{2}$ treatments in a $K \times K$ array. A simple lattice can then be constructed by taking the rows of this array as the blocks for one replicate and the columns of the array as the blocks for the second replicate. We can check easily that this results in a $\operatorname{PBIB}(2)$ design with a Latin square association scheme, that is, a $L_{2}-\operatorname{PBIB}(2)$ design (see Section 4.6.3). The relevant parameters of this design are $t=K^{2}, r=2, k=K, b=2 K, \lambda_{1}=1, \lambda_{2}=0$. Accordingly, two treatments are compared with variance $V_{1}$, say, if they occur together in the same block, and with variance $V_{2}$, say, if they do not occur together in the same block. The reader should check that this agrees with the result obtained from (18.13).

Using the same $K \times K$ array we can obtain triple, quadruple, and so forth lattices by superimposing one, two, and so on mutually orthogonal Latin squares (if they exist), respectively. Blocks of size $K$ are then formed by the rows, the columns, and the letters of each of the superimposed MOLS, respectively. Thus the triple lattice represents an $L_{3}-\mathrm{PBIB}(2)$ design with parameters $t=K^{2}, r=3$, $k=K, b=3 K, \lambda_{1}=1, \lambda_{2}=0$; the quadruple lattice an $L_{4}-\mathrm{PBIB}(2)$ design with parameters $t=K^{2}, r=4, k=K, b=4 K, \lambda_{1}=1, \lambda_{2}=0$; in general the $i$-tuple lattice an $L_{i}-\mathrm{PBIB}(2)$ design (see Section 4.6.3) with parameters $t=K^{2}, r=i$, $k=K, b=i K, \lambda_{1}=1, \lambda_{2}=0$.

The triple three-dimensional lattice with $t=K^{3}$ treatments in blocks of size $K$ represents a $\operatorname{PBIB}(3)$ design with the cubic association scheme (Section 4.6.8). Following the geometric interpretation of that association scheme and denoting the three axes by $x, y$, and $z$, respectively, the arrangement in blocks is such that for the first replicate the treatments in a block lie on the same $x$ axis, that is, are of the form $\{(x, y, z): x=0,1, \ldots, K-1\}$ for fixed $y$ and $z(y, z=0,1, \ldots, K-$ 1), for the second replicate the treatments in a block lie on the same $y$ axis, that is, are of the form $\{(x, y, z): y=0,1, \ldots, K-1\}$ for fixed $x$ and $z(x, z=$ $0,1, \ldots, K-1)$, and for the third replicate the treatments in a block lie on the same $z$ axis, that is, are of the form $\{(x, y, z): z=0,1, \ldots, K-1\}$ for fixed $x$ and $y(x, y=0,1, \ldots, K-1)$. For an illustration we refer to Example 18.4 (with an appropriate renumbering of the replicates). It follows then immediately that this design has the parameters $t=K^{2}, r=3, k=K, b=3 K^{2}, \lambda_{1}=1$, $\lambda_{2}=0, \lambda_{3}=0$.

### 18.8 LATTICE DESIGNS WITH BLOCKS OF SIZE $K^{\ell}$

The most commonly used lattice designs are those for $K^{n}$ treatments in blocks of size $K$. There are, however, situations where blocks of size $K^{\ell}(1<\ell<n)$ are more appropriate. There are no difficulties extending the previously discussed methods to this case:

1. If $n$ is a multiple of $\ell$, say $n=m \ell$, then we can represent the experiment as one of $m$ factors with $K^{\ell}$ levels and employ the methods described in

Sections 18.3 and 18.4 [using $\operatorname{GF}\left(K^{\ell}\right)$ arithmetic for $K$ prime as discussed in Appendix A or Section 18.7].
2. If $n$ is not a multiple of $\ell$, then we employ appropriate systems of confounding as presented in Chapter 11 for $K$ prime. The practical problem is to choose out of all possible systems of confounding a system for each replicate such that the confounding is distributed as evenly as possible over all the effects and interactions and such that no effect or interaction is completely confounded over the entire design. The second requirement is necessary for the design to be connected with respect to the intrablock analysis. For more details and examples of practically useful designs the reader is referred to Kempthorne and Federer (1948b).

### 18.9 TWO-RESTRICTIONAL LATTICES

In Section 9.8 we considered the problem of double confounding in a $2^{n}$ factorial experiment as a device for eliminating heterogeneity in two directions using incomplete blocks. This principle can be extended to other factorial experiments and can be applied also to construct two-restrictional two-dimensional lattices, which are also referred to as lattice squares and lattice rectangles (Yates, 1940b). They represent special types of resolvable row-column designs (see Section 6.6).

We shall consider designs for $K^{2}$ treatments arranged in $K$ rows and $K$ columns. To construct suitable arrangements we distinguish two cases: (1) $K$ prime (or prime power) and (2) $K$ not prime.

### 18.9.1 Lattice Squares with $K$ Prime

For $K$ prime (or prime power) we can use the correspondence between the $t=K^{2}$ treatments and the treatment combinations of the $K^{2}$ factorial experiment to partially confound any or all of the $K+1$ effects and interactions, $E^{\boldsymbol{\alpha}}$, with rows or columns in $s$ squares of order $K$. If $s=K+1$, we confound each $E^{\alpha}$ once with rows and once with columns yielding a balanced lattice square. If $s=(K+1) / 2$, we confound each $E^{\boldsymbol{\alpha}}$ once with rows or columns giving a semibalanced lattice square. If $2 \leq s \leq(K+1) / 2$ we confound any $E^{\alpha}$ at most once with rows or columns, and if $(K+1) / 2<s<K$, we try to confound the $E^{\alpha}$ as equally as possible with rows and columns.

The analysis of lattice squares is based on the linear model

$$
\begin{equation*}
\boldsymbol{y}=\mu \mathcal{J}+\boldsymbol{X}_{s} \boldsymbol{s}+\boldsymbol{X}_{r} \boldsymbol{r}+\boldsymbol{X}_{c} \boldsymbol{c}+\boldsymbol{X}_{\tau} \boldsymbol{\tau}+\boldsymbol{e} \tag{18.32}
\end{equation*}
$$

where $\boldsymbol{s}, \boldsymbol{r}$, and $\boldsymbol{c}$ represent the effects of squares (replicates), rows within squares, and columns within squares, respectively. For the combined analysis $\boldsymbol{r}$ and $\boldsymbol{c}$ are considered to be vectors of random variables with $E(\boldsymbol{r})=\mathbf{0}, \operatorname{var}(\boldsymbol{r})=\boldsymbol{I} \sigma_{r}^{2}$, $E(\boldsymbol{c})=\mathbf{0}, \operatorname{var}(\boldsymbol{c})=\boldsymbol{I} \sigma_{c}^{2}$.

Following the notation of Section 18.4, we can write out the intrablock and the combined estimators for a linear contrast, $\sum c_{k} \tau_{k}$, of treatment effects as in (18.10) and (18.11), respectively. In particular, the combined estimator $\widehat{\widehat{\tau}}_{k}-$ $\widehat{\tau}_{k^{\prime}}$ for a simple treatment comparison, $\tau_{k}-\tau_{k^{\prime}}$, is given by (18.12). To find $\operatorname{var}\left(\widehat{\widehat{\tau}}_{k}-\widehat{\widehat{\tau}}_{k^{\prime}}\right)$ we denote by $c_{r}\left(\boldsymbol{\gamma}_{\ell}\right)$ and $c_{c}\left(\boldsymbol{\gamma}_{\ell}\right)$ the number of squares in which $E^{\boldsymbol{\gamma} \ell} \in \mathcal{E}_{2}$ is confounded with rows and columns, respectively, with $c_{r}\left(\boldsymbol{\gamma}_{\ell}\right)+$ $c_{c}\left(\boldsymbol{\gamma}_{\ell}\right)=c\left(\boldsymbol{\gamma}_{\ell}\right)$ being the number of squares in which $E^{\boldsymbol{\gamma}_{\ell}}$ is confounded in the design. Further, let

$$
\begin{equation*}
w_{r}=\frac{1}{\sigma_{e}^{2}+K \sigma_{r}^{2}} \quad w_{c}=\frac{1}{\sigma_{e}^{2}+K \sigma_{c}^{2}} \tag{18.33}
\end{equation*}
$$

denote the reciprocals of the interrow and intercolumn variances, and

$$
\rho_{r}=\frac{w}{w_{r}} \quad \rho_{c}=\frac{w}{w_{c}}
$$

We can then extend (18.13) easily and write

$$
\begin{align*}
\operatorname{var}\left[\widehat{\widehat{\tau}}_{k}-\widehat{\widehat{\tau}}_{k^{\prime}}\right]= & \operatorname{var}[\widehat{\widehat{\tau}}(\boldsymbol{x})-\widehat{\widehat{\tau}}(\boldsymbol{z})] \\
= & 2 \sigma_{e}^{2}\left\{\sum_{\varepsilon_{2}^{*}(\boldsymbol{x}, z)}\left[\left(u\left(\boldsymbol{\gamma}_{\ell}\right)+c_{r}\left(\boldsymbol{\gamma}_{\ell}\right) \rho_{r}^{-1}+c_{c}\left(\boldsymbol{\gamma}_{\ell}\right) \rho_{c}^{-1}\right) K\right]^{-1}\right. \\
& \left.+\sum_{\varepsilon_{3}^{*}(x, z)}[s K]^{-1}\right\} \tag{18.34}
\end{align*}
$$

We shall consider (18.34) for the special case of a balanced lattice square. Recall (see Table 18.3) that for a balanced lattice square $s=K+1$ such that each effect and interaction is confounded once with rows and once with columns, which implies that $\mathcal{E}_{3}=\phi, \mathcal{E}_{2}=\mathcal{A}, c_{r}\left(\boldsymbol{\gamma}_{\ell}\right)=1=c_{c}\left(\boldsymbol{\gamma}_{\ell}\right), u\left(\boldsymbol{\gamma}_{\ell}\right)=K-1$ for all $E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}, \mathcal{E}_{2}^{*}(\boldsymbol{x}, \boldsymbol{z})$ consists of $K$ interactions for each $(\boldsymbol{x}, \boldsymbol{z})$. It follows then from (18.34) that

$$
\begin{equation*}
\operatorname{var}[\widehat{\widehat{\tau}}(\boldsymbol{x})-\widehat{\widehat{\tau}}(z)]=\frac{2_{e}^{2}}{K-1+\rho_{r}^{-1}+\rho_{c}^{-1}} \tag{18.35}
\end{equation*}
$$

for any two treatments $(\boldsymbol{x}, \boldsymbol{z})$, as one would expect for a balanced design. Obviously, (18.35) is also the average variance of all such treatment comparisons, which is an extension of (18.14) for this special case.

In order to complete the actual analysis, we still have to estimate $w, w_{r}$, and $w_{c}$. This is easily accomplished with the help of ANOVA tables as given

Table $18.9 \mathrm{~T} \mid \boldsymbol{R}$, C-ANOVA for Lattice Square

| Source | d.f. |
| :--- | :--- |
| $\boldsymbol{X}_{s} \mid \mathfrak{J}$ | $s-1$ |
| $\boldsymbol{X}_{r} \mid \mathfrak{J}, \boldsymbol{X}_{s}$ | $s(K-1)$ |
| $\boldsymbol{X}_{c} \mid \mathfrak{J}, \boldsymbol{X}_{s}$ | $s(K-1)$ |
| $\boldsymbol{X}_{\tau} \mid \mathfrak{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{r}, \boldsymbol{X}_{c}$ | $K^{2}-1$ |
| $\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{r}, \boldsymbol{X}_{c}, \boldsymbol{X}_{\tau}$ | $(K-1)[s(K-1)-(K+1)]=v_{R}$ |
| Total | $s K^{2}-1$ |

Table 18.10 R|C, T- and C|R, T-ANOVA for Lattice Square

| Source | d.f. | Source |
| :---: | :---: | :---: |
| $\boldsymbol{X}_{s} \mid \boldsymbol{J}$ | $s-1$ | $\boldsymbol{X}_{s} \mid \boldsymbol{J}$ |
| $\boldsymbol{X}_{\tau} \mid \mathfrak{J}, \boldsymbol{X}_{s}$ | $\left.K^{2}-1\right)$ | $\boldsymbol{X}_{\tau} \mid \mathfrak{J}, \boldsymbol{X}_{s}$ |
| $\boldsymbol{X}_{c} \mid \boldsymbol{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{\tau}$ | $s(K-1)$ | $\boldsymbol{X}_{r} \mid \mathcal{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{\tau}$ |
| $\left\{\left(\widetilde{E}^{\gamma_{\ell}}\right)_{c c} \text { vs. }\left(\widetilde{E}^{\gamma_{\ell}}\right)_{u c}\right\}$ |  | $\left\{\left(\widetilde{E}^{\gamma_{\ell}}\right)_{c r} \text { vs. }\left(\widetilde{E}^{\gamma_{\ell}}\right)_{u r}\right\}$ |
| $\boldsymbol{X}_{r} \mid \boldsymbol{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{c}, \boldsymbol{X}_{\tau}$ | $s(K-1)$ | $\boldsymbol{X}_{c} \mid \mathcal{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{r}, \boldsymbol{X}_{\tau}$ |
| $\left\{\left(\widetilde{E}^{\gamma_{\ell}}\right)_{c r} \text { vs. }\left(\widehat{E}^{\gamma_{\ell}}\right)\right\}$ |  | $\left\{\left(\widetilde{E}^{\gamma_{\ell}}\right)_{c c} \text { vs. }\left(\widehat{E}^{\gamma_{\ell}}\right)\right\}$ |
| $\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{r}, \boldsymbol{X}_{c}, \boldsymbol{X}_{\tau}$ | $\nu_{R}$ | $\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{r}, \boldsymbol{X}_{c}, \boldsymbol{X}_{\tau}$ |

in Tables 18.9 and 18.10. In Table 18.9, the treatment-after-rows-and-columns ANOVA or $T \mid R, C-A N O V A$, the sums of squares are obtained in the familiar fashion, where the components of

$$
\mathrm{SS}\left(\boldsymbol{X}_{\tau} \mid \boldsymbol{J}, \boldsymbol{X}_{x}, \boldsymbol{X}_{r}, \boldsymbol{X}_{c}\right)=\mathrm{SS}(A)+\mathrm{SS}(B)+\mathrm{SS}(A B)+\cdots+\operatorname{SS}\left(A B^{K-1}\right)
$$

are obtained from the intrablock analysis (see Section 11.10) and

$$
\mathrm{SS}(\text { Residual })=\mathrm{SS}\left(\boldsymbol{I} \mid \boldsymbol{X}_{s}, \boldsymbol{X}_{r}, \boldsymbol{X}_{c}, \boldsymbol{X}_{\tau}\right)
$$

is obtained by subtraction.
The row-after-treatments-and-columns or $\mathrm{R} \mid \mathrm{C}$, T-ANOVA and the column-after-treatments-and-rows or $\mathrm{C} \mid \mathrm{R}, \mathrm{T}$-ANOVA, as outlined in Table 18.10, are used to estimate $w_{r}$ and $w_{c}$, respectively. In order to do so it is useful to comment briefly on the form of some of the sums of squares in Table 18.10. For

of squares in which $E^{\boldsymbol{\gamma}_{\ell}}$ is unconfounded with rows and columns, respectively, and let $\left(\widetilde{E}_{\delta}^{\boldsymbol{\gamma}_{\ell}}\right)_{c c},\left(\widetilde{E}_{\delta}^{\boldsymbol{\gamma}_{\ell}}\right)_{c r},\left(\widetilde{E}_{\delta}^{\boldsymbol{\gamma}_{\ell}}\right)_{u c},\left(\widetilde{E}_{\delta}^{\boldsymbol{\gamma}_{\ell}}\right)_{u r}$ be the estimate of $E_{\delta}^{\boldsymbol{\gamma}_{\ell}}$ obtained from those squares in which $E^{\gamma_{\ell}}$ is confounded with columns, confounded with rows, unconfounded with columns, unconfounded with rows, respectively. It is then easy to verify that, in Table 18.10,

$$
\begin{array}{r}
\operatorname{SS}\left(\boldsymbol{X}_{c} \mid \boldsymbol{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{\tau}\right)=\mathrm{SS}\left[\left\{\left(\widetilde{E}^{\gamma_{\ell}}\right)_{c c} \text { vs. }\left(\widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right)_{u c}\right\}\right] \\
\mathrm{SS}\left(\boldsymbol{X}_{r} \mid \boldsymbol{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{c} \boldsymbol{X}_{\tau}\right)=\mathrm{SS}\left[\left\{\left(\widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right)_{c r} \text { vs. }\left(\widehat{E}^{\gamma_{\ell}}\right)\right\}\right] \\
\mathrm{SS}\left(\boldsymbol{X}_{r} \mid \boldsymbol{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{\tau}\right)=\mathrm{SS}\left[\left\{\left(\widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right)_{c r} \text { vs. }\left(\widetilde{E}^{\boldsymbol{\gamma}_{\ell}}\right)_{u r}\right\}\right] \\
\mathrm{SS}\left(\boldsymbol{X}_{c} \mid \mathcal{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{r} \boldsymbol{X}_{\tau}\right)=\operatorname{SS}\left[\left\{\left(\widetilde{E}^{\gamma_{\ell}}\right)_{c c} \text { vs. }\left(\widehat{E}^{\gamma_{\ell}}\right)\right\}\right] \tag{18.39}
\end{array}
$$

The RHS of (18.36)-(18.39) can be computed following (11.93) with the proper modifications, that is, computing the quantities $X_{\delta}^{\gamma_{\ell}}$ from the squares as indicated in each expression and then modifying $c\left(\boldsymbol{\gamma}_{\ell}\right)$ and $u\left(\boldsymbol{\gamma}_{\ell}\right)$ accordingly [this includes replacing $s$ by $c_{r}\left(\boldsymbol{\gamma}_{\ell}\right)+u\left(\boldsymbol{\gamma}_{\ell}\right)$ in (18.38) and by $c_{c}\left(\boldsymbol{\gamma}_{\ell}\right)+u\left(\boldsymbol{\gamma}_{\ell}\right)$ in (18.39)]. With regard to estimating $w_{r}$ and $w_{c}$, the sums of squares (18.38) and (18.39) and their expected values are needed. Again, these are easily obtained from (11.94) as

$$
\begin{equation*}
E\left[\operatorname{MS}\left(\boldsymbol{X}_{r} \mid \mathcal{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{c}, \boldsymbol{X}_{\tau}\right)\right]=\sigma_{e}^{2}+\Delta_{r} K \sigma_{r}^{2} \tag{18.40}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta_{r}=\frac{1}{s} \sum_{\varepsilon_{2, r}} \frac{u\left(\boldsymbol{\gamma}_{\ell}\right)}{\left(u\left(\boldsymbol{\gamma}_{\ell}\right)+c_{r}\left(\boldsymbol{\gamma}_{\ell}\right)\right.} \tag{18.41}
\end{equation*}
$$

and $\sum_{\mathcal{E}_{2, r}}$ denotes summation over all $E^{\boldsymbol{\gamma}_{\ell}} \in \mathcal{E}_{2}$, which are confounded with rows, and

$$
\begin{equation*}
E\left[\operatorname{MS}\left(\boldsymbol{X}_{c} \mid \mathcal{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{r}, \boldsymbol{X}_{\tau}\right)\right]=\sigma_{e}^{2}+\Delta_{c} K \sigma_{c}^{2} \tag{18.42}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta_{c}=\frac{1}{s} \sum_{\varepsilon_{2, c}} \frac{u\left(\boldsymbol{\gamma}_{\ell}\right)}{\left(u\left(\boldsymbol{\gamma}_{\ell}\right)+c_{c}\left(\boldsymbol{\gamma}_{\ell}\right)\right.} \tag{18.43}
\end{equation*}
$$

and $\sum_{\mathcal{E}_{2, c}}$ denotes summation over all $E^{\boldsymbol{\gamma} \ell} \in \mathcal{E}_{2}$, which are confounded with columns. We then obtain

$$
\begin{equation*}
\widehat{\sigma}_{e}^{2}=\frac{1}{\widehat{w}}=\operatorname{MS}\left(\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{r}, \boldsymbol{X}_{c}, \boldsymbol{X}_{\tau}\right) \tag{18.44}
\end{equation*}
$$

from (18.40) and (18.44)

$$
\begin{aligned}
\widehat{\sigma}_{e}^{2}+K \widehat{\sigma}_{r}^{2}= & \frac{1}{\widehat{w}_{r}}=\left(1-\frac{1}{\Delta_{r}}\right) \operatorname{MS}\left(\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{r}, \boldsymbol{X}_{c}, \boldsymbol{X}_{\tau}\right) \\
& +\frac{1}{\Delta_{r}} \operatorname{MS}\left(\boldsymbol{X}_{r} \mid \boldsymbol{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{c}, \boldsymbol{X}_{\tau}\right)
\end{aligned}
$$

and from (18.42) and (18.44)

$$
\begin{aligned}
\widehat{\sigma}_{e}^{2}+K \widehat{\sigma}_{c}^{2}= & \frac{1}{\widehat{w}_{c}}=\left(1-\frac{1}{\Delta_{c}}\right) \operatorname{MS}\left(\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{r}, \boldsymbol{X}_{c}, \boldsymbol{X}_{\tau}\right) \\
& +\frac{1}{\Delta_{c}} \operatorname{MS}\left(\boldsymbol{X}_{c} \mid \boldsymbol{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{r}, \boldsymbol{X}_{\tau}\right)
\end{aligned}
$$

We illustrate the above by the following example.
Example 18.2 Suppose we have $t=5^{2}$ treatments in an unbalanced lattice square with $s=4$ squares. We can use the following system of confounding:

|  | Square |  |  |  |
| :--- | :--- | :---: | :---: | :--- |
|  | I | II | III | IV |
| Rows | $A$ | $B$ | $A B^{3}$ | $A B$ |
| Columns | $A B$ | $A B^{2}$ | $A B^{4}$ | $A B^{3}$ |

The experimental plan (apart from randomization of rows and columns) is then as given in Table 18.11, and the relevant parts of the $\mathrm{R} \mid \mathrm{C}, \mathrm{T}$-ANOVA and the C $\mid$ R, T-ANOVA are given in Tables 18.12 and 18.13 , respectively. Concerning treatment comparisons such as, for example, $(0,0)$ versus $(1,1)$, we have

$$
\begin{aligned}
\widehat{\widehat{\tau}}(0,0)-\widehat{\widehat{\tau}}(1,1)= & \left(\widehat{\widehat{A}}_{0}-\widehat{\widehat{A}}_{1}\right)+\left(\widehat{\widehat{B}}_{0}-\widehat{\widehat{B}}_{1}\right) \\
& +\left(\widehat{\widehat{A B}}_{0}-\widehat{\widehat{A B}}_{2}\right)+\left(\widehat{\widehat{A B}}_{0}^{2}-\widehat{\widehat{A B}}_{3}^{2}\right)+\left(\widehat{\widehat{A B}}_{0}^{3}-\widehat{\widehat{A B}}_{4}^{3}\right)
\end{aligned}
$$

with [see (18.34)]
$\operatorname{var}(\widehat{\tau}(0,0)-\widehat{\widehat{\tau}}(1,1))=\frac{4}{5} \sigma_{e}^{2}\left[\frac{1}{3+\rho_{r}^{-1}}+\frac{1}{2+\rho_{r}^{-1}+\rho_{c}^{-1}}+\frac{1}{3+\rho_{c}^{-1}}\right]$

### 18.9.2 Lattice Squares for General $K$

We now turn to the case where $K$ is not prime or prime power. Suppose there exist $q$ MOLS of order $K$. Then the row and column classification and the

Table 18.11 Experimental Plan for Lattice Square with 25 Treatments in 4 Squares

Square I

| $(0,0)$ | $(0,1)$ | $(0,2)$ | $(0,3)$ | $(0,4)$ |
| :--- | :--- | :--- | :--- | :--- |
| $(1,4)$ | $(1,0)$ | $(1,1)$ | $(1,2)$ | $(1,3)$ |
| $(2,3)$ | $(2,4)$ | $(2,0)$ | $(2,1)$ | $(2,2)$ |
| $(3,2)$ | $(3,3)$ | $(3,4)$ | $(3,0)$ | $(3,1)$ |
| $(4,1)$ | $(4,2)$ | $(4,3)$ | $(4,4)$ | $(4,0)$ |

Square II

| $(0,0)$ | $(1,0)$ | $(2,0)$ | $(3,0)$ | $(4,0)$ |
| :--- | :--- | :--- | :--- | :--- |
| $(1,2)$ | $(2,2)$ | $(3,2)$ | $(4,2)$ | $(0,2)$ |
| $(2,4)$ | $(3,4)$ | $(4,4)$ | $(0,4)$ | $(1,4)$ |
| $(3,1)$ | $(4,1)$ | $(0,1)$ | $(1,1)$ | $(2,1)$ |
| $(4,3)$ | $(0,3)$ | $(1,3)$ | $(2,3)$ | $(3,3)$ |

## Square III

| $(0,0)$ | $(1,3)$ | $(2,1)$ | $(3,4)$ | $(4,2)$ |
| :--- | :--- | :--- | :--- | :--- |
| $(1,1)$ | $(2,4)$ | $(3,2)$ | $(4,0)$ | $(0,3)$ |
| $(2,2)$ | $(3,0)$ | $(4,3)$ | $(0,1)$ | $(1,4)$ |
| $(3,3)$ | $(4,1)$ | $(0,4)$ | $(1,2)$ | $(2,0)$ |
| $(4,4)$ | $(0,2)$ | $(1,0)$ | $(2,3)$ | $(3,1)$ |

Square IV

| $(0,0)$ | $(1,4)$ | $(2,3)$ | $(3,2)$ | $(4,1)$ |
| :--- | :--- | :--- | :--- | :--- |
| $(1,3)$ | $(2,2)$ | $(3,1)$ | $(4,0)$ | $(0,4)$ |
| $(2,1)$ | $(3,0)$ | $(4,4)$ | $(0,3)$ | $(1,2)$ |
| $(3,4)$ | $(4,3)$ | $(0,2)$ | $(1,1)$ | $(2,0)$ |
| $(4,2)$ | $(0,1)$ | $(1,0)$ | $(2,4)$ | $(3,3)$ |

classifications with respect to the $q$ languages, say $L_{1}, L_{2}, \ldots, L_{q}$, can be used in pairs to construct various numbers of squares, that is, if we denote the orthogonal classifications by $R=L_{q+1}, C=L_{q+2}, L_{1}, \ldots, L_{q}$, respectively, then any pair $\left(L_{i}, L_{j}\right)$ with $i \neq j(i, j=1,2, \ldots, q+2)$ defines a suitable square arrangement of the $t=K^{2}$ treatments, where the levels of $L_{i}$ determine the rows and the levels of $L_{j}$ determine the columns of the square.

Example 18.3 For $K=6$ we have $q=1$. A suitable arrangement would be as follows:

|  | Square |  |  |
| :--- | :---: | :---: | :---: |
|  | I | II | III |
| Rows | $L_{2}$ | $L_{1}$ | $L_{3}$ |
| Columns | $L_{3}$ | $L_{2}$ | $L_{1}$ |

Table $18.12 \quad \mathrm{R} \mid \mathrm{C}$, T-ANOVA for Example 18.2

| Source | d.f. | $E(\mathrm{MS})$ |
| :---: | :---: | :---: |
| $\boldsymbol{X}_{s} \mid \boldsymbol{J}$ | 3 |  |
| $\boldsymbol{X}_{\tau} \mid \mathfrak{J}, \boldsymbol{X}_{s}$ | 24 |  |
| $\boldsymbol{X}_{c} \mid \mathcal{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{\tau}$ | 16 |  |
| $\widetilde{A B}_{\text {I }}$ vs. $\widetilde{A B}_{\text {II,III, IV }}$ | 4 |  |
| $\widetilde{A B}_{\text {II }}^{2}$ vs. $\widetilde{A B}_{\text {I,III,IV }}^{2}$ | 4 |  |
| $\widetilde{A B}_{\mathrm{IV}}^{3} \text { vs. } \widetilde{A B}_{\mathrm{I}, \mathrm{II}, \mathrm{III}}^{3}$ | 4 |  |
| $\widetilde{A B}_{\mathrm{III}}^{4} \text { vs. } \widetilde{A B}_{\mathrm{I}, \mathrm{II}, \mathrm{IV}}^{4}$ | 4 |  |
| $\boldsymbol{X}_{r} \mid \mathfrak{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{c}, \boldsymbol{X}_{\tau}$ | 16 | $\sigma_{e}^{2}+\frac{7}{12} 5 \sigma_{r}^{2}$ |
| $\widetilde{A}_{\mathrm{I}}$ vs. $\widehat{A}_{\text {III,III,IV }}$ | 4 | $\sigma_{e}^{2}+\frac{3}{4} 5 \sigma_{r}^{2}$ |
| $\widetilde{B}_{\text {II }}$ vs. $\widehat{B}_{\text {I,III,IV }}$ | 4 | $\sigma_{e}^{2}+\frac{3}{4} 5 \sigma_{r}^{2}$ |
| $\widetilde{A B}_{\text {III }}^{3}$ vs. $\widehat{A B}_{\text {I, II }}^{3}$ | 4 | $\sigma_{e}^{2}+\frac{2}{3} 5 \sigma_{r}^{2}$ |
| $\widetilde{A B}_{\text {IV }}$ vs. $\widehat{A B}_{\text {II, III }}$ | 4 | $\sigma_{e}^{2}+\frac{2}{3} 5 \sigma_{r}^{2}$ |
| $\boldsymbol{I} \mid \mathfrak{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{r}, \boldsymbol{X}_{c}, \boldsymbol{X}_{\tau}$ | 40 | $\sigma_{e}^{2}$ |

Table 18.13 C|R, T-ANOVA for Example 18.3

| Source | d.f. | $E(\mathrm{MS})$ |
| :---: | :---: | :---: |
| $\boldsymbol{X}_{S} \mid \mathcal{J}$ | 3 |  |
| $\boldsymbol{X}_{\tau} \mid \mathcal{J}, \boldsymbol{X}_{s}$ | 24 |  |
| $\boldsymbol{X}_{r} \mid \mathcal{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{\tau}$ | 16 |  |
| $\widetilde{A}_{\mathrm{I}}$ vs. $\widetilde{A}_{\text {II,III,IV }}$ | 4 |  |
| $\widetilde{B}_{\text {II }}$ vs. $\widetilde{B}_{\text {I,III,IV }}$ | 4 |  |
| $\widetilde{A B}_{\mathrm{III}}^{3}$ vs. $\widetilde{A B}_{\mathrm{I}, \mathrm{II}, \mathrm{IV}}^{3}$ | 4 |  |
| $\widetilde{A B}_{\text {IV }}$ vs. $\widetilde{A B}_{\text {I,II, III }}$ | 4 |  |
| $\boldsymbol{X}_{c} \mid \mathcal{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{r}, \boldsymbol{X}_{\tau}$ | 16 | $\sigma_{e}^{2}+\frac{7}{12} 5 \sigma_{c}^{2}$ |
| $\widetilde{A B}_{\text {I }}$ vs. $\widehat{A B}_{\text {II, III }}$ | 4 | $\sigma_{e}^{2}+\frac{2}{3} 5 \sigma_{c}^{2}$ |
| $\widetilde{A B}_{\text {II }}^{2}$ vs. $\widehat{A B}_{\text {I,III,IV }}^{2}$ | 4 | $\sigma_{e}^{2}+\frac{3}{4} 5 \sigma_{c}^{2}$ |
| $\widetilde{A B}_{\text {III }}^{4}$ vs. $\widehat{A B}_{\mathrm{I}, \mathrm{II}, \mathrm{IV}}^{4}$ | 4 | $\sigma_{e}^{2}+\frac{3}{4} 5 \sigma_{c}^{2}$ |
| $\widetilde{A B}_{\mathrm{IV}}^{3}$ vs. $\widehat{A B}_{\mathrm{I}, \mathrm{II}}^{3}$ | 4 | $\sigma_{e}^{2}+\frac{2}{3} 5 \sigma_{c}^{2}$ |
| $\boldsymbol{I} \mid \boldsymbol{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{r}, \boldsymbol{X}_{c}, \boldsymbol{X}_{\tau}$ | 40 | $\sigma_{e}^{2}$ |

Example 18.4 For $K=10$ we have $q=2$. A suitable arrangement would be as follows:

|  | Square |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | I | II | III | IV |
| Rows | $L_{1}$ | $L_{2}$ | $L_{3}$ | $L_{4}$ |
| Columns | $L_{2}$ | $L_{3}$ | $L_{4}$ | $L_{1}$ |

Other arrangements are, of course, possible.

### 18.10 LATTICE RECTANGLES

The concept of the lattice square as a design that enables elimination of heterogeneity in two directions can be extended to situations where the rows and columns do not contain the same number of experimental units. The notion of double confounding presented in Section 9.8 may be used to develop designs for $K^{n}$ treatments, $K$ being prime or prime power, with replicates having a rectangular pattern with rows of size $K^{r}$ and columns of size $K^{c}$ with $r+c=n$. There are, obviously, many possible configurations. To describe the general case leads to rather complicated notation. For this reason we shall illustrate this type of design by the following example.

Example 18.5 Suppose we have $t=3^{3}=27$ treatments and replicates with rows of size 3 and columns of size 9. A possible system of row and column confounding would be as follows:

| Replicate I: | Rows: | $A, B, A B, A B^{2}$ |
| :--- | :--- | :--- |
|  | Columns: | $A B C$ |
| Replicate II: | Rows: | $A, C, A C, A C^{2}$ |
|  | Columns: | $A B^{2} C$ |
| Replicate III: | Rows: | $B, C, B C, B C^{2}$ |
|  | Columns: | $A B C^{2}$ |

This leaves each effect or interaction unconfounded in at least one replicate.
With proper modifications, the analysis proceeds as outlined in Section 18.9 using model (18.32) and the weights

$$
w_{r}=\frac{1}{\sigma_{e}^{2}+K^{r} \sigma_{r}^{2}} \quad w_{c}=\frac{1}{\sigma_{e}^{2}+K^{c} \sigma_{c}^{2}}
$$

Estimation of the weights is accomplished easily by following the procedures outlined in Section 11.12 in combination with (18.41) and (18.43). We merely illustrate this for Example 18.5.

Table 18.14 Partial ANOVA for Lattice Rectangle of Example 18.5

| Source | d.f. | $E$ (MS) |
| :---: | :---: | :---: |
| $\boldsymbol{X}_{r} \mid \mathfrak{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{c}, \boldsymbol{X}_{\tau}$ | 24 | $\sigma_{e}^{2}+\frac{3}{2} 3 \sigma_{r}^{2}$ |
| $\widetilde{A}_{\text {II,III }}$ vs. $\widehat{A}_{\text {III }}$ | 2 |  |
| $\widetilde{B}_{\text {I,III }}$ vs. $\widehat{B}_{\text {II }}$ | 2 | $\sigma_{e}^{2}+\frac{1}{3} 3 \sigma_{r}^{2}$ |
| $\widetilde{C}_{\text {II,III }}$ vs. $\widehat{C}_{\text {I }}$ | 2 |  |
| $\widetilde{A B}_{\text {I }}$ vs. $\widehat{A B}_{\text {II,III }}$ | 2 |  |
| $\widetilde{A B}_{\text {I }}^{2}$ vs. $\widehat{A B}_{\text {II,III }}^{2}$ | 2 |  |
| $\widetilde{A C}_{\text {II }}$ vs. $\widehat{A C}_{\text {I,III }}$ | 2 |  |
| $\widetilde{A C}_{\text {II }}^{2}$ vs. $\widehat{A C}_{\text {I,III }}^{2}$ | 2 | $\sigma_{e}^{2}+\frac{2}{3} 3 \sigma_{r}^{2}$ |
| $\widetilde{B C}_{\text {III }}$ vs. $\widehat{B C}_{\text {I,II }}$ | 2 |  |
| $\widetilde{B C}_{\text {III }}^{2}$ vs. $\widehat{B C}_{\text {I,III }}^{2}$ | 2 |  |
| $\widetilde{A}_{\text {I }}$ vs. $\widetilde{A}_{\text {II }}$ | 2 |  |
| $\widetilde{B}_{\text {I }}$ vs. $\widetilde{B}_{\text {III }}$ | 2 | $\sigma_{e}^{2}+3 \sigma_{r}^{2}$ |
| $\widetilde{C}_{\text {II }}$ vs. $\widetilde{C}_{\text {III }}$ | 2 |  |
| $\boldsymbol{X}_{C} \mid \mathfrak{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{r}, \boldsymbol{X}_{\tau}$ | 6 | $\sigma_{e}^{2}+\frac{2}{3} 9 \sigma_{c}^{2}$ |
| $\widetilde{A B C}^{\text {I vs. }} \widehat{A B C}_{\text {II,III }}$ | 2 | ) |
|  | 2 | $\sigma_{e}^{2}+\frac{2}{3} 9 \sigma_{c}^{2}$ |
| $\widetilde{A B C}_{\text {IIII }}^{2}$ vs. $\widehat{A B C}_{\text {I,II }}^{2}$ | 2 |  |

Example 18.5 (Continued) The partitioning of $\operatorname{SS}\left(\boldsymbol{X}_{r} \mid \mathcal{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{c}, \boldsymbol{X}_{\tau}\right)$ and $\operatorname{SS}\left(\boldsymbol{X}_{c} \mid \boldsymbol{J}, \boldsymbol{X}_{s}, \boldsymbol{X}_{r}, \boldsymbol{X}_{\tau}\right)$ is indicated in Table 18.14 together with the associated $E(\mathrm{MS})$. With these, $w_{r}$ and $w_{c}$ can be estimated in the usual way.

### 18.11 RECTANGULAR LATTICES

The class of two-dimensional lattices is applicable when the number of treatments is a perfect square; that is, $t=K^{2}$. Obviously, this limits the number of cases in which such a lattice design can be used. To remedy this deficiency Harshbarger (1947, 1949, 1951) introduced designs for $t=K(K-1)$ treatments in blocks of size $K-1$, which are referred to as rectangular lattice designs. Actually, this is a special case of a more general class of designs for $t=K(K-L)$ treatments in blocks of size $K-L(K>L)$. However, only the case $L=1$ is really useful from a practical point of view since $(K-1)^{2}<K(K-1)<K^{2}$,
thus accommodating intermediate values of $t$. In contrast to the lattice designs discussed so far there does not now exist a correspondence between the treatments and factorial combinations, a fact that will be reflected in the analysis of these designs.

### 18.11.1 Simple Rectangular Lattices

We denote the treatments by ordered pairs $(x, y)$ with $x, y=1,2, \ldots, K, x \neq y$. We then form two replicates, each with $K$ blocks of size $K-1$ as follows:

Replicate I: Treatments with the same value for $x$ form the $x$ th block
Replicate II: Treatments with the same value for $y$ for the $y$ th block
Thus each treatment $(x, y)$ appears together in a block with $2(K-2)$ treatments all of which have one digit in common with $(x, y)$. The remaining $K^{2}-3 K+3$ treatments have either 0 , 1 , or 2 digits in common with $(x, y)$. Nair (1951) has shown that these groups of treatments define an association scheme for a PBIB(4) design for $K \geq 4$ with the actual resolved PBIB(4) design as given above with $t=K(K-1), k=K-1, r=2, b=2 K$.

More formally, the association scheme and the parameters of the design (see Section 4.3) are as follows: Two treatments $(x, y)$ and $\left(x^{\prime}, y^{\prime}\right)$ are said to be

1st associates if ( $x=x^{\prime}, y \neq y^{\prime}$ ) or $\left(y=y^{\prime}, x \neq x^{\prime}\right)$
2nd associates if $x \neq x^{\prime}, x \neq y^{\prime}, y \neq x^{\prime}, y \neq y^{\prime}$
3rd associates if $\left(x=y^{\prime}, y \neq x^{\prime}\right)$ or $\left(y=x^{\prime}, x \neq y^{\prime}\right)$
4th associates if $x=y^{\prime}, y=x^{\prime}$
Thus $n_{1}=2(K-2), n_{2}=(K-2)(K-3), n_{3}=2(K-2), n_{4}=1$ with $\lambda_{1}=$ $1, \lambda_{2}=\lambda_{3}=\lambda_{4}=0$.

Furthermore

$$
\begin{aligned}
& \boldsymbol{P}_{1}=\left[\begin{array}{ccccc}
0 & 1 & 0 & 0 & 0 \\
1 & K-3 & K-3 & 1 & 0 \\
0 & K-3 & (K-3)(K-4) & K-3 & 0 \\
0 & 1 & K-3 & K-3 & 1 \\
0 & 0 & 0 & 1 & 0
\end{array}\right] \\
& \boldsymbol{P}_{2}=\left[\begin{array}{ccccc}
0 & 0 & 1 & 0 & 0 \\
0 & 2 & 2(K-4) & 2 & 0 \\
1 & 2(K-4) & (K-4)(K-5) & 2(K-4) & 1 \\
0 & 2 & 2(K-4) & 2 & 0 \\
0 & 0 & 1 & 0 & 0
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
& \boldsymbol{P}_{3}=\left[\begin{array}{ccccc}
0 & 0 & 0 & 1 & 0 \\
0 & 1 & K-3 & K-3 & 1 \\
0 & K-3 & (K-3)(K-4) & K-3 & 0 \\
1 & K-3 & K-3 & 1 & 0 \\
0 & 1 & 0 & 0 & 0
\end{array}\right] \\
& \boldsymbol{P}_{4}=\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 2(K-2) & 0 \\
0 & 0 & (K-2)(K-3) & 0 & 0 \\
0 & 2(K-2) & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0
\end{array}\right]
\end{aligned}
$$

For $K=3$ this design reduces to a $\operatorname{PBIB}(3)$ design since then $n_{2}=0$.
The analysis of this design proceeds as outlined in Section 4.5.

### 18.11.2 Triple Rectangular Lattices

We now denote the treatments by triplets $(x, y, z)$ with $x, y, z=1,2, \ldots, K$ and $x \neq y \neq z \neq x$. The triplets are chosen in the following way. We take a Latin square of order $K$, replacing the Latin letters $A, B, C, \ldots$ by the "Latin" numbers $1,2,3, \ldots$, respectively, arranged in such a way that the diagonal contains the numbers $1,2, \ldots, K$. Then leaving out the diagonal the remaining $K(K-1)$ cells are identified by the row number, $x$, the column number, $y$, and the "Latin" number, $z$. Each such cell corresponds to a treatment $(x, y, z)$, and the treatments, which are allocated to the blocks in the three replicates as follows:

Replicate I: Treatments with the same $x$ value form the $x$ th block
Replicate II: Treatments with the same $y$ value form the $y$ th block
Replicate III: Treatments with the same $z$ value form the $z$ th block
giving a resolved design with parameters $t=K(K-1), k=K-1, \quad b=$ $3 K, r=3$.

Nair (1951) has shown that for $K=3$ and $K=4$ the resulting design is a PBIB design, but that this is no longer true for $K \geq 5$. For $K=3$ we have a $\operatorname{PBIB}(2)$ design with the following association scheme: Two treatments $(x, y, z)$ and $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ are said to be 1 st associates if $x=x^{\prime}$ or $y=y^{\prime}$ or $z=z^{\prime}$ and 2 nd associates otherwise. It then follows that $n_{1}=3, n_{2}=2, \lambda_{1}=1, \lambda_{2}=0$ and

$$
\boldsymbol{P}_{1}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
1 & 0 & 2 \\
0 & 2 & 0
\end{array}\right) \quad \boldsymbol{P}_{2}=\left(\begin{array}{ccc}
0 & 0 & 1 \\
0 & 3 & 0 \\
1 & 0 & 1
\end{array}\right)
$$

For $K=4$, the association is as follows: Two treatments $(x, y, z)$ and $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ are said to be 1 st associates if $x=x^{\prime}$ or $y=y^{\prime}$ or $z=z^{\prime}, 2$ nd associates if they have three digits alike, and 3rd associates otherwise. This leads to a $\operatorname{PBIB}(3)$ design with parameters $n_{1}=6, n_{2}=2, n_{3}=3, \lambda_{1}=1, \lambda_{2}=\lambda_{3}=0$ and

$$
\boldsymbol{P}_{1}=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & 2 & 1 & 2 \\
0 & 1 & 0 & 1 \\
0 & 2 & 1 & 0
\end{array}\right) \quad \boldsymbol{P}_{2}=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 3 & 0 & 3 \\
1 & 0 & 1 & 0 \\
0 & 3 & 0 & 0
\end{array}\right) \quad \boldsymbol{P}_{3}=\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 4 & 2 & 0 \\
0 & 2 & 0 & 0 \\
1 & 0 & 0 & 2
\end{array}\right)
$$

The analysis of these triple rectangular lattices follows the procedures given in Section 4.5. For $K \geq 5$ these designs can be analyzed according to the methods developed in Chapter 1 for the general incomplete block design. It should be mentioned, however, that for $K=5$ treatments are compared with five different variances depending whether they (1) appear together in the same block and have either 1,2 , or 3 digits alike or (2) do not appear in the same block and have 1 or 2 digits alike. It appears then that this design has a structure that is more general than that of a PBIB design (see also Nair, 1951) but that is unknown.

The method used to construct triple rectangular lattices can be generalized to construct rectangular lattices with more than three replicates by using several MOLS (where available) to label the treatments appropriately. For $K-2$ MOLS (if they exist) we obtain the near balance rectangular lattices with $K$ replicates (Harshbarger, 1951).

### 18.12 EFFICIENCY FACTORS

It should be clear from our discussion in the preceding sections that the onerestrictional lattice designs are certain types of incomplete block designs, and that the two-restrictional lattic designs are resolvable row-column designs. For both of these types of designs we have discussed in Sections 1.12 and 6.6.7, respectively, how comparisons among competing designs can be made by computing their efficiency factors, and by providing upper bounds for the efficiency factors. These results can, of course, be used here, too.

More specifically, however, Patterson and Williams (1976) give the efficiency factor for a square lattice as

$$
\begin{equation*}
E=\frac{\left(K^{2}-1\right)(s-1)}{\left(K^{2}-1\right)(s-1)+s(K-1)} \tag{18.45}
\end{equation*}
$$

where $s$ is the number of replicates or number of different systems of confounding used. For other one-restrictional lattices (18.45) represents an upper bound.

For a two-restrictional lattice John and Williams (1995) give an upper bound

$$
\begin{equation*}
E_{\rho \gamma}=\frac{t-\rho-\gamma+1}{t-1} \tag{18.46}
\end{equation*}
$$

where $t=$ number of treatments, $\rho=$ number of rows, and $\gamma=$ number of columns. Alternatives to (18.46) were derived by John and Street $(1992,1993)$.

## CHAPTER19

## Crossover Designs

### 19.1 INTRODUCTION

We have mentioned earlier (e.g., I.9.1) that a very important aspect of experimental design is the reduction of error in order to improve the inference from experiments. This is particularly true if an experiment involves biological entities, such as animals or humans, since such entities typically exhibit rather larger variability. One way to reduce this natural variability is to use each animal or human, which we shall refer to as subjects, as a block rather than as an experimental unit. Different treatments are then applied successively, that is, in different time periods, to each subject, so that each subject-period combination now represents the experimental unit. This is often referred to as each subject acting as its own control, since now comparisons between treatments can be made within rather than between subjects.

Obviously, for this procedure to be of any value certain conditions have to be fulfilled: (1) a subject reacts to the treatment soon after the treatment has been applied, (2) the treatment effect only lasts for a limited time, (3) after this time the subject is restored to its original state, and (4) the treatment effects are the same in each period. If these conditions are satisfied, we may use some form of block design where the subjects are the blocks and the treatments to be administered to the subject are applied at random. If, however, period effects are suspected, that is, the subjects change systematically over the time of the trial, then we employ some sort of row-column design, with rows representing the periods and columns representing the subjects. This situation may occur, for example, in a dairy cattle feeding trial, where the treatments are applied during the cow's lactation period and where it is known that changes occur during the lactation period regardless of the treatments (Cochran, Autrey, and Cannon, 1941).

It is this latter type of situation that we are concerned with in this chapter. The designs suitable for these situations are called crossover designs or changeover

[^25]designs, and we shall discuss some of their features in the following sections. We should mention that these designs are sometimes referred to as repeated measurements designs, but we shall reserve this term for designs where repeated measurements are obtained on a subject following a single treatment application (see I.13.7).

Crossover designs were first considered in principle in the context of agricultural experiments. Cochran (1939), for example, alluded to their special features in connection with rotation experiments. Further developments came with applications in animal feeding trials (e.g., Lucas, 1957; Patterson, 1951; Patterson and Lucas, 1959, 1962), biological assay (e.g., Finney, 1956), pharmaceutical and clinical trials (e.g., Senn, 1993), psychology (e.g., Cotton, 1998), and industrial research (e.g., Raghavarao, 1990). For a brief history of this subject see Hedayat and Afsarinejad (1975).

### 19.2 RESIDUAL EFFECTS

We have pointed out above that one of the advantages of crossover designs is that certain treatment contrasts may be estimated more precisely on a withinsubject basis as compared to designs where only between-subject information is available. There are, however, also disadvantages, such as the length of time required for a trial.

Another major disadvantage may arise if the treatments exhibit effects beyond the period in which they are applied. These lingering effects are referred to as residual effects or carryover effects. If these effects cannot be accounted for, they may bias the estimates of contrasts among treatment effects or, as they also are referred to, direct effects. Wash-out periods (with either no treatment or a standard treatment) have been used to eliminate this problem, but that may in some cases be unethical and it also prolongs the duration of the trial even more.

There may be situations in which one is interested to estimate the residual effects, but generally we are interested only in the direct effects. It is therefore important to construct designs that allow us to estimate the direct effects separately from the residual effects.

### 19.3 THE MODEL

We have argued before (see I.2.2) that the development of the experimental design and the formulation of an appropriate statistical model are intimately connected in that the structures of the treatment design, the error control design, and the sampling and observation design determine essentially the complexity of the statistical model for purposes of analyzing the data. From our discussion, so far it is clear that a model for crossover designs follows that for a row-column design, that is, it contains period, subject, and treatment (direct) effects. In addition, however, we also need to include residual effects, and that requires that we have
to make assumptions about the nature of the residual effects. Over how many periods do they extend? Do they interact with the treatments applied in these periods? Do they change over time?

The commonly used assumptions are that the carryover effects last only for one period and that they are constant over time and do not depend on the treatment applied in that period (but see also Section 19.8.6). Thus, if we denote by $y_{i j}$ the observation in period $i(i=1,2, \ldots, p)$ on subject $j(j=1,2, \ldots, n)$, we write the model as

$$
\begin{equation*}
y_{i j}=\mu+\pi_{i}+\beta_{j}+\tau_{d(i, j)}+\rho_{d(i-1, j)}+e_{i j} \tag{19.1}
\end{equation*}
$$

where $\pi_{i}$ represents the $i$ th period effect, $\beta_{j}$ the $j$ th subject effect, $\tau_{d(i, j)}$ the treatment effect, with $d(i, j)$ denoting the treatment applied to subject $j$ in period $i$ using the design $d, \rho_{d(i-1, j)}$ the carryover effect associated with the treatment assigned to subject $j$ in period $i-1$, and $e_{i j}$ the error with mean 0 and variance $\sigma_{e}^{2}$.

We shall rewrite (19.1) in matrix notation as follows (see Stufken, 1996):

$$
\begin{equation*}
\boldsymbol{y}=\mathfrak{J} \mu+\boldsymbol{X}_{1} \boldsymbol{\pi}+\boldsymbol{X}_{2} \boldsymbol{\beta}+\boldsymbol{X}_{d 3} \boldsymbol{\tau}+\boldsymbol{X}_{d 4} \boldsymbol{\rho}+\boldsymbol{e} \tag{19.2}
\end{equation*}
$$

with $\boldsymbol{y}^{\prime}=\left(y_{11}, y_{21}, \ldots, y_{p n}\right), \quad \boldsymbol{\pi}^{\prime}=\left(\pi_{1}, \pi_{2}, \ldots, \pi_{p}\right), \quad \boldsymbol{\beta}^{\prime}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right)$, $\boldsymbol{\tau}^{\prime}=\left(\tau_{1}, \tau_{2}, \ldots, \tau_{t}\right), \boldsymbol{\rho}^{\prime}=\left(\rho_{1}, \rho_{2}, \ldots, \rho_{t}\right)$,

$$
\boldsymbol{X}_{1}=\left[\begin{array}{c}
I_{p} \\
\vdots \\
I_{p}
\end{array}\right]=\boldsymbol{J} \times I_{p}, \quad \boldsymbol{X}_{2}=\left[\begin{array}{cccc}
\mathfrak{J}_{p} & \mathbf{0}_{p} & \ldots & \mathbf{0}_{p} \\
\mathbf{0}_{p} & \mathfrak{J}_{p} & \ldots & \mathbf{0}_{p} \\
\vdots & & & \\
\mathbf{0}_{p} & \mathbf{0}_{p} & \ldots & \boldsymbol{J}_{p}
\end{array}\right]=\boldsymbol{I}_{n} \times \boldsymbol{J}_{p}
$$

and the $p n \times t$ design-dependent matrices as

$$
\boldsymbol{X}_{d 3}=\left[\begin{array}{c}
\boldsymbol{X}_{d 31}  \tag{19.3}\\
\boldsymbol{X}_{d 32} \\
\vdots \\
\boldsymbol{X}_{d 3 n}
\end{array}\right] \quad \boldsymbol{X}_{d 4}=\left[\begin{array}{c}
\boldsymbol{X}_{d 41} \\
\boldsymbol{X}_{d 42} \\
\vdots \\
\boldsymbol{X}_{d 4 n}
\end{array}\right]
$$

where the $p \times t$ matrix $\boldsymbol{X}_{d 3 j}$ denotes the period-treatment incidence matrix for subject $j$ and where $\boldsymbol{X}_{d 4 j}=\boldsymbol{L}^{*} \boldsymbol{X}_{d 3 j}$ denotes the $p \times p$ period-residual effect incidence matrix for subject $j$, with the $p \times p$ matrix $\boldsymbol{L}^{*}$ defined as

$$
\boldsymbol{L}^{*}=\left[\begin{array}{ll}
\mathbf{0}_{p-1}^{\prime} & 0  \tag{19.4}\\
\boldsymbol{I}_{p-1} & \mathbf{0}_{p-1}
\end{array}\right]
$$

The form of $\boldsymbol{L}^{*}$ in (19.4) implies that $\rho_{d(0, j)}=0$.

### 19.4 PROPERTIES OF CROSSOVER DESIGNS

We have seen in our earlier discussions that balancedness plays an important and useful role in the construction of designs. It is therefore not surprising-in fact, it is quite intuitive-that "good" crossover designs benefit from certain forms of balancedness.

We shall denote a crossover design $d$ with $t$ treatments, $n$ subjects, and $p$ periods by $\mathrm{CO}(t, n, p)$ and the totality of all $\mathrm{CO}(t, n, p)$ by $\Omega_{t, n, p}$. In order to describe balancedness more precisely we then give the following definitions, following Cheng and Wu (1980) and Afsarinejad (1990).

Definition 19.1 A design $d \epsilon \Omega_{t, n, p}$ is said to be uniform on the periods if each treatment is assigned to $\lambda_{1}$ subjects in each period.

Definition 19.2 A design $d \in \Omega_{t, n, p}$ is said to be uniform on the subjects if each treatment is assigned $\lambda_{2}$ times to each subject.

Definition 19.3 A design $d \epsilon \Omega_{t, n, p}$ is said to be uniform if it is uniform on the periods and uniform on the subjects.

These definitions imply that

$$
\begin{equation*}
n=\lambda_{1} t \quad p=\lambda_{2} t \tag{19.5}
\end{equation*}
$$

and hence $n \geq t, p \geq t$.
Definition 19.4 A design $d \in \Omega_{t, n, p}$ is said to be balanced for residual effects (or balanced for short) if each treatment is immediately preceded by each other treatment (but not by itself) $\lambda$ times.

Definition 19.5 A design $d \epsilon \Omega_{t, n, p}$ is said to be strongly balanced for residual effects (or strongly balanced for short) if each treatment is immediately preceded by all the treatments (including itself) $\lambda^{*}$ times.

These definitions imply that

$$
\begin{equation*}
n(p-1)=\lambda t(t-1) \quad n(p-1)=\lambda^{*} t^{2} \tag{19.6}
\end{equation*}
$$

For the important case $p<t$ Afsarinejad (1990) gives the following definitions for balancedness.

Definition 19.6 A design $d \in \Omega_{t, n, p}$ with $p<t$ is said to be balanced if it is uniform on periods, balanced for residual effects, and distinct treatments are applied to the subjects.

Definition 19.7 A design $d \epsilon \Omega_{t, n, p}$ with $p<t$ is said to be strongly balanced if it is uniform on periods and strongly balanced for residual effects.

### 19.5 CONSTRUCTION OF CROSSOVER DESIGNS

In this section we shall describe some methods of constructing crossover designs.

### 19.5.1 Balanced Designs for $\boldsymbol{p}=\boldsymbol{t}$

A method of constructing balanced designs for the case $p=t$ was given by Williams (1949). These designs are commonly referred to as Williams squares. The method can be described easily by developing the treatment sequence assigned to subject 1 (Bradley, 1958). We distinguish between $t$ even and $t$ odd.

1. $t$ even: Let us denote the treatment sequence for subject 1 by ( $c_{1}$, $\left.c_{2}, \ldots, c_{t}\right)^{\prime}$. Then the sequence for subject $j+1(j=1,2, \ldots, t-1)$ is given by $\left(c_{1}+j, c_{2}+j, \ldots, c_{t}+j\right)^{\prime}$ where each element in this sequence is reduced mod $t$. Now, labeling the treatments $1,2, \ldots, t$, we have specifically, $\left(c_{1}, c_{2}, \ldots, c_{t}\right)^{\prime}=(1, t, 2, t-1,3, \ldots, t / 2,(t+2) / 2)^{\prime}$. This yields a $\mathrm{CO}(t, t, t)$.
2. $t$ odd: Here $\left(c_{1}, c_{2}, \ldots, c_{t}\right)^{\prime}=(1, t, 2, t-1,3, \ldots,(t+3) / 2,(t+1) / 2)^{\prime}$. Developing $\left(c_{1}, c_{2}, \ldots, c_{t}\right)$ as in (1) yields $t$ sequences for $t$ subjects. We then take the sequence for subject $t$, that is, $\left(c_{1}+t-1, c_{2}+t-\right.$ $\left.1, \ldots, c_{t}+t-1\right)^{\prime}$ and make the mirror image of it the sequence for subject $t+1$. The sequences for subjects $t+2, t+3, \ldots, 2 t$ are then obtained by developing the sequence for subject $t+1$ as described above, always mod $t$. This yields a $\mathrm{CO}(t, 2 t, t)$.

Using arguments based on cyclic groups, one can show that the designs obtained by the methods described in (1) and (2) above are balanced crossover designs with $\lambda=1$ and $\lambda=2$, respectively, in (19.6). In addition, the $\mathrm{CO}(t, t, t)$ in (1) is obviously a minimal design since $\lambda_{1}=1$ in (19.5). The same cannot be said for the $\mathrm{CO}(t, 2 t, t)$ in (2). In fact, it is known that minimal balanced designs do not exist for $t=3,5,7$ and exist only for some $t$ odd (Dénes and Keedwell, 1974).

### 19.5.2 Balanced Designs for $\boldsymbol{p}<\boldsymbol{t}$

Even for moderate values of $t$ the designs discussed in Section 19.5 may not always be practicable because the duration of the trial may be too long. Rather than using Latin square designs, as in (1) above, or multiples of Latin square designs, as in (2) above, we need designs that have the form of Youden squares (see I.10.5) or multiples of Youden squares, that is, designs with $p<t$. At the same time it is desirable to consider minimal designs, that is, to keep the number of subjects as small as possible.

We know from (19.5) and (19.6) that for a balanced $\mathrm{CO}(t, n, p)$ we require $n=$ $\lambda_{1} t$ and $n=\lambda t(t-1) /(p-1)$, which implies $\lambda_{1}(p-1)=\lambda(t-1)$. A minimal design is then obtained for $\lambda=1$. We thus have the following theorem.

Table 19.1 Generating Columns for Minimal Balanced $\operatorname{CO}(t, n, p)$

|  |  |  | Column |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | $\ldots$ | $i$ | $\ldots$ | $\lambda_{1}$ |  |
| $c_{1}$ | $c_{p}$ | $c_{2 p-1}$ | $\ldots$ | $c_{(i-1) p-(i-2)}$ | $\ldots$ | $c_{\left(\lambda_{1}-1\right) p-\left(\lambda_{1}-2\right)}$ |  |
| $c_{2}$ | $c_{p+1}$ | $c_{2 p}$ | $\ldots$ | $c_{(i-1) p-(i-3)}$ | $\ldots$ | $c_{\left(\lambda_{1}-1\right) p-\left(\lambda_{1}-3\right)}$ |  |
| $\vdots$ | $\vdots$ | $\vdots$ |  | $\vdots$ |  | $\vdots$ |  |
| $c_{p}$ | $c_{2 p-1}$ | $c_{3 p-2}$ | $\ldots$ | $c_{i p-(i-1)}$ | $\ldots$ | $c_{t}$ |  |

Theorem 19.1 (Afsarinejad, 1990) The necessary and sufficient conditions for the existence of a minimal balanced $\mathrm{CO}(t, n, p)$ with $p<t$ are $n=\lambda_{1} t$ and $\lambda_{1}(p-1)=t-1$.

We shall describe here two of several general methods of constructing balanced $\mathrm{CO}(t, n, p)$.

## Method 1

Extending the method of Section 19.5.1, Afsarinejad $(1983,1990)$ proposed to construct a minimal balanced $\mathrm{CO}\left(t, \lambda_{1} t, p\right)$ for $p<t$ by developing (mod $t$ ) each of the $\lambda_{1}$ columns of Table 19.1 associated with subjects $1, t+1$, $2 t+1, \ldots,\left(\lambda_{1}-1\right) t+1$, where
$\boldsymbol{c}^{\prime}=\left(c_{1}, c_{2}, \ldots, c_{t}\right)=\left\{\begin{array}{cl}(1, t, 2, t-1,3, \ldots, t / 2,(t+2) / 2) & \text { for } t \text { even } \\ (1, t, 3, t-2,5, \ldots,(t-3) / 2, & \\ (t+5) / 2,(t+1) / 2,(t+5) / 2, & \\ (t-3) / 2, \ldots, t, 1) & \text { for } t=4 \gamma+1 \\ (1, t, 3, t-2,5, \ldots,(t-1) / 2, & \\ (t+3) / 2,(t-1) / 2, \ldots, t, 1) & \text { for } t=4 \gamma+3\end{array}\right.$
We comment briefly on the form and nature of the columns in Table 19.1:

1. The columns consist of interlaced increasing and decreasing sequences of positive integers;
2. For $t$ odd the column consists of three parts, say $\boldsymbol{c}^{\prime}=\left(\boldsymbol{c}_{-1}^{\prime}, c_{0}, \boldsymbol{c}_{1}^{\prime}\right)$, where $\boldsymbol{c}_{1}^{\prime}$ is the mirror image of $\boldsymbol{c}_{-1}^{\prime}$, and $c_{0}=(t+1) / 2$ or $(t+3) / 2$ for $t=4 \gamma+1$ or $t=4 \gamma+3$, respectively;
3. The set $\bigcup_{i=2}^{t}\left(c_{i}-c_{i-1}\right)$ contains each nonzero integer mod $t$. These represent the $p-1$ successive differences between the elements of each of the
$\lambda_{1}$ columns [recall that $\left.\lambda_{1}(p-1)=t-1\right]$. After development each column will lead to $(p-1) t$ such differences, so that each ordered pair of distinct treatments will appear exactly once in the design, implying $\lambda=1$.

We shall illustrate the procedure with the following example.
Example 19.1 Let $t=7, p=4$, and hence $\lambda_{1}=2$. From Table 19.1 we obtain $\left(c_{1}, c_{2}, \ldots, c_{7}\right)=(1,7,3,5,3,7,1)$. Thus the generating columns are $(1,7,3,5)^{\prime}$ and $(5,3,7,1)^{\prime}$, and the design is given by

Subject

Period

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 5 | 6 | 7 | 1 | 2 | 3 | 4 |
| 2 | 7 | 1 | 2 | 3 | 4 | 5 | 6 | 3 | 4 | 5 | 6 | 7 | 1 | 2 |
| 3 | 3 | 4 | 5 | 6 | 7 | 1 | 2 | 7 | 1 | 2 | 3 | 4 | 5 | 6 |
| 4 | 5 | 6 | 7 | 1 | 2 | 3 | 4 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |

## Method 2

This method is due to Patterson (1952) (see also Patterson and Lucas, 1962) and is based on balanced incomplete block designs. Suppose we have a BIBD ( $t, b$, $k, r ; \alpha$ ). We then take the treatments in each block as the generating column for a balanced $\mathrm{CO}(k, k, k)$ for $k$ even or a $\mathrm{CO}(k, 2 k, k)$ for $k$ odd as described in Section 19.5.1. Adjoining these $b$ crossover designs leads to the final $\mathrm{CO}(t, b k, k)$ with $\lambda=\alpha$ for $k$ even or $\operatorname{CO}(t, 2 b k, k)$ with $\lambda=2 \alpha$ for $k$ odd.

We illustrate this procedure with the following example.
Example 19.2 Consider the BIBD (5, 5, 4, 4; 3)
Block

| 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 1 | 1 | 2 |
| 2 | 2 | 2 | 3 | 3 |
| 3 | 3 | 4 | 4 | 4 |
| 4 | 5 | 5 | 5 | 5 |

Recall that a balanced $\mathrm{CO}(4,4,4)$ is obtained from the generating column $(1,4,2,3)^{\prime}$. For a generating column (block) from the BIB design of the form $\left(T_{1}, T_{2}, T_{3}, T_{4}\right)$ we then obtain the $\mathrm{CO}(4,4,4)$ by using the association $T_{1} \equiv$ $1, T_{2} \equiv 4, T_{3} \equiv 2, T_{4} \equiv 3$. In other words, in the $\mathrm{CO}(4,4,4)$ given by

| 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- |
| 4 | 1 | 2 | 3 |
| 2 | 3 | 4 | 1 |
| 3 | 4 | 1 | 2 |

replace $i$ by the associated $T_{j}$ successively for each block. Part of the final $\mathrm{CO}(5,20,4)$ is given below:

|  | Subject |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | 17 | 18 | 19 | 20 |
| Period | 1 | 1 | 3 | 4 | 2 | 2 | 4 | 5 | 3 |
|  | 2 | 2 | 1 | 3 | 4 | 3 | 2 | 4 | 5 |
|  | 3 | 3 | 4 | 2 | 1 | 4 | 5 | 3 | 2 |
|  | 4 | 4 | 2 | 1 | 3 | 5 | 3 | 2 | 4 |

### 19.5.3 Partially Balanced Designs

One possible disadvantage of the designs obtained by method 2 in Section 19.5.2 is that the number of subjects required may be rather large. This is due to the fact that in general the number of blocks in a BIB design is relatively large. We have seen earlier that one "remedy" is to resort to PBIB designs with a smaller number of blocks. The same idea can be used here. Instead of developing the blocks of a BIB design as illustrated in Example 19.2, we may choose to develop in the same manner the blocks of a $\operatorname{PBIB}(m)$ design (Patterson, 1952; Patterson and Lucas, 1962). As a consequence, however, comparisons between direct effects from the resulting crossover design are estimated with up to $m$ different variances. Of particular interest here are $\operatorname{PBIB}(2)$ designs but also, because of the ease of construction, cyclic PBIB designs (see Section 5.3) as advocated by Davis and Hall (1969). For another class of partially balanced designs see Blaisdell and Raghavarao (1980).

### 19.5.4 Strongly Balanced Designs for $p=t+1$

We have pointed out earlier that the main interest in crossover designs is to estimate comparisons among direct effects. There are, however, situations where the residual effects are of interest in themselves as well. To increase the efficiency of estimating residual effect contrasts and to achieve orthogonality between the direct and residual effects (see Section 19.7), we consider strongly balanced designs. The additional important feature of these designs is that each treatment is also preceded by itself $\lambda^{*}$ times (see Definition 19.5).

An obvious way to construct a minimal strongly balanced design is to consider the balanced designs $\mathrm{CO}(t, t, t)$ and $\mathrm{CO}(t, 2 t, t)$ of Section 19.5.1 and add an extra period by simply repeating the treatment assignments from period $t$. We thus create the so-called extra-period designs (Lucas, 1957) $\mathrm{CO}(t, t, t+1)$ and $\mathrm{CO}(t, 2 t, t+1)$ with $\lambda^{*}=1$ and 2 , respectively. Some other extra-period designs based on orthogonal Latin squares were given by Lucas (1957).

### 19.5.5 Strongly Balanced Designs for $\boldsymbol{p}<\boldsymbol{t}$

Similar to Theorem 19.1 we can state the following theorem.
Theorem 19.2 (Afsarinejad, 1990) The necessary and sufficient conditions for the existence of a minimal strongly balanced $\mathrm{CO}(t, n, p)$ with $p<t$ are $n=\lambda_{1} t$ and $\lambda_{1}(p-1)=t$.

The construction then follows the method described in Section 19.5.2 with the following modifications (Afsarinejad, 1983, 1990):

1. The last element in the $\lambda_{1}$ th generating column in Table 19.1 is $c_{t+1}$.
2. The $\boldsymbol{c}$ vector

$$
\begin{aligned}
& \left(c_{1}, c_{2}, \ldots, c_{t}, c_{t+1}\right) \\
& \quad=\left\{\begin{array}{ll}
(1, t, 2, t-1, \ldots, t / 2,(t+2) / 2,(t+2) / 2) & \text { for } t \text { even } \\
(1, t, 3, t-2, \ldots,(t-3) / 2,(t+5) / 2, & \\
\begin{array}{ll}
(t+1) / 2,(t+1) / 2,(t+5) / 2, & \\
(t-3) / 2, \ldots, t, 1) & \text { for } t=4 \gamma+1 \\
(1, t, 3, t-2, \ldots,(t-1) / 2,(t+3) / 2, & \\
(t+3) / 2,(t-1) / 2, \ldots, t, 1) & \text { for } t=4 \gamma+3
\end{array}
\end{array} . \begin{array}{ll} 
\\
(t)
\end{array}\right. \\
&
\end{aligned}
$$

3. The set $\bigcup_{i=2}^{t+1}\left(c_{i}-c_{i-1}\right)$ contains each number mod $t$ and, hence, each ordered pair of treatments appears exactly once in the design.

We illustrate this procedure with the following example.

Example 19.3 Let $t=6, p=4$, and hence $\lambda_{1}=2$. Then $\left(c_{1}, c_{2}, \ldots, c_{7}\right)=$ $(1,6,2,5,3,4,4)$. The generating columns are $(1,6,2,5)$ and $(5,3,4,4)$ and the final design is

Subject

Period |  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 1 | 2 | 3 | 4 | 5 | 6 | 5 | 6 | 1 | 2 | 3 | 4 |
| 2 | 6 | 1 | 2 | 3 | 4 | 5 | 3 | 4 | 5 | 6 | 1 | 2 |  |
| 3 | 2 | 3 | 4 | 5 | 6 | 1 | 4 | 5 | 6 | 1 | 2 | 3 |  |
| 4 | 5 | 6 | 1 | 2 | 3 | 4 | 4 | 5 | 6 | 1 | 2 | 3 |  |

### 19.5.6 Balanced Uniform Designs

Uniform crossover designs (see Definition 19.3) are not only structurally appealing but also an important role in connection with the consideration of optimality (see Section 19.6). It is easy to verify that the $\mathrm{CO}(t, t, t)$ and $\mathrm{CO}(t, 2 t, t)$ given in Section 19.5.1 are uniform crossover designs. From these designs we can obtain, of course, $\mathrm{CO}\left(t, c_{1} t, c_{2} t\right)$ and $\mathrm{CO}\left(t, 2 c_{1} t, c_{2} t\right)$, respectively, with $c_{1}, c_{2}$ positive integers.

### 19.5.7 Strongly Balanced Uniform Designs

One method of construction is provided through the proof of the following theorem.

Theorem 19.3 (Cheng and Wu , 1980) If $n$ is a multiple of $t^{2}$ and $p=\lambda_{2} t$ with $\lambda_{2}$ even, then there exists a strongly balanced uniform $\mathrm{CO}(t, n, p)$.

A simple way to construct such a design (Cheng and $\mathrm{Wu}, 1980$ ) is to first consider the case $n=t^{2}$ and $\lambda_{2}=2$. For periods 1 and 2 write down all possible ordered pairs of the $t$ treatments as a $2 \times t^{2}$ array. To each element in this array add $i \bmod t(i=1,2, \ldots, t-1)$ to obtain periods $2 i+1$ and $2 i+2$.

As an illustration we consider the following example.
Example 19.4 Take $t=3$, thus $n=9, p=6$, leading to the following $\operatorname{CO}(3,9,6)$ with $\lambda^{*}=3$ :

Subject

|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Period | 1 | 1 | 1 | 1 | 2 | 2 | 2 | 3 | 3 | 3 |
|  | 2 | 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 |
|  | 3 | 2 | 2 | 2 | 3 | 3 | 3 | 1 | 1 | 1 |
|  | 4 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 | 1 |
|  | 5 | 3 | 3 | 3 | 1 | 1 | 1 | 2 | 2 | 2 |
|  | 6 | 3 | 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 |

It is then obvious how one can obtain in general a $\operatorname{CO}\left(t, c t^{2}, \lambda_{2} t\right)$ with $c$ a positive integer and $\lambda_{2}$ even. For a different method of construction see Berenblut (1964).

### 19.5.8 Designs with Two Treatments

The most widely used crossover designs involve two treatments, $A$ and $B$ say, where in the clinical setting $A$ may be a standard drug or placebo and $B$ may be
the test drug. And the simplest design is to consider two sequences of treatment application to a subject: $A B$ or $B A$. For two subjects the $\mathrm{CO}(2,2,2)$ is given by


It is, of course, obvious by considering the available degrees of freedom that this $\mathrm{CO}(2,2,2)$ will not allow the estimation of all parameters in model (19.1). Even replicating each sequence $r$ times resulting in a $\mathrm{CO}(2,2 r, 2)$ does not solve this problem. Therefore, designs with additional periods and/or additional sequences will have to be considered.

We shall mention some such possible designs by indicating the number of sequences $s$ and the number of periods $p$, as well as the sequences themselves in a $p \times s$ array. The final design is then obtained by replicating each sequence $r$ times (we note that equal replication is desirable, but not necessary). The resulting design is then a $\mathrm{CO}(2, s r, p)$.

$$
\begin{aligned}
& p=2, s=4 \text { (Balaam, 1968): } \\
& \\
& \\
& A
\end{aligned} \begin{array}{rrrr} 
& & & \\
B & A & A & B \\
& B & B &
\end{array}
$$

$p=3, s=2:$
(i) $\begin{array}{ll}A & B \\ B & A \\ & B\end{array}$
(ii) $A \quad B$
(iii) $A \quad B$
A $B$
B A

Design (i) is, of course, an extra-period design as discussed in Section 19.5.4. Design (ii) is referred to as a switch-back design.

$$
p=3, s=4:
$$

Combining various sequences from the designs for $p=3, s=2$ leads to

(i) | $A$ | $B$ | $A$ | $B$ |
| :--- | :--- | :--- | :--- |
| $B$ | $A$ | $B$ | $A$ |
| $B$ | $A$ | $A$ | $B$ |

(ii) | $A$ | $B$ | $A$ | $B$ |
| :--- | :--- | :--- | :--- |
| $B$ | $A$ | $A$ | $B$ |
| $B$ | $A$ | $B$ | $A$ |

(iii) $A \quad B \quad A \quad B$
$B \quad A \quad A \quad B$
$A \quad B \quad B \quad A$

$$
p=3, s=6:
$$

Combine all six sequences from (i), (ii), (iii) for $p=3, s=2$.
$p=4, s=2:$

| (i) | A | B | (ii) | A | $B$ | (iii) | A | $B$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A | $B$ |  | $B$ | A |  | $B$ | A |
|  | $B$ | A |  | A | $B$ |  | B | A |
|  | $B$ | A |  | B | A |  | A | $B$ |
| (iv) | A | B | (v) | A | $B$ | (vi) | A | $B$ |
|  | $B$ | A |  | A | $B$ |  | B | A |
|  | A | $B$ |  | $B$ | A |  | B | A |
|  | A | $B$ |  | A | $B$ |  | B | A |
| (vii) | A | $B$ |  |  |  |  |  |  |
|  | A | $B$ |  |  |  |  |  |  |
|  | A | $B$ |  |  |  |  |  |  |
|  | $B$ | A |  |  |  |  |  |  |

Some of these designs may be combined to obtain designs with $s=4$ or $s=6$ sequences, for example.

A detailed discussion of the designs given above can be found in Jones and Kenward (2003) and Ratkowsky, Evans, and Alldredge (1993). An extensive discussion of 2-treatment designs is also given by Kershner and Federer (1981).

### 19.6 OPTIMAL DESIGNS

In the previous sections we have discussed different classes of crossover designs and have given some methods of constructing designs in these classes. Although the designs presented here have certain desirable properties, such as balancedness, for example, and may be quite appropriate from a practical point of view, they may not necessarily be optimal from a statistical point of view. We shall address this question briefly in this section and give a few results.

### 19.6.1 Information Matrices

In order to write out the information matrices for $\boldsymbol{\tau}$ and $\rho$ [see model (19.2)], we shall follow Cheng and Wu (1980) and Stufken (1996) and use the following notation:
$n_{u j}=$ number of times that treatment $u$ is assigned to subject $j$
$\tilde{n}_{u j}=$ number of times that treatment $u$ is assigned to subject $j$ in the first $p-1$ periods
$\ell_{u i}=$ number of times that treatment $u$ appears in period $i$
$m_{u v}=$ number of times that treatment $u$ is immediately preceded by treatment $v$
$r_{u}=\sum_{j=1}^{n} n_{u j}=\sum_{i=1}^{p} \ell_{u i}=$ number of replications for treatment $u$
$\widetilde{r}_{u}=\sum_{j=1}^{n} \tilde{n}_{u j}=\sum_{i=1}^{p-1} \ell_{u i}=\sum_{v=1}^{t} m_{v u}=$ number of replications for treatment $u$ in the first $p-1$ periods
$s_{u}=\sum_{i=2}^{p} \ell_{u i}=\sum_{v=1}^{t} m_{u v}=$ number of times that treatment $u$ appears in the last $p-1$ periods

We then have that

$$
\begin{array}{lll}
\sum_{u} n_{u j}=p & \sum_{u} \tilde{n}_{u j}=p-1 \quad \sum_{u} \ell_{u i}=n \\
\sum_{u} r_{u}=n p & \sum_{u} \tilde{r}_{u}=n(p-1) &
\end{array}
$$

Now we consider (19.2) and assume, without loss of generality, $\mu=0$ (or, equivalently, define $\pi^{*}=\mu \boldsymbol{J}+\boldsymbol{\pi}$ ). Then the coefficient matrix for the normal equations for $\operatorname{model}(19.2)$ can be written as

$$
\begin{align*}
& {\left[\begin{array}{cccc}
\boldsymbol{X}_{1}^{\prime} \boldsymbol{X}_{1} & \boldsymbol{X}_{1}^{\prime} \boldsymbol{X}_{2} & \boldsymbol{X}_{1}^{\prime} \boldsymbol{X}_{d 3} & \boldsymbol{X}_{1}^{\prime} \boldsymbol{X}_{d 4} \\
\boldsymbol{X}_{2}^{\prime} \boldsymbol{X}_{1} & \boldsymbol{X}_{2}^{\prime} \boldsymbol{X}_{2} & \boldsymbol{X}_{2}^{\prime} \boldsymbol{X}_{d 3} & \boldsymbol{X}_{2}^{\prime} \boldsymbol{X}_{d 4} \\
\boldsymbol{X}_{d 3}^{\prime} \boldsymbol{X}_{1} & \boldsymbol{X}_{d 3}^{\prime} \boldsymbol{X}_{2} & \boldsymbol{X}_{d 3}^{\prime} \boldsymbol{X}_{d 3} & \boldsymbol{X}_{d 3}^{\prime} \boldsymbol{X}_{d 4} \\
\boldsymbol{X}_{d 4}^{\prime} \boldsymbol{X}_{1} & \boldsymbol{X}_{d 4}^{\prime} \boldsymbol{X}_{2} & \boldsymbol{X}_{d 4}^{\prime} \boldsymbol{X}_{d 3} & \boldsymbol{X}_{d 4}^{\prime} \boldsymbol{X}_{d 4}
\end{array}\right]} \\
& =\left[\begin{array}{cccc}
n \boldsymbol{I}_{p} & \boldsymbol{J}_{p} \boldsymbol{J}_{n}^{\prime} & \boldsymbol{L}_{d}^{\prime} & \widetilde{\boldsymbol{L}}_{d}^{\prime} \\
\boldsymbol{J}_{n} \boldsymbol{J}_{p}^{\prime} & p \boldsymbol{I}_{n} & \boldsymbol{N}_{d}^{\prime} & \widetilde{\boldsymbol{N}}_{d}^{\prime} \\
\boldsymbol{L}_{d} & \boldsymbol{N}_{d} & \boldsymbol{D}_{d} & \boldsymbol{M}_{d} \\
\widetilde{\boldsymbol{L}}_{d} & \widetilde{\boldsymbol{N}}_{d} & \boldsymbol{M}_{d}^{\prime} & \widetilde{\boldsymbol{D}}_{d}
\end{array}\right] \tag{19.7}
\end{align*}
$$

where, dropping the subscript $d$ for convenience and indicating the dimensions instead,

$$
\boldsymbol{L}_{t \times p}=\left(\ell_{u i}\right) \quad \widetilde{\boldsymbol{L}}_{t \times p}=\left(\tilde{\ell}_{u i}\right)
$$

with $\tilde{\ell}_{u 1}=0, \widetilde{\ell}_{u i}=\ell_{u, i-1}(i \geq 2)$,

$$
\boldsymbol{N}_{t \times n}=\left(n_{u j}\right) \quad \tilde{\boldsymbol{N}}_{t \times n}=\left(\tilde{n}_{u j}\right)
$$

$$
\boldsymbol{D}_{t \times t}=\operatorname{diag}\left(r_{1}, r_{2}, \ldots, r_{t}\right) \quad \widetilde{\boldsymbol{D}}_{t \times t}=\operatorname{diag}\left(\widetilde{r}_{1}, \widetilde{r}_{2}, \ldots, \widetilde{r}_{t}\right) \quad \boldsymbol{M}_{t \times t}=\left(m_{u v}\right)
$$

We then obtain from (19.7) the information matrix for estimating jointly the direct and residual effects as

$$
\begin{align*}
\boldsymbol{C}_{\tau, \rho} & =\left(\begin{array}{cc}
\boldsymbol{D} & \boldsymbol{M} \\
\boldsymbol{M}^{\prime} & \widetilde{\boldsymbol{D}}
\end{array}\right)-\left(\begin{array}{ll}
\boldsymbol{L} & \boldsymbol{N} \\
\widetilde{\boldsymbol{L}} & \widetilde{\boldsymbol{N}}
\end{array}\right)\left(\begin{array}{cc}
n \boldsymbol{I} p & \boldsymbol{J}_{p} \boldsymbol{J}_{n}^{\prime} \\
\boldsymbol{J}_{n} \boldsymbol{J}_{p}^{\prime} & p \boldsymbol{I}_{n}
\end{array}\right)^{-}\left(\begin{array}{cc}
\boldsymbol{L}^{\prime} & \widetilde{\boldsymbol{L}}^{\prime} \\
\boldsymbol{N}^{\prime} & \widetilde{\boldsymbol{N}}^{\prime}
\end{array}\right) \\
& \equiv\left(\begin{array}{ll}
\boldsymbol{C}_{11} & \boldsymbol{C}_{12} \\
\boldsymbol{C}_{21} & \boldsymbol{C}_{22}
\end{array}\right) \tag{19.8}
\end{align*}
$$

where

$$
\begin{aligned}
& \boldsymbol{C}_{11}=\boldsymbol{D}-n^{-1} \boldsymbol{L} \boldsymbol{L}^{\prime}-p^{-1} \boldsymbol{N} \boldsymbol{N}^{\prime}+n^{-1} p^{-1} \boldsymbol{N} \mathfrak{J}_{n} \mathfrak{J}_{n}^{\prime} \boldsymbol{N}^{\prime} \\
& \boldsymbol{C}_{12}=\boldsymbol{C}_{21}^{\prime}=\boldsymbol{M}-n^{-1} \boldsymbol{L} \widetilde{\boldsymbol{L}}^{\prime}-p^{-1} \boldsymbol{N} \widetilde{\boldsymbol{N}}^{\prime}+n^{-1} p^{-1} \boldsymbol{N} \mathfrak{J}_{n} \mathfrak{J}_{n}^{\prime} \widetilde{N}^{\prime} \\
& \boldsymbol{C}_{22}=\widetilde{\boldsymbol{D}}-n^{-1} \widetilde{\boldsymbol{L}} \widetilde{\boldsymbol{L}}^{\prime}-p^{-1} \widetilde{\boldsymbol{N}} \widetilde{\boldsymbol{N}}^{\prime}+n^{-1} p^{-1} \widetilde{\boldsymbol{N}} \mathfrak{J}_{n} \mathfrak{J}_{n}^{\prime} \widetilde{\boldsymbol{N}}^{\prime}
\end{aligned}
$$

It then follows from (19.8) that the information matrices, that is, the coefficient matrices for the reduced normal equations, for estimating the direct effects (adjusted for residual effects) and for estimating the residual effects (adjusted for direct effects) are given by

$$
\begin{equation*}
\boldsymbol{C}_{\tau}=\boldsymbol{C}_{11}-\boldsymbol{C}_{12} \boldsymbol{C}_{22}^{-} \boldsymbol{C}_{21} \tag{19.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{C}_{\rho}=\boldsymbol{C}_{22}-\boldsymbol{C}_{21} \boldsymbol{C}_{11}^{-} \boldsymbol{C}_{12} \tag{19.10}
\end{equation*}
$$

respectively.

### 19.6.2 Optimality Results

As we have seen in Section 1.13 optimality considerations are based on the information matrices for competing designs. For some of the classes of designs, which we have discussed in Section 19.5, the matrices (19.9) and (19.10) reduce to quite simple forms so that optimal designs can be characterized if not with respect to $\Omega_{t, n, p}$ then with respect to some suitable subset $\Omega \subset \Omega_{t, n, p}$.

For example, for a uniform $\operatorname{CO}\left(t, \lambda_{1} t, t\right)$ Hedayat and Afsarinejad (1978) show that

$$
\begin{equation*}
\boldsymbol{C}_{\tau}=\lambda_{1} t \boldsymbol{I}-\frac{t}{\lambda_{1}\left(t^{2}-t-1\right)} \boldsymbol{M} \boldsymbol{M}^{\prime}+\frac{\lambda_{1}(2-t)}{t^{2}-t-1} \mathfrak{J}_{t} \mathfrak{J}_{t}^{\prime} \tag{19.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{C}_{\rho}=\lambda_{1} \frac{t^{2}-t-1}{t} \boldsymbol{I}-\frac{1}{\lambda_{1} t} \boldsymbol{M} \boldsymbol{M}^{\prime}+\frac{\lambda_{1}(2-t)}{t^{2}} \mathfrak{J}_{t} \mathfrak{J}_{t}^{\prime} \tag{19.12}
\end{equation*}
$$

with $\boldsymbol{M}$ such that $\boldsymbol{M} \mathcal{J}_{t} \mathfrak{J}_{t}^{\prime}=\lambda_{1}(t-1) \mathfrak{J}_{t} \mathfrak{J}_{t}^{\prime}$. Together with the facts that $\boldsymbol{C}_{\tau} \mathfrak{J}_{t}=0$ and $\boldsymbol{C}_{\tau}$ is completely symmetric enables them to state the following theorem.

Theorem 19.4 A design $d^{*}$ in $\Omega_{t, \lambda_{1} t, t}^{u}$ is universally optimal for the estimation of direct effects if $\boldsymbol{M}\left(d^{*}\right)=\lambda_{1}\left(\mathcal{J}_{t} \mathfrak{J}_{t}^{\prime}-\boldsymbol{I}\right)$.

Here $\Omega_{t, \lambda_{1} t, t}^{u}$ denotes the set of all uniform $\operatorname{CO}\left(t, \lambda_{1} t, t\right)$ and $\boldsymbol{M}\left(d^{*}\right)$ denotes the $\boldsymbol{M}$ matrix for design $d^{*}$. The same result holds with respect to estimating residual effects. Now we know from Sections 19.5.6 and 19.5.1 that for a balanced design $d$ in $\Omega_{t, \lambda_{1} t, t}^{u}$ with $\lambda_{1}=1$ for even $t$ and $\lambda_{1}=2$ for odd $t$ we have $\boldsymbol{M}(d)=\left(\mathcal{J}_{t} \mathfrak{J}_{t}^{\prime}-\boldsymbol{I}\right)$ and $\boldsymbol{M}(d)=2\left(\mathcal{J}_{t} \mathfrak{J}_{t}^{\prime}-\boldsymbol{I}\right)$, respectively. Thus patching $\lambda_{1}$ (or $\left.\lambda_{1} / 2\right)$ copies of a balanced design $d$ in $\Omega_{t, t, t}^{u}\left(\right.$ or $\left.\Omega_{t, 2 t, t}^{u}\right)$ for $t$ even (odd) yields a balanced design $d$ in $\Omega_{t, \lambda_{1} t, t}^{u}$ with $\boldsymbol{M}(d)=\lambda_{1}\left(\mathcal{J}_{t} \mathfrak{J}_{t}^{\prime}-\boldsymbol{I}\right)$. Even more generally, $\boldsymbol{M}(d)=\lambda_{1}\left(\mathcal{J}_{t} \mathfrak{J}_{t}^{\prime}-\boldsymbol{I}\right)$ if and only if $d$ is balanced (Hedayat and Afsarinejad, 1978). Thus we have the following theorem.

Theorem 19.5 A design $d^{*}$ in $\Omega_{t, \lambda_{1} t, t}^{u}$ is universally optimal over $\Omega_{t, \lambda_{1} t, t}^{u}$ if it is balanced.

Although balancedness is important, Kunert (1984) argues that for sufficiently large $n$ one can find designs that are better than uniform balanced designs. At the same time he proved the following theorem.

Theorem 19.6 If a uniform balanced design $d^{*}$ exists in $\Omega_{t, \lambda_{1} t, t}$, then

$$
\begin{equation*}
\frac{\operatorname{tr}\left(\boldsymbol{C}_{\tau}\left(d^{*}\right)\right)}{\sup _{d \in \Omega_{t, n, t}}\left[\operatorname{tr}\left(\boldsymbol{C}_{\tau}(d)\right)\right]} \geq 1-\left(t^{2}-t-1\right)^{-2} \tag{19.13}
\end{equation*}
$$

where $\boldsymbol{C}_{\tau}(d)$ is the information matrix for direct effects for design $d$.
From (19.13) we see that even though a uniform balanced design may not be optimal it is nevertheless highly efficient for estimating direct effects for $t>2$. More specifically, Kunert (1984) showed the following theorem.

Theorem 19.7 A uniform balanced design $d^{*}$ with $n=\lambda_{1} t$ and $p=t$ is universally optimal for direct effects in $\Omega_{t, \lambda_{1} t, t}^{u}$ if $\lambda_{1}=1$ and $t \geq 3$, or $\lambda_{1}=2$ and $t \geq 6$.

For an extension of this result to $t \geq 3$ and $\lambda_{1} \leq(t-1) / 2$ see Hedayat and Yang (2003).

The efficiency of uniform balanced designs for $p=t$ is generally smaller for residual effects than it is for direct effects. Here then strongly balanced designs are important.

Theorem 19.8 (Cheng and Wu , 1980) A strongly balanced design $d^{*}$ in $\Omega_{t, n, p}$ is universally optimal for the estimation of direct and residual effects over $\Omega_{t, n, p}$.

Theorem 19.9 (Cheng and Wu , 1980) Let $n=\lambda_{1} t$ and $p=\lambda_{2} t+1$ and let $d^{*}$ be a strongly balanced design in $\Omega_{t, n, p}$, which is uniform on the periods and uniform on the subjects in the first $p-1=\lambda_{2} t$ periods. Then $d^{*}$ is universally optimal for the estimation of direct and residual effects over $\Omega_{t, n, p}^{u}$.

Such designs include, of course, the extra-period crossover designs discussed in Section 19.5.4.

For the proofs of these and other results on optimal designs we refer the reader to Cheng and Wu (1980), Kunert (1984), and Stufken (1996).

### 19.7 ANALYSIS OF CROSSOVER DESIGNS

In this section we shall discuss briefly how SAS PROC GLM can be used to analyze data from a crossover design using model (19.1). Since the designs in general are nonorthogonal, we need to use reduced normal equations to obtain estimates of direct and residual effects, as already alluded to in (19.9) and (19.10).

We consider two examples, one a balanced design and the other a strongly balanced design, and use them to point out numerically some differences between them.

Example 19.5 In Table 19.2 we present the data from a Williams square $\operatorname{CO}(4,4,4)$ (see Section 19.5.1) and the input for analyzing them according to model (19.1). We comment on some features of the input and output in Table 19.2:

1. In the input we identify periods, subjects, treatments, and residuals by $P, S$, $T, C$, respectively;
2. Since there is no residual effect in period 1 and since we cannot leave the corresponding place for $C$ blank (as SAS would delete the entire data point), we introduce "level" 0 for that purpose;
3. The general form of estimable functions (see $L 2$ ) and the type III SS for periods show that period effects are partially confounded with residual effects;
4. Treatment and residual effects are nonorthogonal to each other as indicated by the fact that the type I and type III SS for treatments are not identical.

Table 19.2 Williams Square Crossover Design CO (4, 4, 4)

```
options nodate pageno=1;
data Williams;
input P S T C Y @@;
datalines;
1 1 1 1 0 27.5 2 1 4 4 1 20.11 3 1 2 2 4 23.9 4 4 1 1 3 2 2 17.2
1 2 2 0 29.9 2 2 1 2 23.6 3 2 3 1 20.2 4 4 2 4 3 16.8
1 3 3 0 14.3 2 3 2 3 15.7 3 3 4 4 2 12.3 4 4 3 1 4 4 17.2
1444}0
;
run;
```

proc print data=Williams;
title1 'TABLE 19.2';
title2 'WILLIAMS SQUARE CROSSOVER DESIGN';
title3 'CO (4, 4, 4)';
run;
proc glm data=Williams;
class P S T C;
model $Y=P$ S $T$ C/e solution;
title3 'ANALYSIS OF VARIANCE';
run;

| Obs | P | S | T | C | Y |
| ---: | ---: | ---: | ---: | ---: | :---: |
|  |  |  |  |  |  |
| 1 | 1 | 1 | 1 | 0 | 27.5 |
| 2 | 2 | 1 | 4 | 1 | 20.1 |
| 3 | 3 | 1 | 2 | 4 | 23.9 |
| 4 | 4 | 1 | 3 | 2 | 17.2 |
| 5 | 1 | 2 | 2 | 0 | 29.9 |
| 6 | 2 | 2 | 1 | 2 | 23.6 |
| 7 | 3 | 2 | 3 | 1 | 20.2 |
| 8 | 4 | 2 | 4 | 3 | 16.8 |
| 9 | 1 | 3 | 3 | 0 | 14.3 |
| 10 | 2 | 3 | 2 | 3 | 15.7 |
| 11 | 3 | 3 | 4 | 2 | 12.3 |
| 12 | 4 | 3 | 1 | 4 | 17.2 |
| 13 | 1 | 4 | 4 | 0 | 19.3 |
| 14 | 2 | 4 | 3 | 4 | 12.8 |
| 15 | 3 | 4 | 1 | 3 | 20.0 |
| 16 | 4 | 4 | 2 | 1 | 23.4 |

                    The GLM Procedure
                Class Level Information
    | Class | Levels | Values |
| :--- | ---: | ---: |
| P | 4 | 12334 |

Table 19.2 (Continued)


Table 19.2 (Continued)


NOTE: The X'X matrix has been found to be singular, and a generalized inverse was used to solve the normal equations. Terms whose estimates are followed by the letter 'B' are not uniquely estimable.
5. Since we are considering a balanced design, we have $\operatorname{var}\left(\widehat{\tau}_{u}-\widehat{\tau}_{u^{\prime}}\right)$ the same for each $u, u^{\prime}\left(u \neq u^{\prime}\right)$, with the same holding true for $\operatorname{var}\left(\widehat{\rho}_{u}-\widehat{\rho}_{u^{\prime}}\right)$. A partial verification of this is that $\operatorname{se}\left(T_{u}\right)=\operatorname{se}\left(\widehat{\tau}_{u}-\widehat{\tau}_{4}\right)=.55$ for $u=1,2,3$, and $\operatorname{se}\left(C_{u}\right)=\operatorname{se}\left(\widehat{\rho}_{u}-\widehat{\rho}_{4}\right)=.66$ for $u=1,2,3$.

Example 19.6 In Table 19.3 we present the data for an extra-period design $\mathrm{CO}(4,4,5)$ (see Section 19.5.4) and the input for analyzing them. Again, we shall comment briefly on some features of the input and output in Table 19.3:

Table 19.3 Extra-Period Crossover Design CO (4, 4, 5)

```
options nodate pageno=1;
data extra;
input P S T C Y @@;
if C=0 then C=4;
datalines;
1 1 1 1 0 27.5 2 1 4 1 20.1 3 1 1 2 4 4 23.9 4 4 1 3 3 2 17.2
5}113\mp@code{3
4 2 4 4 3 16.8 5 2 4 4 4 17.1 1 1 3 3 3 0
```



```
2 4 3 4 12.8 3 4 1 3 20.0 4 4 4 2 1 1 23.4 4 5 4 2 2 2 21.4
;
run;
```

proc print data=extra;
title1 'TABLE 19.3';
title2 'EXTRA-PERIOD CROSSOVER DESIGN';
title3 'CO (4, 4,5)';
run;
proc glm data=extra;
class P S T C;
model $Y=P$ S $T$ C/e solution;
lsmeans T/stderr;
title3 'ANALYSIS OF VARIANCE';
run;

| Obs | P | S | T | C | Y |
| ---: | ---: | ---: | ---: | :--- | :---: |
|  |  |  |  |  |  |
| 1 | 1 | 1 | 1 | 4 | 27.5 |
| 2 | 2 | 1 | 4 | 1 | 20.1 |
| 3 | 3 | 1 | 2 | 4 | 23.9 |
| 4 | 4 | 1 | 3 | 2 | 17.2 |
| 5 | 5 | 1 | 3 | 3 | 18.5 |
| 6 | 1 | 2 | 2 | 4 | 29.9 |
| 7 | 2 | 2 | 1 | 2 | 23.6 |
| 8 | 3 | 2 | 3 | 1 | 20.2 |
| 9 | 4 | 2 | 4 | 3 | 16.8 |
| 10 | 5 | 2 | 4 | 4 | 17.1 |
| 11 | 1 | 3 | 3 | 4 | 14.3 |
| 12 | 2 | 3 | 2 | 3 | 15.7 |
| 13 | 3 | 3 | 4 | 2 | 12.3 |
| 14 | 4 | 3 | 1 | 4 | 17.2 |
| 15 | 5 | 3 | 1 | 1 | 18.0 |
| 16 | 1 | 4 | 4 | 4 | 19.3 |
| 17 | 2 | 4 | 3 | 4 | 12.8 |
| 18 | 3 | 4 | 1 | 3 | 20.0 |
| 19 | 4 | 4 | 2 | 1 | 23.4 |
| 20 | 5 | 4 | 2 | 2 | 21.4 |

Table 19.3 (Continued)


Table 19.3 (Continued)

|  | R -Square | Coeff Var | Root MSE | Y Mean |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.979236 | 65.995510 | 1.166726 | 19.46000 |  |
| Source | DF | Type I SS | Mean Square | F Value | $\mathrm{Pr}>\mathrm{F}$ |
| P | 4 | 56.4080000 | 14.1020000 | 10.36 | 0.0073 |
| S | 3 | 119.2600000 | 39.7533333 | 29.20 | 0.0006 |
| T | 3 | 190.4300000 | 63.4766667 | 46.63 | 0.0001 |
| C | 3 | 19.0825000 | 6.3608333 | 4.67 | 0.0518 |
| Source | DF | Type III SS | Mean Square | F Value | $\mathrm{Pr}>\mathrm{F}$ |
| P | 4 | 52.2875000 | 13.0718750 | 9.60 | 0.0089 |
| S | 3 | 167.4140000 | 55.8046667 | 41.00 | 0.0002 |
| TC | 3 | 190.4300000 | 63.4766667 | 46.63 | 0.0001 |
|  | 3 | 19.0825000 | 6.3608333 | 4.67 | 0.0518 |
| C |  | Estimate | Standard Error | t Value | $\operatorname{Pr}>\|t\|$ |
|  |  | 14.20416667 B | 1.02435193 | 13.87 | <. 0001 |
| Intercept | 1 | 4.88750000 B | 0.96739825 | 5.05 | 0.0023 |
| P | 2 | -0.70000000 B | 0.82500000 | -0.85 | 0.4287 |
| P | 3 | 0.35000000 B | 0.82500000 | 0.42 | 0.6862 |
| P | 4 | -0.10000000 B | 0.82500000 | -0.12 | 0.9075 |
| P | 5 | 0.00000000 B | . | . |  |
| S | 1 | 3.45000000 B | 0.75311852 | 4.58 | 0.0038 |
| S | 2 | 3.42500000 B | 0.75311852 | 4.55 | 0.0039 |
| S | 3 | -3.70833333 B | 0.75311852 | -4.92 | 0.0026 |
| S | 4 | 0.00000000 B | . | . | . |
| T | 1 | 5.56666667 B | 0.75311852 | 7.39 | 0.0003 |
| T | 2 | 6.42500000 B | 0.75311852 | 8.53 | 0.0001 |
| T | 3 | -0.52500000 B | 0.75311852 | -0.70 | 0.5118 |
| T | 4 | 0.00000000 B | . | . |  |
| C | 1 | 2.67500000 B | 0.82500000 | 3.24 | 0.0176 |
| C | 2 | 0.87500000 B | 0.82500000 | 1.06 | 0.3297 |
| C | 3 | -0.00000000 B | 0.82500000 | -0.00 | 1.0000 |
|  | 4 | 0.00000000 B |  | . |  |

NOTE: The X'X matrix has been found to be singular, and a generalized inverse was used to solve the normal equations. Terms whose estimates are followed by the letter 'B' are not uniquely estimable.

Table 19.3 (Continued)

| Least Squares Means |  |  |  |  |
| :--- | ---: | ---: | ---: | :---: |
|  |  | Standard |  |  |
| $T$ | Y LSMEAN | Error | Pr $>\|t\|$ |  |
| 1 | 22.3375000 | 0.5394137 | $<.0001$ |  |
| 2 | 23.1958333 | 0.5394137 | $<.0001$ |  |
| 3 | 16.2458333 | 0.5394137 | $<.0001$ |  |
| 4 | 16.7708333 | 0.5394137 | $<.0001$ |  |

1. The input statement 'If $\mathrm{C}=0$ then $\mathrm{C}=4$ ' is included for the sole purpose of obtaining least squares (LS) means (see Ratkowsky, Evans and Alldredge, 1993) since otherwise LS means are "nonestimable" (see also (5) below);
2. With the statement in (1) there is no longer any confounding between period and residual effects;
3. Treatment and residual effects are now orthogonal to each other [independent of the statement in (1)] as indicated by the equality for the type I and type III treatment SS;
4. The balancedness property is again indicated in the standard errors for treatments and residuals;
5. The numerical value for the treatment LS means does depend on the statement in (1) 'If $\mathrm{C}=0$ then $\mathrm{C}=\mathrm{u}$ ' for $u=1,2,3,4$, but differences between LS means are independent of the value of $u$.

### 19.8 COMMENTS ON OTHER MODELS

All our discussions up to this point are based on model (19.1) with all effects, except $\boldsymbol{e}$, assumed to be fixed effects. From many points of view-practical and theoretical-this seems to be the most plausible model, but in certain cases good arguments can be made for other models. We shall conclude this chapter by commenting briefly on some of these models without going into all the details.

### 19.8.1 No Residual Effects

The presence of residual effects not only affect the analysis of the data from a crossover design but also the interpretation of such an analysis. For example, we have mentioned earlier that the 2-treatment, 2-period, 2-sequence ( $A B, B A$ ) design cannot be analyzed under model (19.1). Subject matter knowledge may suggest that no residual effects exist. Or appropriate wash-out periods can eliminate residual effects, but they may lengthen considerably the duration of the experiment. In any event, the design problem becomes then one of Latin squaretype designs (see I.10). Obviously, we no longer need strongly balanced designs.

We should warn, however, that the use of a balanced design in itself does not automatically imply that residual effects can be dropped from model (19.1), as encountered often in the applied literature.

### 19.8.2 No Period Effects

To overcome the problem mentioned above for the 2-treatment, 2-period, 2sequence design, it may be quite reasonable to assume that there are no period effects. That may be true for other situations as well where the number of periods is relatively small. In this case the design reduces to a block design (with the subjects representing the blocks) but with restricted randomization so that the balancedness property can be preserved.

### 19.8.3 Random Subject Effects

In certain situations there may be good arguments that the subject effects are random rather than fixed effects. This is a question that cannot be answered generally but needs to be decided on a case-by-case basis.

If the subject effects are considered to be random effects, then the analysis differs from that presented in Section 19.7 in that now in addition to intrasubject information also intersubject information with respect to direct and residual effects becomes available (this is, of course, akin to the interblock information for block designs as discussed in Section 1.7). Computationally this can be handled by using, for example, SAS PROC MIXED with the appropriate RANDOM statement.

One other consequence of assuming random subject effects is an increase of the standard error for direct and residual least-squares means.

### 19.8.4 Autocorrelation Error Structure

It is plausible to argue that since we obtain $p$ observations on the same subject the observations are correlated. In the context of model (19.1) this implies that for a given $j$ the $e_{i j}$ are correlated. One way to look at such a correlation structure is to consider the $p$ observations for a subject a short time series and hence the entire set of observations as $n$ time series. The simplest correlation structure in this context is induced by a first-order autoregression with

$$
\begin{equation*}
e_{i j}=\rho e_{i-1, j}+\eta_{i j}(i>1) \quad e_{1 j}=\eta_{1 j} \tag{19.14}
\end{equation*}
$$

and $-1<\rho<1$. The $\eta_{i j}$ are assumed to be independently distributed with mean 0 and

$$
\operatorname{var}\left(\eta_{i j}\right)= \begin{cases}\sigma^{2} /\left(1-\rho^{2}\right) & \text { for } i=1 \\ \sigma^{2} & \text { for } i>1\end{cases}
$$

Then the variance-covariance structure for $\boldsymbol{e}$ is given by

$$
\operatorname{var}(\boldsymbol{e})=\sigma^{2}\left(\boldsymbol{I}_{n} \times \boldsymbol{V}\right)
$$

where $\boldsymbol{V}=\left(V_{i i^{\prime}}\right)$ and $V_{i i^{\prime}}=\rho^{\left|i-i^{\prime}\right|} /\left(1-\rho^{2}\right)$ for $i, i^{\prime}=1,2, \ldots, p$.
The autocorrelation structure (19.14) leads to an information matrix that is a function of $\rho$, a generally unknown parameter [for an explicit expression for the joint information matrix for direct and residual effects see Matthews (1987)]. As a consequence it becomes much more difficult to obtain general results for optimality of designs.

Even for $t=2$ and $p=3,4$ the results are very complicated and not very practical (Matthews, 1987). The problem is compounded by the fact that we usually do not know the correct value of $\rho$ in (19.14). A useful strategy then would be to choose a design that has good properties, that is, is efficient, over a reasonable range of $\rho$ rather than choose the optimal design for a particular value of $\rho$. Along these lines Matthews (1987) has shown that for $t=2$ and $p=3$ an equal number of subjects for the sequences $A B B, B A A, A A B, B B A$ yields a highly efficient design for estimating direct effects and $A B B, B A A, A B A, B A B$ for estimating residual effects. For $t=2$ and $p=4$ the corresponding result is that the sequences $A B B A, B A A B, A A B B, B B A A$ yield a highly efficient design over the full range of $\rho$ for estimating direct and residual effects. As Matthews (1987) pointed out, an interesting property of the design above for $p=4$ is that if the experiment had to be stopped after three or two periods the resulting design is still highly efficient.

We have seen earlier that balanced crossover designs play an important role. Because their information matrix $\boldsymbol{C}_{\tau}$ in (19.11) is completely symmetric it follows, of course, that comparisons between two direct effects are estimated with the same variance. Gill (1992) investigated this property for the case of autocorrelated errors (remember that $\boldsymbol{C}_{\tau}$ is now a function of $\rho$ ). He found that for $p \leq t$ and $t$ a prime or prime power the method proposed by Williams (1949) can be used to construct a balanced design with $t(t-1)$ subjects. Let $L_{1}, L_{2}, \ldots, L_{t-1}$ be the $t-1$ mutually orthogonal Latin squares of size $t$ in semistandard order; that is, the elements in the first row of $L_{1}, L_{2}, \ldots, L_{t-1}$ are in natural order. Then adjoining $L_{1}, L_{2}, \ldots, L_{t-1}$ yields a balanced $\mathrm{CO}(t, t(t-1), t)$.

For further results concerning Williams designs see Kunert (1985).

### 19.8.5 Second-Order Residual Effects

It may not be very common, but it is entirely possible that the effect of a treatment lingers on for two periods (and perhaps even more). In such a case we are not only dealing with first-order residual effects as we have discussed so far, but also with second-order residual effects. This changes model (19.1) to

$$
\begin{equation*}
y_{i j}=\mu+\pi_{i}+\beta_{j}+\tau_{d(i, j)}+\rho_{d(i-1, j)}+\gamma_{d(i-2, j)}+e_{i j} \tag{19.15}
\end{equation*}
$$

where $\gamma_{d(i-2, j)}$ indicates the second-order residual effect in period $i$ for the treatment that the design $d$ assigned to subject $j$ in period $i-2$.

Consideration of second-order residual effects obviously further complicates the construction of efficient crossover designs. Williams (1950) proposed a method based on mutually orthogonal Latin squares with the property that each treatment is preceded by each ordered pair of different treatments (see I.10.7.3). For these designs and under model (19.15) the direct effects are nonorthogonal to their first-order and second-order residual effects.

An orthogonal CO(2, 4, 6) was proposed by Quenouille (1953) (see also John and Quenouille, 1977). His idea was extended for $t \geq 2$ by Sharma (1977). His method produces what he refers to as completely balanced designs.

Definition 19.8 A design $d$ in $\Omega_{t, n, p}$ is called a completely balanced design if (1) $d$ is uniform, (2) $d$ is strongly balanced for first-order residual effects, (3) each treatment is preceded equally often by every other treatment (including itself) by two periods, and (4) each ordered pair of treatments occurs equally often in the last two periods.

It is easy to see that a minimal completely balanced design is a $\mathrm{CO}\left(t, t^{2}, 3 t\right)$. Sharma (1977) introduced a method of constructing such designs through the use of orthogonal arrays of the form $\mathrm{OA}\left[t^{2}, 3, t, 2 ; 1\right]$ : Such an orthogonal array can be obtained by adjoining $t$ arrays of the form

$$
\left[\begin{array}{llll}
1 & 2 & \cdots & t  \tag{19.16}\\
u & u & \cdots & u \\
u & u+1 & \cdots & u+t-1
\end{array}\right] \quad(u=1,2, \ldots, t)
$$

The $\operatorname{CO}\left(t, t^{2}, 3 t\right)$ is obtained from developing the full array (19.16) by adding successively $1,2, \ldots, t-1$ to its three rows, always mod $t$.

We illustrate this procedure for the probably most useful cases $t=2$ and $t=3$ in the following examples.

Example 19.7 For $t=2$ the array (19.16) (periods 1, 2, 3) and the final $\mathrm{CO}(2,4,6)$ are obtained as

|  | Subject |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |
|  |  | 1 | 2 | 3 | 4 |
| Period | 1 | 2 | 1 | 2 |  |
|  | 1 | 1 | 2 | 2 | or |
|  | 1 | 2 | 2 | 1 |  |
|  | 4 | 2 | 2 | 1 |  |
| 5 | 2 | 2 | 1 | 1 |  |
| 6 | 2 | 1 | 1 | 2 |  |

Subject

| 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: |
| $A$ | $B$ | $A$ | $B$ |
| $A$ | $A$ | $B$ | $B$ |
| $A$ | $B$ | $B$ | $A$ |
| $B$ | $A$ | $B$ | $A$ |
| $B$ | $B$ | $A$ | $A$ |
| $B$ | $A$ | $A$ | $B$ |

Example 19.8 For $t=3$ we obtain the following $\mathrm{CO}(3,9,9)$, with the first three rows constituting array (19.16):

|  |  | Subject |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| Period | 1 | 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 |
|  | 2 | 1 | 1 | 1 | 2 | 2 | 2 | 3 | 3 | 3 |
|  | 3 | 1 | 2 | 3 | 2 | 3 | 1 | 3 | 1 | 2 |
|  | 4 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 | , |
|  | 5 | 2 | 2 | 2 | 3 | 3 | 3 | 1 | 1 | 1 |
|  | 6 | 2 | 3 | 1 | 3 | 1 | 2 | 1 | 2 | 3 |
|  | 7 | 3 | 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 |
|  | 8 | 3 | 3 | 3 | 1 | 1 | 1 | 2 | 2 | 2 |
|  | 9 | 3 | 1 | 2 | 1 | 2 | 3 | 2 | 3 | 1 |

### 19.8.6 Self and Mixed Carryover Effects

One important characteristic of strongly balanced designs is the fact that each treatment is preceded by itself $\lambda_{2}$ times. This means that some observations are a function of the direct and residual effects of the same treatment, whereas other observations are influenced by direct and residual effects from different treatments. Model (19.1) does not distinguish between these two situations in that $\rho_{u}$ is the same regardless of whether it occurs together with $\tau_{u}$ or $\tau_{u^{\prime}}\left(u \neq u^{\prime}\right)$. This has sometimes been considered as a weakness of the model. One can argue that there might be some form of interaction between direct and residual effects of treatments. This was, indeed, considered by Sen and Mukerjee (1987), but the ensuing model becomes too complicated and not practically useful.

A different approach to this problem, which can be considered as a special form of direct-residual treatment interaction, was first proposed by Afsarinejad and Hedayat (2002) and further considered by Kunert and Stufken (2002). Following their development, we consider two types of carryover effects: self carryover effect, which occurs when treatment $u$ is followed by itself, and mixed carryover effect, which occurs if treatment $u$ is followed by treatment $u^{\prime}\left(u \neq u^{\prime}\right)$, independent of what $u^{\prime}$ is. This distinction then leads to the following model [using the same notation as for model (19.1)]:

$$
y_{i j}=\mu+\pi_{i}+\beta_{j}+\tau_{d(i, j)}+\left\{\begin{array}{ll}
\rho_{d(i-1, j)} & \text { if } d(i, j) \neq d(i-1, j)  \tag{19.17}\\
\chi_{d(i-1, j)} & \text { if } d(i, j)=d(i-1, j)
\end{array}\right\}+e_{i j}
$$

Obviously, $\rho_{d(i-1, j)}$ refers to the mixed and $\chi_{d(i-1, j)}$ to the self carryover effect.

Based on model (19.15) Afsarinejad and Hedayat (2002) provide useful designs for $t \geq 2$ and $p=2$, and Kunert and Stufken (2002) discuss the optimality of designs for $t \geq 3$ and $p>2$. We shall report some of their findings, but refer to the original articles for details.

1. $p=2$ The $\mathrm{CO}(t, n, 2)$ consists of two parts, say $D_{1}$ and $D_{2}$, where in $D_{1} n_{1}$ subjects receive the same treatment in both periods and in $D_{2} n_{2}$ subjects receive different treatments in periods 1 and 2 , with $n_{1}+n_{2}=n$. It is obvious that we can estimate differences between the $\chi_{u}$ from $D_{1}$, and hence we would require $n_{1} \geq t$. Of critical importance then becomes the construction of $D_{2}$.

One method to construct a $\operatorname{CO}\left(t, n_{2}, 2\right)$ for estimating direct effects is to use each ordered pairs of treatments for $n_{2}=t(t-1)$ subjects. This may lead to a rather large design. An alternative method is derived by Afsarinejad and Hedayat (2002) through the use of BIB designs. It can be described as follows: Consider a symmetric BIB design with $t$ blocks of size $k$. Write the design in the form of a $k \times t$ Youden square, $\boldsymbol{H}$ say. Add to $\boldsymbol{H}$ a new row to obtain a $(k+1) \times t$ array, $\boldsymbol{H}^{*}$ say, that maintains the Youden square property. Then assign $k$ subjects to each treatment for the first period in $D_{2}$. Consider, for example, treatment $u(u=1,2, \ldots, t)$. Search for treatment $u$ in the first row of $\boldsymbol{H}^{*}$, and then assign successively those treatments to the second period that appear in the corresponding column of $\boldsymbol{H}$. The resulting design $D_{2}$ is an optimal design in the subclass of $\mathrm{CO}\left(t, n_{2}, 2\right)$.

To illustrate this method we consider the following example.

Example 19.9 For $t=7$ and $k=3$ we have the symmetric BIB design

$\boldsymbol{H}: \quad$| 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 3 | 4 | 5 | 6 | 7 | 1 |
| 4 | 5 | 6 | 7 | 1 | 2 | 3 |

We obtain

$\boldsymbol{H}^{*}: \quad$|  | 3 | 4 | 5 | 6 | 7 | 1 | 2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 |  |
| 2 | 3 | 4 | 5 | 6 | 7 | 1 |  |
| 4 | 5 | 6 | 7 | 1 | 2 | 3 |  |

Then $D_{2}$ is given by the $21 \times 2$ array

$D_{2}:$| 3 | 3 | 3 | 4 | 4 | 4 | 5 | 5 | 5 | 6 | 6 | 6 | 7 | 7 | 7 | 1 | 1 | 1 | 2 | 2 | 2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 2 | 4 | 2 | 3 | 5 | 3 | 4 | 6 | 4 | 5 | 7 | 5 | 6 | 1 | 6 | 7 | 2 | 7 | 1 | 3 |

and the entire design uses $n_{1}+n_{2}=7+21=28$ subjects.
2. $p>2$ The results of Kunert and Stufken (2002) are closely tied to the notions of balanced block designs and generalized Youden designs (see Kiefer, 1958, 1975a, 1975b).

Definition 19.9 A block design with $t$ treatments and blocks of size $k$ is called a balanced block design if (1) each treatment is replicated equally often, (2) each pair of treatments occurs together the same number of times, and (3) $\left|n_{i j}-k / t\right|<1$ for all $i, j(i=1,2, \ldots, t ; j=1,2, \ldots, b)$, where $n_{i j}$ is the number of times treatment $i$ appears in block $j$ (see Section 1.3.1).

Definition 19.10 A row-column design is called a generalized Youden design if it is balanced block design when considering rows as blocks and columns as blocks.

Investigating the properties of the information matrix $\boldsymbol{C}_{\tau}$ under model (19.15) with regard to uniform optimality Kunert and Stufken (2002) introduced the following definition.

Definition 19.11 A design $d$ in $\Omega_{t, n, p}$ is called totally balanced if the following conditions hold:

1. $d$ is a generalized Youden design;
2. $d$ is a balanced block design in the carryover effects;
3. $d$ is balanced for carryover effects;
4. The number of subjects where both treatment $u$ and $u^{\prime}$ appear $[p / t]+1$ times and treatment $u^{\prime}$ does not appear in the last period is the same for every pair $u \neq u^{\prime}$.

To establish universal optimality we then have the following theorem.

Theorem 19.10 (Kunert and Stufken, 2002) For $t \geq 3$ and $3 \leq p \leq 2 t$, if a totally balanced design $d^{*}$ in $\Omega_{t, n, p}$ exists, then $d^{*}$ is universally optimal for the estimation of direct effects over $\Omega_{t, n, p}$.

No general methods of constructing such designs exist, but they can sometimes be obtained by modifying existing designs considered in earlier sections. We illustrate this with the following example.

Example 19.10 For $t=3, p=4$, and $n=6$ the extra-period design

$$
d=\left[\begin{array}{llllll}
1 & 2 & 3 & 1 & 2 & 3 \\
3 & 1 & 2 & 2 & 3 & 1 \\
2 & 3 & 1 & 3 & 1 & 2 \\
2 & 3 & 1 & 3 & 1 & 2
\end{array}\right]
$$

is universally optimal under model (19.1). Now $d$ is strongly balanced for residual effects, rather than balanced. Hence $d$ is not totally balanced. Changing the arrangement in the last period leads to the following totally balanced design:

$$
d^{*}=\left[\begin{array}{llllll}
1 & 2 & 3 & 1 & 2 & 3 \\
3 & 1 & 2 & 2 & 3 & 1 \\
2 & 3 & 1 & 3 & 1 & 2 \\
1 & 2 & 3 & 1 & 2 & 3
\end{array}\right]
$$

Thus $d^{*}$ is universally optimal under model (19.15).

Kunert and Stufken (2002) point out the interesting fact that in optimal designs under model (19.15) generally no self carryover effects occur. This shows that optimality may not always be the ultimate criterion because in some applications it may be useful to obtain estimates of self carryover effects, for example, in connection with a single drug therapy for a chronic disease (Afsarinejad and Hedayat, 2002).

### 19.8.7 Factorial Treatment Structure

So far we have tacitly assumed that we are dealing with $t$ qualitative treatments. It is, however, entirely possible that we could have quantitative treatments. For example, our treatments may be represented by one or more factors at several levels. This fact may be used to construct special designs that achieve certain statistically desirable properties, such as certain types of orthogonality. Such designs were discussed by for example, Berenblut $(1967,1968)$ and Mason and Hinkelmann (1971).

Here we shall discuss briefly yet another type of treatment structure, namely a factorial treatment structure. We shall limit ourselves to the case of $2^{m}$ factorials, although the approach can be extended easily to other factorials. An obvious way of proceeding is to simply equate the $2^{m}$ treatment combinations to the $t$ treatments and use the designs we have discussed earlier. This will lead, however, very quickly to a prohibitively large number of periods. To reduce the number of periods we shall make the assumption that some interactions are negligible and then use appropriate systems of confounding.

In order to use this approach it is useful to use in model (19.1) the reparameterization (7.42) and rewrite the model as

$$
y_{i j}=\mu+\pi_{i}+\beta_{j}+a\left(\boldsymbol{x}_{d(i, j)}\right)+a_{r}\left(z_{d(i-1, j)}\right)+e_{i j}
$$

where $\boldsymbol{x}_{d(i, j)}$ represents the treatment combination $\boldsymbol{x}$ assigned by $d$ to subject $j$ in period $i$, and $z_{d(i-1, j)}$ the treatment combination $z$ assigned to subject $j$ in period $i-1$. Further, $a\left(\boldsymbol{x}_{d(i, j)}\right)$ and $a_{r}\left(\boldsymbol{z}_{d(i-1, j)}\right)$ represent the true direct and residual effects in terms of main effect and interaction effect components $E_{\alpha^{\prime} x}^{\alpha}=\left(A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{m}^{\alpha_{m}}\right)_{\boldsymbol{\alpha}^{\prime} x}$ and $E_{r, \boldsymbol{\alpha}^{\prime} x}^{\alpha}=\left(A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \cdots A_{m}^{\alpha_{m}}\right)_{r, \boldsymbol{\alpha}^{\prime} x}$, respectively.

The method to construct suitable designs is to first construct the block design confounding selected interactions and their generalized interactions with blocks. These blocks constitute the generating subjects. Each generating subject is then developed into a Williams square as described in Section 19.5.1. Formally we can describe the result as in the following theorem.

Theorem 19.11 (Shing and Hinkelmann, 1992) For a $2^{m}$ factorial with $\ell=$ $2^{q-1}$ effects $E^{\boldsymbol{\beta}_{1}}, E^{\boldsymbol{\beta}_{2}}, \ldots, E^{\boldsymbol{\beta}_{\ell}}$ negligible (this set is made up of $q$ independent interactions and their generalized interactions), where $m \geq q+1$, there exists a $\operatorname{CO}\left(2^{m}, 2^{m}, 2^{m-q}\right)$ such that all nonnegligible direct and residual effects and interactions are estimable.

To construct such a design we assign $2^{m-q}$ treatment combinations to each of $2^{q}$ subjects in arbitrary order by confounding $E^{\boldsymbol{\beta}_{1}}, E^{\boldsymbol{\beta}_{2}}, \ldots, E^{\boldsymbol{\beta}_{\ell}}$ with subjects. Each of the $2^{q}$ initial subjects is then developed into a Williams square. We adjoin the $2^{q}$ Williams squares to obtain the final $\mathrm{CO}\left(2^{m}, 2^{m}, 2^{m-q}\right)$.

We illustrate this procedure in the following example.
Example 19.11 Suppose we have a $2^{3}$ factorial with factors $A, B, C$. Suppose further that we want to use $p=4=2^{2}$ periods, that is, we have $m=3$, $q=1$. Thus we need to confound one interaction with subjects, say $A B C$. The final design is then given in Table 19.4, with subjects 1 and 5 being the initial subjects, and using the fact that the Williams square, that is, $\mathrm{CO}(4,4,4)$ is of the form

| 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- |
| 4 | 1 | 2 | 3 |
| 2 | 3 | 4 | 1 |
| 3 | 4 | 1 | 2 |

implying that for subject 1 we have the association $(0,0,0) \equiv 1,(1,0,1) \equiv 2$, $(0,1,1) \equiv 3,(1,1,0) \equiv 4$, with a similar association for subject 5 .

From the design in Table 19.4 we can estimate $A, B, A B, C, A C, B C$ and $A_{r}, B_{r},(A B)_{r}, C_{r},(A C)_{r},(B C)_{r}$. We point out, however, that the effects like

Table 19.4 $\mathrm{CO}\left(2^{3}, 8,4\right)$ with $A B C$ Confounded

|  | Subjects |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Periods | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |  |
| 1 | $(0,0,0)$ | $(1,0,1)$ | $(0,1,1)$ | $(1,1,0)$ | $(1,1,1)$ | $(0,1,0)$ | $(1,0,0)$ | $(0,0,1)$ |  |
| 2 | $(1,1,0)$ | $(0,0,0)$ | $(1,0,1)$ | $(0,1,1)$ | $(0,0,1)$ | $(1,1,1)$ | $(0,1,0)$ | $(1,0,0)$ |  |
| 3 | $(1,0,1)$ | $(0,1,1)$ | $(1,1,0)$ | $(0,0,0)$ | $(0,1,0)$ | $(1,0,0)$ | $(0,0,1)$ | $(1,1,1)$ |  |
| 4 | $(0,1,1)$ | $(1,1,0)$ | $(0,0,0)$ | $(1,0,1)$ | $(1,0,0)$ | $(0,0,1)$ | $(1,1,1)$ | $(0,1,0)$ |  |

$A_{r}$ have no particular meaning, except that they represent linear combinations of residual effects.

Obviously, for large values of $m$ this method may lead to rather large designs. In that case we may need to use fractional factorials together with a system of confounding. More specifically, if we use a $2^{m-s}$ fraction and $2^{m-s-q}$ periods, then we can construct a $\mathrm{CO}\left(2^{m-s}, 2^{m-s}, 2^{m-s-q}\right)$ by the method described above. However, this must be considered carefully because this may not lead to practically useful designs for all values of $m, s$, and $q$.

For another approach to constructing crossover designs with a factorial treatment structure we refer to Fletcher, Lewis, and Matthews (1990). They consider in particular the case of two factors with up to four levels in three or four periods. Their designs are obtained by cyclic generation from one or more suitably chosen initial sequences. A table of such sequences is provided by Fletcher, Lewis, and Matthews (1990).

## APPENDIX A

## Fields and Galois Fields

The notion of a finite field, in particular a Galois field, plays an important role in the construction of experimental designs (see, e.g., Chapters 3 and 13). We shall give here the elementary notions of fields and Galois fields. For a more thorough discussion of this topic the reader is referred to, for example, Carmichael (1956).

Consider a set of $s$ distinct elements (marks) $\mathcal{U}=\left\{u_{0}, u_{1}, \ldots, u_{s-1}\right\}$.
Definition A. 1 The set $\mathcal{U}$ is said to be a finite field of order $s$ if its elements satisfy the following conditions:

1. The elements may be combined by addition with the laws

$$
\begin{aligned}
u_{i}+u_{j} & =u_{j}+u_{i} \\
u_{i}+\left(u_{j}+u_{k}\right) & =\left(u_{i}+u_{j}\right)+u_{k}
\end{aligned}
$$

2. The sum of any two elements is an element in $\mathcal{U}$.
3. Given two elements $u_{i}$ and $u_{k}$, there is a unique element $u_{j}$ such that $u_{i}+u_{j}=u_{k}$. Then $u_{j}$ is said to be determined by subtraction, and we write $u_{j}=u_{k}-u_{i}$.
4. The element having the additive property of zero is $u_{0}$ so that

$$
u_{0}+u_{j}=u_{j} \quad \text { or } \quad u_{0}=u_{j}-u_{j}
$$

for all $j$.
5. The elements may be combined by multiplication with the laws

$$
\begin{aligned}
u_{i} u_{j} & =u_{j} u_{i} \\
u_{i}\left(u_{j} u_{k}\right) & =\left(u_{i} u_{j}\right) u_{k} \\
u_{i}\left(u_{j}+u_{k}\right) & =u_{i} u_{j}+u_{i} u_{k}
\end{aligned}
$$

[^26]Table A. 1 Primitive Marks of Finite Fields of Order $\boldsymbol{p}$

| Order of <br> Field $(p)$ | Primitive <br> Mark $(u)$ |
| :---: | :---: |
| 3 | 2 |
| 5 | 2 |
| 7 | 3 |
| 11 | 2 |
| 13 | 2 |
| 17 | 3 |
| 19 | 2 |
| 23 | 5 |

6. The product of any two elements is an element in $\mathcal{U}$.
7. From the relations

$$
u_{0} u_{i}=u_{i} u_{0}=u_{i}\left(u_{j}-u_{j}\right)=u_{i} u_{j}-u_{i} u_{j}=u_{0}
$$

it follows that $u_{0}$ has the multiplicative properties of zero.
8. Given any $u_{i}\left(\neq u_{0}\right)$ and any $u_{k}$, there is a unique $u_{j}$ such that

$$
u_{i} u_{j}=u_{k}
$$

Then $u_{j}$ is said to be determined by division, and $u_{j}$ is called the quotient of $u_{k}$ by $u_{i}$.
9. The quotient $u_{i} / u_{i}$ has the multiplicative properties of unity and is chosen to be $u_{i}$.

The finite field of $s=p$ elements, where $p$ is a prime number, may be represented by $u_{0}=0, u_{1}=1, u_{2}=2, \ldots, u_{p-1}=p-1$. Addition and multiplication are the ordinary arithmetic operations, except that the resulting number is reduced $\bmod p$, that is, the resulting number is replaced by the remainder after dividing by $p$.

Every element $u \in \mathcal{U}\left(u \neq u_{0}\right)$ satisfies the equation $u^{p-1}=1$. If for a given $u, p-1$ is the smallest power satisfying this equation, then $u$ is called a primitive mark of the field. Then the marks $u, u^{2}, u^{3}, \ldots, u^{p-1}$ are all distinct and hence represent, in some order, the elements of $\mathcal{U}$. Examples of primitive marks (roots) for different values of $p$ are given in Table A.1. As an illustration consider the following example.

Example A. 1 Consider $p=7, u=3, u^{1}=3, u^{2}=3^{2}=2, u^{3}=2 \cdot 3=$ $6, u^{4}=6 \cdot 3=4, u^{5}=4 \cdot 3=5, u^{6}=5 \cdot 3=1$.

The field of order $p$ described above is a special case of a finite field of order $s=p^{n}$, where $p$ is a prime number. Such a field is referred to as a Galois field
and is generally denoted by $\operatorname{GF}\left(p^{n}\right)$. For $n=1$ the elements are the residues modulo $p$ as described above. For $n>1$ the elements are obtained as follows.

Let $P(x)$ be a given polynomial in $x$ of degree $n$ with integral coefficients and let $F(x)$ be any polynomial in $x$ with integral coefficients. Then $F(x)$ may be expressed as

$$
F(x)=f(x)+p \cdot q(x)+P(x) Q(x)
$$

where

$$
f(x)=b_{0}+b_{1} x+b_{2} x^{2}+\cdots+b_{n-1} x^{n-1}
$$

and coefficients $b_{i}(i=0,1, \ldots, n-1)$ belonging to $\mathrm{GF}(p)$, that is, the set $\mathcal{U}=$ $(0,1,2, \ldots, p-1)$. This relationship may be written as

$$
\begin{equation*}
F(x)=f(x) \quad \bmod p, P(x) \tag{A.1}
\end{equation*}
$$

and we say that $f(x)$ is the residue modulis $p$ and $P(x)$. The functions $F(x)$, which satisfy (A.1) when $f(x), p$, and $P(x)$ are kept fixed, form a class. If $p$ and $P(x)$ are kept fixed, but $f(x)$ is varied, $p^{n}$ classes may be formed since each coefficient in $f(x)$ may take the $p$ values $0,1,2, \ldots, p-1$.

It may be readily verified that the classes defined by the $f(x)$ 's make up a field. For example, if $F_{i}(x)$ belongs to the class corresponding to $f_{i}(x)$, and $F_{j}(x)$ corresponding to $f_{j}(x)$, then $F_{i}(x)+F_{j}(x)$ belongs to the class corresponding to $f_{i}(x)+f_{j}(x)$. The other operations defined for a field are, likewise, satisfied, any function obtained by ordinary algebraic operations being replaced by its residue modulis $p$ and $P(x)$. In order that division be unique, it is also necessary that $p$ be a prime number and that $P(x)$ cannot be expressed in the form

$$
\begin{equation*}
P(x)=P_{1}(x) P_{2}(x)+p P_{3}(x) \tag{A.2}
\end{equation*}
$$

where $P_{i}(x)$ are polynomials in $x$ with integral coefficients, and the degrees of $P_{1}(x)$ and $P_{2}(x)$ being positive and less than the degree of $P(x)$. Any $P(x)$ that does not admit the representation is thus irreducible $\bmod p$.

Summarizing the preceding discussion, we have the following definition.

Definition A. 2 For $p$ a prime number and $P(x)$ an irreducible polynomial $\bmod p$, the residue classes given by (A.1) form a finite field of order $p^{n}$. This field is called a Galois field, and is denoted by $\mathrm{GF}\left(p^{n}\right)$.

As an illustration we consider the following example.
Example A. 2 Let $p=3$ and consider $\mathrm{GF}\left(3^{2}\right)$. Then $P(x)$ is of degree 2, that is, of the form $a_{0}+a_{1} x+a_{2} x^{2}$ with $a_{0}, a_{1}, a_{2} \in\{0,1,2\}$. For $P(x)$ to be
irreducible mod 3 we can exclude $a_{0}=0$. Suppose we take $a_{0}=1$. Then $P(x)$ is of the form $1+a_{1} x+a_{2} x^{2}$. If $a_{1}=0, a_{2}=2$ we have $P(x)=1+2 x^{2}$, which is 0 for $x=1$ and can be written as $(1+x)(1+2 x)-3 x$, that is, it is of the form (A.2), and hence is not irreducible mod 3 . We then consider $a_{1}=0, a_{2}=1$, that is, $P(x)=1+x^{2}$. For $x=0,1,2, P(x)$ takes the values $1,2,2 \bmod 3$, respectively, and hence is irreducible $\bmod 3$. For $P(x)=1+x^{2}$ we then consider the possible $f(x)$ 's, which are of the form $b_{0}+b_{1} x$. Hence, the elements of the $\mathrm{GF}\left(3^{2}\right)$ are: $u_{0}=0, u_{1}=1, u_{1}=2, u_{3}=x, u_{4}=2 x, u_{5}=1+x, u_{6}=2+$ $x, u_{7}=1+2 x, u_{8}=2+2 x$. Just as for the $\mathrm{GF}(p)$, there exists as primitive mark $u$ such that the powers $u^{j}\left(j=1,2, \ldots, p^{n}-1\right)$ represent the nonzero elements of $\operatorname{GF}\left(p^{n}\right)$. In the above case, $u=1+x$ is such a primitive mark, since

$$
\begin{aligned}
& u^{1}=1+x=u_{5} \\
& u^{2}=1+2 x+x^{2}=2 x=u_{4} \\
& u^{3}=2 x(1+x)=2 x+2 x^{2}=2 x+1+2\left(1+x^{2}\right)=1+2 x=u_{7} \\
& u^{4}=(1+2 x)(1+x)=1+3 x+2 x^{2}=2+2\left(1+x^{2}\right)=2=u_{2} \\
& u^{5}=2(1+x)=2+2 x=u_{8} \\
& u^{6}=(2+2 x)(1+x)=2+4 x+2 x^{2}=4 x=x=u_{3} \\
& u^{7}=x(1+x)=x+x^{2}=2+x+\left(1+x^{2}\right)=2+x=u_{6} \\
& u^{8}=(2+x)(1+x)=2+3 x+x^{2}=1=u_{1}
\end{aligned}
$$

The irreducible polynomials $P(x)$ are not unique. It can be shown, however, that there always exists a particular irreducible $P(x)$ such that $u=x$ is a primitive element. Such a $P(x)$ is called a primitive polynomial. A partial list of primitive polynomials is given in Table A. 2 [for a more extensive list see Hedayat, Sloane, and Stufken (1999)].

To perform arithmetic operations in a GF it is convenient to first obtain addition and multiplication tables in terms of the powers of the primitive element, $x$, using the primitive polynomial (see Table A.2). We illustrate this with the following example.

Example A. 3 Consider the $\operatorname{GF}\left(2^{2}\right)$. The elements are $u_{0}=0, u_{1}=1, u_{2}=$ $x, u_{3}=1+x=x^{2}$, with $P(x)=1+x+x^{2}$. We then have the following addition table:

|  | $u_{0}$ | $u_{1}$ | $u_{2}$ | $u_{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| $u_{0}$ | $u_{0}$ | $u_{1}$ | $u_{2}$ | $u_{3}$ |
| $u_{1}$ | $u_{1}$ | $u_{0}$ | $u_{3}$ | $u_{2}$ |
| $u_{2}$ | $u_{2}$ | $u_{3}$ | $u_{0}$ | $u_{1}$ |
| $u_{3}$ | $u_{3}$ | $u_{2}$ | $u_{1}$ | $u_{0}$ |

Table A. 2 List of Primitive
Polynomials for Selected Values of $\boldsymbol{p}$ and $\boldsymbol{n}$

| GF | $P(x)$ |
| :---: | :---: |
| $2^{2}$ | $1+x+x^{2}$ |
| $2^{3}$ | $1+x+x^{3}$ |
| $2^{4}$ | $1+x+x^{4}$ |
| $2^{5}$ | $1+x^{2}+x^{5}$ |
| $3^{2}$ | $2+x+x^{2}$ |
| $3^{3}$ | $1+2 x+x^{3}$ |
| $5^{2}$ | $2+x+x^{2}$ |

or

|  | 0 | $x^{0}$ | $x^{1}$ | $x^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $x^{0}$ | $x^{1}$ | $x^{2}$ |
| $x^{0}$ | $x^{0}$ | 0 | $x^{2}$ | $x^{1}$ |
| $x^{1}$ | $x^{1}$ | $x^{2}$ | 0 | $x^{0}$ |
| $x^{2}$ | $x^{2}$ | $x^{1}$ | $x^{0}$ | 0 |

For example,

$$
x^{1}+x^{2}=x(1+x)=x^{3}=1=x^{0}
$$

Similarly, we obtain the following multiplication table:

|  | $u_{0}$ | $u_{1}$ | $u_{2}$ | $u_{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| $u_{0}$ | $u_{0}$ | $u_{0}$ | $u_{0}$ | $u_{0}$ |
| $u_{1}$ | $u_{0}$ | $u_{1}$ | $u_{2}$ | $u_{3}$ |
| $u_{2}$ | $u_{0}$ | $u_{2}$ | $u_{3}$ | $u_{1}$ |
| $u_{3}$ | $u_{0}$ | $u_{3}$ | $u_{1}$ | $u_{2}$ |

or

|  | 0 | $x^{0}$ | $x^{1}$ | $x^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 |
| $x^{0}$ | 0 | $x^{0}$ | $x^{1}$ | $x^{2}$ |
| $x^{1}$ | 0 | $x^{1}$ | $x^{2}$ | $x^{0}$ |
| $x^{2}$ | 0 | $x^{2}$ | $x^{0}$ | $x^{1}$ |

For example,

$$
x^{2} \cdot x^{2}=x^{4}=x^{3} \cdot x=x=x^{1}
$$

With these tables we can then carry out all arithmetic operations in $\operatorname{GF}\left(2^{2}\right)$.

## A P P E N D I X B

## Finite Geometries

A finite geometry consists of a finite set of elements, called points, that are subject to certain conditions about points and lines. Such a geometry can be represented in terms of the marks of a Galois field, $\operatorname{GF}\left(p^{n}\right)$, where $p$ is a prime. Of primary importance in the context of constructing experimental designs are $K$-dimensional projective and Euclidean geometries, denoted by $\operatorname{PG}\left(K, p^{n}\right)$ and $\mathrm{EG}\left(K, p^{n}\right)$, respectively.

## PROJECTIVE GEOMETRY PG( $\left.K, P^{N}\right)$

A point of a $K$-dimensional projective geometry is defined by the ordered set of homogeneous coordinates $\left(\mu_{0}, \mu_{1}, \ldots, \mu_{K}\right)$ where $\mu_{i} \in \mathrm{GF}\left(p^{n}\right)$ and at least one $\mu_{i} \neq u_{0}=0$. The symbol $\left(\mu \mu_{0}, \mu \mu_{1}, \ldots, \mu \mu_{K}\right)$ denotes the same point, where $\mu \in \operatorname{GF}\left(p^{n}\right)$ and $\mu \neq u_{0}$. The total number of points in the $\operatorname{PG}\left(K, p^{n}\right)$ then is

$$
\begin{equation*}
\frac{p^{n(K+1)}-1}{p^{n}-1}=1+p^{n}+p^{2 n}+\cdots+p^{K n} \tag{B.1}
\end{equation*}
$$

since there exist $p^{n(K+1)}-1$ ordered sets $\neq(0,0, \ldots, 0)$, and these may be arranged in groups of $p^{n}-1$ sets all of whose elements represent the same point.

Now consider two distinct points $\left(\mu_{0}, \ldots, \mu_{K}\right)$ and $\left(v_{0}, \ldots, v_{K}\right)$. Then the line between these points is defined by the points

$$
\begin{equation*}
\left(\mu \mu_{0}+v v_{0}, \mu \mu_{1}+v v_{1}, \ldots, \mu \mu_{K}+v v_{K}\right) \tag{B.2}
\end{equation*}
$$

[^27]where $\mu, \nu \in \operatorname{GF}\left(p^{n}\right)$, not both 0 . The number of possible combinations of $\mu$ and $\nu$ is $p^{2 n}-1$, so that because of proportionality the line (B.2) contains
\[

$$
\begin{equation*}
\frac{p^{2 n}-1}{p^{n-1}}=p^{n}+1 \tag{B.3}
\end{equation*}
$$

\]

points.
The system of points and lines given by (B.1) and (B.3) is called a $K$ dimensional projective geometry $\mathrm{PG}\left(K, p^{n}\right)$.

In (B.2) we have defined what we might call a 1 -space in the $\operatorname{PG}\left(K, p^{n}\right)$. More generally, we can define an $M$-space $(M<K)$ in $\operatorname{PG}\left(K, p^{n}\right)$ as follows: If the points $\left(\mu_{i 0}, \mu_{i 1}, \ldots, \mu_{i K}\right)(i=0,1, \ldots, M)$ are any $M+1$ points not in the same $(M-1)$-space, then an $M$-space is defined by the points

$$
\begin{equation*}
\left(\sum_{i=0}^{M} \mu_{i} \mu_{i 0}, \sum \mu_{i} \mu_{i 1}, \ldots, \sum \mu_{i} \mu_{i K}\right) \tag{B.4}
\end{equation*}
$$

where $\mu_{0}, \mu_{1}, \ldots, \mu_{M} \in \operatorname{GF}\left(p^{n}\right)$ and not all equal to 0 . Alternatively, (B.4) can be described in terms of the solutions to $K-M$ independent, linear, homogeneous equations

$$
\begin{equation*}
a_{i 0} \mu_{0}+a_{i 1} \mu_{1}+\cdots+a_{i K} \mu_{K}=0 \tag{B.5}
\end{equation*}
$$

$(i=1,2, \ldots, K-M)$ with $a_{i j}$ fixed.
In order to find the number of $M$-spaces in the $K$-space $(M<K)$, we need to find first the number of ways in which the $M+1$ noncollinear base points can be chosen, such that they do not all lie in any $(M-1)$-space:

$$
\begin{array}{rlrl}
\text { 1st point: } & & 1+p^{n}+\cdots+p^{K n} & \equiv N_{K 1} \\
\text { 2nd point: } & p^{n}+\cdots+p^{K n} & \equiv N_{K 2} \\
\text { 3rd point: } & & p^{2 n}+\cdots+p^{K n} & \equiv N_{K 3} \\
\vdots & & & \\
(M+1) \text { th point: } & & p^{M n}+\cdots+p^{K n} & \equiv N_{K, M+1}
\end{array}
$$

and then the ways in which $M+1$ points of a given $\operatorname{PG}\left(M, p^{n}\right)$ may be selected in a given order so that they do not all lie in any $(M-1)$-space:

$$
\begin{aligned}
\text { 1st point } & 1+p^{n}+\cdots+p^{M n} & \equiv N_{M 1} \\
\text { 2nd point } & p^{n}+\cdots+p^{M n} & \equiv N_{M 2} \\
\vdots & p^{M n} & \equiv N_{M, M+1}
\end{aligned}
$$

Hence every $\operatorname{PG}\left(K, p^{n}\right)$ contains

$$
\begin{equation*}
\psi\left(M, K, p^{n}\right)=\frac{\prod_{i=1}^{M+1} N_{K i}}{\prod_{i=1}^{M+1} N_{M i}} \tag{B.6}
\end{equation*}
$$

$M$-spaces, with $N_{K i}$ and $N_{M i}$ as defined above.
Similarly, we can show that every $\operatorname{PG}\left(S, p^{n}\right)$ in $\operatorname{PG}\left(K, p^{n}\right)$ is contained in

$$
\begin{equation*}
\varphi\left(S, M, K, p^{n}\right)=\frac{\left(p^{(S+1) n}+\cdots+p^{K n}\right) \times \cdots \times\left(p^{M n}+\cdots+p^{K n}\right)}{\left(p^{(S+1) n}+\cdots+p^{M n}\right) \times \cdots \times\left(p^{(M-1) n}+p^{M n}\right) p^{M n}} \tag{B.7}
\end{equation*}
$$

$\operatorname{PG}\left(M, p^{n}\right)$ 's for $S<M$. In particular, for $S=0$, every point is contained in $\varphi(0$, $\left.M, K, p^{n}\right) \operatorname{PG}\left(M, p^{n}\right)$ in $\operatorname{PG}\left(K, p^{n}\right)$, and, for $S=1$, every line is contained in $\varphi\left(1, M, K, p^{n}\right) \operatorname{PG}\left(M, p^{n}\right)$ in $\operatorname{PG}\left(K, p^{n}\right)$, or, since with every pair of points also the line containing them is in the $\operatorname{PG}\left(M, p^{n}\right)$, it follows that every pair of points is contained in $\varphi\left(1, M, K, p^{n}\right)$ different $\operatorname{PG}\left(M, p^{n}\right)$.

## EUCLIDEAN GEOMETRY EG( $\left.\boldsymbol{K}, \boldsymbol{P}^{\boldsymbol{N}}\right)$

Consider a $\operatorname{PG}\left(K, p^{n}\right)$ and the subset of points $\left(\mu_{0}, \mu_{1}, \ldots, \mu_{K}\right)$ for which $\mu_{0} \neq 0$. Take $\mu_{0}=1$, then the points $\left(1, \mu_{1}, \ldots, \mu_{K}\right)$ constitute an $\operatorname{EG}\left(K, p^{n}\right)$ consisting of $p^{K n}$ points. The excluded points $\left(0, \mu_{1}, \ldots, \mu_{K}\right)$ form a $\operatorname{PG}(K-1$, $p^{n}$ ) with homogeneous coordinates $\left(\mu_{1}, \mu_{2}, \ldots, \mu_{K}\right)$. Hence, the $\operatorname{EG}\left(K, p^{n}\right)$ is obtained by deleting from the $\operatorname{PG}\left(K, p^{n}\right)$ a $\operatorname{PG}\left(K-1, p^{n}\right)$.

Every $\operatorname{PG}\left(M, p^{n}\right)$ contained in $\operatorname{PG}\left(K, p^{n}\right)$ but not in $\operatorname{PG}\left(K-1, p^{n}\right)$ becomes an $\mathrm{EG}\left(M, p^{n}\right)$ since by deleting $\operatorname{PG}\left(K-1, p^{n}\right)$ from $\operatorname{PG}\left(K, p^{n}\right)$ we also delete $\operatorname{PG}\left(M-1, p^{n}\right)$ from $\operatorname{PG}\left(M, p^{n}\right)$. The number of $\operatorname{EG}\left(M, p^{n}\right)$ contained in $\operatorname{EG}(K$, $\left.p^{n}\right)$ then is $\psi\left(M, K, p^{n}\right)-\psi\left(M, K-1, p^{n}\right)$, with $\psi$ defined in (B.6). The number of $\operatorname{EG}\left(M, p^{n}\right)$ containing a given $\operatorname{EG}\left(S, p^{n}\right)$ with $S<M$ is $\varphi\left(S, M, K, p^{n}\right)$ as defined in (B.7).

## Orthogonal and Balanced Arrays

## ORTHOGONAL ARRAYS

Definition C. 1 A $K \times N$ matrix $\boldsymbol{A}$, with entries from a set $\sum$ of $s \geq 2$ elements, is called an orthogonal array of strength $t$, size $N, K$ constraints and $s$ levels if each $t \times N$ submatrix of $\boldsymbol{A}$ contains all possible $t \times 1$ column vectors with the same frequency $\lambda$, denoted by $\mathrm{OA}[N, K, s, t ; \lambda]$, where $\lambda$ is called the index of $\boldsymbol{A}$ and $N=\lambda s^{t}$.

For the case $\sum=\{0,1, \ldots, s-1\}$ consider the following example.
Example C. 1 OA[9, 4, 3, 2; 1]:

$$
\boldsymbol{A}=\left(\begin{array}{lllllllll}
0 & 0 & 0 & 1 & 1 & 1 & 2 & 2 & 2 \\
0 & 1 & 2 & 0 & 1 & 2 & 0 & 1 & 2 \\
0 & 1 & 2 & 1 & 2 & 0 & 2 & 0 & 1 \\
0 & 1 & 2 & 2 & 0 & 1 & 1 & 2 & 0
\end{array}\right)
$$

There are different methods of constructing orthogonal arrays [for a thorough discussion see Hedayat, Sloane, and Stufken (1999)]. We shall present here a particular method based on projective geometries.

Theorem C. 1 If we can find a matrix $\boldsymbol{C}=\left(c_{i j}\right)$ of $K$ rows and $\tau$ columns, whose elements $c_{i j}$ belong to a $\operatorname{GF}\left(p^{n}\right)$, and for which every submatrix obtained by taking $t$ rows is of rank $t$, then we can construct an $\mathrm{OA}\left[p^{n \tau}, K, p^{n}, t ; \lambda\right]$.

Proof Consider $\tau \times 1$ column vectors $\boldsymbol{\xi}$ whose coordinates belong to $\operatorname{GF}\left(p^{n}\right)$. Then there are $p^{\tau n}$ different $\boldsymbol{\xi}_{i}$. Consider then the matrix $\boldsymbol{A}$ whose $p^{\tau n}$ columns are the vectors $\boldsymbol{C} \boldsymbol{\xi}_{i}\left(i=1,2, \ldots, p^{n \tau}\right) . \boldsymbol{A}$ is then an orthogonal array:

[^28]Suppose $\boldsymbol{A}^{*}$ is a $t \times p^{\tau n}$ submatrix of $\boldsymbol{A}$, and $\boldsymbol{C}^{*}$ is the corresponding $t \times \tau$ submatrix of $\boldsymbol{C}$. Consider

$$
\boldsymbol{A}^{*}=\boldsymbol{C}^{*}\left(\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}, \ldots, \boldsymbol{\xi}_{s}\right)
$$

with $s=p^{\tau n}$, and denote the $i$ th column of $\boldsymbol{A}^{*}$ by $\boldsymbol{\alpha}_{i}(i=1,2, \ldots, s)$, that is,

$$
\boldsymbol{\alpha}_{i}=\boldsymbol{C}^{*} \boldsymbol{\xi}_{i}
$$

or

$$
\begin{gathered}
c_{11} \xi_{i 1}+c_{12} \xi_{i 2}+\cdots+c_{1 \tau} \xi_{i \tau}=\alpha_{i 1} \\
c_{21} \xi_{i 1}+c_{22} \xi_{i 2}+\cdots+c_{2 \tau} \xi_{i \tau}=\alpha_{i 2} \\
\vdots \\
c_{t 1} \xi_{i 1}+c_{t 2} \xi_{i 2}+\cdots+c_{t \tau} \xi_{i \tau}=\alpha_{i t}
\end{gathered}
$$

Assume without loss of generality that the first $t$ columns of $\boldsymbol{C}^{*}$ are linearly independent. Then consider all the $\boldsymbol{\xi}_{i}$ that have the same last $\tau-t$ components. There are $p^{t n}$ different such vectors. Each will give rise to a different $\boldsymbol{\alpha}_{i}$. But the total number of different $\alpha_{i}$ is $p^{t n}$, that is, each possible $\alpha_{i}$ is obtained exactly once from such a set. Now there are $p^{n(\tau-t)}$ possible sets of vectors for which this holds. Hence each different $\boldsymbol{\alpha}_{i}$ is obtained exactly $p^{n(\tau-t)}$ times. This implies that in $\boldsymbol{A}^{*}$ each possible $t \times 1$ column vector occurs $\lambda=p^{n(\tau-t)}$ times and shows that $\boldsymbol{A}$ is an orthogonal array of strength $t$ and index $\lambda$.

The rows of $\boldsymbol{C}$ in Theorem C. 1 may be interpreted as the coordinates of a $\operatorname{PG}\left(\tau-1, p^{n}\right)$ such that no $t$ points lie in a space of dimension $\leq t-2$. To find a matrix $\boldsymbol{C}$ then means to find $K$ points of a $\operatorname{PG}\left(\tau-1, p^{n}\right)$ with the above restriction. We illustrate this with the following example.

Example C. 2 Consider the case $p^{n}=2$. In the $\operatorname{PG}(\tau-1,2)$ consider all points that are not in the $(\tau-2)$-space:

$$
x_{0}+x_{1}+\cdots+x_{\tau-1}=0
$$

There are exactly $2^{\tau-1}$ such points, namely those with an odd number of unity components. No three of these points are on the same line, since in the $\operatorname{PG}(\tau-1$, 2) each line has exactly three points, one of which is excluded. Hence we can construct an $\mathrm{OA}\left[2^{\tau}, 2^{\tau-1}, 2,3 ; \lambda\right]$.

Consider, for example, the case $\tau=3$ :

$$
\boldsymbol{C}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 1 & 1
\end{array}\right)
$$

$$
\left(\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}, \ldots, \boldsymbol{\xi}_{8}\right)=\left(\begin{array}{cccccccc}
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1
\end{array}\right)
$$

and hence

$$
\boldsymbol{A}=\left(\begin{array}{llllllll}
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 0 & 1 & 0 & 0 & 1
\end{array}\right)
$$

with $\lambda=1$. It is easy to see that $\boldsymbol{A}$ is also an $\mathrm{OA}\left[2^{\tau}, 2^{\tau-1}, 2,2 ; 2\right]$.

## BALANCED ARRAYS

Balanced arrays, or B-arrays, were introduced by Chakravarti (1956) under the name partially balanced arrays. The following definition is adapted from Srivastava and Chopra (1973).

Definition C. 2 A $K \times N$ matrix $\boldsymbol{B}$, with entries from a set $\sum$ of $s \geq 2$ elements, is said to be a balanced array of strength $t$, size $N, K$ constraints, and $s$ levels if for each $t \times N$ submatrix $\boldsymbol{B}_{0}$ of $\boldsymbol{B}$ and for each $t \times 1$ vector $\boldsymbol{x}=\left(x_{1}\right.$, $\left.x_{2}, \ldots, x_{t}\right)^{\prime}$ with elements from $\sum$, we have

$$
\begin{equation*}
\lambda\left(\boldsymbol{x}, \boldsymbol{B}_{0}\right)=\lambda\left(P(\boldsymbol{x}), \boldsymbol{B}_{0}\right) \tag{C.1}
\end{equation*}
$$

where $\lambda\left(\boldsymbol{x}, \boldsymbol{B}_{0}\right)$ is the number of columns of $\boldsymbol{B}_{0}$ that are identical with $\boldsymbol{x}$, and $P(\boldsymbol{x})$ is any vector obtained by permuting the elements of $\boldsymbol{x}$.

We denote such an array by $\mathrm{BA}\left[N, K, s, t ; \lambda^{\prime}\right]$, where $\lambda^{\prime}$ is the vector of the totality of $\lambda\left(\boldsymbol{x}, \boldsymbol{B}_{0}\right)$ as defined by Definition C.1. The term $\lambda^{\prime}$ is referred to as the index set of the B-array. Note that if all elements of $\lambda^{\prime}$ are identical, say equal to $\lambda$, then the B-array becomes an orthogonal array with index $\lambda$.

For the case $\sum=\{0,1,2, \ldots, s-1\}$ we illustrate the notion of a B-array with the following example.

Example C. 3 Consider BA[15, 5, 3, 2; 1, 2]

$$
\boldsymbol{B}=\left(\begin{array}{lllllllllllllll}
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 2 & 2 & 2 & 2 & 2 \\
0 & 1 & 2 & 1 & 2 & 1 & 2 & 0 & 2 & 0 & 2 & 0 & 1 & 0 & 1 \\
1 & 0 & 2 & 2 & 1 & 2 & 1 & 0 & 0 & 2 & 0 & 2 & 1 & 1 & 0 \\
2 & 2 & 0 & 1 & 1 & 0 & 0 & 1 & 2 & 2 & 1 & 1 & 2 & 0 & 0 \\
1 & 2 & 1 & 0 & 2 & 2 & 0 & 2 & 1 & 0 & 0 & 1 & 0 & 2 & 1
\end{array}\right)
$$

where

$$
\lambda\left(x_{1}, x_{2}\right)= \begin{cases}\lambda_{1}=1 & \text { for } x_{1}=x_{2} \\ \lambda_{2}=2 & \text { for } x_{1} \neq x_{2}\end{cases}
$$

Condition (C.1) can be expressed operationally as follows. Let in $\boldsymbol{x}$ the symbol $i$ occur $r_{i}$ times $(0 \leq i \leq s-1)$. Then

$$
\sum_{i=0}^{s-1} r_{i}=t
$$

and each of the $t!/ r_{0}!r_{1}!\ldots r_{s-1}$ ! vectors obtained by permuting $\boldsymbol{x}$ has the same $\lambda$ value.

For the special case $s=2$, the index set $\lambda^{\prime}$ consists of $t+1$ components, $\lambda_{0}$, $\lambda_{1}, \ldots, \lambda_{t}$, corresponding to the number of nonzero components in $\boldsymbol{x}$, which is also referred to as the weight of $\boldsymbol{x}$.

There exist several methods of constructing B-arrays [see, e.g., Chakravarti (1956, 1961), Srivastava and Chopra (1973), Aggarwal and Singh (1981)]. We shall mention here one method that is based on the existence of orthogonal arrays (Chakravarti, 1961).

Suppose, an orthogonal array $\mathrm{OA}[N, K, s, t ; \lambda]$ can be divided into two disjoint arrays such that one array is a $B$-array or a degenerate B -array [a degenerate B -array being one that has some but not all $\lambda\left(x_{1}, x_{2}, \ldots, x_{t}\right)$ equal to zero], with $\lambda\left(x_{1}, x_{2}, \ldots, x_{t}\right)<\lambda$ for all $t \times 1$ vectors $\boldsymbol{x}$. Then the remaining array is a B -array with $\lambda$ parameters given by $\lambda^{*}\left(x_{1}, x_{2}, \ldots, x_{t}\right)=\lambda-\lambda\left(x_{1}, x_{2}, \ldots, x_{t}\right)$.

As an illustration consider the following example.
Example C. 4 Consider OA[9, 3, 3, 2; 1]

$$
\boldsymbol{A}=\left(\begin{array}{lllllllll}
0 & 1 & 2 & 0 & 1 & 2 & 0 & 1 & 2 \\
0 & 1 & 2 & 2 & 0 & 1 & 1 & 2 & 0 \\
0 & 1 & 2 & 1 & 2 & 0 & 2 & 0 & 1
\end{array}\right)
$$

Divide $\boldsymbol{A}$ into

$$
\boldsymbol{A}_{1}=\left(\begin{array}{lll}
0 & 1 & 2 \\
0 & 1 & 2 \\
0 & 1 & 2
\end{array}\right) \quad \text { and } \quad \boldsymbol{A}_{2}=\left(\begin{array}{cccccc}
0 & 1 & 2 & 0 & 1 & 2 \\
2 & 0 & 1 & 1 & 2 & 0 \\
1 & 2 & 0 & 2 & 0 & 1
\end{array}\right)
$$

where $\boldsymbol{A}_{1}$ is a degenerate B -array and $\boldsymbol{A}_{2}$ then represents a $\mathrm{BA}[6,3,3,2]$ with $\lambda_{1}=0, \lambda_{2}=1$, where $\lambda_{1}, \lambda_{2}$ are as defined in Example C.3.

In other situations we may be able to obtain a B-array by deleting not only columns but also rows from an orthogonal array (see Chakravarti, 1961).

## A P P E N D I X D

## Selected Asymmetrical Balanced Factorial Designs

1. $4 \times 2 \times 2, k=4(\mathrm{Li}, 1944)$

| Replication 1 <br> Block |  |  |  | Replication 2 Block |  |  |  | Replication 3 Block |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 1 | 2 | 3 | 4 | 1 | 2 | 3 | 4 |
| 000 | 001 | 010 | 011 | 000 | 001 | 010 | 011 | 000 | 001 | 010 | 011 |
| 101 | 100 | 111 | 110 | 111 | 110 | 101 | 100 | 110 | 111 | 100 | 101 |
| 210 | 211 | 200 | 201 | 201 | 200 | 211 | 210 | 211 | 210 | 201 | 200 |
| 311 | 310 | 301 | 300 | 310 | 311 | 300 | 301 | 301 | 300 | 311 | 310 |

$$
\begin{array}{ll}
\lambda(000)=3 & h(000)=2 \\
\lambda(100)=0 & h(100)=\frac{1}{4} \\
\lambda(010)=0 & h(010)=0 \\
\lambda(110)=1 & h(110)=0 \\
\lambda(001)=0 & h(001)=0 \\
\lambda(101)=1 & h(101)=0 \\
\lambda(011)=0 & h(011)=\frac{1}{4} \\
\lambda(111)=1 & h(111)=-\frac{1}{4}
\end{array}
$$

$$
E(110)=E(101)=E(111)=\frac{2}{3}, \text { all other } E(z)=1, E=\frac{4}{5} .
$$

[^29]2. $4 \times 2 \times 2, k=8(\mathrm{Li}, 1944)$

| Replication 1 Block |  | Replication 2 Block |  | Replication 3 Block |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 1 | 2 | 1 | 2 |
| 000 | 001 | 000 | 001 | 000 | 001 |
| 011 | 010 | 011 | 010 | 011 | 010 |
| 100 | 101 | 101 | 100 | 101 | 100 |
| 111 | 110 | 110 | 111 | 110 | 111 |
| 201 | 200 | 201 | 200 | 200 | 201 |
| 210 | 211 | 210 | 211 | 211 | 210 |
| 301 | 300 | 300 | 301 | 301 | 300 |
| 310 | 311 | 311 | 310 | 310 | 311 |

$$
\begin{array}{rlrl}
\lambda(000) & =3 & h(000) & =2 \\
\lambda(100) & =1 & h(100) & =\frac{1}{4} \\
\lambda(010) & =0 & h(010) & =\frac{1}{2} \\
\lambda(110) & =2 & h(110) & =-\frac{1}{8} \\
\lambda(001) & =0 & h(001) & =\frac{1}{2} \\
\lambda(101) & =2 & h(101) & =-\frac{1}{8} \\
\lambda(011) & =3 & h(011) & =-\frac{1}{4} \\
\lambda(111) & =1 & h(111) & =\frac{1}{8} \\
& & \\
E(111)=\frac{2}{3}, & \text { all other } E(z) & =1, E=\frac{14}{15}
\end{array}
$$

3. $4 \times 4, k=4$ (Yates, 1937b)

| Replication 1 <br> Block |  |  |  | Replication 2 Block |  |  |  | Replication 3 Block |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 1 | 2 | 3 | 4 | 1 | 2 | 3 | 4 |
| 00 | 01 | 02 | 03 | 00 | 01 | 02 | 03 | 00 | 01 | 02 | 03 |
| 11 | 10 | 13 | 12 | 12 | 13 | 10 | 11 | 13 | 12 | 11 | 10 |
| 22 | 23 | 20 | 21 | 23 | 22 | 21 | 20 | 21 | 20 | 23 | 22 |
| 33 | 32 | 31 | 30 | 31 | 30 | 33 | 32 | 32 | 33 | 30 | 31 |

$$
\begin{array}{rl}
\lambda(00)=3 & h(00)=2 \\
\lambda(10)=0 & h(10)=\frac{1}{4} \\
\lambda(01)=0 & h(01)=\frac{1}{4} \\
\lambda(11)=1 & h(11)=-\frac{1}{4} \\
E(10)=E(01)=1, E(11)=\frac{2}{3}, E=\frac{4}{5} .
\end{array}
$$

4. $4 \times 3 \times 2, k=12(\mathrm{Li}, 1944)$

| Replication 1 Block |  | Replication 2 Block |  | Replication 3 Block |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 1 | 2 | 1 | 2 |
| 000 | 001 | 001 | 000 | 001 | 000 |
| 011 | 010 | 010 | 011 | 011 | 010 |
| 021 | 020 | 021 | 020 | 020 | 021 |
| 101 | 100 | 100 | 101 | 100 | 101 |
| 110 | 111 | 111 | 110 | 110 | 111 |
| 120 | 121 | 120 | 121 | 121 | 120 |
| 200 | 201 | 201 | 200 | 201 | 200 |
| 211 | 210 | 210 | 211 | 211 | 210 |
| 221 | 220 | 221 | 220 | 220 | 221 |
| 301 | 300 | 300 | 301 | 300 | 301 |
| 310 | 311 | 311 | 310 | 310 | 311 |
| 320 | 321 | 320 | 321 | 321 | 320 |
| Replication 4 Block |  | Replication 5 Block |  | Replication 6 Block |  |
| 1 | 2 | 1 | 2 | 1 | 2 |
| 001 | 000 | 000 | 001 | 000 | 001 |
| 010 | 011 | 011 | 010 | 010 | 011 |
| 020 | 021 | 020 | 021 | 021 | 020 |
| 100 | 101 | 101 | 100 | 101 | 100 |
| 111 | 110 | 110 | 111 | 111 | 110 |
| 121 | 120 | 121 | 120 | 120 | 121 |
| 200 | 201 | 201 | 200 | 201 | 200 |
| 211 | 210 | 210 | 211 | 211 | 210 |
| 221 | 220 | 221 | 220 | 220 | 221 |
| 301 | 300 | 300 | 301 | 300 | 301 |
| 310 | 311 | 311 | 310 | 310 | 311 |
| 320 | 321 | 320 | 321 | 321 | 320 |


| Replication 7 <br> Block |  | Replication 8 Block |  | Replication 9 Block |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 1 | 2 | 1 | 2 |
| 000 | 001 | 001 | 000 | 001 | 000 |
| 011 | 010 | 010 | 011 | 011 | 010 |
| 021 | 020 | 021 | 020 | 020 | 021 |
| 100 | 101 | 101 | 100 | 101 | 100 |
| 111 | 110 | 110 | 111 | 111 | 110 |
| 121 | 120 | 121 | 120 | 120 | 121 |
| 201 | 200 | 200 | 201 | 200 | 201 |
| 210 | 211 | 211 | 210 | 210 | 211 |
| 220 | 221 | 220 | 221 | 221 | 220 |
| 301 | 300 | 300 | 301 | 300 | 301 |
| 310 | 311 | 311 | 310 | 310 | 311 |
| 320 | 321 | 320 | 321 | 321 | 320 |
| $\lambda(000)=9$ |  |  | $h(000)=\frac{23}{3}$ |  |  |
| $\lambda(100)=3$ |  |  | $h(100)=\frac{1}{3}$ |  |  |
| $\lambda(010)=3$ |  |  | $h(010)=\frac{1}{3}$ |  |  |
| $\lambda(110)=5$ |  |  | $h(110)=-\frac{1}{12}$ |  |  |
| $\lambda(001)=0$ |  |  | $h(001)=\frac{2}{3}$ |  |  |
| $\lambda(101)=6$ |  |  | $h(101)=-\frac{1}{6}$ |  |  |
| $\lambda(011)=6$ |  |  | $h(011)=-\frac{1}{6}$ |  |  |
| $\lambda(111)=4$ |  |  | $h(111)=-\frac{1}{3}$ |  |  |

Using replicates $1,2,3$ only will yield a design with the same relative efficiencies, but the design is not a BFD.
5. $4 \times 4 \times 3, k=12(\mathrm{Li}, 1944)$

| Replication 1 Block |  |  |  | Replication 2 Block |  |  |  | Replication 3 Block |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 1 | 2 | 3 | 4 | 1 | 2 | 3 | 4 |
| 000 | 010 | 020 | 030 | 000 | 030 | 010 | 020 | 000 | 020 | 030 | 010 |
| 110 | 100 | 130 | 120 | 130 | 100 | 120 | 110 | 120 | 100 | 110 | 130 |
| 220 | 230 | 200 | 210 | 210 | 220 | 200 | 230 | 230 | 210 | 200 | 220 |


6. $3 \times 3 \times 2, k=6$ (Yates, 1937b)

| Replication 1 Block |  |  | Replication 2 Block |  |  | Replication 3 Block |  |  | Replication 4 Block |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 |
| 100 | 200 | 000 | 200 | 000 | 100 | 100 | 200 | 000 | 200 | 000 | 100 |
| 010 | 020 | 120 | 020 | 120 | 010 | 210 | 010 | 110 | 010 | 110 | 210 |
| 220 | 110 | 210 | 110 | 210 | 220 | 020 | 120 | 220 | 120 | 220 | 020 |
| 201 | 001 | 101 | 101 | 201 | 001 | 201 | 001 | 101 | 101 | 201 | 001 |
| 021 | 121 | 011 | 011 | 021 | 121 | 011 | 111 | 211 | 211 | 011 | 111 |
| 111 | 211 | 221 | 221 | 111 | 211 | 121 | 221 | 021 | 021 | 121 | 221 |

$$
\begin{array}{rlrl}
\lambda(000) & =4 & & h(000)=\frac{5}{2} \\
\lambda(100) & =0 & & h(100)=\frac{1}{2} \\
\lambda(010) & =0 & & h(010)=\frac{1}{2} \\
\lambda(110) & =2 & & h(110)=-\frac{1}{6} \\
\lambda(001) & =0 & & h(001)=\frac{1}{2} \\
\lambda(101) & =2 & & h(101)=-\frac{1}{6} \\
\lambda(011) & =2 & & h(011)=-\frac{1}{6} \\
\lambda(111) & =1 & & h(111)=-\frac{1}{6} \\
E(110)=\frac{7}{8}, E(111) & =\frac{5}{8}, & & \\
& \text { all other } E(z)=1, E=\frac{15}{17} .
\end{array}
$$

If only replications 1 and 2 or 3 and 4 are used, then the relative information for $A_{1} \times A_{2}$ is $\frac{3}{4}$ and $A_{1} \times A_{2} \times A_{3}$ is $\frac{1}{4}$, but the design is not a BFD.
7. $3 \times 3 \times 2 \times 2, k=12(\mathrm{Li}, 1944)$

| Replication 1 <br> Block |  |  | Replication 2 Block |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 1 | 2 | 3 |
| 0100 | 0000 | 0001 | 0101 | 0001 | 0000 |
| 0111 | 0011 | 0010 | 0110 | 0010 | 0011 |
| 0201 | 0101 | 0200 | 0200 | 0100 | 0201 |
| 0210 | 0110 | 0211 | 0211 | 0111 | 0210 |
| 1001 | 1100 | 1000 | 1000 | 1101 | 1001 |
| 1010 | 1111 | 1011 | 1011 | 1110 | 1010 |
| 1200 | 1201 | 1101 | 1201 | 1200 | 1100 |
| 1211 | 1210 | 1110 | 1210 | 1211 | 1111 |
| 2000 | 2001 | 2100 | 2001 | 2000 | 2101 |
| 2011 | 2010 | 2111 | 2010 | 2011 | 2110 |
| 2101 | 2200 | 2201 | 2100 | 2201 | 2200 |
| 2110 | 2211 | 2210 | 2111 | 2210 | 2211 |
| Replication 3 Block |  |  | Replication 4 Block |  |  |
| 1 | 2 | 3 | 1 | 2 | 3 |
| 0101 | 0000 | 0001 | 0100 | 0001 | 0000 |
| 0110 | 0011 | 0010 | 0111 | 0010 | 0011 |
| 0200 | 0201 | 0100 | 0201 | 0200 | 0101 |



If only replications 1 and 2 or 3 and 4 are used, the relative information for $A_{1} \times A_{2}$ remains $\frac{7}{8}$ and for $A_{1} \times A_{2} \times A_{3} \times A_{4}$ remains $\frac{5}{8}$, but these designs are not BFDs.
8. $5 \times 2 \times 2, k=10$ (Shah, 1960)

| Block |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 000 | 010 | 010 | 010 | 000 | 010 | 000 | 000 | 010 | 000 |
| 011 | 001 | 001 | 001 | 011 | 001 | 011 | 011 | 001 | 011 |
| 100 | 100 | 110 | 110 | 110 | 100 | 110 | 100 | 100 | 110 |
| 111 | 111 | 101 | 101 | 101 | 111 | 101 | 111 | 111 | 101 |
| 210 | 200 | 200 | 210 | 210 | 210 | 200 | 210 | 200 | 200 |
| 201 | 211 | 211 | 201 | 201 | 201 | 211 | 201 | 211 | 211 |
| 310 | 310 | 300 | 300 | 310 | 300 | 310 | 300 | 310 | 300 |
| 301 | 301 | 311 | 311 | 301 | 311 | 301 | 311 | 301 | 311 |
| 410 | 410 | 410 | 400 | 400 | 400 | 400 | 410 | 400 | 410 |
| 401 | 401 | 401 | 411 | 411 | 411 | 411 | 401 | 411 | 401 |
| $\lambda(000)=5 \quad h(000)=\frac{38}{10}$ |  |  |  |  |  |  |  |  |  |
| $\lambda(100)=2 \quad h(100)=$ |  |  |  |  |  |  |  |  |  |
| $\lambda(010)=0 \quad h(010)=$ |  |  |  |  |  |  |  |  |  |
| $\lambda(110)=3 \quad h(110)=$ |  |  |  |  |  |  |  |  |  |
| $\lambda(001)=0 \quad h(001)=$ |  |  |  |  |  |  |  |  |  |
| $\lambda(101)=3 \quad h(101)=$ |  |  |  |  |  |  |  |  |  |
| $\lambda(011)=5 \quad h(011)=-\frac{3}{10}$ |  |  |  |  |  |  |  |  |  |
| $\lambda(111)=2 \quad h(111)=-\frac{2}{10}$ |  |  |  |  |  |  |  |  |  |

## A P P E N D I X E

## Exercises

## CHAPTER 1

1.1 Consider the following design with $t=7$ treatments in blocks of size 3 and 4 :

| Block |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Treatments | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ |
|  | 2 | 3 | 3 | 5 | 1 | 7 | 3 |
|  | 4 | 5 | 6 | 4 | 6 | 2 | 1 |
|  | 1 | 2 | 4 | 7 | 5 | 6 | 7 |
|  | 2 |  |  | 4 | 1 |  | 3 |

(a) Give the parameters for this design.
(b) Write out the incidence matrix.
(c) Write out the $\boldsymbol{C}$ matrix of (1.9).
(d) Show that all differences $\tau_{i}-\tau_{i^{\prime}}$ are estimable.
1.2 Show that $\boldsymbol{C J}=\boldsymbol{O}$ for $\boldsymbol{C}$ of (1.9).
1.3 The experiment of Exercise 1.1 was originally planned for blocks of size 3, but it turned out that some of the blocks had actually 4 experimental units. The investigator decided to replicate one of the treatments assigned to those blocks.
(a) Sketch the ANOVA table for this experiment, giving sources of variation and d.f.

[^30](b) Discuss how the error d.f. can be divided into two sets and what the advantage of that would be.
1.4 Consider the following incomplete block design with $t=6, b=6$, and $k=2$ :

## Block

|  | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Treatments | 1 | 3 | 2 | 4 | 5 | 5 |
|  | 2 | 1 | 3 | 6 | 6 | 4 |

(a) Write out the $\boldsymbol{C}$ matrix.
(b) Show that this is a disconnected design.
(c) Identify a set of estimable functions of the treatment effects.
1.5 Consider the following data obtained from an experiment using an incomplete block design with $t=9, b=6, k=3$, and 2 subsamples (the numbers in parentheses indicate the treatments):

|  | 1 | $53.5,54.8$ | $53.2,54.0$ | $57.7,56.4$ |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $(6)$ | $(4)$ | $(7)$ |
|  | 2 | $53.1,52.7$ | $58.6,57.1$ | $53.9,55.1$ |
|  |  | $(3)$ | $(1)$ | $(2)$ |
| Block | 3 | $57.2,56.5$ | $55.0,55.9$ | $51.5,53.2$ |
|  | 4 | $(9)$ | $(7)$ | $(8)$ |
|  |  | $(4)$ | $(2)$ | $(9)$ |
|  | 5 | $54.5,53.3$ | $52.8,53.2$ | $53.3,55.0$ |
|  |  | $(3)$ | $(7)$ | $(5)$ |
|  | 6 | $48.9,47.8$ | $53.5,54.9$ | $56.7,55.4$ |
|  |  | $(8)$ | $(6)$ | $(1)$ |

(a) Write out a model for this data set.
(b) Obtain the intrablock analysis using SAS.
(c) Obtain the standard errors for all treatment comparisons $\tau_{i}-\tau_{i^{\prime}}$.
1.6 Consider an incomplete block design with $t$ treatments, $b$ blocks of size $k$, $r$ replications per treatment, and $m$ subsamples per experimental unit.
(a) Explain how the derivations in Sections 1.8.2 and 1.8.3 need to be modified for this case.
(b) Using the data from Exercise 1.5 obtain the combined analysis, including treatment comparisons.
(c) Compare the results with those of Exercise 1.5.

## CHAPTER 2

2.1 Consider the BIB design

| Block | Block |  |  |  | Block |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1467 | 7 | 2367 | 13 | 1249 |
| 2 | 2689 | 8 | 2458 | 14 | 1569 |
| 3 | 1389 | 9 | 3579 | 15 | 1368 |
| 4 | 1234 | 10 | 1257 | 16 | 4678 |
| 5 | 1578 | 11 | 2356 | 17 | 3458 |
| 6 | 4569 | 12 | 3479 | 18 | 2789 |

(a) Give the parameters of this design.
(b) Write out its $\boldsymbol{C}$ matrix.
2.2 (a) Describe a scenario where you may want to use the design given in Exercise 2.1 but in such a form that each treatment occurs exactly 4 times in the first 2 positions and 4 times in the last 2 positions over the 18 blocks.
(b) Write out the Latinized form of this design.
(c) Give the SAS statements for analyzing data using the design in (b).
2.3 (a) Show that the design given in Exercise 2.1 is a 4-resolvable BIB design.
(b) Give the SAS statements for analyzing data using the design in (a).
2.4 (a) Show that the design obtained in Exercise 2.3 can be Latinized.
(b) Give the SAS statements for analyzing data using the design obtained in (i).
2.5 Investigate whether the design given in Exercise 2.1 is locally resistant w.r.t. any of the treatments.

## CHAPTER 3

3.1 Give a proof of Theorem 3.2.
3.2 Obtain the complement of the BIB design given in Exercise 2.1 and verify that it is a BIB design.
3.3 (a) Using the successive diagonalizing method construct a BIB for $t=25$ treatment in blocks of size 5 .
(b) Obtain the $\boldsymbol{C}$ matrix for this design.
(c) Suppose that the last replicate is missing from the design. Investigate the properties of the residual design w.r.t. estimating treatment differences $\tau_{i}-\tau_{i^{\prime}}$.
3.4 Construct the BIB design \#25 in Table 3.1.
3.5 Construct the BIB design \#18 in Table 3.1.
3.6 Construct the BIB design \#22 in Table 3.1.

## CHAPTER 4

4.1 Consider the rectangular PBIB design of Example 4.8.
(a) Write out explicitly Eqs. (4.34) and obtain a solution of these equations.
(b) Give explicit expressions for the variances of simple treatment comparisons.
(c) Generate data for this design and, using the $g$ inverse obtained from SAS PROC GLM, verify the results obtained in (b).
4.2 Write out the association scheme for the $L_{4}-\mathrm{PBIB}(2)$ design for $t=9$ treatments.
4.3 (a) Write out the association scheme for the $\mathrm{EGD} /(7)-\mathrm{PBIB}$ design with $t=18$ treatments.
(b) Give the parameters of this design.
(c) Give the $\boldsymbol{P}$ matrices for this design.

## CHAPTER 5

5.1 Verify that the design $D^{\prime}$ of Example 5.1 is a $\operatorname{PBIB}(2)$ design and give its parameters, including the $\boldsymbol{P}$ matrices.
5.2 Using the $\operatorname{PG}(3,2)$ construct a GD-PBIB(2) with $t=2 \cdot 6=12$ treatments in 8 blocks of size 6 .
5.3 Show that the dual of the BIB design \#8 in Table 3.1 is a triangular $\operatorname{PBIB}(2)$ design.
5.4 Construct a $L_{2}$ - $\mathrm{PBIB}(2)$ design for $t=25$ treatments in 20 blocks of size 5 .
5.5 (a) Construct a cyclic PBIB design for $t=7$ treatments in $b=7$ blocks of size $k=4$.
(b) Obtain the efficiency factor of this design.
(c) Check whether there exists a more efficient cyclic PBIB design than the design obtained in (a).
5.6 Construct a balanced array $\mathrm{BA}[15,6,3,2]$ from $\mathrm{OA}[18,7,3,2,2]$ and give its index set.
5.7 Using the method of balanced arrays construct an EGD/3-PBIB design for $t=12$ treatments in 12 blocks of size 3 .
5.8 Using the method of balanced arrays construct an EGD/7-PBIB design for $t=12$ treatments in 12 blocks of size 2 .

## CHAPTER 6

6.1 (a) Construct an $\alpha$ design for $t=15$ treatments in $r=3$ replicates and blocks of size $k=5$.
(b) Describe the properties of this design.
(c) Obtain the efficiency factor of this design.
6.2 Construct an $\alpha$ design for $t=19$ treatments in blocks of size 5 and 4, with $r=2$ replicates.
6.3 Construct a generalized cyclic incomplete block design for $t=15$ treatments in blocks of size 5 .
6.4 (a) Show that the design of Example 6.6 with $r=3$ replicates is a $(0,1)$ design.
(b) Obtain the efficiency factor of this design.
6.5 Consider the BTIB design with $t=4$ test treatments and blocks of size 3 with generator designs

$$
\begin{aligned}
\mathrm{GD}_{1} & =\left(\begin{array}{llllll}
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 2 & 2 & 3 \\
2 & 3 & 4 & 3 & 4 & 4
\end{array}\right) \\
\mathrm{GD}_{2} & =\left(\begin{array}{llllllll}
0 & 0 & 1 & 1 & 1 & 1 & 2 & 2 \\
1 & 3 & 2 & 2 & 3 & 3 & 3 & 4 \\
2 & 4 & 3 & 4 & 4 & 4 & 3 & 4
\end{array}\right) \\
\mathrm{GD}_{3} & =\left(\begin{array}{llll}
1 & 1 & 1 & 2 \\
2 & 2 & 3 & 3 \\
3 & 4 & 4 & 4
\end{array}\right)
\end{aligned}
$$

(a) Using the generator designs given above, construct two BTIB designs with $b=12$ blocks.
(b) Give the parameters of both designs and compare their efficiency factors.
6.6 Consider the GD-PBIB(2) design with 6 treatments and 9 blocks of size 2 :

$$
\begin{array}{lllllllll}
1 & 3 & 5 & 1 & 6 & 5 & 1 & 3 & 5 \\
2 & 4 & 6 & 3 & 2 & 4 & 4 & 6 & 2
\end{array}
$$

(a) By inspection of the design above give its parameters and the association structure.
(b) Using the PBIB design above, obtain a PBTIB design for $t=5$ test treatments.
(c) Give the parameters of the design obtained in (b).
6.7 (a) Using the PBIB design of Exercise 6.6, obtain a PTBIB design for $t=4$ test treatments.
(b) Give the parameters of this design.
6.8 Consider the GD-PBIB(2) design for $t=6$ treatments in $b=6$ blocks of size 4:

| 1 | 4 | 2 | 5 |  | 4 | 1 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 2 |  |  |  |  |  |  |
| 2 | 5 | 3 | 6 |  | 5 | 2 | 6 |
| 3 | 6 | 1 | 4 |  | 3 | 3 | 4 |
|  | 1 |  |  |  |  |  |  |

(a) Investigate the properties of this design as a row-column design.
(b) Obtain the efficiency factor of the design obtained in (a).

## CHAPTER 7

7.1 For the $2^{4}$ factorial give explicit expressions for the true response of the treatment combination $\boldsymbol{x}^{\prime}=(0,1,0,1)$ using (7.42) and (7.49).
7.2 For the $2^{5}$ factorial write out explicitly the contrast that defines the 4-factor interaction $A B C D$.
7.3 For the $2^{3}$ factorial with $r$ replications per treatment and $m$ subsamples per experimental unit write out:
(a) An expression for the interaction $A B$.
(b) An expression for the sum of squares for $A B$.
(c) The ANOVA table, including sources of variation, d.f., $\mathrm{SS}, E(\mathrm{MS})$.
7.4 Consider the $2^{6}$ factorial with one replication per treatment combination. Assume that all interactions involving three or more factors are negligible.
(a) Write out the ANOVA table including sources of variation, d.f., SS, $E(\mathrm{MS})$.
(b) Assume that there are $m=2$ subsamples per treatment combination. Write out the ANOVA table, including sources of variation, d.f., SS, $E(\mathrm{MS})$.
(c) For the situation described in (b) give the input statements for SAS PROC GLM and SAS PROC MIXED to perform both the intrablock and combined analyses.

## CHAPTER 8

8.1 (a) Determine the intrablock subgroup for the $2^{5}$ factorial in blocks of size 8 , confounding interactions involving three or more factors.
(b) Write out the remaining blocks.
8.2 Generate the design of Exercise 8.1 using SAS PROC FACTEX.
8.3 Consider the design generated in Exercise 8.1 with $r=2$ replications.
(a) Assuming that all interactions involving three or more factors are negligible, write out the ANOVA table, including sources of variation, d.f., SS , and $E(\mathrm{MS})$.
(b) Suppose that for each experimental unit we have $m=2$ subsamples. Modify the ANOVA table in (a) appropriately.
8.4 For the situations described in Exercise 8.3 give the SAS statements for performing the respective analyses, using SAS PROC GLM and SAS PROC MIXED.

## CHAPTER 9

9.1 Consider the $2^{5}$ factorial with 3 replicates and in blocks of size 4 . Without confounding main effects construct a design that provides as much and as uniform as possible information about 2-factor interactions.
9.2 For the design obtained in Exercise 9.1, assuming that 4- and 5-factor interactions are negligible, give the ANOVA table, including sources of variation, d.f., SS, and $E(\mathrm{MS})$.
9.3 For the design obtained in Exercise 9.1 give expressions for the combined estimators of all 2 -factor interactions and the variances of these estimators.
9.4 Discuss some possibilities of arranging a $2^{6}$ factorial in two $8 \times 8$ squares, giving the actual designs and the relative information provided for main effects and 2-factor interactions.

## CHAPTER 10

10.1 For the $3^{4}$ factorial write out all main effects and interactions together with their 2-d.f. components.
10.2 For the $3^{4}$ factorial write out the parametrization (10.15) for the true response of the treatment combination $\boldsymbol{x}^{\prime}=(0,1,1,2)$.
10.3 Construct a design for the $3^{4}$ factorial in blocks of size 9 without confounding main effects and 2 -factor interactions.
10.4 Consider the $3^{4}$ factorial in blocks of size 3.
(a) Suppose two replicates are available. Using partial confounding, construct a design that obtains at least partial information on all main effects and 2 -factor interaction components.
(b) Give the relative information for all main effects and 2-factor interaction components.
(c) Assuming that all 3- and 4-factor interactions are negligible, sketch the ANOVA table for the design obtained in (a), giving sources of variation, d.f., SS, and $E(\mathrm{MS})$.
(d) Give the SAS statements for performing the analysis of an experiment using the design obtained in (a) for PROC GLM (intrablock analysis) and PROC MIXED (combined analysis).

## CHAPTER 11

11.1 Consider the $5^{2}$ factorial in 10 blocks of size 5.
(a) Obtain a plan that yields full information on main effects and at least partial information on all interaction components.
(b) Sketch the ANOVA table, including sources of variation, d.f., and SS.
(c) Give the parametrization for $a\left(\begin{array}{lllll}1 & 1 & 1 & 1 & 1\end{array}\right)-a\left(\begin{array}{lllll}0 & 0 & 0 & 0 & 0\end{array}\right)$ and give the variance of the estimator for this difference in yields.
11.2 As an alternative to the design obtained in Exercise 11.1 consider the design based on the PBIB- $\mathrm{L}_{2}$ design LS 51 (Clatworthy, 1973) given by

| Block |  |  |  |  |  | Block |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 3 | 4 | 5 | 6 | 1 | 6 | 11 | 16 | 21 |
| 2 | 6 | 7 | 8 | 9 | 10 | 7 | 2 | 7 | 12 | 17 | 22 |
| 3 | 11 | 12 | 13 | 14 | 15 | 8 | 3 | 8 | 13 | 18 | 23 |
| 4 | 16 | 17 | 18 | 19 | 20 | 9 | 4 | 9 | 14 | 19 | 24 |
| 5 | 21 | 22 | 23 | 24 | 25 | 10 | 5 | 10 | 15 | 20 | 25 |

(a) Set up a correspondence between the treatments $1,2, \ldots, 25$ and the factorial treatments $\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)$.
(b) Explain the major difference between the two designs with respect to the estimation of main effects and interaction effects.
(c) Explain how you would compare the overall efficiency of the two designs.
11.3 Consider the $4^{3}$ factorial in blocks of size 16.
(a) Assuming that 3 -factor interactions are negligible, obtain a plan that yields full information on main effects and 2-factor interactions.
(b) Suppose that 8 blocks are available for the experiment. Write out the ANOVA table, including sources of variation, d.f., and SS.
11.4 (a) Apply Theorem 11.7 to the case of the $4^{n}$ factorial and write out the Fisher plan for the maximum number of factors.
(b) For the plan obtained in (a) identify the resulting system of confounding.
11.5 (a) For the $4^{3}$ factorial in blocks of size 8 obtain a system of confounding with orthogonal factorial structure.
(b) Obtain the efficiency factor of the design.

## CHAPTER 12

12.1 Consider the $2^{2} \times 3^{3}$ factorial in 18 blocks of size 6 .
(a) Assuming that interactions involving three or more factors are negligible, obtain a design using the Kronecker product method.
(b) Explain why the design obtained in (a) is or is not satisfactory, and if it is not satisfactory what you might want to do to fix the problem.
12.2 Consider the $2^{2} \times 3^{3}$ factorial in blocks of size 6 .
(a) Using the GC/n method construct a system of confounding.
(b) Obtain the loss of d.f. for the design obtained in (a).
(c) Compare the design obtained in (a) with that obtained in Exercise 12.1.
$\mathbf{1 2 . 3}$ (a) Apply the method of finite rings to the $2^{2} \times 3^{3}$ factorial in blocks of size 6.
(b) Obtain the variance for the comparison between the treatments $(1,1$, $2,2,2)$ and $(0,0,0,0,0)$.
12.4 Consider the $2^{2} \times 4^{2}$ factorial in blocks of size 8 .
(a) Construct a balanced factorial design such that all treatment contrasts are estimable.
(b) For the design of (a) obtain the efficiency factor.

## CHAPTER 13

13.1 Consider a $2^{8-2}$ design.
(a) Give an identity relationship such that all main effects are strongly clear and all 2-factor interactions are either clear or strongly clear.
(b) Obtain the design based on the identity relationship in (a).
(c) Give the resolution of the design.
13.2 Consider the design in Exercise 13.1. Suppose that for the actual experiment blocks of size 16 need to be used.
(a) Identify a suitable system of confounding.
(b) Obtain the actual design.
(c) For the design in (b) sketch the ANOVA table, including sources of variation and d.f., assuming that interactions involving four or more factors are negligible.
13.3 Consider a $3_{\mathrm{IV}}^{6-2}$ factorial based on the identity relationship $I=A B C D=$ $A B^{2} E F=$ all GI.
(a) Complete the identity relationship.
(b) Write out the alias structure for all main effects and 2-factor interaction components.
(c) Identify all the clear effects.
(d) Obtain the actual design.
13.4 For the design of Exercise 13.3 suppose that blocks of size 9 need to be used.
(a) Obtain a suitable system of confounding and state any assumptions you are making.
(b) For the arrangement in (a) sketch the ANOVA, giving sources of variation and d.f., assuming that all interactions involving three or more factors are negligible.
13.5 Consider the $2_{\mathrm{IV}}^{6-2}$ fraction in 4 blocks.
(a) Using the independent defining words given in Table 13.12, obtain the actual design.
(b) Suppose that the plan in (a) is replicated three times. Sketch the ANOVA, including sources of variation and d.f.
(c) Rather than replicating the plan in (a) three times, discuss other possibilities of carrying out the experiment.

## CHAPTER 14

14.1 Construct a saturated orthogonal main effect plan for the $2^{7}$ factorial.
14.2 Construct an OMEP for the $3^{4}$ factorial in 9 runs.
14.3 (a) Construct an OMEP for the $2^{4}$ factorial in 9 runs.
(b) Identify the alias structure for this design.
14.4 Using the OMEPs obtained in Exercises 14.1 and 14.2, construct an OMEP for the $2^{7} \times 3^{4}$ factorial.
14.5 (a) Construct an OMEP for the $4^{2} \times 3 \times 2^{2}$ factorial.
(b) Suppose the four- and three-level factors are quantitative factors with equidistant levels. Show that the estimators for the linear effects of a four-level factor and the three-level factor are uncorrelated.
14.6 (a) Construct an OMEP for the $4 \times 3^{2} \times 2^{2}$ factorial.
(b) Suppose the plan in (a) is replicated twice. Sketch the ANOVA table, including sources of variation and d.f.
14.7 Consider the following main effect plan for the $2^{4}$ factorial in five runs:

| Run | A | B | C | D |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | 0 |
| 2 | 0 | 1 | 1 | 1 |
| 3 | 1 | 0 | 1 | 1 |
| 4 | 1 | 1 | 0 | 1 |
| 5 | 1 | 1 | 1 | 0 |

(a) Is this an OMEP?
(b) Show how you would estimate the main effects.
(c) Obtain the efficiency factor of this design.

## CHAPTER 15

15.1 Construct a supersaturated design for 14 factors in 8 runs.
15.2 (a) Construct a supersaturated design for 20 factors in 12 runs.
(b) Obtain $E\left(s^{2}\right)$ for this design and compare it to the lower bound (15.9).
15.3 (a) Construct a three-level supersaturated design for 12 factors in 12 runs.
(b) Obtain the av $\chi^{2}$ and max $\chi^{2}$ values of (15.3) and (15.4), respectively.

## CHAPTER 16

16.1 (a) Using the results of Table 16.1, write out the resolution III. 1 design for $n=5$ factors.
(b) Verify that the conditions of Theorem 16.5 are satisfied.
(c) Show explicitly that, individually, each 2-factor interaction is estimable.
16.2 (a) Obtain the resolution V. 1 design for $n=4$ factors.
(b) Verify that the conditions of Theorem 16.4 is satisfied.
(c) Show explicitly that, individually, each 3-factor interaction is estimable.
16.3 Find the search probabilities for the design obtained in Exercise 16.1.
16.4 Fine the search probabilities for the design obtained in Exercise 16.2.

## CHAPTER 17

17.1 Consider the case of three design factors $A_{1}, A_{2}, A_{3}$, each at three levels, and two noise factors $B_{1}, B_{2}$, also each at three levels.
(a) Construct the smallest cross array design such that all main effects are estimable.
(b) Suppose that all five factors are quantitative factors and that only linear $\times$ linear interactions between $A_{i}$ and $B_{j}(i=1,2,3 ; j=1,2)$ are important. Sketch the ANOVA table for the design in (a), including sources of variation and d.f.
17.2 Find an alternative single array design to the design obtained in Exercise 17.1 that uses fewer runs.
17.3 In certain cases when the design and noise factors have two levels it is possible to utilize a $2^{n-\ell}$ fractional factorial to construct a single array design. For example, for three design factors $A_{1}, A_{2}, A_{3}$ and three noise factors $B_{1}, B_{2}, B_{3}$ the $2^{6-2}$ fraction based on

$$
I=A_{1} A_{2} A_{3} B_{2}=A_{1} A_{2} A_{3} B_{1} B_{3}=B_{1} B_{2} B_{3}
$$

yields a suitable design.
(a) Write out the design in terms of control and noise factor level combinations.
(b) Identify the design-noise factor interactions that are clear.
17.4 (a) Use the method described in Exercise 17.3 to obtain a single array for four design factors and two noise factors, each at two levels.
(b) Identify all the clear effects.
(c) What additional assumptions will you have to make to estimate all main effects of the control factors and all control $\times$ noise factor interactions?

## CHAPTER 18

18.1 (a) Construct a balanced square lattice for 25 treatments in blocks of size 5.
(b) Sketch the ANOVA table for this design, including sources of variation and d.f.
(c) Show that this design is a BIB design.
18.2 (a) Construct a triple three-dimensional lattice for 64 treatments in blocks of size 4.
(b) Sketch the ANOVA table for this design, including sources of variation and d.f.
(c) Consider the $\mathrm{B} \mid \mathrm{T}$-ANOVA and indicate how you would estimate the weights $w$ and $w^{\prime}$.
18.3 Construct a simple square lattice for 81 treatments in blocks of size 9 .
18.4 (a) Construct a balanced lattice square for 16 treatments.
(b) Sketch the ANOVA table for this design, including sources of variation and d.f.
18.5 Construct a triple rectangular lattice for 30 treatments in blocks of size 5 .

## CHAPTER 19

19.1 Construct a balanced $\mathrm{CO}(5,10,3)$.
19.2 Consider the irreducible BIB design for 4 treatments in blocks of size 3 . Use this design to construct the $\mathrm{CO}(4,24,3)$.
19.3 (a) Consider the $\operatorname{PBIB}(2)$ design in (5.9) and use it as the generator design to construct the $\mathrm{CO}(6,12,3)$.
(b) Obtain the variances for all simple treatment comparisons.
19.4 Construct the strongly balanced $\mathrm{CO}(4,8,3)$.
19.5 Suppose we have a $2^{4}$ factorial treatment structure. Assume that the 4 -factor interaction is negligible.
(a) Construct the $\mathrm{CO}\left(2^{4}, 2^{4}, 2^{3}\right)$.
(b) Explain how you would estimate the direct main effects and 2-factor interactions.
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A-optimal, 199
alpha ( $\alpha$ ), 190-192
2-occurrence class, 190
3-occurrence class, 191
analysis of
balanced incomplete block, 74
complete block, 666-669
disconnected incomplete block, 15
incomplete block, 3
binary, 71, 99, 194
block
balanced, 712
extended, 196, 231
central composite, 637-639
changeover, see Crossover design(s)
column, 213, 230-231, 237
complete block, randomized, see Design(s), randomized complete block
completely randomized (CRD), 43, 46, 263, 278, 366
component, 213, 230-234, 237
computer search, 598
confounded, 376, 407
partially, 314, 317, 325
connected, 43, 98, 230
crossover, see Crossover design(s)
cyclic, 169-170
construction of, 167
fractional, 169
disconnected, 281, 460
dual, 159
efficient, 89, 239, 708
equireplicate, $31,34,71,99$
error control, 16, 43, 230, 241, 262, 272, 366, 452, 685
experimental, 1-3, 241
construction of, 164
factorial, 633. See also Factorial(s)
asymmetrical, 547
balanced (BFD), 491-506
blocked fractional, 549, 555
fractional, 507-509, 513, 517, 531, 547-549, 636, 640
minimum aberration blocked fractional, 555
resolution of a fractional, 518
symmetrical, 394
two-level, 241
foldover, 543-544
partial, 545
generalized
cyclic (GC/n), see also Design(s), incomplete block, generalized cyclic
randomized block, 231
Youden, 231, 712
generator, 201-205, 212
highly fractionated, 531
incomplete block, 1-4, 9, 13, 23, 38, 43, 46, $50,91,119,123,131,169,172,189$, 194, 281, 310, 318, 323, 413, 448, 491, 649, 657, 669
ANOVA table of, 12
balanced, see Balanced incomplete block (BIB) design(s)
balanced treatment, see Balanced treatment incomplete block (BTIB) design(s)
binary, 155
disconnected, 14-15, 462
disconnected resolved, 417
doubly balanced, 102
equireplicate, 120, 155, 452
generalized cyclic, 193, 237, 448
Latinized, 90
partially balanced, see Partially balanced incomplete block (PBIB) design(s)
partially balanced treatment, see Partially balanced treatment incomplete block (PTBIB) design(s)
proper, 120, 155, 452
resolvable, 189, 194-195, 649
resolved, 418
symmetrical, 73

Design(s) (Continued)
incomplete Latin square, 91, 231
Kronecker product, 172-178, 502, 529, 548-549, 583, 636
Latin square, 3, 50-51, 90, 263, 688. See also Square(s), Latin
Latin square type, 1, 190, 706
lattice(s), 3-4, 114, 119, 649-669. See also Lattice(s)
maximum resolution, 518-520, 534-535
minimum aberration, 520-522
near-optimal, 192
nonorthogonal, 563
optimal, 49, 52, 211, 695-699, 711-713
orthogonal, 271, 563
paired comparison, 169
process, 633
proper, 31, 34, 71, 99
quasi-factorial, $3,114,119,649$
randomized complete block (RCBD), 1, 4, 43, 46, 51, 238, 263, 267, 278, 281, 300, 366-367, 666, 669
random variables, 16, 18
repeated measurements, see Crossover design(s)
replicate, 238
residual, 172
resolution III, 516, 527-528, 537-539, 543-546, 582. See also Resolution, III
resolution IV, 516, 522, 537-539, 543. See also Resolution, IV
resolution V, 516, 537, 546. See also Resolution, V
resolvable, 114, 189, 238, 653
resolved, 424
response surface, 49, 637
robust parameter, 634
row, 213, 230-231, 234, 237
row-column, 190, 213-216, 230-234, 237, 240, 684-685, 712
doubly incomplete, 230
Latinized, 240
nested, 238
regular, 230-231, 237
resolvable, 238, 682
sampling, 272, 685
saturated, 539, 546
search, 608-614, 631-632
constructing, 614
sequential construction of, 614
sequential, 544
square, see Square(s)
supersaturated, 596-608
2-level, 598-599, 603

3-level, 603
balanced incomplete block (BIBD)-based, 601
Hadamard type, 599-601
mixed level, 598
supplemented balance, 196-197, 200
switch-back, 693
symmetric, 50
treatment, 241, 272, 452
treatment-control, 205
treatment-control comparison, 198
unconfounded, 323, 376
variance-balanced, 98-99, 103
weighing, 576
Differences
mixed, 108
pure, 108
symmetrically repeated, 107-109
Difference set(s), 105-108, 112

## Effect(s)

block, 3-4, 13, 16, 22, 281, 300, 399
fixed, 4
random, 4
carryover, 685-686, 712
mixed, 710
self, 710, 713
clear, 518, 539, 543
strongly, 518
column, 232
direct, 685, 697-698, 708-713
dispersion, 640
estimable, 281
fixed, 4, 706-707
main, 241-242, 247, 250-251, 254, 260-262, 265, 281, 287, 324, 359-360, 365, 526, 546, 713
period, 686, 706
random, 707
residual, 685-686, 697-699, 706-710, 713 first-order, 708-709
second-order, 708-709
row, 232
simple, 242, 249
sparsity, 558, 605
subject, 686, 707
treatment, 3, 16, 22, 197, 232, 399, 685-686, 706
Effective number of replications, 79
Efficiency(ies), 3, 168, 197, 334, 699
factor(s), 43-48, 75, 103, 129-131, 134, 171-172, 190-194, 198, 232, 236-238, 498, 501, 682
relative, 43

Eigenvalue(s), 8, 129-131, 155, 170, 198, 233
Eigenvector(s), 8, 44, 233, 424
Equation(s)
Aitken, 27-28, 32
normal (NE), 5, 10, 28, 134, 213-216, 696
combined, 36
interblock, 23-27
reduced (RNE), 5-10, 13, 27, 74, 119-121, 131, 170, 214-216, 238, 320-321, 413-414, 452, 494, 539, 697-699
prediction, 641
Error
control, 213
experimental, $1,5,14,189,214,279-281$, 323, 610
homogeneity of, 302
interblock, 665-666
intrablock, 3, 76, 665
observational, 5, 214, 281, 610
pseudostandard, 562
rate(s), familywise, 605
reduction, 213
simultaneous margin of, 562
variance, 76, 379
whole-plot, 639
Estimate(s), see Estimation; Estimator(s)
Estimation
capacity, 522
combined, 31, 36
index, 522
interblock, 31
intrablock, 31
maximum-likelihood, 39, 648
restricted (residual) maximum-likelihood (REML), 40-41, 648
Estimator(s)
Aitken, 38
best linear unbiased (BLUE), 416-418, 421-424
intrablock, 3
combined, 34, 38-39, 77-78, 155, 333, 427-429, 651-653, 672
interblock, 34-36, 303, 651-653
intrablock, 34-39, 78, 133, 155, 303, 651-653, 672
residual (restricted) maximum-likelihood (REML), 40-42
Shah, 155
Yates, 37-39, 77-78, 96, 136
Experiment(s), see also Design(s); Factorial(s)
$2^{3}, 324$
$2^{4}, 327$
$2^{5}, 335$
$2^{n}, 329$
$3^{2}, 377$
$3^{3}, 363,367-370,377$
$3^{5}, 402$
$3^{n}$, 363, 366
confounded, 303
cross-array, 640-641
exploratory-type, 278
factorial, 114, 279, 323, 657
analysis of, 262
confounded, 657
field plot, 1
robust-design, 633-637, 642, 646
rotation, 685
search, 617-619
analysis of, 617
single-array, 641
split-plot type, 595
supersaturated, 604-606
analysis of, 604
Experimental unit, 2, 74
Experimentation, sequential, 648

Factor(s)
adjustment, 639-641, 648
blocking, 189, 551-553
control, 634-636, 639-641
design, 634-636, 639-641, 646-648
environmental, 634
expanding, 587
highest common, 458
noise, 634-636, 640-641, 646-648
pseudo, 431, 435, 441-443, 463, 467, 491, 660
qualitative, 362
quantitative, 362
random, 646
scarcity of active, 596, 605
treatment, 551
Factor level(s), collapsing of, 567, 583, 586-587, 591
Factorial(s), see also Design(s); Experiment(s) $2^{2}, 650$
$2^{3}, 267,272,279,282,293-295,298$, 304-306, 309-311, 325-326, 337-338, 343, 511, 714
$2^{4}, 293,296,338,350-351$
$2^{6}, 441$
$\left(2^{2}\right)^{3}, 440$
$2^{n}, 264,278,283,288-289,293,303,312$, 329, 513
$3^{2}, 359,388$
$3^{3}, 366,371$
$3^{4}, 405$

Factorial(s) (Continued)
$3^{n}, 368,374,380,524$
$4^{2}, 431$
$4^{3}, 434-436,441-442$
$6^{2}, 443-446,460$
$6^{n}, 443-444$
$p^{n}, 394,398-401,405-406,410-412,428$
$\left(p^{m}\right)^{n}, 431$
$p^{m n}, 431$
$s^{n}, 431,447,452-454,457,465,529,558$, 564-565
analysis of, 265, 343, 366, 412
asymmetrical, 465-467, 474, 477, 480, 483-485, 488, 505, 529, 558, 567, 582, 586, 595
balanced, 728-734
confounding in, 466
calculus, 448
fractional, 264, 362, 507-509, 525, 547-549, 576, 715
asymmetrical, 548
blocking in, 549
nonorthogonal, 546
regular, 517
resolution of, 516
mixed, see Factorial(s), asymmetrical
symmetrical, 409, 431, 467, 477, 480, 488, 517, 529, 564, 583, 593-595, 653
confounding for, 447
unreplicated, 558
$2^{n}, 558$
Field(s)
finite, 481, 716
Galois (GF), 112, 480-483, 716-718, 724
theory, 112, 431
Foldover principle, 543-545, 577
Fraction(s)
foldover, 544
regular, 531
Fractional
replicate(s), 513, 517, 524, 531
replication, 509-510, 516, 529
Frequencies
nonproportional, 594
proportional, 567, 583-586
Function(s)
confounded, 417
estimable, $8,11,38,52,75,197,215,230$, 424, 541, 550-551, 699
linearly independent, 462
of treatment effects, 10, 35
linearly independent, 421
loss, 635, 639
minimum, 129
penalty, 606
smoothly clipped absolute deviation
(SCAD), 606

Gauss-Markov theorem, 3, 10
Generalized inverse(s), 7-10, 30, 61, 131, 198, 541
Generator(s), 401
of the intrablock subgroup, 407
Geometry(ies)
Euclidean, 162, 409, 721-723
finite, 158, 162, 409, 721
projective, 162, 409, 721-724
Group(s)
Abelian, 105, 110, 128, 289, 458
additive, 108-112
cyclic, 688
Guardrails, 559-560

Half-normal plot(s), 558-560
Harmonic mean, 45-46
Heterogeneity
eliminating, in two directions, 3, 89, 213
two-way elimination of, 2, 162
Hypercube
of strength 2, 406
of strength $d, 406$

Ideal(s), 481-484
Identity relationship(s), 513-518, 525-526, 529-531, 544, 550, 554, 558, 637, 641
Information, 280, 323, 334
combined intra- and interblock, 154, 333, 349, 386, 426, 653, 658
function, 48
interblock, 3, 26-27, 46, 77, 303, 308, 314, 332, 385, 422-426, 707
recovery of, 3-4, 22-23, 40
intersubject, 707
intrablock, $3,26,48,308,314,330,350$, $375,381,421-422,426,653,658,666$
intrasubject, 707
matrix, see Matrix, information
relative, 337, 501
total relative loss in, 493
within-row-and-column, 336
Interaction(s), 241-243, 247, 251, 254, 260-262, 265, 281, 286, 297, 359, 360-365, 449
1-factor, 297
2-factor, 250, 280, 292, 324, 337, 361, 373-374, 379, 395, 403-405, 434, 492, 536, 539, 546, 608-609

3-factor, 250, 280, 337, 368, 378-379, 434, 567-568, 608
$n$-factor, 395, 493
component(s), 366-369, 376, 412, 422, 493, 658, 713
modified, 487
confounded, 279, 282, 401, 407, 425, 462, 489
design-noise factor, 647
direct-residual treatment, 710
generalized (GI), 258-260, 285-286, 364, 396-399, 408, 433, 514, 525, 551
high-order, 280, 508, 516, 608-609
independent, 285-287, 292, 399-402, 407, 433-434, 468, 514, 529, 551
independent confounded, 374
low-order, 287, 403, 513, 608
mixed, 530-531
negligible, 279, 614
nonnegligible, 608
partial, 261-265
Intrablock subgroup (IBSG), 289-291, 370, 374, 379, 400-401, 405-408, 434-435, 484, 550, 565

Lagrangian multipliers, 419
Lattice(s)
analysis of, 657-659
balanced, 653-656, 659
efficiency of, 669
higher-dimensional, 654, 657
one-restrictional, 654-655, 658, 668-669, 682
two-dimensional (square), 654-655, 670, 679, 682-683
three-dimensional (cubic), 654-656, 659, 662
quadruple, 654-656
quintuple, 656
rectangle(s), 678-679
rectangular, 3, 194, 654-655, 679
near-balanced, 654
one-restrictional, 654
simple, 654, 680
triple, 654, 681-682
septuple, 656
sextuple, 656
simple, 655-656, 670
triple, 655-656, 659, 662
two-restrictional, see Lattice square
Lattice square, 239, 654, 671, 675-678
balanced, 654, 671-672
semibalanced, 654, 671
unbalanced, 654, 675

Least squares, 28
generalized, 27
means (LSM), 58, 69, 230, 271, 706 direct, 707
residual, 707
ordinary, 4
penalized, 605-606
theory of, 3
Likelihood function, 40-42
log-, 41
Loss, 633-635
average, 636
expected, 635
function, 635, 639
total relative, 501

## Matrix(ces)

association, 120-121, 127, 173-174
C, see Matrix(ces), information
circulant, 170, 459
coefficient, 25, 121
completely symmetric, 50
concordance, 72, 155, 173, 452
concurrence, 72, 190, 196, 199
cyclic, 460
design, 238, 612
design-model, 413
Hadamard, 575-576, 593, 599, 600, 603
cyclic, 600
noncyclic, 600
normalized, 576
seminormalized, 576, 599-600
incidence, 5, 71, 113-114, 158, 173, 177, 187, 452
observation-block, 473
period-residual effect, 686
period-treatment, 686
treatment-block, 473
information, 7, 48, 129, 197-198, 232, 236-238, 695-698, 708
transformation, 244, 251
variance-covariance, 11, 24, 75, 197, 383, 424, 428, 496, 539, 549
Maximum likelihood (ML), 64-66, 648
residual (REML), 66-67, 81, 392, 648
Method
direct, 180, 188
of differences, 158-160
successive diagonalizing, 115, 194-195
Taguchi, 633-637
Minimum aberration, 555
Missing plots, 13
Model(s)
general linear mixed, 40

Model(s) (Continued)
linear, 4, 262
mixed, 648
search, 608-609
location-scale, 639
mixed, 333
random effects, 40
regression, 605, 647
response surface, 647
three-part, 313
Modeling
dispersion, 638, 641
dual-response, 641
location, 638, 641

Noiseless, 610, 618-619
Noisy, 625, 630
Nonorthogonality, 3, 599, 605
measure of, 599

Optimal, see also Optimality
A-, 197, 211
blocking, 551
$E\left(s^{2}\right)-, 601-603$
universally, 698, 712-713
Optimality, 48-50, 601, 693, 708, 711
A-, 49
criterion, 48-49, 197
D-, 49
E-, 49
Kiefer, 50
MS-, 238
MV-, 199
universal, 50, 712
Orthogonal series, 114
Orthogonality, 284, 583, 593, 596-597, 691, 713
adjusted, 232, 237
between-interaction, 494
deviation from, 597-598
measure of, 597-598
near-, 596-597
within-interaction, 494

Parameter(s)
of the first kind, 124
of the second kind, 122-128
Parameterization
of treatment responses, 245, 256, 297, 365, 410, 485
non-full rank, 366
Partially balanced incomplete block (PBIB) design(s), 3-4, 9, 52, 119, 122-127, 131,

137, 158, 172-173, 207-209, 281, 467, 649, 653, 669, 691
2-associate class (PBIB/2), 129, 132, 136-137, 155-156, 168, 172, 190
cyclic, 137, 141, 157, 169
group-divisible (GD), 137-138, 156-164, 208, 502-504
$L_{2}, 140,166,670$
$L_{3}, 670$
$L_{i}, 140,670$
Latin square, 166
Latin square type, 137, 140, 157
regular group-divisible, 156
semiregular group-divisible, 156
singular group-divisible, 156
triangular, 137-139, 156, 165
3-associate class (PBIB/3), 169, 176, 190, 231, 234, 670
cubic, 137, 146, 670
generalized group-divisible (GGD), 137, 143
generalized triangular, 137, 144
rectangular, 137, 142, 147-148
4-associate class (PBIB/4), 680
generalized right-angular, 153
right-angular, 137, 151
resolved, 680
$m$-associate class (PBIB/m), 127, 131, 134
cubic, 149
cyclic, 137, 167-170, 193, 460, 691
extended group-divisible (EGD), 137, 147-148, 178, 187, 466, 493, 499-505
EGD/(2 $\left.{ }^{\nu}-1\right), 147,177-187$
EGD/3, 176-179, 186, 502
EGD/7, 180
generalized cyclic (GC/n), 458-460, 465, 477-478
hypercubic, 137, 149, 187-188
Partially balanced treatment incomplete block
(PTBIB) design(s), 205, 208-209, 230
construction of, 208-209
type I, 205-206
type II, 207, 210-211
Partition(s), 260, 363-364, 395-396, 401, 404, 409
cyclic, 454
hierarchical, 457, 461
mixed, 488, 536
orthogonal, 255, 393
pure, 487, 536
Performance measure, 640
Plan(s)
Fisher, 403, 407, 564, 576
main effect(s) (MEP), 564, 608-609
auxiliary, 586-589, 593
constructing, 585-586
Fisher, 564-566, 577, 597
nonorthogonal, 594
Plackett-Burman, 575-578, 597-599
orthogonal (OMEP), 564-569, 575-577, 582-595, 614
saturated, 566, 594
plus one (MEP.1), 611-614
resolution V plus one, 614-617
saturated, 594, 603, 611
weak MEP.1, 612
one-at-a-time, 594
Polynomial
irreducible, 718
orthogonal, 361
primitive, 115, 719
Primitive
mark, 717
polynomial, 115, 719
root, 112-113, 115, 717
Procedure(s)
ANOVA, 342
computational, 52
Dunnett's, 199, 212
maximum likelihood (ML), 63
randomization, 16
residual (restricted) maximum likelihood (REML), 63, 342
SAS, see SAS
Satterthwaite, 387, 392
Shah, 79
variable selection, 605
Yates, 37-38, 61-63, 70, 77, 386, 664
Product
Kronecker, 172, 177, 244, 251, 450, 469
symbolic direct (SDP), 172-173, 186, 448, 468
symbolic inner (SIP), 179-180
Projection, 577
Proportionality condition, 585
Pseudofactor(s), see Factor(s), pseudo

Randomization, 595
restricted, 338, 707
test(s), see Test(s), randomization
theory, 212
Regression, 605, 641, 647
all-subsets, 605
linear, 605
Repeated measurements, see Crossover design(s)
Replication groups, 89, 96, 107

Residue class, 193
Resolution, 516
2R, 517
$2 R+1,517$
III, 516, 536
nonorthogonal, 594
orthogonal, 564, 582
III.1, 611, 614

IV, 516, 536, 577
V, 516, 536, 614
V.1, 614-617

VII, 608
maximum, 518, 520
upper bound of, 534
Resolvability, 92
Response surface, 648
Revealing power, 610
Ring(s), 128
finite, 468, 481-482
Robustness, 103
SAS
PROC FACTEX, 293, 325, 338, 350, 370, 435, 445, 469, 474, 511, 517, 520, 527, 531
PROC GLM, 52, 58, 81, 216, 267, 277, 311, $338,342,350,387,391,569,618,699$
PROC MIXED, 39, 52, 63, 79-81, 267, 278, 311, 338, 342, 350, 387, 392, 707
PROC VARCOMP, 61
Search probability, 630-632
Selection
stepwise variable, 605-606
subset, 606
variable, 605
Signal-to-noise (S/N) ratio(s), 638
Spectral decomposition, 8
Software, 192
Square(s)
frequency, 231
Latin, 50-51, 231, 655, 688
mutually orthogonal (MOLS), 166, 656, 675, 682, 708-709
orthogonal, 691
replicated, 239
Williams, 688, 699-700, 708
Youden, 50, 91, 107, 221, 688, 711, 714
Statistical inference, 16, 51, 215
Structure
alias, 373, 513-516, 520, 526-530, 567-569, 576
autocorrelation error, 707
factorial
orthogonal (OFS), 452-454, 457-461, 473, 495

Structure (Continued)
treatment, 713-715
variance-covariance, 206, 708
Subclass numbers, unequal, 3
Subgroup, 290
intrablock (ISBG), 289-291, 370, 374, 379
Submodel(s), 617
Subsampling, 272
Supermodel, 609
Symbolic direct multiplication, 185. See also Product, symbolic direct

Target value, 635-636, 639, 648
Test(s)
F-, 266, 302, 311, 384, 391
randomization, 22, 266, 302, 384
significance, 79
Time series, 707
Transformation, 640
Treatment(s)
combination(s), 242, 247, 252
comparison(s), 4, 8, 38, 368
component, 421
contrast(s), see Treatment(s), comparison(s) control, 196
effect(s), 3, 16, 22, 197, 232
eliminating blocks, 13
responses, 256-258
parameterization of, see Parameterization, of treatment responses
test, 196, 205
whole-plot, 639
Trial
animal feeding, 685
pharmaceutical, 685
clinical, 685

Unbiasedness, 38
Uniform, 687
on the periods, 687
on the subjects, 687

Variance
average, 46, 168, 171, 659
component(s), 62, 350, 392
interblock, 25, 37
intrablock, 24, 37, 77
minimum, 38
residual, 90
within-block, see Variance, intrablock

Weights
estimation of, 36, 286-387
inaccuracies of, 661, 665
interblock, 24
intrablock, 24
Word length pattern (WLP), 518, 554
Words
block-defining, 553-554
treatment-defining, 551-554
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