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Foreword

Prior to the fall of 2000, | had known three of the authors of this remarkable textbook reasonably well. However, only recently had | reason to talk at length with Dr.
Janicak and, immediately thereafter, to read in detail the second edition of the present book. | found it excellently organized, full of useful information that is well
presented and encyclopedic in scope. | therefore accepted with pleasure the invitation to write the foreword to the third edition, in its final stages of composition when
Dr. Janicak and | met while he was visiting the Boston area. I'm ashamed to say that | had personally been guilty of regional ethnocentricity, having read and used
books on psychopharmacology mainly by Bostonians or, in the past, by Klein and Davis when they were in New York and Bethesda, respectively.

The third edition is truly remarkable in its scope, depth, and readability. It is both comprehensive and remarkably up-to-date. The field (and the practice) of clinical
psychopharmacology has expanded radically over the past few years, in the number and types of drugs available to treat psychiatric disorders, the types of
formulations being used (or in testing), and the depth of knowledge of their pharmacodynamics and pharmacokinetics. This parallels the growth in psychiatry and
brain science.

One wonders whether the apparent expansion of polypharmacy, seen in psychiatric inpatients and outpatients, is not a result of many more kinds of drugs to use.
Also, many newer drugs—gabapentin, olanzapine, quetiapine, mirtazapine, nefazodone, the several SSRIs—are not only reasonably safe in overdose but have a
confusing (or encouraging, take your choice) range of probable efficacies that can lead competent psychiatrists to place patients who are not improving on
monotherapy or duotherapy onto a larger group of medications. A depressed psychotic with chronic probable schizoaffective disorder is not uncommonly found on an
atypical antipsychotic in its full regular dose, plus an older neuroleptic because psychotic symptoms persist; plus two mood stabilizers; one antidepressant; trazodone
and zopiclone for insomnia; a benzodiazepine for daytime anxiety; and buspirone to potentiate the antidepressant. When such a patient is admitted to a psychiatric
unit, the allowed stay is likely to be too short to permit any major withdrawal of the multiple medications. The sort of problem presented above is not solved simply, but
the third edition does give a great deal of information on each of the drugs involved, their demonstrated efficacies, their potential side effects, and their likely
interactions with other drugs. The clinician can use this book to understand possible complications, and can use this knowledge to intelligently begin unscrambling to
polydrug regimens systematically, to retain contributions that seem both useful and benign, and to use theraputic drug monitoring (the authors' term) to assess levels
of the various drugs in biological fluids as a method to assess possible interactions that may have toxic potential.

This book gives the studious reader a broad education in clinical research design, statistics, and especially pharmacokinetics, drug metabolism, and
pharmacodynamics. All this plus useful guides to the selection of clinical treatments and algorithms to follow if the first option fails after an adequate trial. This book
also gives the best up-to-date coverage of the newer atypical antipsychotics, including ziprasidone, which, as of this writing, is teetering on the edge of becoming
available in U.S. drug stores. It covers not only mirtazapine and newer MAOIs, but also reboxetine, a noradrenergic antidepressant available only in Europe; as well
as newer biological therapeutics such as transcranial magnetic stimulation and vagal nerve stimulation used as treatments (so far) mainly for affective disorders. Its
coverage of electroconvulsive therapy is accurate and up-to-date.

This book manages to review, in adequate detail, a vast number of studies that form the basis for its meta-analyses and many of its recommendations. The contents
outline, figures, and tables enable the reader to easily find the information he needs at the level he is prepared to digest it.

The book is written cohesively and provides the kind of compendium that Goodman and Gilman provided to pharmacology when they first wrote their textbook in the
1940's, now multiauthored and vastly larger.

Each chapter begins with a review of the status of knowledge about the etiology, course, biology, and genetics of the disorders to be treated. These sections alone
would make the book useful to residents or past-residents reviewing material before taking their psychiatric boards.

As a practicing clinician with my own experiences and prejudices, | may not agree absolutely with every recommendation or warning in this book but | strongly believe
this is the best, most comprehensive, most timely, and most usable textbook about our field to date.

Jonathan Cole, M.D.
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The third edition of the American Psychiatric Association's Diagnostic and Statistical Manual of Mental Disorders (DSM-I11l) marked the beginning of a new era in the

To effectively use this system, the clinician must carefully consider an extensive array of information before arriving at a diagnostic label. The myriad of possible
diagnoses, as well as the exactness of the criteria within each category, can be a challenge to the most experienced clinician, and overwhelming to the novice. Thus,
we have provided an overview highlighting the organization and critical criteria to facilitate assimilation of this information.

The general approach to diagnosis in the DSM-1V is multiaxial:

e Axes | and I, for mental disorders

® Axis lll, to reflect any physical disorders substantively related to Axis | or Il

e Axis IV, to provide data on any significant psychosocial stressors

* Axis V, to reflect the highest level of adaptational functioning in the previous year information should be provided, when possible, in all relevant areas.

To enhance the discussion in this text on indications for pharmacotherapy, we provide an overview of the critical criteria in DSM-IV pertinent to each diagnostic

diagrams were adapted from Janicak PG, Andriukaitis SN. DSM-III: seeing the forest through the trees. Psychiatr Ann 1980;10(8): 6—30.
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Preface

In the decade since this textbook was first conceived and created, nothing short of a revolution has occurred in the practice of psychopharmacotherapy. In addition to
the growing population of antidepressants, antipsychotics, and mood stabilizers, we have witnessed the ascendancy of:

® Genetics as a promising approach for future drug development

e Natural remedies as potential partners with standard drug development

* Novel somatic approaches that may supplement or complement existing treatments

e Treatment guidelines and strategies that are increasingly based on the principles of sound clinical practice.

The pace of these developments continues to accelerate (along with the ongoing expansion of the universe) continues to accelerate. One obvious result is the sheer
mass of research data and associated clinical experience that must be considered and then mastered if optimal drug therapeutic strategies are to be implemented.
The third edition of this textbook is an attempt to accomplish these goals by reviewing, synthesizing, and then organizing this material into clinical therapeutic
strategies. Our combined contribution represents a wealth of research and clinical experience that makes such an endeavor possible.

In addition, the dedicated work of several colleagues has been invaluable. They include Charles Mitchell and Joyce Murphy at Lippincott Williams & Wilkins. Barbara
Felton has now been taken off the endangered species list and once again has brought editorial expertise and patient guidance to this iteration of our text. Others who
have generously given of their time and expertise include Elizabeth Winans, Pharm.D., Brian Martis, M.D., Sylvia Dennison, M.D., Mary Kay Sheehan, MSN, Laura
Miller, M.D., Mani Pavuluri, M.D., and Mary Zayas. Dr. Davis thanks Michael Bennett and Nancy Chen, Ph.D. Dr. Preskorn acknowledges Jane Loux, Jalen
Fitzpatrick, and Cheryl Carmichael. Dr. Ayd thanks Loretta Ayd Simpson, Virginia McClellan, and Ann Lovelace.

And, oh yes, one more bit of progress has been the increasing number of Michael Fisher sightings in the Boston area.

Philip G. Janicak, M.D.
John M. Davis, M.D.
Sheldon H. Preskorn, M.D.
Frank J. Ayd, Jr., M.D.



Preface to the First Edition

Over the last three decades there has been an explosion of information about drug therapies for the management of mental disorders. This phenomenon closely
parallels the expansion of ever more sophisticated technologies that subserve the field of neuroscience. As a result, pathophysiology has become an increasingly
more appropriate foundation upon which to diagnose disorders, as well as to develop more effective biological remedies. A further development has been the growing
number of well-conceived and carefully executed clinical drug trials, making assimilation of this expansive literature a daunting task.

The goal of Principles and Practice of Psychopharmacotherapy is to provide a clinical logic that incorporates contemporary knowledge about drug therapies into the
overall management of the mentally ill. The intended audience includes: residents in psychiatry and family practice, as well as the general practitioners of these
medical specialties; psychiatric nurses, psychologists, and social workers; and other mental health professionals who are involved with patients taking psychotropic
medications.

We have highlighted what we believe to be the unique strengths of this work. First, this book has been conceived and written by four authors only. Each is a professor
of psychiatry, and combined, we bring to this effort over 100 years of research and clinical experience. This work has truly been a team effort, with extensive meetings
and phone discussions, and careful reviews and critiques of original and subsequent drafts by each author over the last two years. Further, expert opinion has also
been sought and graciously given in the form of detailed critiques by such recognized leaders as Max Fink, M.D., Ghanshyam Pandey, Ph.D., and Donald Klein, M.D.
The results are:

A work characterized by a comprehensive summarization of the literature (e.g., about 2000 references, most since 1985);
A uniformity and succinctness of style and organization throughout the text; and

The development of treatment strategies based on the best scientific data available and tempered by our combined clinical experience.

approach. Next, to help guide therapeutic choices, we provide statistical summarizations, by means of meta-analyses, of the extensive, ever more methodologically
rigorous, literature comparing various drug and somatic therapies to placebo or to each other.

In Chapter 4, Chapter 5, Chapter 6, Chapter 7, Chapter 8, Chapter 9, Chapter 10, Chapter 11 and Chapter 12 we deal with the major classes of psychotropics as well
as the pertinent diagnostic issues related to various drug therapies. This constitutes the core of our work, and includes the:

Antipsychotics
Antidepressants

Somatic therapies

Mood stabilizers
Anxiolytics/sedative-hypnotics

Our approach to each of these drug groups and related somatic therapies begins with a consideration of the possible mechanisms of action, followed by a
comprehensive literature review on efficacy and adverse effects. These discussions then serve as the basis for the development of a clinical therapeutic strategy.
Knowing that many patients fail standard treatment recommendations, because of either insufficient efficacy or intolerance to adverse effects, led us to emphasize the
latter's importance.

The book concludes with Chapter 13 and Chapter 14 on disorders that require separate consideration. The first group includes Panic, Obsessive-Compulsive,
Post-Traumatic Stress, Somatoform, and Dissociative disorders. Although traditionally these are classified as anxiety disorders, their symptoms and varied treatment
responsivity require a separate series of discussions. Finally, certain groups of patients are considered in light of their specialized needs when contemplating
psychotropic drug therapy. They include the pregnant patient, children and adolescents, the elderly, the personality disordered, as well as patients whose conditions
are complicated by medical problems (e.g., the alcoholic patient; the HIV-infected patient).

Throughout the book an attempt is made to create a “reader-friendly” compendium. Thus, for any given topic one can quickly peruse the introductory and
conclusionary statements; the critical points in the text as indicated by italics, boldface, or bulleted lists; the tabular data (e.g., statistical summaries of the comparative
efficacy of a new agent versus placebo and a standard drug therapy); and the treatment strategy diagrams, all of which succinctly outline our suggested approach to a
given disorder. This allows the reader to quickly assimilate the most important information, while also providing a more in-depth discussion to be reviewed as time
permits. Illustrative case examples are also provided to underscore a particular clinical issue.

As “no man is an island,” no author (or group of authors) could presume to take sole credit for such an endeavor as we now put forth. Therefore, it is with gratitude
that we acknowledge the editorial assistance of Nijole Beleska Grazulis, M.S., who also indexed this work. We thank Dave Retford, Barbara Felton, Molly Mullen,
Jonathan Pine, Gillian Casey, and Wayne Hubbel of Williams & Wilkins for their guidance and expertise. Further, Drs. Janicak and Davis sincerely thank Rajiv P.
Sharma, M.D., Javaid I. Javaid, Ph.D., Subhash Pandey, Ph.D., Mark Watanabe, Ph.D., Sheila Dowd, Alan Newman, and Jane Retallack for their efforts on behalf of
this enterprise. Dr. Preskorn thanks Sharon Hickok for her assistance in making this textbook a reality, and his mentors, colleagues, residents, medical students, and
patients, who have provided insights and intellectual stimulation throughout the years. Dr. Ayd thanks Mary Ann Ayd and Ann Lovelace.

Finally, good night, Michael Fisher, wherever you are.

Philip G. Janicak, M.D.
John M. Davis, M.D.
Sheldon H. Preskorn, M.D.
Frank J. Ayd, Jr., M.D.
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The art and the science of psychopharmacotherapy have expanded rapidly in the past decade, creating both an opportunity and a challef countless patients, newer
compounds such as ziprasidone, iloperidone and aripiprazole are poised to prove their worth in the broader cnge. The contributions made by neuroscience have
facilitated a more rapid approach to the development of new psychotropics. For example, since the first edition was published in 1993, the novel antipsychotics have
been widely used clinically; and even while these agents are positively affecting the lives olinical arena. In addition, the novel antipsychotics are showing promise for
other disorders such as the life-threatening water imbalance problem in some schizophrenic patients and as an effective intervention for more severe,
treatment-refractory mood disorders. Finally, a variety of subgroups, such as the dual-diagnosed (mental disorder plus alcohol/substance abuse) and female patients
of childbearing potential, are now being more carefully considered in clinical drug trials. In general, the need to know more about the differences in physiological
processes, clinical presentation, and treatment response has generated an increased appreciation of the specific needs related to gender and those patients with
comorbid substance abuse or dependence.

As a result, while improved therapies to ease a patient's suffering are constantly emerging, the practitioner is required to continually assimilate new information about
recent advances, including novel agents targeted to affect specific components of various neurotransmitter systems, combination strategies, alternative uses of
existing agents, and the specialized requirements of a growing number of identified diagnostic subtypes. Throughout this book, we provide a decision-making
method that incorporates this growing database for the optimal use of drug therapies in clinical practice.

Our model of pharmacotherapy is grounded on a scholarly review and summation of the critical supporting research. Beginning with a discussion of the major
principles underlying our approach, we follow with chapters on specific psychiatric disorders and their related drug therapies. There is an emphasis on the historical
development of our present diagnostic system to underscore the fluid nature and increasing sophistication in defining various psychiatric disorders. The goal is to
provide a logical treatment strategy that can be readily applied and easily adapted to an ever-increasing body of relevant scientific data.

This approach is based on several underlying assumptions:

¢ The medical model serves as the foundation for the treatment of psychiatric disorders.
e A nontheoretical approach is advocated in considering etiology/pathogenesis.
e An empirically based foundation, derived from scientific investigation, is used to guide treatment decisions.

All modalities, from electroconvulsive therapy (ECT) to psychotherapy, can be incorporated into our approach when empirical data support their utility. When sufficient
data are lacking, we offer suggestions based on our cumulative clinical and research experience.

PRINCIPLES OF PSYCHOPHARMACOTHERAPY

Principle 1
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TABLE 1-1. Principles of psychopharmacotherapy

psychiatry are analogous to localizing signs in neurology. Such symptoms as depressed mood or auditory hallucinations are mediated through the function or
dysfunction of specific brain regions. Different etiologically determined disorders can cause dysfunction in the same brain region, leading to similar phenomenological
presentations. For example, a brain tumor, a stroke, or demyelinating plague can all affect the frontal lobe, culminating in similar behavioral symptoms.
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TABLE 1-2. Levels of diagnostic sophistication

The increased specificity of a syndromic, as compared with a symptomatic, diagnosis comes from the use of both inclusion criteria (i.e., a constellation of symptoms
and signs present for a set interval of time) and exclusion criteria (i.e., conditions that may mimic the syndrome under consideration but have a known

substantially different underlying disorders. Therefore, considerable variability is found in the treatment outcome of patients diagnosed with the same syndrome.
Further, patients with the same pathophysiology may be erroneously differentially categorized because of alternate syndromic presentations. A classic example is
multiple sclerosis, which typically presents with signs and symptoms separated in time and space. Another example is tertiary syphilis, known as the “great mimic” due
to its myriad clinical presentations. For this reason, clinicians must be ready to alter their diagnosis, as well as treatment plans, if dictated by changes in the course of
illness.

Although criteria-based syndromes have certain limitations, we emphasize their usefulness as a first step in developing an empirical approach to
psychopharmacological and somatic therapies. Systematic studies of the effects of psychotropics on such syndromes permit investigators to:

e Conduct sequential investigations in different groups of patients with the same signs and symptoms with reasonable confidence that they are treating patients
with similar syndromes.

Clarify the effectiveness of a specific treatment.

Compare the relative effectiveness of one treatment with another when assessing the outcome in patients with similar syndromic diagnoses.

Clarify which particular symptoms may be critical in predicting a drug versus placebo difference (e.g., neurovegetative symptoms of depression).

Clarify atypical or specific subtypes of presentations that may not benefit from standard treatments (e.g., atypical or psychotic depressive disorders).

Perform replication studies, as well as multisite clinical trials.

because treatment can then be targeted to the underlying causative factors.
Principle 2
Pharmacotherapy alone is generally insufficient for complete recovery.

Although drug therapy may be the cornerstone of recovery, some type of educational and psychosocial intervention is almost always needed, as well as more
specialized forms of psychotherapy when indicated. Examples of the latter include the use of anxiolytic agents in combination with behavior modification for phobic
disorders or the use of interpersonal psychotherapy plus antidepressants for depressive disorders. Further, because many of the psychotropics often have a delayed
onset of action, early counseling may avoid premature discontinuation by a patient, as well as providing hope and reassurance during this lag phase. In addition to
communicating in an understandable fashion the nature of the symptoms and the disorder, and incorporating the patient and the family as active participants in the
treatment plan, the clinician must generally be prepared to respond to these questions:

e What is happening to me?

e Will | get better?

e What will it take?

e What are the limitations of my condition and of the proposed treatment?
e What will it cost?

Simple, straightforward explanations of a patient's condition and the rationale for a specific course of action are generally well received. For those unable to benefit
because of cognitive disruption, reassurance and expressions of empathy and concern are often therapeutic. A thorough, brief review of what is known about the
patient's disorder should be communicated while dispelling common myths about his or her condition (e.g., the problem is related to a lack of moral strength). A
patient's prognosis should be realistically and, to the extent possible, optimistically explained. Various treatment options should also be discussed, as noted in the
section “Informed Consent” of Chapter 2.

Whereas the clinician should always take the role of counselor and advisor, the ultimate course of action should be left to the patient, except in those few instances in
which the patient cannot make a rational, prudent, and informed decision on his or her own behalf. Bringing the patient into the process as an active, informed
participant is beneficial to self-esteem and improves compliance. There are, however, two instances in which the clinician should not defer to the patient's wishes: if
the illness significantly affects the ability to make an informed decision and when a treatment is requested (e.g., a drug of abuse) that cannot be provided in good
faith.

The educational process should continue throughout the entire treatment relationship and often involves clarifying issues as they arise. When a patient does not
respond to the first line of treatment, the next step is to address the possible reasons this lack of response has occurred, as well as the rationale for attempting
second and subsequent treatment strategies. Finally, because many psychiatric disorders are recurrent, educating the patient and the family as to the early warning
signs of a relapse may allow for earlier intervention and perhaps even prevention. In this way, a patient may suffer fewer adverse sequelae, often avoiding
unnecessary hospitalizations and prolonged recovery phases from subsequent, repeated exacerbations.

In addition to adequate pharmacotherapy, specific forms of psychotherapy may also be indicated. These may include cognitive or interpersonal psychotherapy or
various behavior desensitization and biofeedback techniques. Some patients may benefit from insight-oriented psychotherapy; group, family, or marital counseling; or
both. Finally, in more chronic disorders, patients often benefit from vocational rehabilitation. A knowledgeable clinician realizes that these disorders do not occur in a
vacuum, and, regardless of diagnosis, each patient requires an individualized treatment plan to optimize outcome.

Principle 3
The phase of an illness (e.g., acute, relapse, recurrence) is of critical importance in terms of the initial intervention and the duration of treatment.

Once an acute episode has been adequately controlled, ongoing treatment is often necessary for several months to prevent relapsing back into the acute phase.
Some patients should also receive indefinite prophylaxis due to the high likelihood of recurrence. Because it is difficult to accurately predict which patients will have
subsequent episodes, however, clinicians may be reluctant to expose those who will not experience a recurrence to the adverse effects of long-term therapy.

The course of an iliness also dictates the need for and the duration of maintenance and prophylactic therapy. In particular, prophylaxis may not be indicated for an
uncomplicated first episode depending on the specific disorder and the patient's response to standard interventions. Conversely, patients with histories of multiple



recurrences, with family histories of a psychiatric disorder, with prolonged durations of, or particularly severe, acute episodes, and with delayed rate of response to
treatment intervention are indications for ongoing prophylaxis.

Some medications are clearly appropriate during an acute phase of treatment but not for maintenance or prophylactic purposes. Conversely, certain drugs may not be
very useful for acute management but are exceptionally beneficial for maintenance or prophylaxis. For example, in an acute manic episode, adjunctive
benzodiazepines may rapidly sedate patients; however, these drugs are not ideal as maintenance strategies once the acute symptoms are under control. With early
signs of breakthrough and possible relapse, however, they may again play a role in preventing a relapse of the full manic phase. The converse example is lithium,
which is relatively ineffective with more severe, manic exacerbations such as stage 2 or stage 3 mania, but can be very effective for maintenance and prophylaxis
once the acute symptoms have been controlled with other drug or somatic interventions.

Principle 4
The risk-to-benefit ratio must always be considered when developing a treatment strategy.

Specific factors to consider are both psychiatric and physical contraindications. For example, bupropion is contraindicated in a depressed patient with a history of
seizures due to the increased risk of recurrence while on this agent. Conversely, it may be an appropriate choice for a bipolar disorder with intermittent depressive
episodes that is otherwise under good control with standard mood stabilizers. This consideration is based on the limited data suggesting that bupropion is less likely
to induce a manic switch in comparison with standard heterocyclic antidepressants. Another example is the avoidance of benzodiazepines for the treatment of panic
disorder in a patient with a history of alcohol or sedative-hypnotic abuse due to the increased risk of misuse or dependency. In this situation, a selective serotonin
reuptake inhibitor (SSRI) may be more appropriate.

Assessment of physical, as well as psychiatric status, is also critically important. The presence of intercurrent medical disorders, as well as any medication used to
manage them, increases the likelihood of an adverse outcome with an otherwise appropriate medication. With a recent history of myocardial infarction, certain tricyclic
antidepressants (TCAS) or low-potency antipsychotics might be contraindicated due to potential adverse effects on cardiac function. Another example is the
avoidance of carbamazepine in a bipolar patient with a persistently low white blood cell count. Finally, b-blockers are typically contraindicated in a patient with
asthma.

A related issue is the patient's ability to metabolize and eliminate drugs adequately. For example, lithium is excreted entirely by the kidneys, and if a patient suffers
from significantly impaired renal function, high, potentially toxic levels could develop on standard doses. Although the dose could be adjusted to compensate for the
decrease in drug clearance, it might be more appropriate to choose another mood stabilizer such as valproate or carbamazepine, because they are primarily
metabolized through the liver.

A final consideration is that of economics, which includes the procurement costs and myriad other factors that can increase the overall expense of treatment (see
section “Cost of Treatment” in Chapter 2).

Principle 5
Prior personal (and possibly family) history of a good or a poor response to a specific agent usually dictates the first-line choice for a subsequent episode.

Given the development of new drugs with more refined mechanisms of action, patients' responses to therapeutic interventions increasingly become critical sources of
data. Poor or inadequate response to a previous trial of a specific class of medication (e.g., an SSRI) would suggest the need to try a different pharmacological class
(e.g., bupropion). Response (whether improvement or deterioration) also provides insights into the underlying pathophysiology. Therefore, the careful monitoring of
outcome can generate information for modifying previously suboptimal therapies. If prior or initial response is inadequate, common issues to consider include:

e Appropriate diagnosis, including specific subtypes (e.g., delusional depression)

e Adequacy of treatment (e.g., sufficient dose, blood concentration, or duration)

e Noncompliance

e |ntercurrent substance or alcohol abuse, medical problems, the concomitant use of prescription or over-the-counter medications
¢ Lack of adequate or appropriate social support

® The presence of an Axis Il diagnosis

Principle 6

It is important to target specific symptoms that serve as markers for the underlying psychopathology and to monitor their presence or absence over an
entire course of treatment.

For example, in a bipolar patient, reduction of the amplitude of mood swings may be the focus of acute therapy. During the maintenance phase, however, the most
sensitive predictor of an impending relapse might be a decreased need for sleep. Careful attention to the onset of such a symptom might lead to early treatment,
preventing a full-blown recurrence.

It is also important to recognize that certain symptoms may respond before others. In a depressive episode, vegetative symptoms such as sleep and appetite
disturbances will often respond early in the course of treatment, whereas mood may take several weeks to improve. Cognizant of these different temporal patterns of
response, the clinician may be encouraged to continue with a certain approach. Also, educating the patient regarding the differential time course to response for
various symptoms may facilitate compliance. Subsequently, during the maintenance/prophylactic phase, the clinician should monitor how effectively a treatment
prevents the reemergence of the acute symptoms.

Principle 7

It is necessary to watch for the development of adverse effects throughout the entire course of treatment. Such monitoring often involves the use of the

It is important to confirm that the adverse effects are actually caused by a specific treatment. Because patients in clinical studies often experience a wide range of
adverse effects while on placebo, one should not prematurely conclude that such events are due to active medication.

With the development of new, more specific agents, it is increasingly important to note and report undesirable behavioral effects, as well as physical reactions. For
example, if a patient becomes excessively passive, there is a chance that the behavior will be missed or attributed to the underlying psychiatric condition. In fact, it
might be a previously unrecognized effect of a new medication. The identification of previously unknown adverse effects (while undesirable in themselves) can be the
basis for the next round of serendipitous discoveries about the underlying pathophysiology of a given disorder.

In this context, the first role of the laboratory is to detect specific adverse effects to target organs (see “ Role of the Laboratory” later in this chapter). Monitoring will
generally be tailored to the specific therapy used because of its known potential for causing certain problems. Examples include periodic blood counts with
carbamazepine or clozapine and thyroid and renal function studies with long-term maintenance lithium.

Another use of the laboratory is for therapeutic drug monitoring (TDM) of psychotropics with defined optimal ranges, narrow therapeutic indices, or both. Although
TDM is not essential for many psychotropics, it is for others, including lithium, several TCAs, valproate, and carbamazepine. It may also be helpful to optimize the use

The same dose of many of these drugs produces substantially different concentrations among different patients due to multiple factors. Elimination rates can vary to a
clinically significant degree among different patients on the same dose, such that some will develop subtherapeutic concentrations, others concentrations in the
therapeutic range, and still others toxic concentrations. TDM can provide the necessary information on how rapidly a patient eliminates the drug, so the dose can be



adjusted to maximize safety and efficacy.

ROLE OF NEUROSCIENCE

Psychopharmacotherapy is still an empirically based approach. Advances in the neurosciences, however, are occurring at an increasingly rapid pace and will
ultimately provide a much more complete understanding of cerebral structure and function, as well as guide clinical drug therapies in the future.

One important example is the use of brain imaging such as positron emission tomography (PET), single photon emission computerized tomography (SPECT), and
magnetic resonance imaging (MRI). These techniques are allowing us to localize brain regions underlying many behavioral symptoms (e.g., anxiety, vigilance,
sadness), while at the same time enabling us to attain greater levels of diagnostic sophistication.

Perhaps most critical to a discussion on psychotropics is the explosion of knowledge about the fundamental subcellular processes that contribute to psychiatric
disorders. We have been able to isolate and study many biologically important substances (e.g., neurotransmitters, receptor subtypes, various components of the
postligand—receptor interface, including various subsequent messenger systems). The goal is to characterize the cascade of subsequent intraneuronal events,
culminating in genetically determined cell protein alterations. Once these processes are characterized, they can provide insights into pathoetiology, as well as
become the targets for specific drug development. Concurrently, observing how new drugs interact with these cellular components enhances our knowledge of their
functional role in mediating specific behavioral symptoms. Newer agents can then serve as probes to test whether these components are relevant to a given
psychiatric disorder.

Mechanism of Action

Psychotropic drugs affect specific biochemical processes, most often involving enzymes, receptors, or ion channels. A given drug's action that produces a
physiological response (whether intended or otherwise) is termed the “mechanism of action.” It is axiomatic that central effects mediate the clinical actions of
psychotropic medications. But, for any given drug, the effects on known processes may not be the mechanism mediating clinical response. Instead, the
clinical outcome may be the result of some as yet unrecognized central action, due in part to the limited understanding of the pathophysiology underlying
specific psychiatric disorders. When the fundamental biology underlying a disorder is unknown, it is impossible to state how a drug is correcting a given syndrome.
Typically, proposed mechanisms of action for behavioral effects are simply the actions of the particular drug on known central biochemical processes. Whether these
actions are truly the mechanisms underlying the behavioral effect (e.g., amelioration of depression) must be viewed with healthy skepticism.

With the rapid ongoing developments in neuroscience, we are likely to see further reliance on drug probes to test the functional integrity of neurotransmitter systems
in specific disorders. An ever-increasing number of biochemical processes are being elucidated that may mediate a specific psychotropic's effects, including:

Enzymes responsible for the synthesis and degradation of an expanding list that includes neurotransmitters, neuropeptides, and neurohormones
Storage of neurotransmitters in vesicles within the cytoplasm

Release mechanisms

Presynaptic membrane uptake pumps

Subtypes of pre- and postsynaptic receptors

Receptor subcomponents (e.g., G-proteins)

Subsequent messenger systems (CAMP, PKC)

lon channels

As these various processes are better characterized, they will increasingly become the targets for future drug development.
Drug Development and Its Implications

The first psychotropics of the modern era (e.g., lithium, neuroleptic antipsychotics, tricyclic and monoamine oxidase inhibitor antidepressants) were discovered
serendipitously. These agents were not engineered to have selective actions, but instead produce a wide range of central biochemical effects and generally affect
more than one neurotransmitter system simultaneously, resulting in multiple repercussions:

e Such drugs can be helpful in more than one condition because they act by more than one mechanism.

* Any number of these drugs' actions could be responsible for the clinical effect; therefore, such drugs provide limited insight into the pathophysiology of a given
condition.

e Generally, due to their multiplicity of effects (positive as well as negative), these “broad-spectrum” medications are more poorly tolerated than agents with fewer
biochemical interactions.

Although there are many problems with the first generation of modern psychotropics, they have been extremely effective and have provided insights into the
underlying pathophysiology. Studying the effects of these agents on specific biochemical functions has had great heuristic value, generating numerous hypotheses
that have guided subsequent drug development. One set of hypotheses deals with the possible mechanisms underlying the clinical efficacy of these agents, and
includes:

* The dopamine hypothesis, based on the actions of neuroleptics

® The catecholamine and the indolamine hypotheses, based on the actions of various antidepressants

® The permissive, adrenergic-cholinergic balance, and bidimensional hypotheses, based on both the effects of antidepressants and on the modulating interactions
among various neurotransmitter systems

Concurrently, hypotheses were also developed regarding the undesirable or toxic effects associated with the various biochemical actions of these agents. Examples
include the following:

¢ Orthostatic hypotension secondary to a,-adrenergic receptor blockade

e Cardiotoxicity secondary to membrane stabilization
e Central anticholinergic syndrome due to the potent muscarinic-cholinergic effects of many psychotropics

Chemists can now better define the structure-activity relationship of these early psychotropics to guide the development of newer drugs. Such relationships are
refined by in vitro testing to determine whether newly synthesized compounds have the desired biochemical effect on specific targets, such as enzyme inhibition or
receptor blockade. Simultaneously, these agents are tested for any undesirable effects. Where such effects exist, modifications can be made to the chemical structure
to eliminate or reduce such unwanted qualities. When a new psychotropic drug meets the desired inclusion and exclusion criteria, it is then tested in the clinic to
determine whether it possesses the desired therapeutic effect. Results from these clinical studies provide critical feedback regarding the mechanisms of action, which
will guide the development of future generations of agents.

SSRIs (e.g., fluoxetine, sertraline, paroxetine, fluvoxamine, citalopram), bupropion, venlafaxine, nefazodone, and mirtazapine represent agents engineered
research and clinical implications. From the research standpoint, they advance our understanding of the pathophysiology of various disorders, while providing a way
to test for the existence of putative biochemically distinct subtypes. Such attempts were unsuccessful with earlier generation psychotropics, in part due to their lack of
specific action. For example, the TCAs are effective in depressive disorders, enuresis, and panic attacks, but different mechanisms are believed to be responsible for
these varied efficacies. In a similar way, all TCAs have effects on both the norepinephrine and the serotonin reuptake systems within the clinically relevant
concentration range. Attempts in the past to distinguish between “serotonergic” and “adrenergic” depressive disorders with such agents were unsuccessful because of
the nonspecific nature of these drugs' effects, even if two such forms of depressive disorders exist. Newer agents, however, are orders of magnitude different in their



affinity for one neurotransmitter system versus another and can be used as probes to expand our understanding of the relevant neurobiology.
Clinically, these newer agents also have several advantages because they:

e Are generally safer and better tolerated
e Have more specific pharmacological actions
e Can test the functional integrity of a given neurotransmitter system in a specific syndrome or patient

Thus, the first era of modern psychopharmacotherapy (i.e., serendipitous discovery) is giving way to the second era, which is the refinement of drugs based on known
biochemical effects. This process will eventually lead to the next era, which will be the synthesis of compounds with specific interactions at newly discovered
subcomponents of the neuron. The existence of such agents will also permit the development of an empirically based hierarchical treatment plan that will define the
agent of first choice and then which agent is most likely to help when the first choice is unsuccessful or poorly tolerated. The approach used in this book will allow the
reader to both anticipate such developments and incorporate them as they occur.

DIAGNOSTIC ASSESSMENT

Diagnosis is critical to understanding a patient's presenting complaints, as well as serving as the basis for developing treatment strategies. For this reason,
each treatment section of this textbook is preceded by introductory discussions of the major psychiatric disorders, including an historical perspective to underscore the

that often affect presentation and response to treatment. Such variables include:

e Phase of the illness being treated (i.e., acute, prevention of relapse, prevention of recurrence)
e Confounding issues such as other psychiatric or medical conditions
e Psychosocial stressors, to the extent that they affect symptom presentation and effectiveness of treatment

Our model of pharmacotherapy recognizes that the current understanding of pathophysiology and etiology is advancing but still at a rudimentary stage. Therefore,
diagnostic assessment of any patient is an ongoing process that must be continuously updated throughout treatment. Such revisions are based on
information acquired from the patient during follow-up, including response, partial response, or lack of response to specific interventions, as well as the emergence of
new knowledge from subsequent scientific investigations.

The diagnostic assessment consists of several stages, including the following:

e A subjective account by the patient of the pertinent information, including personal and family histories

® Objective parameters, including the mental status exam

e The clinician's initial impression, culminating in a preliminary diagnosis

e Treatment planning, including further diagnostic workup, first-line treatment strategies, and education of the patient and the family

Subjective Component

This aspect of a psychiatric evaluation incorporates several sources of information, including the individual's own account, family and friends' reports, the referral
source, and any earlier database (e.g., the chart from a previous hospitalization). Basic identifying information such as age, sex, race, marital status, present family
situation, living circumstances, work skills, present work situation, and sources of income is essential. The individual's communication of the basic problems, or the
“chief complaint,” will set the stage for an elucidation of the chronology of precipitating events that culminated in seeking help. Next is an exploration of any prior
psychiatric history, or treatment, or both, either personally or in other family members; serious past or ongoing medical problems, either personally or in family
members; and the use or abuse of medications, illicit drugs, or alcohol.

Objective Component

Objective data include a thorough physical evaluation (including a thorough neurological exam), supplemented by laboratory data such as routine blood work,
urinalysis, chest x-ray, ECG, and drug screen (see “Role of the Laboratory” later in this chapter). All this information is routinely collected when a person first enters
the hospital; on an outpatient basis, however, the clinician may select only those tests deemed appropriate at the time.

The mental status examination is the most important aspect of this phase and scrutinizes how an individual is feeling, acting, and thinking at the time of
the interview (i.e., a cross-sectional versus longitudinal evaluation). The clinician begins with a basic observation of overt appearance and motoric behavior,
including affect (i.e., overt emotional reactions in terms of intensity, quality, appropriateness, and continuity) and mood (i.e., underlying feeling tone). It is important to
note that affect and mood may not always be synonymous, and this discrepancy can complicate the diagnostic assessment.

Thought processes, including memory and orientation, reflect one's ability or inability to assimilate and communicate ideas in a logical and coherent fashion. Thought
content explores the substance of one's ideation, and typical aberrations such as obsessions, phobias, illusions, delusions, or hallucinations may be elicited.
Evaluation of memory and orientation is critical to the differentiation of a psychiatric versus a nonpsychiatric medical disorder. Memory for immediate, recent, and
remote events can be readily tested, as well as orientation to time, place, person, space, and situation. Assuming the level of anxiety is not sufficient to impair
responses to questions in these areas, deficits usually imply some impairment of brain functioning, which may or may not be reversible.

Intellectual capacity is considered in the context of an individual's social, cultural, and educational opportunities. The presentation of problem-solving situations
congruent with one's life circumstances is an excellent way to determine intellect and capacity to make sound judgments. Insight has many levels of meaning. It may
simply refer to a basic appreciation of how and why individuals finds themselves in their present situations, or it can refer to a person's appreciation of a more complex
set of causal relationships that have culminated in the present problem. One's abstractive ability is the capacity to perceive a conceptual commonality in otherwise
apparently distinct or separate entities. This ability can be tested by the patient's understanding of proverbs and appreciation of humor.

To summarize, the mental status exam highlights several aspects of functioning. Each succeeding component requires that earlier aspects be intact for adequate
reality testing, as well as the optimal expression of one's personality, as subjectively perceived and objectively observed, in terms of emotions, thoughts, and
behavior.

Initial Impression

Having obtained the necessary information from subjective and objective sources, the next step is the development of a preliminary diagnostic assessment, including
commentary when possible on the five major axes (Diagnostic and Statistical Manual of Mental Disorders, 4th ed., revised (DSM-1V) [11]), as well as other differential

It is a shorthand way of labeling and referring to patients' complaints.

It provides a way of conceptualizing complaints within the framework of our current knowledge, so that appropriate treatment can be instituted.
It facilitates research by allowing data to be systematically collected from different patients with the same condition.

It is important for billing.

The most basic assessment is a description of the phenomena (e.g., anxiety, etiology undetermined). An assessment also takes the additional form of an “initial
impression” (e.g., phobic disorder) and a differential diagnosis of other possible categories that need further exploration (e.g., rule out hyperthyroidism, rule out an
agitated depression). As such, diagnosis serves an analogous function in medicine as does hypothesis formulation in science. The value of a given diagnosis (or
hypothesis) is determined by the degree to which it explains the facts of the case (i.e., the presentation, the course, and the response to treatment). If the diagnosis
does not lead to an acceptable treatment outcome based on these criteria, it must be revised, just as a hypothesis may need to be revised in the course of a scientific



experiment.
Treatment Planning

The last step (and obvious culmination) of the diagnostic assessment is formulation of the initial treatment plan, including the potential role of pharmacotherapy. The
first consideration is to decide what other diagnostic workup is necessary. Typical procedures include the obtaining of corroborative history from spouse and family,
psychological testing, and other physical and neurological evaluations as dictated by the initial findings. These steps should further refine the working diagnostic
impression. Often there is also the need to consider and treat more than one problem. The course of treatment in a hospitalization may simply consist of separating
the individual from recent environmental stresses and allowing the patient's own restorative resources to stabilize in the protective and supportive milieu of an
inpatient setting.

Other treatments are often necessary, however, and may include:

Psychotherapy (e.g., individual, family)

Sociotherapy (e.g., recreational, occupational, and activities therapy)
Pharmacotherapy (e.g., anxiolytics, antidepressants, antipsychotics)
Somatic therapy (e.g., electroconvulsive treatment)

Although the focus of this text is pharmacotherapy, incorporating these other modalities is often critical to a successful outcome and is also discussed.
Diagnostic Approaches

Although the ideal course would be to consider the symptoms as the behavioral manifestations of an underlying cerebral pathology and to formulate subsequent
treatment plans on this assumption, currently most treatments are dictated by a specific diagnosis.

This text develops a hierarchical framework for considering first-line treatment choices and subsequent options if initial interventions fail. We begin with treatment
recommendations from the standpoint of our current diagnostic nosology. We also consider patients who do not easily fit into a single major diagnostic category, or in
whom treatment based on syndromic constellations proves unsuccessful. When possible, we suggest a strategy based on data about the underlying pathophysiology.
These working strategies are drawn from the presenting behavioral symptoms and quality of response to earlier therapeutic trials.

A hypothetical vignette may serve to illustrate such a paradigm shift from a syndromic to a pathophysiological approach in patients who do not respond adequately to
standard therapeutic trials.

Case Example: The patient's presenting problems are anger and impulse control, symptoms that may not fit well into an Axis | or Il diagnostic category. The clinician
may conceptualize these symptoms as cyclothymia and begin treatment with a mood stabilizer such as lithium. If this is unsuccessful, a reasonable second approach
might be a trial with valproate or carbamazepine. If symptoms persist, one might consider dysthymia because of the presence of persistent dysphoric symptoms, and
initiate treatment with a SSRI. In this scenario, however, the patient not only remains symptomatic but also evidences some worsening of impulsivity and anger.

At this point, having exhausted therapeutic approaches based on empirical data, it may be useful to shift paradigms. Whereas previously trial and error may have
been the only recourse, we are now approaching the point at which a pathophysiological paradigm may help guide the selection of subsequent drug therapies.
Considerable evidence indicates that impulsivity in various mammalian species is mediated in part through serotonin mechanisms. More specifically, serotonin may
influence the function of the amygdaloid and septal-hippocampal formations, perhaps through 5-HT ,, receptors located in these regions.

There is also evidence of low levels of 5-hydroxyindoleacetic acid (5-HIAA) in the cerebrospinal fluid (CSF) of impulsive individuals. We might hypothesize that, in a
nonresponsive, impulsive patient, diminished serotonin plays a role in the pathophysiology. This hypothesis could now be tested and simultaneously serve as the
foundation for a pathophysiologically based treatment by choosing therapies specific for various components of this system. For example, the 5-HT ,, agonist

buspirone might be tried, because there is limited evidence from open trials that it has antiaggressive properties.
Education
Educating a patient, as well as the family, is of the utmost importance for any treatment plan to succeed. Good clinicians, like good teachers:

e Communicate at a level appropriate to the individual's ability to comprehend.
e Convey their suggestions in the context of a working theoretical framework (be it right or wrong!)
e Encourage the patient and the family to become active participants in treatment.

ROLE OF THE LABORATORY

Interest in the neurobiological substrates of psychiatric disorders has paralleled the increase in effective somatic therapies, which, in turn, have extended the
laboratory's role in evaluating patients. Although the laboratory can never replace clinical acumen in psychiatry, or in any other medical specialty, it can play a
significant role in:

¢ Elucidating and quantifying biological factors associated with various psychiatric disorders
e Determining the choice of treatment
e Monitoring clinical response

This section reviews the standard medical assessment for the psychiatric patient, summarizes specific tests frequently used in the clinical and research setting, and

Medical Assessment
General principles for assessment include the following:

e A detailed physical examination, which may reveal medical problems previously missed; new, unrelated medical problems; incorrect diagnoses; or adverse
effects associated with various treatments

* The avoidance of wasteful screening batteries with limited clinical utility. Instead, specific lab tests based on a careful assessment and integration of the history
and the physical examination are the ideal

e Recognition of presenting signs and/or symptoms that dictate the need for further medical evaluation (e.g., a known history of recurring or chronic medical
illness, prominent physical symptoms, evidence of an organic mental disorder on the Mini-Mental State Examination, substance abuse disorder)

¢ |n specific cases, the use of treatment options that require lab testing (e.qg., lithium, clozapine, ECT)

Admission Assessment for Inpatients

specific clinical circumstances.



Complete blood count (CBC) and dilerantial
General chemisiries

Thyroid function tests (e.g., TSH, Ty, Ta)
Screening for syphilis (e.g., VDBL or APR)
Urinalysis

Chest x-ray

Elecirocardiogram (when indicabed)
Pregnancy test (in all eligible femalas)

Adapted froem lsrani TH, Jamcak PG, Laboralony
assassment in psychiabry. In: Flahery J, Davs JM,
Janicak PG, eds. Psychalry: disgnosis and Mheragy: 2d
ed. Mofwalk, CT: Applelon and Lange, 1983:30-34.

TABLE 1-3. General laboratory evaluation
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TABLE 1-4. Supplemental assessments

TABLE 1-5. Batteries for specific clinical circumstances

Laboratory Tests

Demonstrable lab abnormalities in psychiatric disorders are not sufficiently specific or sensitive to identify with certainty the correct diagnosis or appropriate treatment.
They can, however, indicate an association between a given disorder and a specific measure, which may or may not be relevant to its pathogenesis or etiology.
Biological markers may be “ state-dependent, ” serving as aids in the diagnosis of a specific psychiatric illness with which they are associated, as well as useful for
following treatment response. On the other hand, “trait” markers may help in identifying vulnerable individuals.

Neuroendocrine Tests

Given that the seat of hormonal modulation is in the limbic-hypothalamic-pituitary axis, endocrine changes serve as important correlates to major psychiatric
disorders. These changes include basal hormone concentrations, as well as responses to pharmacological challenges. Equally important, endocrine disorders may
present with psychiatric symptoms (e.g., manic symptoms in hyperthyroidism, severe depression in hypercortisolism, psychotic symptoms associated with Cushing's
syndrome). Commonly used neuroendocrine tests include the following.

Dexamethasone Suppression Test

The dexamethasone suppression test (DST) procedure typically involves an oral dose of 1.0 mg of dexamethasone, taken at 11:00 pm. For inpatients, blood samples
are typically drawn the next day at 8:00 am, 4:00 pm, and 11:00 pm, whereas for outpatients a single 4:00 pm sample is usually collected. These samples are then
analyzed for plasma cortisol concentrations. Normally, the single 1.0-mg dose of dexamethasone at 11:00 pm will suppress plasma cortisol secretion, resulting in
concentrations below 5 pg/dL for the next 24 hours. Levels higher than this indicate nonsuppression or a positive test result. Due to variation in assay methods,
however, any concentration in the 4 to 7 ug/dL range must be interpreted with caution. An abnormal DST (nonsuppression) increases the probability of a major
depressive episode or at least an affective component to the illness. It cannot, however, be used as a diagnostic test because of its low specificity (i.e., identifies only
about 45% to 50% of patients with major depression); nor can it serve as an adequate screening device because almost 7% of normal control subjects and

of false-positive and false-negative results on the DST.
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TABLE 1-6. Causes of false positives or negatives on DST



Thyrotropin-Releasing Hormone Stimulation Test

After an overnight fast, an intravenous line is started at 8:30 am. At 8:59 am, blood samples are collected for baseline thyroid indices, including thyroid-stimulating
hormone (TSH). At 9:00 am, synthetic thyrotropin-releasing hormone (TRH) is administered intravenously (usually a dose of 500 ug given over 30 s). Transient side
effects include gastrointestinal or genitourinary symptoms, a sensation of warmth, dryness of mouth or metallic taste, and tightness in the chest.

Plasma samples for TSH concentrations are then collected 15, 30, 60, and 90 min after the TRH infusion.

A normal response is an increase in plasma TSH of 5 to 15 pU/mL above baseline. A response of less than 5 pU/mL above baseline is generally considered to be
blunted (some laboratories consider a response below 7 pU/mL to be blunted) and may be consistent with a major depression. An abnormal test is found in
approximately 25% of patients with depression. A blunted TSH response (especially in conjunction with an abnormal DST) may help in confirming the differential
diagnosis of a major depressive episode and support continued antidepressant treatment. An increased baseline TSH or an “augmented” TSH response (higher than
30 pU/mL), in conjunction with other thyroid indices, might identify patients with hypothyroidism, mimicking a depressive disorder. These patients may benefit most
from thyroid replacement therapy.

Other Neuroendocrine Tests
Other neuroendocrine tests include the following:

¢ Blunted growth hormone response to various stimuli, such as insulin-induced hypoglycemia, L-dopa, 5-hydroxytryptamine, apomorphine, b-amphetamine,
clonidine, growth hormone-releasing hormone, and TRH. The growth hormone response to clonidine is one challenge test that has been consistently reported to
be blunted by several different research groups. This test measures the responsiveness of postsynaptic a ,-adrenergic receptors and may be a “trait” marker for

¢ Blunted prolactin response to such agents as fenfluramine, methadone, and I-tryptophan may be secondary to a possible serotonin deficiency in depression.

® Plasma melatonin levels and urinary levels of its primary metabolite, 6-hydroxymelatonin, have been used in research as indices of noradrenergic functioning
before and after treatment with antidepressants.

Biochemical Markers

Although research on neurotransmitters and their metabolites has found numerous abnormalities, no routine lab test has been developed to reliably enhance
diagnosis or treatment (see section “Mechanism of Action” in Chapter 7). Some consistent findings include the following:

e An association between impulsive aggression, suicidal behavior, or both with decreased CSF levels of the serotonin metabolite 5-HIAA
e Low 24-hour urinary 3-methoxy-4-hydroxy- phenylglycol (metabolite of norepinephrine), primarily in bipolar disorders (i.e., depressed phase)

Peripheral tissue markers include high-molecular-weight complex biomolecules (receptors) and enzyme systems that can be obtained from outside the CNS (e.g., in
platelets, lymphocytes, skin fibroblasts, and erythrocytes) and are thought to reflect or parallel central neuronal activity.

Some noteworthy findings are as follows:

¢ Increased platelet a, -adrenergic receptors in depression
® Decreased b-adrenergic receptor binding sites on lymphocytes in affective disorders
e Significantly decreased *H-labeled imipramine binding sites in platelets from depressed and obsessive-compulsive patients

Genetic Markers

Gross chromosomal abnormalities can be used to identify various types of mental retardation, as in the case of Down's syndrome (i.e., trisomy 21) or fragile X
syndrome. Molecular genetics examines specific DNA sequences or restriction fragment length polymorphisms (RFLPS) in the genes of patients with psychiatric
disorders and normal control subjects, as well as specific HLA subtypes. Genetic linkage studies attempt to establish the chromosomal locus of certain disorders (e.g.,
chromosome 4 in Huntington's disease; chromosomes 14, 19, and 21 in Alzheimer's disease). Further, there have been conflicting results from studies of both the
X-chromosome and chromosome 11 in bipolar disorder. High lithium erythrocyte-plasma ratios and high muscarinic acetylcholine receptor density, both of which have
been reported in mood disorders, may be potential markers for candidate genes, particularly when the gene's locus on its chromosome is known.

Brain Imaging Techniques

invaluable in clarifying the relationship between neuroanatomic regions and pathophysiology.
Questions that clinical psychiatrists pose and want such technology to answer include:

Can a diagnosis be made solely from a functional image, and can repeated scans monitor the progress of the disorder with or without therapy?

Can functional imaging localize those areas of the brain that subserve certain symptoms (e.g., hallucinations)?

Can functional imaging define biochemical characteristics of a psychiatric disorder in a reproducible, generalizable, and predictive manner?

Can functional imaging provide a rational basis for selecting psychopharmacotherapy (including type of drug and dose), as well as predict the likely outcome?

Using a group (versus individual) analysis approach, a highly significant pattern of deep activation was observed (i.e., bilateral thalamus, left
hippocampus-parahippocampal gyrus, and right ventral tegmentum). Autonomous activity in these areas is consistent with other reports and may account for the
bizarre, involuntary experiences of these patients. Another example is a series of PET studies that demonstrated up to 80% striatal dopamine-2 receptor occupancy in
SPECT. The implication is that this more readily available (and less expéﬁSive) non-PET radiopharmaceutical procedure may be a potential tool for the clinical
monitoring of patients on antipsychotics, and perhaps other psychotropics.

Some issues, however, presently preclude the routine use of most techniques, including the following:

e Many steps are required (e.g., data acquisition, tracer kinetic modeling, image processing, reconstruction, and analysis).
* Analysis involves statistical techniques that may oversimplify while producing compelling visual images.
e Data may be generated in a resting (or reference) state, in response to a challenge to a putative deficiency characteristic of a clinical syndrome, or in both.

Computerized Tomography

Computerized tomography (CT) is used in the clinical setting primarily to rule out organic lesions that might underlie or contribute to a psychiatric disorder. Specific
indications may include:

* First episode after age 40 of a psychotic, mood, or personality disorder
e Abnormal motor movements
e Delirium or dementia of unknown etiology



e Persistent catatonia
e Anorexia nervosa

Indications for using contrast include the presence of focal signs and symptoms or of any lesion noted on a noncontrast scan. Findings include the following:

e Reversed cerebral asymmetry in schizophrenics

® Cerebellar atrophy, third ventricle enlargement, and high ventricle-to-brain ratios in chronic schizophrenic patients

® A negative correlation between ventricular enlargement and antipsychotic treatment-response in chronic schizophrenics
e Cortical atrophy, as evidenced by sulcal widening, in chronic schizophrenia

In addition, abnormalities have been reported in depression, alcoholism, Alzheimer's disease, and multi-infarct dementia. It is important to note that these are
statistical findings in the psychiatric research setting, and CT is not sufficiently sensitive or specific to be used as a routine diagnostic test.

Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) uses a magnetic field to detect the frequencies at which substructures of chemical elements in body tissue resonate. The
characteristic frequencies of various brain tissues are recorded to create an exquisitely detailed picture of brain structures. The established clinical utility of MRI is in
the diagnosis of primary degenerative dementias (e.g., Alzheimer's and Pick's diseases). In addition, recent studies of schizophrenia have demonstrated smaller
frontal lobe size, ventricular enlargement (especially in the frontal horns), and temporal-limbic abnormalities, including complete or partial agenesis of the corpus
callosum.

Possible advantages of MRI over CT include the following:

Imaging in all planes, including sagittal and coronal, in addition to transverse

Higher resolution of tissue structures

Better differentiation of gray matter from white matter

Better definition of lesions in demyelinating disorders (e.g., multiple sclerosis) and, therefore, early identification
Excellent visualization of the posterior fossa and pituitary regions

Potential for measuring physiological variables

In clinical practice, however, the CT scan is still frequently used, as it is convenient, safe, relatively comfortable, less expensive, and especially helpful as a diagnostic
tool in patients with a history of cerebral concussion or subarachnoid hemorrhage.

principles behind this technique are closely related to neuronal metabolic activity and blood flow. Thus, fMRI can measure CNS hemodynamic changes that occur
during activation paradigms, allowing functional evaluation of those regions that subserve sensory, motor, cognitive, and emotional processes. Because of the high
spatial resolution, functional and structural aspects of the brain can also be correlated. In addition, fMRI is noninvasive and does not require exposure to radiation

generated.

Magnetic Resonance Spectroscopy. Magnetic resonance spectroscopy (MRS) has made it possible to measure various neurotransmitter systems, including
choline-containing compounds in the CNS, in vivg, noninvasively, and without exposure to radioactivity. For example, preliminary reports used MRS to evaluate

both anatomical and biological activity in a variety of conditions, as well as the impact of treatment.
Other Imaging Techniques
Thus far, these techniques lack general applicability for routine psychiatric diagnosis or treatment.

Positron emission tomography. (PET) provides functional images of the brain and is particularly promising in the study of neurotransmitter systems and their

is then administered intravenously. The distribution of the compound in different regions of the brain when the patient is at rest or engaged in a specific task is then
mapped. This technique can also be used to measure receptor density or receptor-ligand activity in a given location.

Important PET scan findings include the following:

e Reduced prefrontal metabolism in schizophrenia
¢ High metabolic rates in the orbital frontal cortex and basal ganglia of patients with obsessive-compulsive disorder

Single photon emission computed tomography (SPECT) is a method that allows the measurement of cerebral blood flow when certain designated brain areas are
activated by having the subjects perform specific experimental tasks (e.g., cognitive challenge tests like Wisconsin Card-Sorting). As in PET, SPECT can visualize
both cortical and subcortical structures. Although the pictures are not as clear as those produced by PET scanning, with increasing improvements in hardware and

Both SPECT and PET studies have revealed a characteristic pattern of hypoperfusion in posterior temporoparietal regions in Alzheimer's disease.

Regional Cerebral Blood Flow Mapping. Such mapping techniques use radioactive probes (e.g., xenon-13) to delineate perfusion of cortical structures. For example,

Neurophysiological Testing
Electroencephalogram

The electroencephalogram (EEG) procedure is useful in differentiating some organic conditions from idiopathic psychiatric syndromes, as well as in helping to identify
sleep-deprived EEG with nasopharyrfé"éa{i """ leads may help rule out an epileptiform disorder contributing to or underlying psychotic behavior. In general, an EEG is
indicated in patients who are younger (especially under age 25) and presenting with their first psychotic episode, or in patients with a history of possible cerebral
injury or neurological disturbance (e.g., accidents, unconsciousness, infections, perinatal complications, seizures). This procedure has the advantages of being safe,
being relatively inexpensive, and allowing the patient to be relatively free from discomfort.

Limitations of the EEG are numerous, however, and include the following:

e An apparently normal EEG does not exclude organic disease or epilepsy.
e ECT and psychotropics affect the EEG making interpretation difficult at times.



e Sampling error is possible because the paroxysmal electrical activity may not have occurred during the time of recording. In such cases, a sleep-deprived EEG
or a 24-hour ambulatory recording might be helpful.

Sometimes, videotaping a seizure can help define its type (e.qg., epileptic or psychogenic) and quantify the abnormal behavior that accompanies the aberrant electrical
activity.

In the search for specific neurophysiological markers of idiopathic psychiatric syndromes (e.g., schizophrenia, major mood disorders), studies have reported various
nonspecific EEG abnormalities. In addition, psychiatric patients appear more sensitive to activation procedures such as the following:

e Sleep deprivation
e Provocative stimuli (e.g., photic stimulation with flashing strobe light)
e Hyperventilation

Thus far, however, no specific EEG patterns have been identified that can accurately aid in the diagnosis of a particular psychiatric condition.
Computed Topographic Mapping of the Electroencephalogram

Topographic mapping of the EEG, also referred to as brain electrical activity mapping, involves the recording of cortical electrical activity in certain specified
frequencies, which a computer then graphically visualizes in two-dimensional, color-coded maps. This procedure is chiefly used in psychopharmacological and
neuropsychological research.

Polysomnography

Polysomnography refers to sleep recordings that simultaneously monitor various physiological parameters (usually at night). The tests that may be carried out include
EEG, electromyogram (EMG), electro-oculogram, ECG, rapid eye movement (REM), nocturnal penile tumescence (NPT), respiratory air flow, and vital signs. In a
typical sleep laboratory, a 12- to 16-channel polygraph recording is made. Uses include the following:

Investigation and diagnosis of sleep disorders, especially sleep apnea and narcolepsy
Research in depression (e.g., REM density and latency; total sleep time)

Drug and alcohol withdrawal studies

NPT in the differentiation of functional from organic causes of impotence

Evoked Potentials

Evoked potentials are electrophysiological recordings (on the order of milliseconds, as opposed to minutes in other brain-imaging techniques like PET) evoked from
specific cortical areas (e.g., visual, auditory, somatosensory) using discrete types of sensory stimulation (e.g., flashes of light). They can differentiate between certain
organic and functional disorders (e.g., visual evoked potentials in suspected hysterical blindness), as well as evaluate demyelinating disorders such as multiple
sclerosis. At this time, however, evoked potentials are mainly used in the study of biological markers. For example, several investigations have found low-amplitude,

Other Techniques

The electroretinogram reflects central dopaminergic function. Eye tracking dysfunction, such as aberrant smooth pursuit eye tracking movements, may represent
are suspected. Magnetoencephalography is a noninvasive t'éghnique that measures the weak magnetic fields generated by the electrical activity of the brain
(including the deeper subcortical areas) and converts them back into electric signals, which are then recorded. It holds great promise for neuroscience research.

Therapeutic Drug Monitoring. The ideal drug treatment strategy achieves maximal therapeutic response with a minimum of side effects. In many branches of medicine,
used for lithium, valproate, and carbamazepine, as well as for some antidepressants and antipsyélﬁbtics. For many other psychoactive drugs, however, this approach
is used on a case-by-case basis. The best use of this technique remains for those circumstances when response is not adequate or unexpected adverse events

of TDM as follows:

e State the theoretical basis of the blood level/clinical response relationship.
* Note the methodological issues that complicate the interpretation of results from plasma level/clinical response studies.
e |ntegrate results from existing valid studies to emphasize the clinical applicability of TDM.

Theoretical Basis

If a drug produced immediate pharmacological effects, then the monitoring of plasma levels would be less necessary. For example, one can directly observe the
clinical stages of anesthesia and adjust the anesthetic dosage by monitoring its effects. On the other hand, there is often a long interval (e.g., weeks) between
response and drug administration in clinical psychopharmacology. In such situations, if the plasma concentrations required for clinical response are known, doses can
be adjusted more rapidly to achieve the proper levels. Such monitoring is also useful when there are large interindividual differences among patients in the
metabolism of a drug. In such instances, knowledge of the potential therapeutic range for a given agent could provide more precise guidelines for individualized dose
adjustment.

For example, response to a given dose or plasma concentration of an antipsychotic can take weeks, so increasing the dose every few days can overrun this lag
period, often leading to much higher than ideal concentrations. Although dose is usually adjusted based on clinical response, knowing the minimally effective level
may avoid unnecessary medication exposure. The primary data in determining the minimally effective dose come from fixed dose-response trials. Plasma level studies
can also supplement these data because there is a positive correlation between levels achieved and the dose required. Thus, one can estimate the average dose
needed to produce a certain concentration. In another sense, plasma levels can be thought of as a fine-tuning of the dose.

The basic assumptions that underlie the relationship between plasma levels and clinical response are:

* An optimal concentration range exists at which maximal pharmacological response will occur.
® A relationship exists between the drug concentration in plasma and at the site of action.
e Pharmacogenetic and environmental factors vary the quantity of drug that reaches the receptor site in different individuals.

At too low concentrations there will be no response, followed by a rapidly increasing response once the threshold level is reached. After the maximal pharmacological
response is achieved, further increases in concentration will not enhance response. Thus, a plasma level-response relationship often shows the typical sigmoidal
shape. Further, at higher concentrations, various adverse effects of a drug may be more prominent. Thus, a composite plot of the clinical benefit versus drug plasma
level will result in an inverted U-shaped relationship that defines the range (or “therapeutic window”) to achieve optimal benefit in most patients. For most drugs, the
upper end of the therapeutic window represents toxicity. Hypothetically, however, some drugs at higher concentrations could actually lose their clinical effectiveness
as a result of altered pharmacodynamic actions. The only agent for which evidence exists to support this contention is the antidepressant nortriptyline, but even here,
the data are limited. For a drug that does not have serious toxic effects at higher concentrations, the blood level/clinical benefit relationship will eventually plateau.

Methodological Issues

A number of methodological issues have confounded the interpretation of results, thus minimizing the clinical utility of the plasma level-therapeutic response



® Dose strategy

e Assay methods

e Patient population
e Study design

Dose Strategy. The most insidious potential methodological error in plasma level/clinical response studies is the possible confound due to increasing the
dose too soon when a patient fails to respond. This error frequently results in missing the therapeutic threshold level because patients are not kept on the lower
dose for a sufficient time to document ineffectiveness. Additionally, because patients may be responding at a slower rate than the rate of dose increases, responders
at a higher dose may have actually improved at a lower dose had it been maintained for a longer period of time.

To illustrate, consider two examples of patients with inadequate clinical response. In the first, poor response is due to a low plasma level. When the clinician
increases the dose, the plasma level also rises, and although there may be a response at the higher plasma level, frequently repeated dose increases can obscure
the threshold level for response. In the second example, there is an adequate plasma level but a drug-refractory patient. When the dose is increased, the plasma level
rises; the patient, however, will remain nonresponsive at any concentration if the patient's disorder is not responsive to a given drug's mechanism of action.

In research trials, one experimental design to solve this confound is to nonrandomly assign a fixed dose based on the patient's clinical condition at admission and
then hold it constant throughout the rest of the study. The investigator may initially preassign patients to high, medium, or low doses based on the investigator's
clinical judgment; this assignment, however, is done before treatment starts and is usually based on the severity of the symptoms present. In the absence of a large
number of well-designed studies, this method is less rigorous but usable in the interpretation of dose-response studies.

A more rigorous method to define the plasma level/clinical response relationship is to use a constant (or fixed) dose design, regardless of clinical status. It can be a
single fixed dose or random assignment to several different fixed doses (e.g., low, medium, and high) to investigate the low and the high end of a potential therapeutic
window. When data from several fixed-dose studies indicate a possible therapeutic range for a specific drug, prospectively targeting patients to various plasma levels
can then be a useful confirmatory study design. In this design, patients are maintained in a predetermined fixed plasma level range during the trial period.

Assay Methods. Analytic techniques can be broadly divided into chemical or biological assays. Chemical methods primarily use physicochemical characteristics of a
drug in conjunction with analytic instrumentation, and are generally individualized for each compound or a group of similar compounds. Currently, gas liquid
chromatographic and high-pressure liquid chromatographic methods are the most commonly used for such analyses. Biological methods, on the other hand,
are based on some biological activity of the drug. In general, they do not quantitate the specific drug concentration, but rather the activity of the drug is transformed
into a concentration equivalent. As a result, these methods cannot distinguish between compounds that have similar biological activities. This problem is highlighted

measures pharmacologically active metabolites, this outcome is not surprising. A brief description of the principles of these methods, along with their utility, is given in
Table 1-8.
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TABLE 1-7. Antipsychotic levels by gas-liquid chromatography and radioreceptor assay 2

TABLE 1-8. Various techniques used for therapeutic drug monitoring

In earlier studies, the method of blood collection and sample handling before analysis could also have resulted in variable plasma level measurements. For example,
it has been reported that during blood collection of TCAs and phenothiazines, contact with rubber stoppers for extended periods of time could result in spuriously low

Patient Population. When analyzing the results of studies that attempt to relate the plasma drug concentration to response, there are a number of patient variables
that should be considered:

Refractory patients

Nonhomogeneous patient samples

Patient noncompliance, particularly in outpatient studies
Small patient sample sizes

Study Design. Important issues relating to study design are these:

¢ |nadequate evaluation of clinical response
e Concurrent multiple-drug treatments

e Too brief an observation period

¢ Variable time of blood sampling

As noted earlier, the interpretation of plasma level versus clinical response data even in well-designed studies is further complicated by the presence of multiple



active metabolites formed by biotransformation, which is a necessary step in the elimination process for most psychotropics.
Clinical Applicability

Substantial data indicating large differences in plasma levels among patients treated with the same dose of a psychotropic provide one rationale for adjusting the
dose based on blood levels to achieve the optimal clinical effect; the putative therapeutic range, however, must be established for each individual drug. Valid studies
must also define clinically meaningful limits. Thus, a large body of information is required before even an approximation of the therapeutic range can be determined.

Plasma levels of various psychotropics differ widely among individuals on the same dose due to differences in their rates of metabolism. Therefore, the clinician must
adjust each patient's dosage to achieve maximal benefit with minimal side effects. Therapeutic drug monitoring can be used to address these issues:

® To determine compliance

® To establish adequacy of the pharmacotherapy in nonresponders

e To maximize the clinical response where the drug plasma level-response relationship has been established based on well-designed and executed studies

® To help define the dose-response relationship

e To clarify when potential drug interactions may alter steady-state concentration levels

e To avoid toxicity due to unnecessarily high plasma levels

® To be used as a safeguard for the clinician in potential medicolegal situations (e.g., when a patient responds to either an unusually low or high dose of a drug)

Lithium. For most psychiatrists, lithium testing is the area of laboratory testing with which they are most familiar. Lithium has a well-defined, narrow serum
patients, however, méig}mhave idiosyncratic responses outside this range. Samples for blood levels should be drawn about four to five half-lives (i.e., 4 to 6 days) after
an adjustment in dose, or more frequently if unexpected reactions occur. Blood samples should be collected 10 to 12 hour after the last dose.

After resolution of the acute phase, maintenance levels of at least 0.8 mEg/L are necessary for optimal efficacy and should be checked once every 6 to 12 months, or
more often if clinically indicated. Other follow-up tests include periodic thyroid function tests, blood urea nitrogen, serum creatinine, serum calcium (because lithium
may cause hypoparathyroidism), and an ECG. Thyroid function tests and renal function should be monitored approximately every 6 to 12 months (see the section
“Maintenance/Prophylaxis Treatment” in Chapter 10).

Anticonvulsants. The plasma levels of anticonvulsants that are optimally therapeutic for psychiatric disorders have not been clearly established. Because there are
data on their usefulness to treat seizure disorders, monitoring of blood levels has increased the safety of anticonvulsants (and indirectly their efficacy), while also
verifying compliance and determining the cause of toxicity when more than one medication is concurrently administered (see the section “ Alternative Treatment

The anticonvulsant therapeutic range for plasma concentrations of carbamazepine is 4 to 12 ug/mL. Hematological assessment in patients on carbamazepine therapy
is appropriate because aplastic anemia and agranulocytosis have been reported in association with its use.

nonspecific symptoms like malaise, weakness, lethargy, facial edema, anorexia, and vomiting—all of which are indicative of hepatotoxicity. Liver function tests should
be obtained before therapy and repeated if indicated, especially during the first 6 months.

Antidepressants. TDM is a standard of care issue when prescribing TCAs due to their narrow therapeutic index; the wide interindividual variability in their elimination
rate, and the serious but often insidious nature of their toxicity. TDM generally only needs to be performed once in a patient on a TCA, because the goal is to
characterize the patient's ability to clear the drug. TDM is only repeated if a problem with compliance is suspected or if something occurs that may change the
patient's ability to clear the drug (e.g., an intercurrent disease or change of drug that induces or inhibits the CYP 450 enzyme system responsible for the metabolism
of TCAS). For all other antidepressants, TDM may be done for the following reasons:

e Questionable patient compliance

® Poor response to an “adequate” dose, raising doubts about unusual pharmacokinetics, such as excessively slow or fast metabolism, leading to unusually low or
high blood levels

¢ Side effects at a low dose

e Medical illness; children and adolescents; elderly patients

e Patients for whom treatment is urgent and it is imperative to achieve therapeutic levels as soon as possible

For example, a test dose may identify a fast metabolizer, who may require a higher dose; there is no evidence, however, that this approach could accelerate
response, an issue that needs to be tested in controlled trials. Further, only limited evidence exists that high doses will shorten the lag period for any psychotropic
agent (e.g., divalproex sodium loading dose strategy).

These issues are discussed in greater detalil in the “ Pharmacokinetics” section in Chapter 7.

Antipsychotics. Clear guidelines for measuring therapeutic serum concentrations of antipsychotics have not yet been established. There may, however, be specific
situations in which they may be of value (e.g., monitoring of haloperidol [HPDL] levels might be useful in patients on concurrent carbamazepine therapy because the
latter agent can substantially reduce serum HPDL concentrations). These issues are discussed in greater detail in the “ Pharmacokinetics/Plasma Level” section in
Chapter 5.

Anxiolytics and Sedative-Hypnotics. Because of their large therapeutic index, measurement of anxiolytic or sedative-hypnotic serum concentrations is not usually
necessary in clinical practice, unless abuse, overdose, or inadvertent toxicity are suspected. Some data indicate that plasma alprazolam levels of 40 ng/mL may be

Summary

Historically, many of the pioneers in psychiatry attempted to correlate “mental” symptoms with identifiable brain pathology. This tradition continues by using
state-of-the-art techniques to search for biological correlates of psychopathology. This search, in turn, may lead to a better understanding of pathogenesis and
causation, culminating in more specific treatment strategies.

The laboratory will play an increasingly important role in clinical psychiatry and presently is most helpful in:

¢ |dentification of medical disorders that present with cognitive, affective, and behavioral changes, or when psychiatric disorders mimic medical-neurological
syndromes

e Medical workup before specialized treatment options

® The selective use of drug concentrations to enhance efficacy and minimize toxicity

It is important that clinicians appreciate the need for the judicious use of the laboratory for a particular individual, while being sensitive to economic realities, degree of
discomfort, and risk of adverse effects. Clinicians must also be cognizant of the nuances in interpreting laboratory data (i.e., their specificity, sensitivity, and predictive
value). Finally, they need to integrate laboratory data with the patient's history, interview, and physical examination to formulate the most accurate diagnosis and
appropriate treatment plan.

CONCLUSION



Clinicians should be prepared to take advantage of an ever-increasing number of newer, more specific agents. They can accomplish this by:

¢ Adopting a medical model when evaluating the patient's complaints
e Taking a stepwise, empirically based approach to treatment selection
e Adopting the stance of a behavior psychopharmacologist when evaluating a patient's response, recognizing that any reaction to medication (intended or

otherwise) could provide useful information

e Keeping current with recent, relevant developments in the neurosciences

The application of our principles should help clinicians to incorporate new developments in psychopharmacology into their practice. The result will be improved patient
care and further insights into pathophysiology, which can serve as the basis for our next generation of therapies.
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A series of related issues is pertinent to the decision-making process a clinician uses in the application of drug therapy. The first section of this chapter considers the
quality of the research data on drug efficacy by classifying studies based on predetermined criteria for methodological rigor. The companion section on meta-analysis
reviews the rationale and the potential complications inherent in statistically summarizing the data across several studies that assess drug efficacy. While mindful of
the inherent shortcomings in this statistical approach, we believe such summarizations can provide the clinician with a meaningful quantitative statement about a

specific drug's clinical value.

The next section addresses issues relevant to the clinician—patient relationship during the assessment, initial treatment, and maintenance/ prophylactic phases of
psychopharmacotherapy.

The final two sections discuss the Food and Drug Administration (FDA) regulatory process and the cost of treatment. Expenses associated with assessment and
treatment and, more importantly, the total economic impact on patients, their families, and society are considered.

EVALUATION OF DRUG STUDY DESIGNS

To accurately understand the literature, we have provided two perspectives so that practitioners can make the best decision about specific drug choices for their
patients:
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TABLE 2-1. Classification of study designs

* \We statistically summarize drug outcome studies, producing a “bottom-line” quantitative assessment of the difference between an experimental drug and
placebo or other standard agent (see “Drug Management” later in this chapter).

We first consider the classification of studies by rigor (i.e., the extent to which the design allows the investigator to adequately test the hypothesis in question). There
are several important elements in a well-controlled study, including:

e A proper blind

e Random assignment

e Parallel or crossover design

* No “active” concomitant medications

® An adequate sample

¢ The use of valid measures of outcome

e Proper presentation of the experimental data

Without adequate controls and appropriate methodology, the ability to generalize is compromised, bringing into question a study's validity, the interpretation of its
results, or both.

Double-Blind Techniques



In a double-blind study, neither the patient nor the evaluator knows who is receiving active experimental medication or placebo. If enough patients are
available for three or more groups, one or more active control medication groups can also be used. A standard active drug control serves two important purposes.
First, it validates the experiment by demonstrating that the standard drug is clearly superior to placebo in this population. Second, it serves as a benchmark (because
it has a known efficacy) by which to compare a new treatment. For example, a new drug could be equal to or better than a standard drug, and both should be better
than placebo. Alternatively, the new drug could be less effective than the standard drug but more efficacious than placebo.

Random Assignment

Random assignment is the most important element of a controlled trial. Without it, patients most likely to respond could be preferentially assigned to one
treatment arm, and any difference in efficacy would be secondary to this bias. When random assignment is used, a variety of confounding variables are equalized

Study Design

Parallel groups involve the assignment of patients to two or more treatments (e.g., new agent versus placebo, a standard agent, or both) that proceed concurrently.
Unlike crossover designs, the carryover effects of the first treatment are then avoided.

In crossover studies, patients are randomly assigned to one of the two arms, so that generally a placebo is given first and then the active drug, or vice versa. The
usual design is a placebo lead-in period, then active drug A or B, succeeded by a placebo period again, and then the “crossover” from A to B or B to A. This design
can include a washout period during which placebo is administered between the first and second active drug phases, unless B is a placebo. If patients are maintained
on placebo and the crossover to active treatment is not randomized (or in some other way controlled), they may be (and often are) switched concurrent with a
spontaneous change in clinical state. Any coincidental improvement or deterioration is in part due to this clinical change. In addition, change can be due to the cyclic
nature of the disorder and not the drug's effect. Other, nonpharmacological interventions may also be introduced. For example, if staff become concerned about a
patient, they may intervene with more intensive milieu, family, or individual therapy, while the clinician may feel compelled to switch from placebo to drug.

Concomitant Medications

Avoidance of active concomitant medication is the next important requirement. Such medication constitutes a major artifact because it can markedly weaken the
drug—placebo difference. Thus, compared treatments may appear equally efficacious due to the concomitant medication and not any inherent efficacy of the
experimental agent. Some studies have used multiple agents, in different doses, with some known to be specifically effective for the disorder under investigation. For
example, in some studies, comparing carbamazepine or valproate with placebo or lithium, patients have also received adjunctive antipsychotics, making firm
conclusions difficult (see the section “Alternative Treatment Strategies” in Chapter 10).

Concomitant medication should not be confused with rescue medications. The latter are nonspecific agents (or potentially effective drugs used in subtherapeutic
doses) used so that patients can remain in the study for an adequate time, allowing for a valid comparison between the experimental agent and placebo (or standard
drug). Often, rescue medications are used in the early phases and are decreased or eliminated before the critical evaluation at the end of the study. This enables
more patients to complete the study (fewer dropouts), with the early impact of the rescue medication having at best only minimal effects on the final evaluations.

Augmentation or Combination Drug Studies

When it is likely that a second drug used in a copharmacy strategy can produce a better effect than a single drug, all patients can receive the standard drug and also
be randomized to a second drug, placebo, or other comparator. Alternatively, designs can use placebo plus placebo, drug A plus placebo, drug B plus placebo, or
both drugs combined.

Sample Adequacy

Equally critical to a properly designed study is sample adequacy (i.e., size and appropriateness). It is hard to make definitive conclusions with very small
sample sizes (e.g., five per group) because variation is too great. The minimal sample size needed to make inferences also depends on how large the experimental
drug-placebo effect size is (i.e., the larger the effect size, the smaller the sample needed).

The population studied should also be appropriate to the disorder. For example, in a study of antibiotics for pneumococcal pneumonia, the subject population should
have this disease and not a viral pneumonitis. The same applies for an antipsychotic, which should not be studied in populations such as chronic, treatment-resistant
or agitated, developmentally disabled patients. If studying an agent thought to benefit treatment resistance, however, one might deliberately select a patient
population that satisfied such criteria.

Overly complicated entrance criteria may be counterproductive, in that patients who have a classic presentation may be excluded for trivial reasons because they fail
to meet one or more less-important criteria. This may result in too small a sample size and can lead to the inclusion of patients who technically fit the criteria but are
clearly inappropriate. This problem is particularly true with an uncommon disorder and with patients who are difficult to enroll in clinical trials (e.g., acutely manic).

Another issue is subjects who volunteer for an advertised study. Undoubtedly, some will have the true disorder, but others, although responding to an advertisement,
may only minimally meet symptom criteria and may not have spontaneously sought help otherwise. This situation is particularly apparent when the disorder
approximates normal emotions or problems. Some symptomatic volunteers may include newly recognized classic cases, whereas patients referred to a tertiary referral
center may be an atypical, treatment-resistant population.

Rating Scales

Reliable and valid rating instruments are important. While a global assessment of clinical improvement is important, a valid rating scales can also qualitatively rate
symptom change. In an open study, patients are often evaluated by the investigator's global impression, an approach obviously subject to bias. The use of adequately
normed and standardized quantitative scales to assess patients at baseline and during treatment provides an element of objectivity. A reliably trained rater using valid
instruments anchored by clear operational definitions makes it much harder for bias to enter, even if the study is not double-blind.

Data Analysis

The presentation of data and the statistical analysis are two critical factors. The inclusion of baseline and final ratings on each patient from a standardized (or
even a simple global, semiquantitative) scale, allows for useful comparisons between those on active treatment or placebo. Even if formal analyses are not done,
findings from such studies are often useful, and skeptical readers can always perform their own statistics.

Raw numbers provide the clinician with a “feel” for what actually happened, whereas the mean change scores on some abstract scale may have little intuitive meaning
to the clinician. It is best to have the data speak directly to the reader in an uncomplicated fashion, and such information should always be included.

Equally important is the use of suitable quantitative statistical analyses, including more complicated models, because they can hold certain variables constant, control
for artifacts, and provide supplementary information. Whatever statistics are used, they should be explicitly described in sufficient detail so the reader knows exactly
what was done and can make a judgment about their appropriateness. For example, there are many different types of analyses of variance (ANOVA), analyses of
covariance (ANCOVA), or multivariate analyses of variance (MANOVA), and some are not appropriate to the task at hand. If only the results of an ANOVA witha p <
0.001 are provided, the reader should be justifiably dubious, because this model may not be proper ( pis an estimate of the probability that the results occurred by
chance). Sufficient details are required to clarify which model was used, because the p value may be invalid with an inappropriate model.

Overly complicated statistics can introduce considerable bias into a study. When such models are used, they should be supplemented with raw data or simple, easily
understood statistics. Usually, many patients drop out before studies are completed. Observed data analysis uses only the data actually observed at that time point.



Endpoint analysis uses the last observation made on a subject. Patients often gradually improve or worsen. Some drop from the study when they get so much better
that they are discharged or it seems pointless to continue in the study. Some can deteriorate to a dangerous state, so that they must be dropped for clinical reasons.

In either case, reaching this point indicates that the drug is beneficial or not and is at least a qualitative endpoint. Last observation carried forward (LOCF), a standard
method of data analysis, carries the last data point forward week by week. Random regression models can estimate what would happen at a later time point,
assuming that patients change in a linear fashion. Improvement, however, often levels off. Thus, “creating” data points based on questionable assumptions can
potentially introduce substantial bias.

Classifying Study Designs

Several features should be considered when classifying study designs by their quality. Although our classification is arbitrary, it is intended as a device to focus on all
of the important criteria, not just one (e.g., “blinding”).

A class | controlled study satisfies at least the first 10 of these criteria:

Random assignment

No concomitant active medications

Parallel (or appropriate crossover) design

Double- blind, placebo control

Adequate handling of dropouts (e.g., intent-to-treat analysis)
Sample size adequacy

Appropriate population

Standardized treatment assessments

Clear, descriptive presentation of experimental data or use of suitable quantitative statistical analyses
Adequate dose of medication

Active control (e.g., active standard drug)
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The last criterion is a plus factor that enhances the value of any given study.

Class Il studies are those that satisfy at least six of the 11 criteria. For example, a single-blind study introduces more bias, but if the other criteria (e.g., random
assignment, parallel groups, etc.) are met, then the data may still be valid. An AB design with no randomization or statistical analyses may still have many excellent

“Maintenance/Prophylaxis” in Chapter 10). Such studies may have many elements of a better controlled design, including the following:

e Patients have a classic presentation.

® Objective, quantifiable, and meaningful measures are used to evaluate important clinical factors.
e An adequate sample is used.

® There is a longer period of observation.

A class Il study is one that meets at least five of the 11 criteria. Whereas these studies have some important elements of a controlled trial, many aspects are
uncontrolled. Because a bias can exist, however, does not mean it invalidates the result, only that it may. Because every question cannot be answered by a class |
design for reasons of practicality or cost, class Il and class Il studies are very useful to at least partially resolve questions that would not otherwise be addressed.

An example of a class lll study is the ABA design. A variable-length placebo lead-in period, drug period, and postdrug placebo period are suspect, however, because
many nonrandom variables can influence their length. The choice of when to start an active drug may correspond to a worsening of the patient's condition, whereas
the choice to stop treatment may foreshadow discharge with its own stresses. Such nonrandom events constitute major artifacts. With such a design, the staff can
guess early and late in the hospitalization that patients are on placebo, and that they are on active treatment in the middle of the study, making the blind more
illusionary than real.

Although there are many confounds with such a design, it does provide important information about whether a patient relapses when switched to placebo after an
active drug. It is not possible to do a meaningful statistical analysis on an ABA design because there is no control group for comparison. The fact that some patients
improve more on a drug in period B than in the placebo period A may be a factor of time or rater bias. Because there is no control group, one cannot say that this
improvement is better than what would have occurred in the natural course of the iliness. Relapse in the second placebo period, however, can provide some
information.

Although ABA designs are only marginally better than open trials, they may be somewhat relevant to another scientific question (i.e., once the disease process is
“turned off,” will patients relapse when placebo is substituted?). For most psychotropics, we do not know whether relapse will occur immediately after a drug is
stopped within a few days of achieving remission. The active disease may only have been suppressed, with relapse likely after discontinuation.

A mirror-image study (i.e., a design in which the time period on a new treatment is compared retrospectively with a similar time period without the new therapy) is often
more like the “real world” of clinical practice, and hence its results may be easier to generalize. The bias in mirror-image studies, however, comes from nonrandom
assignment and the absence of a blind. Because the control period occurred in a prior time segment, other variables could have changed in the interim. Without
blinding, there is no way to avoid the possible bias of an evaluator's enthusiasm for a given treatment. Careful assessment by objective measurements can attenuate
this bias.

Less Definitive Designs

Uncontrolled open studies are the most biased, with concomitant medication the source of greatest error. For example, a patient started on drug A who fails to
immediately respond then has drug B added, but drug A could have a delayed effect on the patient, which is falsely attributed to the addition of drug B. Some case
reports may attribute coincidental events to a specific drug. Thus, the critical reader should always clarify the role of concomitant medication as an artifact. Sometimes
clinical myths can develop from several case reports on the efficacy of a specific drug when all patients were also on concomitant medication. Rare side effects can
be defined by case reports, but the writer should always warn of coincidence, thus providing an honesty of purpose to the report.

Open designs can differ dramatically in their quality. Reports are often published on a variety of patients given different concomitant medications, diagnosed
without the use of inclusion or exclusion criteria, and with outcome determined by the clinical investigator's opinion, based only on memory. By contrast, others
include specified diagnostic criteria, include patients who are excellent examples of the disorder under study, use only one treatment, and are evaluated quantitatively
and concurrently. Often the most important ingredient in an open study is the investigator's clinical judgment, which is, in fact, the measuring instrument. Whereas a
more clinically experienced investigator may remain unbiased, those with less experience may unknowingly err in this regard. Open designs that incorporate
guantitative evaluation of the medical record are superior to those that rely on clinician recall. We feel that a good open study can be better than a small-sample ABA
study.

Systematic case-control studies (e.g., a nonrandomized control group) can also provide useful information, but unfortunately, they are rarely used in
psychopharmacology research. In situations when uncommon conditions or those that pose an imminent danger to the patient (e.g., neuroleptic malignant syndrome)
make it impossible to conduct prospective, controlled trials, case-control methodology can provide some degree of rigor. Because these studies are not
random-assignment, however, the outcome can be substantially biased.

Good observational case-controlled or cohort studies can make reasonably accurate estimates. Comparisons of observational and randomized studies by Benson and

however, and these comparisons may not have been representative of either design.

Finally, early in the investigation of a drug's effects, it is important to clarify which conditions are benefitted and which are not. For example, imipramine's efficacy for
depression was discovered after it had been initially developed for the treatment of schizophrenia. Other examples include discovery that imipramine helped in panic



attacks and that clomipramine was effective for obsessive-compulsive disorder. Because we cannot conduct class |, Il, or Il studies addressing all possible variables,
good open studies can lead to the discovery of valuable information.

Conclusion

We apply our classification of study designs throughout the text to help the clinician interpret the quality of results from clinical trials. Further, we give the critical
reader a perspective on the depth and validity of the available data. Most studies in our analyses of drug efficacy are class | or Il, and if not, we discuss the studies
accordingly.

STATISTICAL SUMMARIZATION OF DRUG STUDIES

Meta-analysis is a statistical method that combines data from individual drug studies to obtain a quantitative summary of their results. This statistical
approach includes the following:

® The overall effect (i.e., how effective is a drug)

* The probability that this overall effect is statistically significant

e The statistical confidence limits on the overall effect

® The extent of variability among all studies, as well as the degree to which it is accounted for by discrepant results from a small fraction of the total number of
studies

® The possible effects of methodological or substantive variables that could alter the outcome

When possible, meta-analyses were computed to summarize the overall effects from controlled clinical trials. These summarized data are used to compute an effect
size and to calculate the probability that a given drug is different from placebo and equivalent to or more effective than standard drug treatments. The goal is to
estimate the extent of clinical improvement with a specific treatment as an aid to therapeutic decision-making. In one sense, a meta-analysis can be seen as a
guantitative literature review using a more explicit and structured approach. Thus, it can complement a narrative review and often accompanies a literature summary

Unfortunately, efficacy is often assumed on the basis of clinical lore or by uncritically accepting the results of a few studies. An article may review several highly
publicized references to support a certain position, but the careful reader may find that many of the studies quoted are poorly controlled or report duplicate data. A
good example is the literature on clonazepam as a treatment for acute mania. Many review articles quote numerous references to support its efficacy, but a careful
scrutiny of the literature reveals only one small, controlled study, the interpretation of which is limited by the use of active concomitant medication (see the section
“Lithium Plus Benzodiazepines” in Chapter 10). Ideally, to make an informed judgment about a new drug, one should critically consider each individual study before
drawing any conclusions. Although the number of uncontrolled trials vastly exceed those of their better-designed counterparts, a surprisingly large number of
controlled reports are published. Meta-analysis can provide a systematic estimate of the merit of these data.

Omnibus Methods Versus Meta-Analysis

refer to such statistical models as omnibus or “vote-counting methods,” noting that they have a number of methodological problems. They do not weigh studies
according to the sample size. Furthermore, such methods only calculate one statistical parameter, indicating the probability that the studies considered together show
a statistically significant difference. As a result, they can be overly influenced by one or a few disparate studies.

An important difference between such methods and meta-analysis is the ability to clarify whether all studies included show a consistent effect size (i.e.,
estimate homogeneity). For example, if a few studies find a large difference and the majority none, an omnibus method might still conclude a statistically significant
difference. The appropriate conclusion, however, is that the results across studies are highly inconsistent. Thus, with omnibus methods, errors in a few small studies

compare experimental with control groups, using estimates of homogeneity.

One of the major purposes of meta-analysis is to demonstrate whether findings are consistently and overwhelmingly statistically significant when studies are
combined. When there is a consistent finding, with some studies clearly significant and others having strong trends, a box score method may misleadingly show some
positive and some negative outcomes. Frequently, large studies are clearly positive, but some of the smaller, ostensibly negative studies may actually show a strong
trend that does not reach statistical significance due to their limited sample size.

With meta-analysis the statistical significance of the combined results can be overwhelming when all the differences are in the same direction. For example,
when the authors performed a meta-analysis on the probability that maintenance antipsychotics produced a lower relapse rate in schizophrenics than placebo (53%
relapsed on placebo and 20% on maintenance antipsychotics), the difference was significant to 10 %% Typically, when multiple studies have the same outcome, the
results of a meta-analysis will be markedly statistically significant. By contrast, p values of 0.05 or 0.01 are very difficult to interpret because an artifact from a single
study could produce such “nonsignificant” significant levels.

Meta-Analytic Statistical Method

In preparing this book, we used a computer-assisted literature search for all studies on a given psychotropic, reviewed the bibliography of each report to identify other
pertinent articles, and also obtained translations of the relevant non-English language articles whenever possible. All double-blind, random-assignment studies in the
world literature that tested a given drug against placebo or other standard agents were systematically identified. Next, the standard techniques recommended by
powerful than discrete data, continuous data were preferentially used, when available, to derive the effect size. The sample size (N), mean (x), and standard
deviations (SDs) were extracted, as well as how many patients had a good or poor response by deriving a standard cutoff point to separate responders from
nonresponders. When a semiquantitative scale was provided, patients with moderate improvement or more were classified as “responders” and those with minimal
improvement, no change, or worse as “nonresponders.” For most medication studies, the majority of patients on placebo were usually rated only minimally improved.
Thus, this level of change is an appropriate choice for a cutoff point to distinguish drug versus placebo differences. We note here the importance of having an a priori

Graphic Inspection of Results

The essence of meta-analysis is inspection of the data. Thus, this approach produces a visual or numeric representation of each study in the context of all the
others. A review of the actual data gives the critical reader a feel for the data, as well as an index of suspicion if there is undue variability, which is far more important
than any statistical parameter.

Studies in the literature often present a wide variety of data obtained with different rating scales, measuring instruments, and statistical techniques, which makes it
difficult to compare results expressed in a wide variety of units. In statistics, actual scores are often converted to standardized scores by subtracting a given value for
each subject from the mean and dividing the result by the standard deviation. This creates a new value in Z score units, with a mean of zero and a standard deviation
of 1 (i.e., standard scores). In meta-analysis, the mean of the control group is subtracted from the mean of the experimental group and divided by the pooled group
standard deviation, a process similar to the concept of percent change score. Thus, data are expressed in uniform units rather than in actual raw score means and
standard deviations, which often vary substantially between studies. With meta-analysis, if a given study is discrepant (e.g., has a high placebo response rate or an
unusually high drug efficacy rate), it will stand out. This information can be expressed graphically, using Z units derived from effect sizes, or percent response versus
percent nonresponse, or the odds ratio (a statistical term used as an alternate to chi square). The reader can then note whether the finding is similar in all studies, or,
conversely, whether there is a big effect in some but not others.

Therefore, meta-analysis abstracts results from each study and expresses them in a common unit, so one can easily compare, which allows us to focus on
the hypothesis under examination rather than be distracted by the myriad differences among studies.



When the results from several studies are converted into similar units, a simple inspection of a graph or table readily reveals which studies have different outcomes
from the majority. Such discrepancies can also be examined by a variety of statistical indices. For example, one can calculate a statistical index of homogeneity,
remove the most discrepant study, and recalculate, revealing that all but one study is homogenous. If two studies are discrepant, one could remove both and again
reexamine the indices of homogeneity, and so on. For an example, we summarize the relative efficacy of unilateral nondominant versus bilateral electrode placement
for the administration of electroconvulsive therapy (ECT). Here, 10 studies had one result, and two others a different outcome (see Table 8-10 and Table 8-11, in
Chapter 8).

Effect Size

Effect size defines the magnitude of the difference between the experimental and the control groups regardless of sample size. This is quite different from
the statistical significance, which is the probability that such a finding may occur by chance, leading to rejection of the null hypothesis. Statistical significance is
determined in part by the sample size, so studies with a large number of subjects may find a highly significant result. In contrast, effect size is independent of sample
size. Thus, in a six-person study, if two of three patients are benefitted by an antipsychotic and one of three improve on placebo, this result would not be statistically
significant. But, if 200 of 300 patients benefit from an antipsychotic, while only 100 of 300 benefit from placebo, this would be highly statistically significant. Although
the effect size (i.e., 67% on drug and 33% on placebo improving) is the same in both studies, only the results of the second study are clearly statistically significant
because of its larger sample size.

The effect size of a continuous variable is frequently expressed as the difference between the mean of the experimental minus the mean of the control group divided
antipsychotic-treated patients averaged a 4.2-point"""iuﬁgfélé{mégon a 6-point improvement scale, whereas the placebo patients averaged only a 2.2-point increase (i.e.,
an average difference of 2 points). The standard deviation of these data was approximately 1.7, so in effect size units, the improvement was approximately 1.2 (i.e.,
2.0 £1.7) SD units. For discontinuous data, the effect size for a drug-placebo comparison is usually expressed as the difference between the percent improvement
with the experimental drug and the percent improvement with placebo.

Interpretation of Effect Size

When there are a number of double-blind studies, the question of efficacy is usually readily determined. If the probability of a drug's superiority over placebo is
massively significant (e.g., 101% to 10%°), and the effect size is consistent from study to study, the possibility of a false-positive outcome is nil. The only possible
exception is a major qualitative defect in the methodology.

Effect Size of Medical Drug Therapies

To provide a more general context in which to evaluate the effect sizes for various psychotropics, it is helpful to consider the data on the efficacy of various medical
treatments, such as penicillin and streptomycin for pneumococcal pneumonia or tuberculosis, respectively. At the time penicillin was discovered, double-blind
methodology was not used, and the standard therapy was sulfa drugs. In open studies, penicillin reduced the death rate from pneumonia by about 50%. When
streptomycin was introduced, double-blind, random-assignment designs were being used, and the British conducted a multi-sanatorium study. They established an
effect size for streptomycin, which can be expressed as a continuous variable (i.e., 0.8 effect size units) or as a discontinuous variable (i.e., 69% of patients improved

results ranged from completely ineffective to substantially beneficial, this represents an unbiased sample of effect sizes chosen from this time period.
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TABLE 2-2. Effectiveness of new drug adjunctive therapies after surgery in comparison to standard nondrug treatments (1964—72)

These examples quantitate the beneficial effects of an unbiased selection of standard antibiotics used as adjunctive treatments. The purpose is to give the clinician an
appreciation for the magnitude of improvement, while also allowing us to place recent psychotropics in the context of other drugs' efficacy for common medical and
surgical disorders. In general, psychotropics meet or exceed the effect of these medical drug treatments.

Confidence Interval

An important question in meta-analysis is the consistency of the results (i.e., its confidence interval). Thus, we not only want to know how much more effective a drug
is but whether all the clinical trials agree on the size of the therapeutic effect.

Presentation of the confidence interval facilitates evaluation of the reported data in original measurement units, which simultaneously incorporates the statistical
changes observed and the precision of the measurements in the units in which the data were measured. The confidence interval provides a bridge to clinical
importance, in that the reader can see the observed experimental change in the context of a range of uncertainty in the same units. Indeed, for this reason,
the reporting of confidence intervals is required by many periodicals.

Critical Issues in Meta-Analysis
There are several issues that must be considered when interpreting the results of a meta-analysis, including:

Choice of studies

Selection of patients who enter clinical trials
The “ file drawer ” problem

Pattern of results

Continuous versus catagorical data
Reporting of standard deviations

Crossover designs

Redundant data

Choice of Studies: The Need for a Valid Control Group

A critical methodological issue for a proper meta-analysis is the choice of studies. It is important that all studies meet reasonable criteria; otherwise, a potential
bias is introduced. We chose only those studies that had an appropriate control group, which provided a standard by which a drug's effects could be measured. By
contrast, there have been meta-analyses of multiple studies on psychotherapy, all done without comparison groups or with invalid comparison groups. Combining the



effect size of these studies only reflects the enthusiasm of the investigator rather than any true effect, because there is no valid comparison.
Patients Who Enter Clinical Trials

Most clinical trials study “voluntary” patients who enter a research setting and are kept drug-free for 1 or more weeks. Severely disturbed patients, however, are
usually not candidates for research. Because psychiatry lacks valid and reliable biological diagnostic tests, we do not know whether a given patient really has the
disease under study. Further, some of the symptomatic volunteers who are often used in outpatient studies may not actually have the disease.

File Drawer Problem

with positive outcomes were twice as likely to be published (and usually in more prestigious and therefore higher profile journals). Thus, there is a systematic
tendency for positive results to be reported and negative results to be “filed away” and go unreported.

To minimize bias consequent to the tendency not to publish negative data, we attempted to include all double-blind, random-assignment trials from meeting
presentations, reports of symposia, exhibits, or available unpublished data from the individual authors, the pharmaceutical industry, or the government.

Some investigators perform multiple statistical analyses and emphasize the most favorable outcome. Indeed, we have found reports of detailed statistical evaluations
of the positive aspect of a study, with only passing reference to a negative finding that was not statistically significant. An example of this is a report on the benefit of

mood-disordered counterparts (see the section “The Alcoholic Patient” in Chapter 14).

The methodological rigor of a good meta-analysis guards against biases, fortuitous results, and, most important, being overly influenced by a few positive reports.

Certain meta-analytic techniques, particularly the vote-counting or omnibus methods, carry forward any positive result to the final summary statistics. Also, with a
vote-counting method, one often tabulates the most positive rating outcome because it is emphasized by the study's author.

One safeguard is to calculate the number of patients whose negative results (hypothetically hidden in the file drawer) would result in converting a positive to a
negative meta-analysis.

We believe the file drawer issue is less of a problem in meta-analysis than in the narrative review, which often lists only those publications that support a particular
conclusion. Too often, narrative reviewers emphasize the results of other positive reviews. Thus, the reference list gives a false impression of more studies than were
actually done, because duplicate publications and review articles are quoted as if they were independent studies. Other problems include:

e Studies listed as “controlled” do not include random-assignment or a valid control group.
¢ Studies are misquoted.

e A conclusion or abstract is quoted but is not consistent with the data in the article.

® The same data appear in multiple publications.

Interpretation of the Pattern of Results

The pattern and consistency of results across all studies are very important. For example, if there are a few small-sample positive studies and many
large-sample negative studies, it is likely that the smaller studies were aberrations or wishful thinking. If the results between individual studies are highly discordant, it
is a mistake to conclude that the overall effect is significant. Rather, the conclusion is that some studies show a drug effect and others do not, requiring one to explain
the discrepancy. It is preferable to evaluate studies by some a priori criteria for methodological rigor and then examine whether there is a similar effect size in the
more versus less rigorous studies.

Continuous Versus Categorical Data

For the most part, the meta-analyses used in this text are based on fourfold contingency tables, which include the number of responders or nonresponders
to a given treatment. An advantage of dichotomous data is that information from each individual subject can be abstracted (i.e., the results come from actual
patients). In one sense, this is not strictly a meta-analysis, because calculations are not done on summary statistical parameters but on observations of individual
subjects. Such an approach has the advantage of directness, however, because the percentage of patients who respond or do not respond to a new treatment,
standard treatment, or placebo is intuitively meaningful to clinicians, whereas a change of 0.8 SD units may not be.

Reporting of Standard Deviations

A meta-analysis for continuous data cannot be calculated unless the pertinent standard deviations are known. Unfortunately, clinical reports often give the sample
size and mean ratings for the various groups but do not report the standard deviations (or standard error of the mean), which are necessary for effect size
calculations. Thus, investigators should always report the indices of variability (e.g., confidence intervals, SDs) for the critical variables related to their primary
hypothesis.

Crossover Designs

Because there was no method for doing a meta-analysis with crossover designs, we developed a method (a variation on Hedges' method for uncrossed designs) with

Redundant Data

It is inappropriate to statistically evaluate a patient studied with two different measures as if that patient were two different subjects (i.e., each patient can only be
counted once). For example, investigators may initially report on the first 20 subjects, and in a second paper, report on a total of 60, including the original 20 subjects.
The same patient counted twice (or more) will magnify any finding. Additionally, a bias is introduced by giving undue weight to the findings of groups who report their
data in multiple publications, as opposed to those reporting their findings only once. Meta-analysis should eliminate duplicate publications of the same data.
Conclusion

The information presented in this section provides the background for later sections, which will quantitatively summarize the controlled literature for the various
classes of psychotropics. In all cases, the data were obtained from controlled, clinical trials comparing a new (or experimental) treatment with placebo or a standard

agent. The goal of these summations is to give a reader the critical “bottom line,” devoid of our subjective bias, as well as the bias from isolated publications
inconsistent with the trend seen when the controlled data are combined.

PATIENT ISSUES

Effects of Gender

These include:

e When an iliness is more prevalent in one gender (e.g., major depression)



® When an illness is unique to one gender

® When an illness is more severe in one gender
* When risk factors differ by gender

® When treatment response differs by gender.

Informed Consent
Assessment of Capacity to Consent

Treatment always implies a contract between the patient (consumer) and clinician (provider). Any contract assumes a patient has both the capacity to give
consent and the willingness to do so. Clinicians who treat patients decide a question of capacity (either explicitly or implicitly) each time they hospitalize, perform

in any clinical decision to provide treatment. There is an analogy to be drawn between capacity and mental illness. Clinicians often do not agree on the definition of a
mental disorder, but it is a concept that is of constant practical significance. Persons are committed as a result of a mental disorder that significantly impairs their
judgment, or are released if found not to have one. When insanity is an issue, persons will or will not be held responsible for their actions because of a mental
disorder. With great difficulty and appreciable limitations, psychiatrists have developed standards for recognizing and categorizing these disorders. Although
acceptance of the standards is not unanimous, they are at least consensual.

With psychiatric outpatients who are legally competent, issues of consent are not pertinent. These patients can simply take or not take their medication. In contrast, in
the hospital setting (especially the public sector) there are a number of involuntary patients for whom legal issues are very relevant. Whereas voluntary patients can
simply leave the hospital, involuntarily committed patients cannot. Further, although they can refuse oral medication, it can be given by injection when warranted.

We advocate a consumer-oriented approach to the clinician—patient relationship. Thus, a therapist should be an educator and advisor, rather than dictating
treatment. Because patients must live with their disease, as well as tolerate the prescribed treatments, they should play an active part in related decisions. Ideally,
different options are examined for their relative merits, and then the clinician recommends a treatment plan. In the typical outpatient practice, the two parties agree
with the assessment and the treatment plan, with the patient always having the final say. If there is disagreement, a compromise can often be reached that is
satisfactory to both. A third scenario occurs when a compromise cannot be reached. In most instances, the patient seeks care elsewhere, because clinicians, in good
conscience, cannot comply with a treatment plan inconsistent with their professional judgment or solely dictated by the patient. Examples include the paranoid
individual who declines medication based on delusional ideation but who is not committable, and the drug-seeking patient who demands medication that the physician
cannot ethically prescribe.

The one exception to this approach involves patients who are unable to make an informed decision on their own behalf or who pose an immediate danger by virtue of
their mental disorder. In this instance, the patient is protected by both the legal and medical systems. The laws of most states allow commitment when patients are an
imminent danger to self or others due to their mental disorder. When no active treatment was available, confinement was the only option. With the availability of very
effective drug therapies, hospitalization now typically lasts no more than a few weeks. Thus, treatment should be the focus of the medicolegal dialogue, with
confinement only a vehicle to ensure its adequacy. Hospitalization without drug treatment is preventive detention. Medications treat the illness and, as a
consequence, patients can return home with full rights not to take medication.

We suggest specific procedures for the clinical assessment of capacity to consent, as well as permissible courses of action that logically follow such assessments ( 15)
(Fig. 2-1).
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FIG. 2-1. Assessment of capacity to consent. Adapted from Janicak PG, Bonavich PR. The borderland of autonomy: medical-legal criteria for capacity to consent. J
Psychiatry Law 1980;8:379.

Mental Status Exam

Ability to Communicate. The mental status exam is critical to the determination of a patient's capacity to consent, and the ability to communicate is an
absolute prerequisite (see the section “Diagnostic Assessment” in Chapter 1). Psychomotor impairments such as mutism or catatonia (withdrawn type) would
severely affect an individual's fundamental ability to communicate any appreciation of the issues involved and their ramifications. Although an individual may actually
be well oriented and may intellectually appreciate and even later remember events that occurred and the issues involved, that person is not capable of consenting if
unable to demonstrate these faculties.

Memory. If a patient is able to communicate, the next factor to consider is memory. Most commonly recent recall is impaired, but in an acute situation (e.g.,
drug-induced delirium), immediate memory may also be disrupted. Frequently, immediate and recent memory impairment are superimposed on a more chronic organic
state (e.g., degenerative dementia), with additional problems in remote memory. The more memory components involved, and the greater the severity of impairment in
any one of them, the less able an individual will be to adequately register, retain, and recall information necessary to give consent. The most critical memory
components involve the immediate-recent spectrum of functioning. Gross dysfunction can usually be tested by the standard mental status examination. Intact
immediate—recent memory components are also a prerequisite to giving informed consent.

Orientation. In acute biological derangements such as phencyclidine intoxication or an electrolyte imbalance, disorientation can occur to all spheres (e.g., person,
place, time, situation, and even spatial relationships). A person severely disoriented to a situation clearly lacks capacity, being unable to appreciate the nature of the
interaction. One may be disoriented to other spheres, however, and still be capable of consenting. The clinician should ascertain which spheres are affected, as well
as the severity of dysfunction in each. If there is a significant impairment of both memory and orientation, capacity should be regarded as at least diminished, if not
entirely lacking. Because these problems may have a fluctuating course, intermittently improving and deteriorating, repeated assessment over time is necessary to
reach a valid conclusion. In summary, both memory and orientation must be substantially intact to support a conclusion that the patient can give consent.

Intellectual Functioning. The quality of a patient's intellectual functioning in the context of that person's educational, social, and cultural experiences must also be
considered. Minimally, a patient should demonstrate the ability to express an understanding of basic issues at an appropriate level. This cognitive process can be
tested by asking the patient to summarize or to reformulate and express a concept, question, or situation posed by the examiner. This exercise obviously calls for
clinical judgment in choosing the items to which the patient responds, as well as in evaluating the intellectual level shown by the responses. The likelihood of clinical
bias is generally greater the “higher” the cognitive process under examination. In a sense, one may be able to do no better than conscientiously apply one's own
“reasonable person” standard. The threshold for adequate intellectual function is a response that provides evidence of intact abstract and logical



processing.

Reality Testing. Next to be evaluated are perception of reality and the quality of thought content. An example would be a severely depressed patient who expresses
feelings of guilt and worthlessness, at times to the extent of misperceiving the explanation of a treatment that is prescribed. For instance, from the clinician's
viewpoint, the presented treatment recommendation is a means of alleviating the vegetative signs of depression; however, from the distorted viewpoint of a severely
depressed patient, this may be interpreted as a justifiable punishment. A careful explanation of the mode and purpose of a proposed treatment should be followed by
attempts to elicit feedback from patients that will reveal the extent of their reality testing.

Insight and Judgment. Issues of insight and judgment are more difficult to assess and can be conceptualized as the culmination of the previously discussed factors. At
the very least, patients should manifest a basic awareness of the relationship between specific events in their life and the condition for which treatment is proposed.
This would define the minimal insight necessary to give consent.

Although generally assessed together, intact insight does not imply sound judgment, which also involves an awareness of the current condition (i.e., a comprehension
of both the problem and the process by which its alleviation may be accomplished). This assessment should be made in light of the patient's own expressed values, a
process best accomplished by eliciting the premises that underlie the patient's decisions. If these premises have the quality of “reasonableness” (though perhaps, in
the clinician's opinion, erroneous), it should be concluded that the patient has capacity. If they are not “reasonable,” the inquiry should continue, with one possibility
being that the premises are the product of the patient's illness. This conclusion would mitigate against a finding of capacity, though it should not be conclusive. It is
only when the basis for a decision is clearly the result of the illness that the unreasonableness of the decision may indicate a lack of capacity. Thus, if the decision is
unreasonable but is not the product of the iliness, there should be a finding of capacity.

69.2+5.3) with younger (mean age = 33.7+6.6) medical patients for capacity to consent. Although both groups tended to make reasonable decisions, the elderly
patients demonstrated poorer comprehension for various elements of the informed consent process. Thus, special care must be taken to ensure that older patients
comprehend sufficiently to give a valid consent.

Tests of Capacity

e “Evidencing a choice, ” which verifies the presence or absence of a decision by a patient for or against treatment

® The “reasonable outcome of choice” test, which evaluates the patient's ability to reach the “reasonable,” the “right,” or the “responsible” decision

® The “choice based on rational reasons” test, which attempts to ascertain the quality of a patient's thinking and whether it is a product of mental illness
e The “ability of the patient to understand” the risks, benefits, and alternatives to treatment (including no treatment)

* The “actual understanding,” which defines competence based on the accuracy of the patient's perceptions.

risk-benefit ratio of treatment and the valence of the patient's decision (i.e., consent to or refusal of treatment). We include valence as a factor in our guidelines,
because agreement or lack of agreement between the patient and the clinician may dictate different courses of action, given the overriding preference to be in accord
with the expressed wishes of the patient. We exclude the risk—benefit ratio as a factor, however, because ideally this consideration should occur before or after an
assessment of capacity, but not as part of the actual determination.

Algorithm for Assessing the Capacity to Consent

We relate the major components of a psychiatric evaluation to various tests formulated by the courts. This schema assumes an adult patient not under legal
guardianship with a nonemergent disorder. Components of the psychiatric evaluation are listed in the order they should be considered. We indicate the various
courses of action the clinician may take (e.g., seek court determination of capacity to consent), relating the various tests of capacity to the most pertinent clinical

Obtaining Informed Consent

Once capacity has been assured, a patient's decision to accept or to refuse treatment must be ascertained as being inf