


PRINCIPLES AND PRACTICE

OF CLINICAL

ELECTROPHYSIOLOGY 

OF VISION



This page intentionally left blank 



PRINCIPLES AND PRACTICE

OF CLINICAL

ELECTROPHYSIOLOGY 

OF VISION

Second Edition

Editors: John R. Heckenlively and Geoffrey B. Arden

Associate Editors: Steven Nusinowitz

Graham E. Holder

Michael Bach

THE MIT PRESS
CAMBRIDGE, MASSACHUSETTS
LONDON, ENGLAND



© 2006 Massachusetts Institute of Technology

All rights reserved. No part of this book may be reproduced 
in any form by any electronic or mechanical means (including
photocopying, recording, or information storage and retrieval)
without permission in writing from the publisher.

MIT Press books may be purchased at special quantity
discounts for business or sales promotional use. For
information, please email special_sales@mitpress.mit.edu or
write to Special Sales Department, The MIT Press, 55
Hayward Street, Cambridge, MA 02142.

This book printed and bound in the United States 
of America.

Library of Congress Cataloging-in-Publication Data

Principles and practice of clinical electrophsyiology of vision
/ editors, John R. Heckenlively and Geoffrey B. Arden ;
associate editors, Steven Nusinowitz, Graham E. Holder,
and Michael Bach—2nd ed.

p. ; cm.
Includes bibliographical references and index.
ISBN 0-262-08346-9
1. Electroretinography. 2. Electrooculography. 3. Visual

evoked response. I. Heckenlively, John R. II. Arden,
Geoffrey B. (Geoffrey Bernard)

[DNLM: 1. Electroretinography. 2. Electrooculography.
3. Electrophysiology. 4. Evoked Potentials, Visual. 5. Vision
Disorders—physiopathology. WW 143 P957 2006]

RE79.E4P75 2006
617.7¢1547—dc22

2006041876

10 9 8 7 6 5 4 3 2 1



v

Foreword xiii

Preface to the Second Edition xvii

Preface to the First Edition xix

Contributors xxi

I HISTORY AND BACKGROUND TO 
MODERN TESTING 1

1 History of the Electroretinogram
A. F.  R 3

2 History of Electro-Oculography
G B. A 11

3 History of Visual Evoked Cortical Testing
G F. A. H 15

II ANATOMY OF THE RETINA, PRINCIPLES 
OF CELL BIOLOGY IN THE VISUAL PATHWAYS:
FUNCTIONAL, PHYSIOLOGICAL, BIOCHEMICAL,
MOLECULAR, BIOLOGICAL 21

4 The Photoreceptor–Retinal Pigment Epithelium Interface
G S. H and L V. J 23

CONTENTS



vi 

5 Membrane Mechanisms of the Retinal Pigment Epithelium
O S 37

6 Functional Organization of the Retina
H K 47

7 Phototransduction and Photoreceptor Physiology
W. C S 65

8 Synaptic Transmission: Sensitivity Control Mechanisms
G F and R S 79

9 Structure and Function of Retinal Synapses: Role of Cell Adhesion Molecules 
and Extracellular Matrix
W J. B, T C, M K. M, and 
D D. H 93

10 Central Disorders of Vision in Humans
C A. G 109

III ORIGINS OF SLOW ELECTROPHYSIOLOGICAL
COMPONENTS 121

11 Origin and Significance of the Electro-Oculogram
G B. A 123

12 Orgins of the Electroretinogram
L J. F 139

13 The Origin of the Pattern Electroretinogram
M B and M B. H 185

14 The Multifocal Electroretinographic and Visual Evoked Potential Techniques
D C. H 197

15 Origin of the Visual Evoked Potentials
M F and M B 207

IV EQUIPMENT 235

16 Data Acquisition Systems for Electrodiagnostic Testing
C H and S N 237

17 Electrodes for Visual Testing
S G. C 245

18 Amplifiers and Special-Purpose Data Acquisition Systems
J. V O 255



 vii

19 Stimulus Devices, Calibration, and Measurement of Light
C H 265

V DATA ACQUISITION 285

20 1. Introduction to the ISCEV Standards
M F. M and E Z (   
    ) 287

2. EOG Standard
M F. M and E Z (   
    ) 289

3. Standard for Clinical Electroretinography
M F. M, G E. H, M W. S, and 
S Y (     
  ) 290

4. Standard for Pattern Electroretinography
M B, M H, G E. H, M F. M,
T M, V, and Y M (   
     ) 297

5. Visual Evoked Potentials Standard
J. V O, M B, C B, M B,
M F. M, A P T, G E. H, and
V (       
 ) 301

6. Guidelines for Basic Multifocal Electroretinography
M F. M, D C. H, D K, M K,
M W. S, and Y M (   
     ) 309

21 Multifocal Techniques
D K and S P 319

22 The Pattern Electroretinogram
G E. H 341

23 Assessing Infant Acuity, Fusion, and Stereopsis with Visual Evoked Potentials
E E. B 353

24 Aging and Pattern Visual Evoked Cortical Potential
E A-U 361

25 Aberrant Albino and Achiasmat Visual Pathways: Noninvasive 
Electrophysiological Assessment
P. A and L. J. B 369

26 Clinical Psychophysical Techniques
K R. A 399

27 Measurement of Contrast Sensitivity
G B. A 413



viii 

28 Suppressive Rod-Cone Interaction
T E. F 417

29 The Use of Fluorescein Angiography as an Adjunct to Electrophysiological Testing
J R. H 423

VI DATA ANALYSIS 429

30 Experimental Design and Data Analyses in Vision Function Testing
S N 431

31 Analytical Techniques
L. H   T and O E 439

32 Reverse Correlation Methods
B R. C and M S. L 461

33 Stimulus-Response Functions for the Scotopic b-Wave
A B. F and R. M. H 473

34 Kernel Analysis
J. V O 479

35 Measuring the Health of the Human Photoreceptors with the Leading Edge 
of the a-Wave
D C. H and D G. B 487

VII PRINCIPLES OF CLINICAL TESTING 503

36 Localizing Lesions in the Visual System
G E. H 505

37 Paired-Flash ERG Analysis of Rod Phototransduction and Adaptation
D R. P 519

38 Hyperabnormal (Supranormal) Electroretinographic Responses
J R. H and S N 533

39 Technical Issues in Evaluating Patients for Therapeutic Trials
B E, P J. F, and R G. W 541



 ix

VIII OTHER PROTOCOLS FOR RECORDING OF ERG AND
SLOWER POTENTIALS, TECHNICAL ISSUES, AND
AUXILIARY TESTING TECHNIQUES 547

40 Early Receptor Potential
G L. F 549

41 Nonphotic Standing Potential Responses: Hyperosmolarity, Bicarbonate,
and Diamox Responses
K K, J T, and K W 553

42 Direct Current Electroretinogram
S E G. N 557

43 The Oscillatory Potentials of the Electroretinogram
P LC 565

44 Flicker Electroretinography
D G. B 581

45 Chromatic Recordings of Electroretinograms
K K, J T, K W, and 
Y S 585

46 Adaptation Effects on the Electroretinogram
P G and C M 593

47 Clinical Electrophysiological and Psychophysical Investigations into Color Defects
G B. A and T B 597

48 Causes and Cures of Artifacts
G B. A 615

IX PRINCIPLES OF CLINICAL TESTING AND EVALUATION OF
VISUAL DYSFUNCTION FROM DEVELOPMENTAL, TOXIC,
AND ACQUIRED CAUSES 621

49 Testing Levels of the Visual System
J R. H, R G. W, and G B. A 623

50 Effects of High Myopia on the Electroretinogram
S N 631

51 Electrodiagnostic Testing in Malingering and Hysteria
G E. H 637

52 Developmental Amblyopia
D T 643



x 

53 Visual Evoked Potentials in Cortical Blindness
E A-U 651

54 Drug Side Effects and Toxicology of the Visual System
E Z 655

55 Mitochondrial Diseases
A B. H. S and N J. N 665

X EVALUATION OF VASCULAR DISEASES, INFLAMMATORY
STATES, AND TUMORS 673

56 Diseases of the Middle Retina: Venous and Arterial Occlusions
M A. J 675

57 Acute Disorders of the Outer Retina, Pigment Epithelium and Choroid
S E. B 683

58 Autoimmune Retinopathy, CAR and MAR Syndromes
J R. H, N A, and G E. H 691

59 Ischemic Optic Neuropathy
G E. H 699

XI CLINICAL DESCRIPTIONS: RETINAL PIGMENT
EPITHELIUM DISEASES 703

60 Gyrate Atrophy of the Choroid and Retina
R G. W 705

61 Dominant Drusen
E H, F M, and C W 717

62 Stargardt Disease
D G. B 727

63 Bietti’s Crystalline Dystrophy of the Cornea and Retina
R G. W and D J. W 735

64 Leber Congenital Amaurosis
R K. K 745

65 Pattern Dystrophies
M F. M 757

66 Best Vitelliform Macular Dystrophy
G A. F 763



 xi

67 Sorsby’s Fundus Dystrophy
M P. C and K W. M 769

XII DISEASES OF THE OUTER RETINA 775

68 Choroideremia
I M. MD and M C. S 777

69 Retinitis Pigmentosa
D G. B 781

70 Cone Dystrophies and Degenerations
J R. H 795

71 Vitamin A Deficiency
R E. C 803

XIII DISEASES OF THE MIDRETINA (INCLUDING NEGATIVE
WAVEFORM DISEASES) 807

72 Differential Diagnosis of the Electronegative Electroretinogram
R G. W and P J. F 809

73 Juvenile X-Linked Retinoschisis
P A. S, I M. MD, and N W. K 823

74 Congenital Stationary Night Blindness
Y M 829

75 Quinine Retinopathy
G E. H 841

XIV OPTIC NERVE AND CENTRAL NERVOUS SYSTEM
DYSFUNCTION 843

76 Leber’s Hereditary Optic Neuropathy
Y O 845

77 The Pattern Electroretinogram in Glaucoma and Ocular Hypertension
G L. T 851

78 Chiasmal and Retrochiasmal Lesions
G E. H 857



xii 

79 Optic Nerve and Central Nervous Dysfunctions: Parkinson’s Disease and 
Multiple Sclerosis
I B-W and A A 867

80 Diseases of Fatty Acid Storage and Metabolism: Neuronal Ceroid Lipofuscinoses
and the Long-Chain 3-Hydroxyacyl-CoA Dehydrogenase Deficiency
D G. B and R G. W 889

XV ANIMAL TESTING 897

81 Evaluating Retinal Function in the Mouse Retina with the Electroretinogram
S N and J R. H 899

82 Electroretinograms of Dog and Chicken
S P-J, N T, F M-F, and
N W. K 911

83 Electroretinographic Testing in Larger Animals
K N 923

84 Visual Evoked Potentials in Animals
W R 935

Index 949



xiii

FOREWORD

History of the ERG Through Early Human Recordings: A Preface
Ragnar Granit* (1900–1991)

Karolinska Institutet for Neurophysiology

It is of some interest to note that the electroretinogram (ERG) was discovered in two inde-
pendent laboratories and that in both cases, it emerged from different but false assump-
tions. The Uppsala physiologist Professor Frithiof Holmgren was inspired by his famous
teacher, DuBois-Reymond of Berlin, who discovered the electrical nature of the nerve
impulse, then known as “the negative variation,” as elicited by an electrical shock to a
nerve.1 With better recording instruments available in the early 20th century, the more
precise term action potential came to be used, and Holmgren’s question was “Could the 
negative variation also be obtained when a natural stimulus such as light was used?”

To this end, he placed recording electrodes on the front and at the back of a frog eye
and was rewarded by observing a response to a light flash. At the time (1865), he thought
that he had recorded an electrical mass discharge from the optic nerve, thus confirming
DuBois-Reymond’s discovery. I assume that Holmgren must have been worried by the fact
that he also saw another electrical response at cessation of illumination, or why otherwise
would he have started shifting his electrodes around the bulb to conclude in 1870 that the
current distribution required the observed responses to have arisen in the retina itself ? The
date of understanding what he had recorded is thus 1870, the real birth date of the ERG.

Responsible for an independent discovery of the ERG were two young Scotsmen, Dewar
and McKendrick.1 The former later became the brilliant physicist Sir James Dewar, head
of the Royal Institution in London, the latter ultimately professor of physiology at the Uni-
versity of Glasgow. The year was 1873, and in that year, photoconductivity in selenium
had been first reported in Great Britain by Willoughby Smith.1 The Edinburgh scientists,
not knowing about Holmgren’s findings, wondered whether some similar photoelectric
effect initiated the activity in the retina.

To make a long story short, I quote the greater part of a letter from McKendrick to
Holmgren:

Sir, I send along with this letter a number of papers of which I respectfully beg your acceptance. Among these you will
find a Memoir by Mr. James Dewar and myself on the physiological action of Light, in which we give details regard-
ing an experimental research we made as to the specific action of light on the retina. This research was begun, carried
on and concluded, and the Memoir was actually printed, before we were aware of your most admirable work as pub-
lished in the Uppsala Journal. You will observe that at the end of the Memoir we have added an Appendix in which
we at once acknowledge your priority in the discovery. We have had your papers translated from Swedish, and it is sat-
isfactory to know that our independent work corroborates yours in almost every particular.

. . . Meantime with every sentiment for you and in admiration of your work.1

* Professor Granit won the Nobel Prize in Medicine in 1967 with corecipients George Wald and Haldan Keffer 
Hartline.
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Dewar also succeeded in recording from the human eye, and so 1877 became the year
of birth of the ERG of the human.

The slow galvanometers of that period prevented further development. Actually, the
first author to describe the full phasic display of the ERG was Gotch1 in 1903, who used
the capillary electrometer and a frog eye, which, as we know now, is a more complex struc-
ture than that of mammals because it has to operate at a level of precision that the
mammals can achieve only by recourse to cortical centers. But in that same year, Einthoven
developed his string galvanometer, fast and sensitive enough for the recording of both
ERGs and electrocardiograms (EKGs), the latter being Einthoven’s main interest. It came
to dominate instrumentation in electrophysiology for some 20 years, or until electronic
amplification became available, and soon was applied everywhere. The first amplifiers for
ERG were developed by the American physicist Chaffee and his team in 1923.1 Again the
frog eye was their preparation. From that time on, after sufficient amplification, any fast
recording instrument could be used in neurophysiological experimentation, the most
popular being at first the Matthews oscillograph, later the cathode ray.1

The pioneer Dewar was followed some 45 years later by Kahn and Lowenstein (1924)1

and Hartline (1925).2 The former pair realized that the Einthoven string galvanometer
made recording of human ERGs possible. Their aim was clinical, but they concluded that
the technique was too difficult for clinical purposes. Hartline, in the course of recording
ERGs from different animals, also included the human. He had some good records but
never returned to ERGs because he became permanently fascinated by the single-fiber
preparation. I have followed his scientific development in the Biographical Memoirs of Fellows
of the Royal Society.2

In the early 1930s, I was engaged in the Oxford laboratory of Sir Charles Sherrington
in an analysis of the obviously complex EFG. For this end, I employed the more compact
and sturdy Edelmann permanent magnetic string galvanometer, with which the risk of
breaking strings was greatly reduced. It was used with a homemade amplifier base on a
circuit I had received from Hartline, who, I believe, had it from K. S. Cole. E. D. Adrian
had given me good advice on the choice of vacuum tubes. Two of my Oxford friends,
Sybil Cooper and R. S. Creed,1 collaborated to make an attempt at the human ERG, and
we had records with b-waves on the order of 0.35mV alike in the central and peripheral
vision. At about the same time, some records were published by Sachs (1929) and Groppel,
Haass, and Kohlrausch (1938).1 In 1940 and 1941, Bernhard,1 in the course of the elec-
troencephalographic (EEG) work, also recorded ERGs from some subjects. Perhaps the
advent of EEG contributed to making clinically-minded scientists less afraid of electrically
based techniques. This development synchronized happily with the advent of more robust
and easily handled commercial EEGs.

The long latency of the clinical application of around 1925 depended partly upon tech-
nical difficulties. It certainly had to await the advent of electronic amplification. But then,
why did I not, for instance, try to mobilize ophthalmologists in Stockholm to come to my
laboratory for the necessary instructions for clinical application? Actually, I was skeptical
about the outcome. It seemed to me that there might well be significant information within
the virtually monophasic human ERG, but it would be difficult to extract in comparison
with what I had been able to do with the ERGs of cats and frogs 10 years earlier. But
Karpe was insistent and of course received the necessary elementary advice from our 
laboratory. The work itself was carried out at the Ophthalmological Department of
Karolinska Institutet. So by dint of hard work, Karpe became the first to prove that 
clinical ERG was both possible and worth doing. Thus, a new field of approach to ocular
disease had been opened, and soon it was developed in many directions. We did not know
at the time that during the war the able American psychologist Lorrin Riggs1 had designed 
a contact lens electrode for the recording of ERG in man. Karpe designed one 
independently.

January 10, 1989
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We are very pleased to present a second edition of The Principles and Practice of Clinical Elec-
trophysiology of Vision. It has been a considerable undertaking and has taken 5 years. We
would like to take the opportunity to thank the authors who generously contributed their
fine work and ideas. Most of the chapters have been rewritten, and many new topics have
been added. As before, we have adopted the policy of having some differences of opinion
between authors so that the reader will obtain the benefit of different points of view, and
we have tried to cover a broad perspective, including historical introductions and a wealth
of references for serious students. The first edition of this book sold out in 6 months, which
would have been extremely gratifying to the editors and authors had the original printing
been in a larger quantity! We now have a new publisher who has assured us that it is in
the business for the long run and will keep up with demand. We are pleased with the pub-
lisher’s track record in the field of neuroscience publication.

For the past 15 years, we have been asked repeatedly where any copy of the first edition
could be obtained. The apparent demand for this material and the fact that there is indeed
a great deal of new information in the field of clinical electrophysiology convinced us that
we should try for a second edition despite the proliferation of online information. We have
tried to include material that is likely to become more important in the next decade, in
which period we hope that this edition will be helpful to workers in the field, both to orient
themselves to what is new and to obtain a perspective of the subject and its remarkable
development in the past century. In particular, we have added reports on multi-
focal techniques, the recent advances in analysis of abnormalities in disease, and the 
applications of these techniques to the study of genetic abnormalities in humans and
animals.

The high quality of this reference book directly reflects the expertise and broad knowl-
edge of its authors, to whom full credit must be given. Each of them took time from very
full schedules to contribute their chapters, and we thank them most sincerely. We would
also like to thank the many colleagues who contributed to this base of data and made this
volume possible. In addition, the editorial staff at MIT Press (especially Ms. Barbara
Murphy) was most supportive and deserve all our commendations. The role of
ISCERG/ISCEV should be acknowledged in providing organizational support for the
development of the field. The field of clinical electrophysiology has come a long way since
Karpe did his initial human studies in the 1950’s.

Geoffrey B. Arden
John R. Heckenlively

PREFACE TO THE SECOND

EDITION
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“Scribble, scribble, scribble,” said the Duke of Gloucester to the author of The Decline and
Fall of the Roman Empire. “Always another damn thick square book, eh, Mr. Gibbon?” When
we first saw the height of the pillar of our page proofs, our feelings were mixed: pride at
the industry of the contributors competed with wonder that Gibbon had recorded the
thousand-year history of the entire civilized world in considerably fewer pages than seemed
necessary to describe a specialized branch of applied clinical science is barely 50 years old
(and, of course, Gibbon incorporated a much greater number of jokes in his volumes than
do we).

The need for an authoritative text was borne on us by conversations with our colleagues
when the possibility of the book was first raised some 4 years ago. There are several excel-
lent works—some of them in English—that deal with various aspects of clinical electro-
physiology and the eye. None of them completely meets the needs of the worker in the
clinical laboratory, in the sense that detailed practical information on techniques and prac-
tical problems is needed in the same volume as the basic physiology and anatomy, the 
theoretical concepts, and the clinical findings. All these disciplines are encountered (if not
mastered) by a practitioner in this field, and, in our experience, a successful practitioner must
refer fairly frequently to such sources to understand and properly utilize the developments
in the field. We have aimed at complete coverage for such persons, but of course we could
not include articles on every topic. Many important aspects of cortical and lateral genic-
ulate structure and function and the biophysics of excitable tissue have not been covered.
We have regretfully not included many fascinating aspects of retinal biochemistry and cell
biology. These we thought to be of lesser clinical relevance than the material on ancillary
and clinical methods of examination.

The itch to be encyclopedic was not to be resisted, when several chapters, received early
in the project, seemed to break ground either in the completeness of exposition or in the
elegance with which difficult subjects were explained. We also were able to include as a
contributor a founder of the field—Ragnar Granit—who recruited Goste Karpe to exploit
the new electrophysiology for the purposes of clinical ophthalmology. This led to the bur-
geoning of the subject. Happily, this process continues, implying that any future book on
this subject must be selective. Today, however, we have been able to present more than one
contribution on the same topic, and thus not stifle discordant opinions, which are to be
expected in so young a discipline. This is not to say we have not edited our contributors’
results to minimize overlap, and we apologize to those of them who are smarting at out
pruning. Our thanks are due to them all, and in reading their contributions we have our-
selves learned a great deal about our own subject.

Our thanks also to our staff who assisted us, colleagues of the International Society for
Clinical Electrophysiology of Vision who encouraged the project, and the people at 

PREFACE TO THE FIRST

EDITION
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Mosby-Year Book who graciously allowed us to turn a book of 350 pages into one of more
than 800!

Errors of omission are all our own, and especially, in the choice of authors: we have
turned to a considerable extent to the younger contributors in the field, in the confident
expectation that their increasing reputations will add luster to the book.

John R. Heckenlively
Geoffrey B. Arden
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Early discoveries

In 1849, DuBois-Reymond27 discovered in excised tench (fish)
eyes a potential of about 6mV when using an electrode
placed behind the eye and a similar electrode placed on the
surface of the cornea. He found that the cornea was positive
with respect to the posterior pole of the eye. The existence of
this standing potential was soon confirmed by other authors.

In 1865, Holmgren39 discovered that an excised frog eye
showed an electrical response to light, and in 1880 he found
by removing the anterior segment of the eye and placing the
corneal electrode directly on the retinal surface that the
retina itself was the source of the response.38,40

About the same time, Dewar and McKendrick26 inde-
pendently reported the discovery of “action currents” with
illumination of the eye; they concluded that there was a rela-
tionship between the amplitude of the electrical response
and the logarithm of the stimulus intensity. Wavelengths that
appeared brightest to the human eye evoked the largest
amplitude response.

In 1877 Dewar25 showed that electrical potentials could
be recorded from an intact animal eye by applying the
second (reference) electrode on the abraded skin. He also
reported the first successful recording of a human elec-
troretinogram (ERG). For this purpose, he used an elaborate
instrumental setup.

A small trough of clay or paraffin was constructed around the
margin of the orbit, so as to contain a quantity of salt solution,
when the body was placed horizontally and the head properly
secured. The terminal of a non-polarizable electrode was intro-
duced into this solution and in order to complete the circuit, the
other electrode was connected with a large gutta-percha trough
containing salt solution, into which one of the hands was inserted.

The two electrodes were connected to a sensitive
Thomson galvanometer. The resulting curves, however, were
not published.

In 1880, Kuhne and Steiner,47 working on isolated frog
and fish retinas, claimed that the light-induced action cur-
rents originated in the receptor layer and not in the ganglion
cell layer.

Early recording

The electrical measuring devices at the time, slow gal-
vanometers, were unable to measure rapid changes in poten-

tial accurately. The responses were often practically invisi-
ble. Brücke and Garten18 connected many eyes in series to
construct a living battery to obtain more power. In an exten-
sive series of investigations, they showed that the electrical
responses of various vertebrate eyes were similar.

Gotch32 described a capillary electrometer that allowed
him to determine that there was a response in the frog eye
at both the onset and cessation of the light stimulus. He was
the first to call the latter wave the “off-effect” and to note
the early negative portion of the response. He was able to
produce accurate measurements of the latent period and to
show that it decreases when the intensity of stimulation
increases.

Einthoven and Jolly28 obtained excellent detailed records
of the frog eye by using a string galvanometer. They were
the first to designate several portions of the ERG by letters
(figure 1.1); an initial negative segment, the a-wave, is fol-
lowed by a larger positive defection, the b-wave, and later,
by another slower positive potential, the c-wave. When the
light stopped, the d-wave, or off-effect, appeared. The
authors stated that the electrical potential is in fact an inte-
grated mass response made up of a number of independent
components.

Piper55 realized that there are two main types of retinas;
he found that eyes with large a-waves showed a good off-
effect whereas those with small a-waves had poor off-effects.
Piper’s analysis of the ERG into three components, based
partly on the work of Waller,72 was also accepted by
Kohlrausch.46

The first published human electroretinogram

Kahn and Löwenstein43 published the first human ERG
curve (figure 1.2) by employing a string galvanometer and
leads from the cornea and a distal temporal point of an anes-
thetized eyeball. They attempted to use the ERG as part of
the clinical examination of the human eye but concluded
that the practical difficulties of their method made it unsuit-
able in the clinical setting.

About this same time, Hartline36 used moist thread elec-
trodes and saline-filled goggles to make contact with the eyes.
Since this was uncomfortable for the patient, another
method was developed. A simple cotton wick was applied to
the cornea after local anesthesia, and the reference electrode
was placed in the mouth. The string galvanometer revealed

1 History of the Electroretinogram

. .  
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the same components as previously obtained in animal
records. In 1929 Sachs60 showed that the human ERG was
dependent on the scotopic visual system of the retina.

In 1933, Cooper and associates21 recorded the human
ERG with a string galvanometer and a direct-coupled ampli-
fier. They obtained good waves on single and multiple flash
stimulation. Leads were taken from anesthetized conjunctiva
and the mouth.

Gröppel et al.35 used a nonpolarizable zinc electrode con-
sisting of a short glass tube that contained an amalgamated
zinc rod in a concentrated watery solution of zinc sulfate.
The part near the eye was filled with Ringer’s gelatin in
which a small cotton wick was inserted. The reference 
electrode consisted of a glass funnel that was placed on 
the temple and a zinc electrode in Ringer’s gelatin. The 
electrical potentials were magnified by a direct-coupled
amplifier and photographically registered by a string 
galvanometer.

The development of the vacuum tube amplifier increased
the precision with which an ERG could be obtained. The
measuring instruments became fast enough to follow the
rapid action potentials in nerves.

Electroretinogram components

Granit’s (1933 to 1947) extensive investigations with
improved techniques led to the analysis that is still in use.34

By the use of chemical agents he was able to modify the
ERG in ways that could be interpreted by postulating the
existence of three processes (or potentials) that he called PI,
PII, and PIII, named for the sequence of disappearance
under ether anesthesia. The properties of these processes
were summarized by Riggs (table 1.1).58

Granit’s analysis indicated that the fast-developing
corneal negative PIII forms the a-wave. The corneal posi-
tive PII (which is much larger) then develops, and the resul-
tant of the PIII and PII produces the b-wave. As PII
decreases, PI grows slowly and thus produces the c-wave.

Granit believed that PII originated in the neural pathway
between the receptors and the ganglion cells and was cor-
related with optic nerve activity. A possibility suggested by
Bartley11 was that it arose in the bipolar cell layer. The short
latency of PIII indicated that it developed very early in the
chain of events constituting retinal activity, probably in the
receptors themselves.

F 1.1 ERG recorded by Einthoven and Jolly (1908). The a-, b- and c-waves are designated. (From Einthoven W, Jolly W: J Exp Physiol
1908; 1:373–416.)

F 1.2 First human ERG (Kahn and Löwenstein). The
curves are to be read from right to left (squares: 500mV, 1.2 seconds).

(From Kahn R, Löwenstein A: Graefes Arch Ophthalmol 1924;
114:304–325.)
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same components, but their relative size may vary a great
deal from species to species.

Noell51–53 extensively studied the relationship of the cellu-
lar elements of the retina to ERG components and was 
the first to record both the slow and rapid changes associ-
ated with retinal illumination. He used three substances,
sodium azide, iodoacetate, and sodium iodate, each of which
had a specific effect upon the ERG and on the transretinal
potential. Sodium azide increases both the transretinal
potential and the c-wave, but not after the use of sodium
iodate, which causes damage to this layer while leaving the
remaining ERG components relatively unaffected. He 
concluded that the retinal pigment epithelium (RPE) devel-
ops the c-wave and the transretinal potential. The negative
PIII could be differentiated into an early and late compo-
nent with different time constants, with the faster arising
from the receptors. The b-wave arose from a region lying
between the inner portion of the receptors and the inner
nuclear layer.

Microelectrodes

Intraretinal microelectrodes were first used to analyze the
ERG by Tomita68 and by Brindley.14 The former discovered
the subdivisions of Granit’s PIII, while the latter docu-
mented the presence of the highly resistive R membrane
formed by the tight junctions of the pigmented epithelium.
These groups worked on amphibia, but Brown and
Wiesel15–17 and later Brown with a number of collaborators
used Kuffler’s closed-eye preparation to investigate the ERG
of cats and primates.

Brown identified the “landmarks” encountered by a pen-
etrating extracellular microelectrode and was thus able to
judge the position of its tip relative to the RPE and the inter-
nal limiting membrane (ILM). He took advantage of the

T 1.1
A summary of the properties of electroretinograms and their relation to PI, PII, and PIII as described by Granit

Process
Property PI PII PIII
Latency Long Medium Short
Polarity Positive Positive Negative
Electroretinogram wave accounted for c-Wave b-Wave a- and d-Waves
Effect on nerve impulses “Sensitizes” PII Excitatory Inhibitory
Result of light adaptation Usually abolished Greatly reduced Not much change
Probable site of origin ? Bipolar cells? Rod and cone cells
Effect of asphyxia Moderately susceptible Very susceptible Highly resistant
Effect of ether Abolished first (reversible) Abolished second (reversible) Abolished last (irreversible)
Intensity of light to stimulate High Low High
Effect of alcohol ? Enhances Diminishes
Effect of adrenalin Enhances and prolongs Diminishes and prolongs ?
Effect of KCI None Abolishes Enhances, then inhibits

Adapted from Riggs LA: Electrical phenomenon in vision. In Hollaender A (ed): Radiation Biology, vol 3. New York, McGraw-Hill
International Book Co, 1956, pp 581–619.

F 1.3 Analysis of the I-ERG (frog): upper, dark-adapted;
lower, light-adapted; duration of stimulus, 2 seconds. (From Granit
R, Riddell HA: J Physiol 1933; 77:207–240. Used by permission.)

The ERG off-response coincided with the end of PIII and
the off-response in the optic nerve, and Granit suggested that
PIII might represent a “central inhibitory state,” release
from which was associated with optic nerve discharge. He
also showed that retinas dominated by cones respond to
photic stimulation by generating a large a-wave (I retinas,
“inhibitory” type, figure 1.3), whereas those dominated by
rods generate large positive waves (E retinas, excitatory type,
figure 1.4). The E-retina response in flickering light is char-
acterized by a rather low fusion frequency, and the wavelets
consist primarily of b-waves. The I retina responds with a
series of a- and b-waves and has a much higher fusion fre-
quency. However, rod (E) and cone (I) systems possess the
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dual blood supply of the retina and by blocking the central
retinal artery was able to demonstrate that PIII was pro-
duced by the receptor layer. He utilized the anatomy of the
foveola, which contains only photoreceptors, to further iden-
tify PIII and to distinguish between rod and cone receptor
responses.

The generators of the b-wave sought by recording ampli-
tude/depth characteristics of the responses. However, no
clear distinction was made between voltage and current gra-
dients, and the significance of the change in gradient was
not understood; this was unfortunate since the published
results clearly demonstrate that the b-wave is generated by
a cell that extends from the outer to the inner limiting mem-
branes, the significance of which was first detailed by Faber29

who recognized the b-wave as a glial potential, which was
confirmed the following year by Miller and Dowling,48 who
recorded intracellular Müller cell responses from mud puppy
retinas and confirmed the localization by staining and iden-
tifying the cells.

Brown’s group saw a number of other minor ERG compo-
nents that were later described by others and, in particular, dis-
covered the early receptor potential, a charge displacement in
the outer limb due to the chemical changes in rhodopsin that
occur in the first milliseconds after bleaching.

Following this work, intracellular recordings from indi-
vidual retinal neurons13,48,69,70 clarified the nature between
extracellular and intracellular recordings and laid the foun-
dation for the present spate of work on transduction, the
mechanisms of the generation of photoreceptor potentials,

and the interactions and synaptology of retinal neurons. The
first of these, the discovery of the eponymously named S-
potential by Svaetichin, remained for some years little under-
stood; in fact, only since the recent developments of
intravital staining and analysis of cultured cell recordings are
we beginning to obtain quantitative estimates of retinal
synaptic function.

Steinberg et al.,65 in Brown’s laboratory, investigated the
slower responses from the RPE and demonstrated the mech-
anisms of production of the c-wave, fast oscillation, and the
light peak. The microelectrode experiments also proved the
site of origin of the c-wave and showed that it was caused
by a reduction in potassium ion concentration in the sub-
retinal space, which causes apical polarization of the RPE.

Clinical electroretinography

The development of clinical electroretinography was the con-
sequence of a better understanding of the major components
of the ERG, progress in the recording devices, and the intro-
duction of the haptic (scleral) contact lens electrode by
Riggs33,57,62; this consisted of a silver disk cemented into a hole
in the contact lens. A fine flexible wire supported by beeswax
was employed as a lead from the electrode. When the lens was
inserted into the eyes, the silver made contact with the iso-
tonic sodium chloride solution between it and the cornea.

The contact lens minimized the influence of irrelevant eye
movements and reflex blinks. Even untrained patients could
wear it because it allowed long experimental sessions without

F 1.4 Analysis of the E-ERG (cat) at two intensities: upper,
14mL; lower, 0.14mL. The a-wave has been broadened slightly out

of proportion to demonstrate its derivation more clearly. (From
Granit R: J Physiol 1934; 81:1–28. Used by permission.)
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discomfort for the subject. Another advantage was that the
potentials were larger than those recorded with previous
types of electrodes.

Karpe and Tansley45 used a direct-coupled amplifier that
was connected to an oscillograph with a camera. Later they
used a condenser-coupled amplifier with a time constant of
approximately 1.5 seconds. The records were made on
moving photographic film.

Karpe44 introduced ERG as a routine method in the oph-
thalmology clinic and used a similar electrode consisting of a
silver rod screwed into a bottleneck in a plastic contact lens.
The tube was filled with isotonic sodium chloride solution, and
the reference electrode was a chlorided silver plate applied to
the patient’s forehead. Since then many models have been pro-
posed, including those of Burian and Allen,19 Jacobson,41

Henkes and Van Balen,37 and Sundmark.66 In recent years,
however, other types of corneal or scleral electrodes have been
introduced that are generally more comfortable for the
patient; these include soft contact lenses by Galloway31 and
Sole et al.,64 a gold foil electrode by Arden et al.,5 and a DTL
microfiber electrode by Dawson, Trick, and Litzkow.23

Karpe44 emphasized the importance of the ERG as an
objective record of the function of the retina, one that is not
dependent on the function of the optic nerve or the optic
pathways and is minimally modified by clouding of the optic
media (figure 1.5). He stressed the need for standardized

procedures and established a normal range of response
amplitudes as a function of age. With his technique the light-
adapted ERG was sometimes too small to measure. It was
merely possible to state whether the a-wave was present or
absent. The dark-adapted ERG was much larger and dom-
inated by the b-wave. Changes in amplitude were found to
be clinically useful. Although this technique was important
in the detection of some retinal diseases such as metallosis,
tapetoretinal degenerations, vascular disturbances, and con-
genital functional anomalies, the early restriction of the
human ERG to scotopic visual processes was a serious hand-
icap for both clinical and experimental work.59 This defi-
ciency was remedied by Johnson and Bartlett42 and Alpern
and Faris,4 who introduced intense short stimulus flashes that
yielded photopic responses with durations well below those
that gave maximal scotopic ones.

Another method of distinguishing cone from rod
responses was pioneered by Motokawa and Mita,49 who 
discovered a smaller positive deflection preceding the 
b-wave of the ERG in a moderately light-adapted human
eye. They called it an x-wave but gave no interpretation 
of it.

Adrian3 rediscovered the phenomenon independently
(figure 1.6) and established that the scotopic b-wave was
absent in red light and in a state of light adaptation, that it
could be isolated in blue light, and that it was augmented

F 1.5 Contact lens electrode (Riggs).
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considerably by dark adaptation. On the other hand, the 
x-wave (called “photopic response”), characterized by a
shorter implicit time, was absent in blue light, could be 
isolated by red light, and did not increase during the later
part of dark adaptation.10 Adrian2 showed that it is best
developed in animals with a rich cone population (monkey,
pigeon) and not in animals with few or no cones (cat, rabbit,
guinea pig). Armington7 demonstrated that the x-wave was
augmented during the first minute of dark adaptation. Its
spectral sensitivity did not correspond to the subjective sco-
topic or photopic curves, but had a maximum of 630nm.
Armington and Thiede9 showed that either the x-wave or
the b-wave may be selectively reduced in amplitude if the
eye was adapted to light for which one component or the
other possessed greater sensitivity.

Later studies30 have shown that cone responses to red light
were absent or severely reduced in protanopia and congen-
ital achromatopsia and that cone responses to green light
could be obtained as well.33,56 The spectral sensitivity curve,
determined by the method of flicker ERG, showed sensitiv-
ity losses at appropriate wavelengths for protanopes and
deuteranopes.22,24,54,59 Blue cone responses could only be iso-
lated with more complex techniques.61,71

In 1954, Cobb and Morton20 described rhythmic wavelets,
now known as oscillatory potentials, on the ascending limb
of the b-wave that appeared when bright flashes were used.
Yonemura et al.73 proved their clinical importance. They
were absent in disturbances of the superficial retinal layers
and often selectively reduced in circulatory disturbances and
diabetic retinopathy.

In the last five decades, clinical developments have
included an analysis of the timings of ERG components in
disease12; an analysis of sensitivity from the voltage/log light
intensity function6,50; and the use of computer averaging
techniques to obtain small responses and to reduce the effect
of noise, which allowed for the development of the visual
evoked cortical potential and the pattern ERG and 
ultimately culminated in the recording of the “scotopic
threshold response.”63 In addition, technical develop-
ments have led to the possibility of recording focal 
responses, pattern responses, and the slow c-wave in clinical
situations; these topics are treated in separate sections of this
book.
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T  voltage difference that occurs between the
cornea and fundus was known to DuBois-Reymond.9 The
main site of the voltage is across the retinal pigmented
epithelium (RPE), and this was demonstrated 
by Dewar and Mc’Kendrick,8 Kuhne and Steiner,21 and 
de Haas7—all in the 19th century. Although illumina-
tion was known to affect the potential,14,21 the capillary 
electrometers used in early work were not sufficiently 
sensitive or stable to analyze the changes in detail. With 
the advent of electronic amplification, condenser coupling
prevented recording the changes caused by light. It was 
not until the 1940s that Noell38 was able to employ stable 
dc recording systems and follow the slow changes; he 
related the c-wave of the electroretinogram (ERG) to the
later and still slower responses and related the effects of
poisons such as iodate and azide to the morphological sites
of action.

The eye movement potential was studied in humans by
numerous authors, some of whom6,12,19,20,29,46 noted that the
magnitude of the dipole was altered in illumination. The
first complete description of the light-dark sequence was due
to Kris,19 but an analysis of the nature of the response and
the recognition of its clinical utility is usually attributed to
Arden.1–4

Since that time, research has moved along various lines;
in animal work, the nature of the ionic channels and pumps
in the apical and basal surfaces of the RPE has been greatly
extended and related to water movement across the RPE.
The most notable contributions are by Steinberg, Miller,
Oakley, and other collaborators,* and the nature of the
membrane changes that cause the c-wave, the “fast 
oscillation,” and the light rise has been worked out in some
detail.

The pharmacology of the dc potential and its relation 
to neurotransmitters have recently been reinvestigated by
several authors.11,24,42,47 The exact mechanisms of control still
prove elusive, but this research has emphasized that inter-
pretations from clinical work, especially the sensitivity to cir-
culatory embarrassment,5 are largely correct.

The eye movement potential in humans has also been fre-
quently studied. It has been shown that cones contribute to

the “light rise.”10 There have been attempts to describe the
sequence of changes in terms of mathematical concepts, but
this has not yet led to simplifications or to a reconciliation
with cellular mechanisms. This is perhaps not surprising
given that at least three separate mechanisms for current
production have been identified in animal experiments, each
with their own locations, while at each location, several 
different ionic mechanisms may be involved in current 
production.

Experimental clinical work has been more successful.
Recently, the relationship of ERG and electro-oculographic
(EOG) changes in inflammatory disease has recently been
analyzed,18 although the major clinical use of the EOG is
that a reduced EOG and normal ERG are a diagnostic
feature of Best’s disease and some other forms of juvenile
macular degeneration, as has been widely reported.49 It is
useful as an ancillary test in retinal degenerations and in
cases of unexplained loss of vision. The influence of other
agents on the EOG (mannitol and acetazolamide, a carbonic
anhydrase inhibitor) has been studied by the Japanese school
and clinical tests developed as a result.27,28,50 Most recently,
extension of this work has suggested that while acetazol-
amide acts directly on the membrane mechanisms, manni-
tol activates a “second messenger” system.22

Finally, continuing efforts have been made to reduce the
population variability of the EOG as a clinical test. Some of
these involve more lengthy periods of recording, but even if
this results in greater precision, it is clinically difficult to
justify. The original method envisaged a 12-minute period
of dark adaptation followed by light adaptation for 10
minutes. The dark adaptation has been whittled down to “a
period of reduced illumination sufficient to stabilize the
voltage changes.” In the author’s experience, this sometimes
takes as long as 60 minutes. Alternatively, more lengthy
periods of dark adaptation have been suggested. Such mod-
ifications have their protagonists. As yet unconfirmed on a
large scale, a recent report43 shows that part of the problem
is due to errors in eye movement control. All eye movement
techniques assume that the ocular excursions are precise,
there is a linear relation between voltage and the degree of
eye motion, and that the changes in recorded voltage are due
only to changes in the apparent ocular dipole which 
generates the current. If the real ocular excursion is 
measured, and appropriate corrections made, variability
decreases.

2 History of Electro-Oculography

 . 

*13, 15–17, 23, 25, 26, 30–37, 39–41, 44, 45, and 48.
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H  evoked responses (VERs) have been known
almost since the origin of human electroencephalography
(EEG). In 1934 Adrian and Matthews1 demonstrated that
regularly repeated flashes of light elicited electrical responses
from surface electrodes placed over the occipital cortex. By
utilizing a sectored disk in front of a car headlight they
demonstrated that photic following took place at the same
rate as the frequency of the periodically repeated flashes of
light. The rates of stimulation that they used varied between
8 and 12 per second, and their classic paper contains clear
illustrations of the responses from Adrian’s brain. These
results were the origin of what is now known as the “steady-
state evoked potential.”

Early reports of responses to single flashes of light began
with Monnier39 who recorded both the electroretinogram
(ERG) and cortical response from the scalp and stated that
the most consistent component of the cortical response was
a slow surface-positive monophasic potential occurring
between 90 and 120ms. He suggested that earlier compo-
nents of the cortical response were much more difficult to
record but consisted of a diphasic potential, initially positive,
with a latency of approximately 40ms. Cobb8 following the
development of Dawson’s superimposition technique, pro-
duced averaged responses to 50 flashes of light of high inten-
sity involving the full visual field. The initial components of
the evoked potential appeared at times to vary between 35
and 60ms in different individuals, but in a later study10 the
evoked potential was identified as a small positive deflection
with a peak latency around 26ms followed by a negative one
at 45ms and a larger positive wave around 79ms. In a
further study in 1952 Monnier38 recorded cortical responses
by using bipolar derivations around the occiput. The earli-
est visual evoked potential (VEP) component consisted of
a small occipito-positive deflection with a peak latency of
35ms. The highest amplitude and most consistent compo-
nent occurred between 95 and 115ms, being a positive
potential, presumably P2 (see figure 3.1). Monnier intro-
duced the concept of retinocortical time by simultaneously
recording the ERG and determining retinal time by the
latency of the b-wave. The latency to the peak of the first
component of the cortical response was termed cortical time,
and the retinocortical time was derived from subtracting the

retinal time from the cortical time. In 1956 Calvet et al.4

demonstrated an initial positive component around this 35-
ms peak latency. Monnier in a later paper37 also reported a
positive deflection around 37.5ms. There is little doubt that
these concepts of retinocortical time were a gross oversim-
plification. There are great difficulties in identifying initial
responses as distinct from gross responses by large groups of
neurons.

Cobb and Dawson9 studied the occipital potentials evoked
by bright flashes of light in 11 adult subjects. They averaged
between 55 and 220 flashes and demonstrated that the earli-
est component of the VEP had a latency of 20 to 25ms with
an average amplitude of between 1 and 1.5mV. The follow-
ing negative deflection at 45ms was slightly larger, and this
component they found to be enhanced when the subject paid
attention to the stimulus. It was Ciganek7 who produced the
first morphological description of the human VEP to light
flashes and the results obtained on 75 subjects; his classic illus-
tration began the principle of labeling the components, and
in addition the components were divided between early or
primary components (waves 0 to III) and late components
(waves IV to VII). The first component was positive at 
28.6ms, the second wave negative at 53ms, the third wave
positive at 73ms, the fourth wave negative at 94ms, the fifth
wave positive at 114ms, with a later positive wave around 134
ms. Ciganek also described an after-discharge that was some-
times obtained and appeared to be related to the alpha
rhythm of the EEG.6 This concept of labeling was quickly
taken up by Gastaut and Regis,20 but unfortunately the label-
ing systems were different. They described a typical response
that was similar in form to that of Ciganek; in addition, they
compared the normal VEP reported by a number of previ-
ous investigators.3,13,43,49,51 They pointed out that although
there was great variation in the presence and shape of many
of the components the major positive P2 component was
almost invariably present between 100- and 150-ms latency.
The components they themselves identified consisted of wave
1, positive at 25ms; wave 2, negative at 40ms; wave 3, posi-
tive at 60ms; and wave 4, negative at 80ms. They found there
was a good deal of variation between individuals in both
latency and amplitude of these components. Wave 5 was by
far the most constant and significant wave of the VEP, the
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amplitude appeared to vary between 30 and 50mV, and it was
usually monophasic, peaking at around 130ms. On some
occasions they found that this wave was biphasic, with an
early peak at 120ms, and a later positive peak around 180ms.

Only 20% of the subjects tested demonstrated a complete
VEP from wave 1 to wave 4, usually waves 1, 2, or 3 were
missing for many of the subjects. For each individual there
was little variability in terms of latency from one recording
session to the next; indeed, for wave 5 the variation in latency
was only ±2.5ms. Between individuals, however, this wave
varied by ±30ms. They also showed that the separate com-
ponents of wave 5 could be affected by opening and closing
the eyes and by dark adaptation and suggested that the pho-
topic system, that is the fovea, was associated with the early
positive peak of wave 5 and the later positive peak associ-
ated with the scotopic system.

Over the ensuing years the complexity of labeling systems
grew, and it is still not entirely resolved. However, most
systems now identify the component as negative or positive
and use either a mean latency for the wave as a subscript or
alternatively a sequential numbering system. An example of
labeling of a flash VEP is given in figure 3.1.

The early component of the VEP that were frequently
mentioned by the pioneer workers have over subsequent

years been the subject of much controversy. Some authors,
for example, Allison et al.,2 proposed that many of the early
components reflect the ERG in view of its high amplitude
and its complete domination of the anterior portions of the
scalp.42 However, other authors do not accept this hypothe-
sis52; indeed, some authors such as Van Hasselt50 suggest that
even early components around 10-ms latency were arising
from the optic nerve. Vaughan and Gross53 suggested that
the early wavelets in the VEP reflected geniculocalcarine
input to the striate visual cortex. Corletto et al.,14 undertak-
ing depth recordings of the VEP before an ablation of the
occipital poles in humans, noted persistence of initial com-
ponents having peak latencies earlier than 45ms. Spire and
Hosobuchi,47 using depth recordings, located a flash evoked
potential of 22-ms peak latency in an area just anterior to
the lateral geniculate body.

In a series of studies Harding and coworkers24–26,42 identi-
fied the components of what they termed the visual evoked
subcortical potential (VESP), which consists of a positive
around 21ms, a negative at 28ms, and a positive at 35-ms
latency. They demonstrated that the VESP could be elicited
by both flash and pattern-reversal stimulation. In patients
who had suffered direct optic nerve trauma in whom the
ERG was still present, the VESP was absent when that eye

F 3.1 The figure illustrates the “stylized” VEP to flash 
stimulation in normal adults. The major positive component,
often referred to as P2, can be seen at approximately at 105ms.
In this illustration positive is indicated downward and negative
upward. Various systems of nomenclature have been used to 
identify the components of the VEP. The top row of alphabetic
nomenclature is that of Dustman and Beck (1969), the second 

row of Roman numerals is that of Ciganek (1961), the third row
is that of Gastaut and Regis (1967), and the lowest row is that of
Harding (1974). It is this latter nomenclature that is now quite 
commonly used in describing the flash VEP. It should be noticed
that the P2 component (wave 5 of Gastaut and Regis) can 
sometimes become a triphasic component showing peaks at both
A and C.
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was stimulated. This indicated, therefore, that the compo-
nents were independent of the ERG. Equally, by a combi-
nation of binocular and monocular stimulation it could be
demonstrated that these potentials were in fact arising
postchiasmally. By using luminance-matched red-green color
checkerboards it was possible to elicit clear responses that
were maximal in response to checkerboards in which each
element subtended 2 degrees. When black and white
checkerboards were used, the responses were maximal in
response to 12 minutes of visual angle checkerboard and
showed clear tuning. These findings would be entirely con-
sistent with the potential arising in the parvocellular layers of
the lateral geniculate body.

The first study of the flash VEP across the life span was
carried out by Dustman and Beck.15 They found that in the
first 6 years of life there was a steady increase in the ampli-
tude of the response followed by a reduction until around
the age of 15 years, after which the amplitude of the
response was not significantly altered until the 60s or 70s.
In older subjects there is an increase in the amplitude of
early components and a decrease in the amplitude of later
components.

Neonatal flash VEPs were first recorded in full-term
infants by Ellingson.18 However, in 196017 he published a
comprehensive survey of the VEPs of both full-term and
preterm babies and showed that in full-term infants the VEP
was of relatively simple morphology consisting of an initial
brief positive wave around 180ms followed by a negative
wave of fairly rounded form. However, the preterm infants
prior to 35 weeks’ gestational age showed only a broad neg-
ative deflection that had a longer peak latency than those
seen in full-term infants. The initial positive wave appeared
to develop in babies around 35 weeks’ postmenstrual age
(PMA), although the earliest it was seen was around 32
weeks. Flash VEPs have been recorded from human infants
of 24 weeks’ PMA.5,48

The inherent variability between subjects of the flash
VEP and its crudity in representing a response to a gross
change in luminance led to the development of pattern stim-
ulation. Early pattern stimulation utilized the flashing of a
patterned visual field. This technique has since become
known as the flashed-on pattern, and it was by utilizing this
technique that the early studies of the response to the com-
monly used black and white checkerboards or gratings were
first investigated.44 Such responses are of course a mixture
of both luminance and contour as well as contrast and show
a much closer correlation between the amplitude of the
evoked potential and visual acuity.31 Jeffreys34 attempted to
identify the pattern component of the resulting evoked
potential by subtracting the luminance response from the
flashed-on pattern response. It has also been shown that such
patterns are of great use in studying abnormal evoked
potentials such as those found in epilepsy.33

The type of reversing checkerboard pattern now com-
monly used owes its origin to the work of Spekreijse45 and
Cobb et al.11 By utilizing these techniques it became possi-
ble to identify both the average response to a reversing
checkerboard pattern as well as the response to the onset and
offset of patterns. The reversal response is of relatively
simple outline and consists of a negative peak around 75ms,
a positive component at 100ms, and a later negative peak at
145ms. These components are usually known by their polar-
ity and their latency, the positive component therefore
becoming the P100 component. All studies have shown that
these responses have little variability within a subject and
remarkably small variability between normal healthy sub-
jects. This lack of variability has encouraged the use of this
technique for studies of stimulus variables and subjective
parameters in normal individuals and, in addition, in the
clinical development of evoked potential testing. Indeed it
was the paper of Halliday et al.22 that provided the spur for
many of the evoked potential laboratories that have since
developed.

The response to pattern onset-offset is more complex, and
certainly there are separate responses to both the onset and
offset of patterns.19 To obtain these separate responses 
the onset and offset of the stimulus have to be more than
100ms apart, and under these circumstances it can be seen
that the offset response is very similar to the pattern-
reversal response. The onset response consists of three com-
ponents: a positive response around 75ms (C1), a negative
response at 100ms (C2), and a positive response around 150
ms (C3).35,46 These components are only present when the
lower half of the field is stimulated. The C2 component
appears to be markedly affected by the contour or sharpness
of the pattern and is most sensitive to defocusing. The C1
component appears to be related to the contrast present in
the pattern.

During the years since their first description all the VEPs
have been shown to be dependent to a greater or lesser
degree on the integrity of the visual pathway and the normal
functioning of the visual cortex. Lesions affecting the optic
nerves may affect all forms of evoked potentials, although
certainly demyelinating diseases are shown to affect the
pattern-reversal response and the pattern onset-offset
response far more than the flash response.28 Gross lesions
such as those seen in optic nerve trauma affect all the poten-
tials, and it is under these circumstances and those of major
eye injuries that the flash evoked potential comes into its own
as an electrodiagnostic tool.29 With abnormalities affecting
the visual cortex the various types of evoked potentials may
be differentially affected. Certainly, if the lesion involves the
primary visual cortex, there is little doubt that the pattern-
reversal P100 response and the C1 component of the
pattern-onset response are clearly affected. Surprisingly for
extrastriate abnormalities, particularly those affecting the
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association areas, the flash response is often that most
affected.28

Needless to say, many of the early clinical studies involved
the flash technique. Ebe et al.16 carried out a study utilizing
both the ERG and the VEP in a variety of patients includ-
ing those with retinal disorders, optic atrophy, as well as
cataracts. They showed that patients with macular losses had
little change in either the ERG or the VEP whereas patients
with retinitis pigmentosa showed reductions in both. In
patients with optic atrophy the evoked potential was unde-
tectable, and the ERG was normal although the patients were
not blind. Vaughan and Katzman54 confirmed that a normal
ERG with an absence of the VER was indicative of optic
nerve disease. Gerin et al.21 showed that in patients with optic
nerve lesions the latency of the first peak of the evoked poten-
tial was delayed; this was confirmed by Richey et al.41

Early attempts to relate the asymmetry of the VEP to
hemianopic defects, ús by us at least two electrodes, one over
each cerebral hemisphere, began with Cohn.12 He suggested
that there is a prominent amplitude asymmetry in the evoked
response, and this was confirmed by Vaughan and
Katzman.54 Many studies followed, including those of Kooi
et al.,36 Jacobson et al.,32 Harding et al.,27 and Oosterhuis et
al.40 Such findings of course correlate with subjective sensa-
tion in that the patient is complaining of a hemianopic
defect. There is little doubt that in other areas the relation-
ship between flash response and sensation is much less clear.
The development of pattern reversal and, even more,
pattern onset-offset have allowed the precise interrelation-
ship between evoked potentials and sensation to be devel-
oped. Particularly with pattern onset-offset there is a
freedom that allows nongeometric patterns to be investi-
gated, and therefore patterns that carry inherent meaning
can also be studied, although it must be admitted that such
studies are relatively rare.
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T   with the interface between the photo-
sensitive outer segments of photoreceptor cells and the
retinal pigmented epithelium (RPE). At this interface, pho-
toreceptor cells and cells of the RPE, both highly polarized,
abut one another. The photoreceptor cells are responsible
for converting light into electrical signals through the process
of transduction, a subject beyond the scope of this chapter;
however, there are a number of excellent reviews that
provide detailed descriptions of the process.59,110,116 Photore-
ceptor cell outer segments, which contain the photosensitive
visual pigments, are continually renewed through the addi-
tion of new membrane basally and intermittent (daily) shed-
ding of old membrane from their apical tips. Shed outer
segment membrane is ingested by the simple, cuboidal RPE
cells, which are located directly adjacent to the photorecep-
tors and separate them from the choroidal vasculature. Inter-
spersed between these two retinal layers is the interpho-
toreceptor matrix, a unique extracellular matrix that fills the
“subretinal” space (figures 4.1 and 4.3). The matrix is com-
posed of molecules that appear to play a role in mediating
biochemical and physical interactions among the retina,
RPE, and choroidal vasculature. Thus, the photorecep-
tor–RPE interface is an area of crucial importance to proper
retinal function.

Embryological origins of the retina, retinal pigmented
epithelium, and interphotoreceptor matrix

This section focuses primarily on human retinal develop-
ment; references to other species are included where appro-
priate. A number of excellent reviews contain additional
detail.14,24,39,65,66,79,92,106,124,127,147 It should be noted that devel-
opmental stages of the human embryo have been defined on
the basis of a variety of parameters including gestational
time, crown–rump length, or heel length, and discrepancies
in the time course of development are common in the liter-
ature. These discrepancies are complicated further by the
fact that (1) the retina differentiates along a central-to-
peripheral gradient, with an approximate 6-week lag,71 (2)
regional variations exist (e.g., the fovea), and (3) in some cases
it is difficult to determine from which region of the devel-
oping retina published data have been derived.

D   R The optic primordium and
optic sulcus are evident within the neural fold of the dien-
cephalon at about 22 days of gestation. The retina develops
subsequently as an evagination from this region at approxi-
mately 25 days (2.6mm) of gestation. This out-pocketing
enlarges to form the primary optic vesicle, which remains
attached to the diencephalon by the optic stalk. At this stage,
the cavity of the optic vesicle (future subretinal space)
remains in communication with the ventricle of the brain
through the optic stalk. The neural epithelium of the optic
vesicle is a columnar epithelium containing an abundance
of mitotically active cells.

During the fourth week of gestation (4.5mm), the optic
vesicle invaginates upon itself, and this results in the forma-
tion of the optic cup, a structure consisting of two neuroec-
todermally derived epithelial cell layers with their ventricular
surfaces directly apposed. The cavity of the optic vesicle is
all but obliterated during this time and remains only as a
potential space, termed the subretinal or interphotoreceptor space.
Although the molecular events that lead to invagination are
not fully understood, recent evidence suggests that calcium63

and extracellular matrix components146 may be involved.
Although both layers of the retina differentiate from a

continuous neural epithelium, their subsequent differentia-
tion at both the cellular and molecular levels is quite diverse.
The outermost layer of this neuroepithelium remains a
single cellular layer and becomes the RPE. The innermost
layer, the presumptive neural retina, thickens rapidly and
becomes stratified; by 4 weeks (4 to 4.5mm) of gestation, the
neural retina is approximately 0.1mm thick and consists of
eight to nine distinct rows of cells. Both epithelial layers
extend peripherally to form the ciliary body epithelium and
posterior aspect of the iris. During the invagination process,
the choroidal fissure, through which blood vessels pass into
the interior of the eye, is formed along the ventral portion
of the optic stalk.

During cellular differentiation of the neural retina, undif-
ferentiated neuroblasts, which make up the entire thickness
of the retina from the ventricular to the vitreal surfaces,
typically lose their attachment to the vitreal surface and
migrate to the ventricular surface where mitosis occurs. Fol-
lowing cell division, daughter cells migrate toward the vitreal

4 The Photoreceptor–Retinal

Pigmented Epithelium Interface

 .    . 
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F 4.1 Light micrograph of a section of central retina from
a monkey eye depicts the relationship between the choroid (C),
retinal pigmented epithelium (RPE), interphotoreceptor matrix
(asterisks), and neural retina. The neural retina is composed of
a defined number of cell types arranged in a precise lamellar 
configuration. The apical surface of the neural retina contains
highly polarized photoreceptor cells that abut the apical surface 
of the retinal pigmented epithelium. Interspersed between the
apicies of these two retinal layers is the interphotoreceptor 
matrix (asterisks), a unique extracellular matrix that fills the sub-
retinal space. Two types of photoreceptor cells can be identified

morphologically. Cone photoreceptor inner segments (CI) are 
large in diameter, and the outer segments (arrows) are broader
basally and tapered toward their apical tips. In contrast, rod pho-
toreceptor inner (RI) and outer (arrowheads) segments retain a rel-
atively uniform diameter that is smaller than that of cone
photoreceptors (OLM = outer limiting membrane; ONL = outer
nuclear layer (contains photoreceptor cell nuclei); OSL = outer
synaptic layer; INL = inner nuclear layer [contains nuclei from
Müller, amacrine, bipolar, and horizontal cells]; ISL = inner synap-
tic layer; GC = ganglion cell; NFL = nerve fiber layer; ILM = inner
limiting membrane).
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surface and ultimately reestablish connections with it. This
process is repeated at each round of cell division, eventually
resulting in the differentiation of a stratified neural epithe-
lium. The glial or Müller cells can be distinguished at 4
weeks of gestation. By 5 weeks of gestation (5 to 7mm) the
nerve fiber layer is visible in the central retina (although this
layer is lacking in the macula, even at birth39), as are gan-
glion cells.114 The layer of Chievitz, a transient fiber layer
that separates the retinoblast layer into two nucleated layers,
also forms during the fifth week of gestation.92,127

By 7 to 8 weeks (20 to 23mm) the inner neuroblast layer
separates into two layers of nuclei that consist of potential
ganglion cells (inner layer) and amacrine and Müller cells
(outer layer). The ganglion cells give rise to nerve fibers that
course toward the future optic nerve and form the nerve
fiber layer. The inner limiting membrane also is clearly
evident by this stage. During the ninth and tenth weeks of
gestation (40 to 50mm), photoreceptor, horizontal, and
bipolar cells begin to differentiate within the outer neuro-
blast layer.50,66,143 Horizontal and bipolar cells migrate into
the layer of Chievitz and become separated from photore-
ceptor cells by the outer plexiform layer.66 Amacrine and
Müller cell bodies intermingle with those of horizontal and
bipolar cells, and the transient layer of Chievitz is thereby
obliterated; however, it persists in the macular region until
birth. At this same time extensive junctional complexes,
including gap junctions, macula adherens, zonula adherens,
and zonula occludens, can be observed between cells of the
neural retina and pigmented epithelium.50,66 Between 12 and
15 weeks of gestation, cellular proliferation in the outer neu-
roblast layer ceases127 except in the macular region.104 The
development of the macular region slows and begins to lag
behind the development of the extramacular regions at this
time. By 7 months of gestation, all layers except the macular
region, which is not completely developed until 16 
weeks postpartum, have assumed adult arrangement and
proportion.

Development of photoreceptor cells

Photoreceptor cells are probably specified within the outer
layers of the neural retina as early as 10 gestational weeks
(40 to 50mm),149 but they are difficult to identify. By 12
weeks (83mm) of gestation, however, cone photoreceptors
are easily identified by their relatively large, slightly oval con-
figuration, lightly stained or electron lucent cytoplasm, large
juxtanuclear accumulation of smooth endoplasmic reticu-
lum, and a single cilium.66 Rod photoreceptors, which have
distinct, dense nuclei, can be identified conclusively by 15
weeks (120mm) of gestation.66 At 18 weeks (156mm) of ges-
tation, a single layer of large, pale-staining cone photore-
ceptor cell bodies is visible in the outermost portion of the
neural retina. The smaller rod photoreceptors comprise the

remainder of the outer nuclear layer. Some synapses are
established by cone photoreceptor pedicles by 12 weeks of
gestation; however, synapses are not observed in association
with rod photoreceptor cells until approximately 18 weeks
of gestation. By 24 weeks, both types of photoreceptor cells
are well polarized and have distinct inner segments that
extend approximately 2mm beyond the outer limiting mem-
brane.71 Rudimentary cone outer segments, which begin to
develop at 16 weeks, are numerous and filled with whorls of
tubular structures at this stage.71 The majority of cone but
not rod photoreceptor cell outer segments have stacks of disc
membranes by 24 weeks of gestation. In contrast, rod pho-
toreceptor cells contain a mixture of uniform and randomly
oriented discs even at 28 weeks71 and do not resemble adult
outer segments until approximately 36 weeks.149

D   F Although it has been recog-
nized for some years that development of the human fovea
lags behind that of the central retina, recent studies have
provided detailed information regarding its develop-
ment.59,155 The fovea can be identified at approximately 22
weeks of gestation by the existence of a photoreceptor layer
that contains only cones and by the presence of an unusu-
ally thick layer of ganglion cells. Following birth, the fovea
continues to develop, a process that is characterized by deep-
ening of the foveal depression, narrowing of the rod-free
zone (foveola), and maturation and elongation of foveolar
cone photoreceptor cells, including the differentiation of
outer segments and development of basal axosomal
processes that constitute Henle’s fiber layer. The fovea is not
fully differentiated until the third or fourth postnatal year
(figure 4.2).

D   R P E At
5 to 6 weeks (15 to 20mm) of gestation the presumptive
retinal pigmented epithelium exists as a pseudostratified
layer of columnar epithelial cells that have a dense cyto-
plasm, oval nuclei, and the first detectable pigment gran-
ules.66 Mitoses are numerous and are located primarily in the
farthest ventricular portion of this epithelium. By 7 weeks
(20mm) of gestation, basal and lateral infoldings of RPE cell
plasma membrane and apical microvilli can be observed.100

In addition, distinct “terminal bars” consisting of zonula
occludens and zonula adherens, are evident.100 By 8 weeks
(27 to 31mm) of gestation the RPE is established as a simple
cuboidal epithelium. A close apposition between RPE and
neural retinal cells is attained following invagination of the
optic vesicle. Intercellular junctions, including both gap
junctions and zonula adherens junctions, are present
between these two cell layers at this time.50

D   I S The
interphotoreceptor space is the extracellular matrix-filled
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F 4.2 Light micrograph of a section of a fovea of a monkey
retina. In contrast to other regions of the neural retina, inner and outer
segments of foveal cones are of a narrower diameter and appear more
rodlike (compared with cones in figure 4.1). In the central fovea, only

cone photoreceptor cell bodies are present within the outer nuclear
layer (ONL).Henle’s layer (H) consists of cone photoreceptor cell axons
(OLM = outer limiting membrane; INL = inner nuclear layer; GCL =
ganglion cell layer; ILM = inner limiting membrane).

remnant of the central cavity of the embryonic optic vesicle.
It is within this interphotoreceptor space that important
interactions between RPE cells and photoreceptor cells of
the neural retina take place. Little information exists in
humans pertaining to the development of the interphotore-
ceptor space or its contents, collectively referred to as the
interphotoreceptor matrix. A.T. Johnson and coworkers,71

however, have demonstrated that interstitial retinol-binding
protein, a major component of the adult interphotoreceptor
matrix, is first detectable in human retinas at approximately
20 weeks of gestation, a time that corresponds to photore-

ceptor cell outer segment differentiation. Between 15 and 18
weeks of gestation, intercellular junctions that form between
RPE and neural retinal cells earlier in development gradu-
ally disappear, and an obvious interphotoreceptor space filled
with a detectable flocculent material is visible at the tips of
photoreceptor cell inner segments. By 24 weeks, the inter-
photoreceptor space widens, and distinct domains of floccu-
lent interphotoreceptor matrix that are termed cone matrix
sheaths are selectively associated with cone photoreceptor cell
inner and outer segments. Chondroitin 6-sulfate, a major
component of cone matrix sheaths,55 is first present between
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17 and 18 weeks of gestation and is solely associated with
cone outer segments. Peanut agglutinin (PNA)–binding gly-
coconjugates, additional major structural components of
cone matrix sheaths,54,55,72,73 are present within the interpho-
toreceptor space at the time of its earliest formation. By 17
to 18 weeks of gestation, the interphotoreceptor matrix,
which contains, peanut agglutinin–binding constituents, is
visible as concentrated accumulations that is primarily asso-
ciated with cone photoreceptor cells. It should be pointed out
that the expression of these two major cone matrix sheath–
associated constituents occurs at the time when rudimentary,
outer segments first differentiate, approximately 10 weeks
prior to the appearance of definitive photoreceptor disc
membranes. Possibly cone matrix sheath–associated con-
stituents may be necessary for the subsequent differentiation
and survival of photoreceptor cell outer segments.

Retina–retinal pigmented epithelium–interphotoreceptor
matrix: Morphology, composition, and function

As detailed above (see the previous section) the neural retina
develops as a stratified epithelium, one basal surface bor-
dering the vitreous cavity and the other apical surface in
close association with the RPE. The cellular composition
and organization of a mature retina is described in Chapter
5. Of most interest to this chapter is the scleral surface of
the neural retina (figures 4.1 to 4.3). Microvillous extensions
of Müller cells form junctional complexes with adjacent
photoreceptor inner segments (known as the outer limiting
membrane [see figure 4.3]) to seal the interphotoreceptor
space lying between the neural retina and the RPE. The
interphotoreceptor space is filled by a specialized extracel-
lular matrix termed the interphotoreceptor matrix (figures
4.1 and 4.3). The apical surfaces of retinal pigmented
epithelial cells contain numerous microvilli and are special-
ized for the phagocytosis of shed packets of photoreceptor
outer segment membranes, one of a number of RPE cell
activities that contribute to photoreceptor cell function.

RPE C C  F The RPE has roles
important to the maintenance of retinal, especially pho-
toreceptor, cell function and homeostasis.32

The polygonal cells of the RPE form a simple (one cell
layer thick) cuboidal epithelium with their basal surfaces
attached to a basement membrane, which is part of a 
collagen-rich layer of extracellular matrix known as Bruch’s
membrane. Bruch’s membrane separates the retinal pig-
mented epithelium from its primary vascular supply, the
choroidal capillaries, which are the major source of nutri-
ents for the outer retina; numerous basal infoldings of retinal
pigmented epithelial cell plasma membranes facilitate nutri-
ent and waste product exchange. The best characterized of
the transport functions is retinol, which complexes with

opsin in photoreceptor cell outer segments and is absolutely
necessary in the process of phototransduction. The RPE
mediates the transport of retinol from the choroidal vascu-
lature to the interphotoreceptor space by utilizing a number
of retinoid-binding proteins as carriers.17,18

Laterally, RPE cell membranes are joined by inter-
mediate (adhering) junctions, and between adjacent cells
continuous bands of tight junctions prevent paracellular
flow of large molecules to and from the subretinal space,
thus contributing to the blood–retinal barrier (tightly sealed
retinal vasculature also contributes significantly to this
barrier).

Apically, RPE cells have numerous microvilli that project
into the interphotoreceptor space and are closely associated
with photoreceptor cell outer segments. This association
facilitates another major function of the RPE cells, the
phagocytosis and digestion of shed photoreceptor outer
segment membrane produced by ongoing renewal of pho-
toreceptor outer segments; phagosomes involved in the
degradation of phagocytosed membrane are typical com-
ponents of RPE cytoplasm. The dynamic relationship that
exists between the RPE and photoreceptors during outer
segment membrane turnover is well established.20 The
molecular mechanisms that regulate shedding and subse-
quent phagocytosis by the RPE have not been elucidated,
although a receptor-mediated process involving both pho-
toreceptors and retinal pigmented epithelium has been
hypothesized.15 Studies by McLaughlin and coworkers95–97

have demonstrated a loss of certain lectin receptors in shed,
unphagocytosed disc packets in the Royal College of Sur-
geons (RCS) rat (an animal that has a defect in the ability of
the RPE to ingest shed disc), and this suggests that phago-
cytosis may involve a cell surface signal from the photore-
ceptor to the RPE. In other studies, RPE and outer segment 
membrane–associated molecules have been identified and
are being characterized as potential participants in receptor-
mediated recognition and/or phagocytosis. The sequence of
morphological events that occurs during shedding and inges-
tion of outer segments has been thoroughly investigated 
in monkey and human retinas by transmission electron
microscopy.64,129,130,151 Cone photoreceptors are also known
to shed their discs in a diurnal rhythm, the majority shed-
ding their membranes at night, although species variations
have been reported.

The apical surface membranes of RPE cells are also rich
in Na+-K+ adenosine triphosphatase (ATPase) molecules that
mediate ion fluxes and influence the transport of other 
molecules into and out of the subretinal space.107 Abundant
cytoplasmic pigment (melanin) granules are also present in
retinal pigmented epithelial cells; these are also important to
retinal function and serve to absorb scattered light.

Additionally, RPE cells are known to synthesize and secrete
a number of proteins, glycoproteins, and proteoglycans that
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F 4.3 Light micrograph of a region of the section depicted
in Figure 4.1 (left) and a fluorescence light micrograph (right) of a
section of monkey retina that shows the distribution of peanut 
agglutinin–binding molecules in monkey retina. Peanut agglu-
tinin–binding molecules in monkey and human retinas are specif-
ically localized to domains of cone photoreceptor cell–associated
interphotoreceptor matrix that have been termed cone matrix

sheaths (asterisks). Chondroitin 6-sulfate containing proteoglycan
and peanut agglutinin–binding glycoconjugates are major con-
stituents of cone matrix sheaths (C = cone photoreceptor cell; R =
rod photoreceptor cell; arrow, cone outer segment; arrowhead, rod
outer segment; RPE = retinal pigmented epithelium; OLM = outer
limiting membrane; ONL = outer nuclear layer; OSL = outer
synaptic layer; INL = inner nuclear layer).

are part of the interphotoreceptor matrix.4,5,14,41,131 The
extent to which any of these interphotoreceptor matrix com-
ponents are important to structural or functional interactions
between retinal photoreceptors and the RPE is largely
unknown. However, several recent studies suggest that as yet
undefined factors secreted by RPE cells may be important in
influencing retinal differentiation.91,128,137 Additionally, it has
been suggested that proteoglycans in the interphotoreceptor
matrix, at least some of which are likely to be products of the
RPE, may be important in retina–RPE adhesion.56,58

P C C  F The
highly polarized photoreceptor cells form the outermost

layer of the neural retina (see figure 4.3A). Their cell bodies
form the outer nuclear layer; their axonal processes extend
basally to synapse with bipolar and horizontal cells in the
outer synaptic layer. The scleral portions of photoreceptor
cells, or outer segments (see figure 4.3A), are modified ciliary
structures formed by elaborations of plasma membrane 
containing high concentrations of photosensitive, integral
membrane molecules. The most abundant protein of rod
outer segment disc membranes is the rod photopigment
rhodopsin, a glycoprotein with a molecular weight of
approximately 42 kilodaltons (kD) that is present with a
packing density of approximately 30,000 molecules per mm2.
The carboxy terminus of rhodopsin is located in the inter-
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discal space, whereas the amino terminus projects into the
intradiscal space. Another recently discovered outer segment
membrane glycoprotein is the “rim” protein,121 which has 
a molecular weight of 240 to 290kD and is located along
the edges of outer segment discs and incisures. Other 
proteins that have been identified in association with outer
segment membranes include peripherin (33-kD dimer),
glyceraldehyde-3-P-dehydrogenase (38kD), a cyclic guano-
sine monophosphate gated channel protein (63kD), and a
spectrinlike protein (240kD) (Molday, unpublished observa-
tions). Other molecular constituents located within photore-
ceptor outer segments participate in phototransduction. The
adjacent inner segments, which contain mitochondria and
the metabolic synthetic machinery responsible for the
biosynthesis and transport of molecules for both the outer
segment and axonal portions of the cell, extend into the
interphotoreceptor space and are surrounded by the inter-
photoreceptor matrix. The photoreceptor inner segment
membrances form junctional complexes with the surround-
ing glial elements of the retina, the Müller cells. These junc-
tional complexes establish what has been termed the outer
limiting membrane (see figure 4.1), a region thought to act as a
molecular sieve28 to partially seal the interphotoreceptor
space from the neural retina.

Two types of photoreceptor cells, rods and cones, can be
identified cytologically (see figures 4.1 and 4.3A). Subclasses
of cone photoreceptors have been identified, each possess-
ing different spectral sensitivities, and corresponding differ-
ences in the molecular nature of the photosensitive pigments
concentrated in their outer segments.102 The outer segments
of rods and cones differ structurally; rod photoreceptor
outer segments retain a relatively uniform diameter from
apex to base, while cone photoreceptor outer segments are
broader basally and taper toward their tips. In both cases,
photoreceptor outer segments are formed by extensive
folding of the photoreceptor cell membrane; in rods these
“disc membranes” are pinched off and enclosed by the cell
membrane.20 In contrast to the case for rods, however, the
structural relationship between vertebrate cone photorecep-
tor outer segment disc membranes and their enveloping
plasma membrane remains uncertain, especially in primates.
Conventional ultrastructural studies of nonmammalian
species suggest that the majority of cone disc membranes
remain continuous with the plasma membrane, and thus the
intradiscal spaces are open to the interphotoreceptor
space.33,34,40,105,125 It has generally been assumed that most if
not all of the discs in mammalian cones are also continuous
with the plasma membrane, but many of the connections
appear to be extremely small.9,10,20,21,29 In several species,
open intradiscal spaces are more easily visualized in the
proximal than in the distal portions of cone outer seg-
ments.33 Recent ultrastructural studies of monkey and
human cone photoreceptors have identified novel regions of

outer segments, termed cone notches, that demarcate a site of
abrupt transition between cone photoreceptor discs that are
open to the interphotoreceptor space and those that appear
isolated. These results suggest that at least at some levels the
gross organization of primate cone photoreceptor cell outer
segment membranes may be more similar to that of rod pho-
toreceptor cells. A number of investigators have shown that
the fluorochrome Procion yellow selectively associates with
cone outer segments in a variety of species, including pri-
mates.36,37,82,83 These investigators have suggested that this
staining may represent dye infiltration into open cone discs,
although cone-specific binding of Procion yellow may be a
result of preferential insult to cone membranes rather than
a result of penetration into patent cone discs.

There also appear to be differences in the mechanism of
membrane renewal in the outer segments of rod and cone
photoreceptor cells. Rod cell outer segment discs are added
basally and migrate as intact units toward the apical tip of
the outer segment, where they are ultimately shed. This con-
tinuing assembly at the proximal end of the photoreceptor
outer segment is balanced by continuing shedding of the
distal tip of the outer segment such that the overall length
of the outer segment remains constant. In contrast, cone
photoreceptor cell outer segments renew more randomly
and show no selective incorporation of amino acids into the
basal region of the photoreceptor cell outer segment.153,154

For both photoreceptor cell types, however, RPE cells appear
to be responsible for the phagocytosis of shed outer segment
membrane and clearance of the interphotoreceptor space.
Cone photoreceptor cell inner segments are generally larger
than those of rod photoreceptor cells and are densely packed
with mitochondria. Cone photoreceptor cell bodies typically
occupy the outermost layer (nearest the sclera) of the outer
nuclear layer, with the remainder of the outer nuclear layer
being composed of rod cell bodies.

Although rod and cone photoreceptor cells exhibit differ-
ences in their overall structure, function, and susceptibility
to degeneration in various diseases, relatively little is known
concerning the biochemical bases for these differences, espe-
cially with respect to cones. Our lack of knowledge pertain-
ing to the molecular composition of cone photoreceptors is
probably due to an inability to isolate these cells since they
represent only a small percentage of the total population of
photoreceptors in most species and since, until recently, few
cone photoreceptor cell–specific probes have been available
to aid investigators in this purification.

Significant new knowledge about the biochemical and
morphological uniqueness of cone photoreceptor cells and
their surrounding environment is emerging. For example,
new information on compositional differences between rod
and cone photoreceptor cells, including differences in the 
a-subunit of transducin,53,89 cyclic guanosine monophos-
phate phosphodiesterase,70 neurotransmitters and amino
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acid metabolism,23,42,81,121 cytochrome oxidase activity,
vitamin D–dependent calcium-binding protein,122,144 disc
rim protein,108,109 bovine serum albumin–binding molecules,
and carbonic anhydrase, have been documented. In addi-
tion, cone photoreceptors have been shown to accumulate
selectively various sugars, including fucose by goldfish cone
photoreceptor cells,25,26 galactose by bovine cone photore-
ceptor cells,77 and 2-deoxyglucose by dark-adapted primate
cone photoreceptor cells.126 Additional differences in the
molecular composition of cone photoreceptor cells have
been elucidated by monoclonal antibodies. Lemmon88 and
Szél and coworkers133–136 have generated monoclonal anti-
bodies that specifically label cone outer segments in a variety
of species, and Bunt-Milam and coworkers have generated
an antibody that binds to the outer segments of certain sub-
classes of cone photoreceptor cells in a number of species.
Similarly, we have generated a monoclonal antibody that
selectively labels cone but not rod photoreceptor cell plasma
and disc membranes in pig, monkey, and human retinas.
These probes should provide powerful tools with which to
continue to establish the molecular bases for differences
between rod and cone photoreceptor cells. More recently,
molecular biological techniques have begun to provide some
insights into compositional differences between rod and cone
photoreceptor cells.80,94,102,103,113,141

M C C  F Müller cells are
the primary glial elements of the retina. Unlike neurons of
the retina, Müller cells span almost the entire width of the
retina and extend radially from the inner limiting membrane
at the vitreal surface to just beyond the level of the outer lim-
iting membrane where they form junctional complexes with
adjacent photoreceptor cells; their nuclei are located within
the inner nuclear layer. The scleral surfaces of Müller cells
border the interphotoreceptor space and extend numerous
microvillous processes into it. Specific membrane-associated
transport systems sequestered in these apical cell membranes
are likely to be involved in controlling to some extent the
composition of the interphotoreceptor matrix.116 Müller
cells may also participate in retinal carbohydrate metabolism
by serving as a source of stored nutrients in the form of
glycogen,104 in the degradation of neurotransmitter levels,120

and in the regulation of extracellular glutamine levels.115

Maintenance of appropriate potassium levels in the retina
by the active pumping of potassium ions into the vitreous
also appears to be a major Müller cell function.104

I M S  F
As described above (see the section on embryological
origins), the interphotoreceptor matrix is likely to play a
major role in maintaining retinal function by mediating 
biochemical interactions between the retina, RPE, and
choroidal vasculature. Ultrastructural studies of the inter-

photoreceptor matrix have confirmed the presence of
amorphous extracellular substance within the interphotore-
ceptor space in a variety of species, including monkeys and
humans.48,117 Thick cuffs of amorphous material are
observed to encapsulate most cone photoreceptor cell outer
segments, in contrast to the finely granular material inter-
spersed between adjacent rod photoreceptors.48,72

Early investigations identified the presence of anionic,
carbohydrate-containing molecules in the interphotorecep-
tor matrix of a variety of species including monkeys and
humans.45–47,49,56,74,84,90,117,123,143,156 The observed susceptibility
of some of these interphotoreceptor matrix components to
specific enzyme treatments indicated that both glycoproteins
and glycosaminoglycans are constituents. More recent
studies employing lectin histochemistry have provided 
substantial additional information as to the nature of
carbohydrate-containing molecules within the interphotore-
ceptor matrix.16,54,73,76,78,97,118,138–140,148 One of the most strik-
ing contributions of these lectin-based studies has been the
identification of microdomains of interphotoreceptor
matrix glycoconjugates. These studies have demonstrated
that interphotoreceptor matrix components are heteroge-
neously distributed and that the heterogeneities fall into two
basic patterns, those showing apical-basal differences and
those showing photoreceptor cell type–specific differences in
composition. Wheat germ agglutinin–binding glycoconju-
gates in monkeys and humans are present within the inter-
photoreceptor matrix surrounding rod photoreceptors and
are virtually absent in the interphotoreceptor matrix sur-
rounding cone photoreceptor cells.56,118 Additional evidence
for compartmentalization of some molecules contained in
the interphotoreceptor matrix has been provided by investi-
gations of the distribution of PNA-binding molecules. PNA-
binding molecules in monkey and human retinas are
specifically localized to domains of cone photoreceptor
cell–associated interphotoreceptor matrix. The existence of
cone matrix sheaths in human retinas has been confirmed
by histochemical staining with a cationic copper phthalo-
cyanin dye, cuprolinic blue.54,68,72,73,76,143

The majority of studies directed toward biochemical
characterization of the interphotoreceptor matrix have 
concentrated on its soluble rather than insoluble compo-
nents.14,61,62 Recently, however, investigations have focused
on characterizing the aqueous, insoluble components of the
interphotoreceptor matrix (figure 4.4). In higher vertebrate
species, including monkeys and humans, these components
appear to constitute a significant portion of the interpho-
toreceptor matrix as compared with soluble constituents.

The soluble fraction of the interphotoreceptor matrix
from bovine eyes consists predominantly of protein and 
glycoprotein (98%) with some glycosaminoglycan (2%). The
most prominent proteins identified by sodium dodecyl
sulfate–polyacrylamide gel electrophoresis include bands of
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47kD and 140kD.4,5 Similar proteins have been identified 
in the interphotoreceptor matrix of human retinas.1 The
major soluble glycoprotein (140kD) of the interphotore-
ceptor matrix is an interstitial retinol-binding protein.27,30,110

In addition, a number of other soluble interphotoreceptor
matrix proteins and glycoproteins have been identified; these
include mucinlike glycoproteins,2 a variety of enzymes,3 a
cyclic guanosine monophosphate–phosphodiesterase,11 soluble
antigen,145 trophic factors (Adler and Hewitt, unpublished
data), and a variety of serum-containing proteins, including
immunoglobulins and albumin.6,56 In addition, small–molec-
ular weight, soluble glycosaminoglycans have been identi-
fied. These may be degradation products of larger inter-
photoreceptor proteoglycans.

More recent biochemical and immunocytochemical
studies have confirmed that a large proportion of the inter-
photoreceptor matrix is composed of aqueous-insoluble gly-
coconjugates. These include proteoglycans which contain
chondroitin 4-sulfate and chondroitin 6-sulfate.55,111 Chon-
droitin 4-sulfate is distributed uniformly throughout the
matrix, whereas chondroitin 6-sulfate proteoglycan is asoci-
ated specifically with cone matrix sheaths,55 and may be a
component of a larger proteoglycan intercalated within the
cone photoreceptor cell plasma membrane. Based on high-
performance liquid-size exclusion chromatography, the
major constituent of cone matrix sheaths is resolved as a
peak approximately 800kD, which suggests that cone matrix
sheaths are composed of extremely high molecule weight
proteoglycans or proteoglycan aggregates. In addition to
chondroitin 6-sulfate glycosaminoglycan, cone matrix sheath

proteoglycans contain a significant quantity of O-linked
oligosaccharides that bind PNA.

Relatively little is known about the function of most of the
interphotoreceptor matrix constituents. Perhaps the only
interphotoreceptor matrix molecules that have been char-
acterized with respect to function are interstitial retinol-
binding proteins and vitamin A. Preliminary studies in a
number of laboratories67,79,128,167,168 suggest that cone matrix
sheath–associated constituents may indeed participate in
retinal adhesion, since cone matrix sheaths retain their 
cellular attachments and become extremely elongated in
experiments in which the retina is gently peeled from the
pigmented epithelium immediately following enucleation.
Intravitreal injection of xylosides (compounds that disrupt
proteoglycan synthesis) results in cone matrix sheath disrup-
tion and localized retinal detachments.87 Intravitreal or sub-
retinal injections of chondroitinase or neuraminidase reduce
adhesion by as much as 80% without affecting retinal func-
tion or histology.

It appears that rod photoreceptor cells are the primary
cells involved in the synthesis of interstitial retinol-binding
protein and its subsequent secretion into the interphotore-
ceptor matrix.51,52,67,116 It has also been demonstrated that a
number of interphotoreceptor matrix–containing con-
stituents originate from the systemic vasculature and are
transported into the interphotoreceptor space by the retinal
pigmented epithelium.61

Pathologies affecting the RPE–photoreceptor–
interphotoreceptor matrix complex

Pathologies affecting the RPE-photoreceptor-interphotoreceptor
matrix interface have been reported in association with 
human disease and animal models. Such pathologies may be 
the direct result of abnormalities in either RPE or photore-
ceptor cells. Because of their close structural and functional 
relationships (see the previous section on structure and function
of the interface), an abnormality in one of these cell types 
might be expected to influence the viability of the other. It can 
be speculated that this phenomenon would most often involve 
a primary abnormality in retinal pigmented epithelial cells 
that secondarily affects photoreceptor cells because of the
numerous functions crucial to photoreceptor homeostasis that 
are performed by retinal pigmented epithelial cells. Such is 
the case for the RCS rat (see a later section), which exhibits a
retinal pigmented epithelium–based pathology that indirectly
results in photoreceptor cell death. Conversely, in a number 
of mutant mouse strains (see the later section on retinal-
degenerative mice) the primary abnormalities are in photore-
ceptor cells themselves.

Our understanding of abnormalities affecting the
RPE–photoreceptor interface comes largely from studies of

F 4.4 Fluorescence light micrograph depicting an isolated
cone matrix sheath exposed to fluorescein-conjugated PNA. Cone
matrix sheaths examined in this manner show a distinct substruc-
ture with numerous longitudinally orientated fibers extending the
entire length of the sheath (arrowheads). These longitudinal struc-
tures appear to be interconnected by a finer anastomosing fibrous
network. In addition, longitudinal fibers appear to insert into dis-
tinct fibrous rings of similar dimension at both the proximal and
distal ends of the sheath (arrows).
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animals, while less is known concerning the cellular bases of
human retinal pathologies. Since a number of comprehen-
sive reviews pertaining to animals exhibiting retinal degen-
eration have been published,31 only a few specific examples
are described below.

RPE-B P
RCS rat The best characterized of retinal pigmented
epithelium–based pathologies is that exhibited by the 
RCS rat.19,22,38,98 This mutant strain of rat has a defect that
affects the ability of retinal pigmented epithelial cells to
phagocytose shed photoreceptor cell outer segment mem-
brane. Photoreceptor cells develop apparently normally
until about 18 days postnatally, but degenerate thereafter. As
a result, the interphotoreceptor (subretinal) space becomes
filled with membranous debris.60,98 The recognition and
binding of photoreceptor cell outer segments at the apical
surfaces of RCS retinal pigmented epithelial cells may be
normal, the defect specifically affecting phagocytosis. It has
recently been shown42a that rod death can be prevented by
various “sham operations” on the retina and especially by
subretinal or intraretinal injection of basal fibroblast growth
factor (bFGF). This is a constituent of the normal inter-
photoreceptor matrix (personal observations) and therefore
the lack of specific trophic factors, derived from RPE, leads
to the death of rods in the RCS rat.

Mucopolysaccharidosis VI Feline mucopolysaccharidosis VI
(MPS VI) is an inherited disease affecting the lysosomal
enzyme arylsulfatase B. Animals with this enzymatic defect
exhibit large intracellular accumulations of dermatan sulfate
owing to their inability to degrade this glycosaminoglycan.58

This abnormality is systemically widespread but especially
notable in cells of the retinal pigmented epithelium, which
because of their highly phagocytic nature accumulate
numerous membrane-bound inclusions containing poorly
degraded glycosaminoglycans.8 These inclusions are present
at the time of birth of affected animals, increase in size 
and number with time, and ultimately result in massive
hypertrophy of the retinal pigmented epithelium. This
hypertrophy disrupts the normal orientation of adjacent
photoreceptor outer segments but apparently does not 
result in photoreceptor cell death.8 Retinal pigmented
epithelial cells from cats with MPS VI thus appear to 
be capable of continued phagocytosis of shed photore-
ceptor cell outer segment membrane and physiological
support of photoreceptor cells in spite of the fact that 
they have an important enzymatic defect and are severely
hypertrophied.

P C–B P
Retinal-degenerative mice A number of mutant mouse strains
exhibiting inherited photoreceptor cell degeneration have

been described. The best characterized of these are the 
rd (retinal degeneration85,86), rds (retinal degeneration
slow119,142), and pcd (Purkinje cell degeneration84,99). Each of
these mutants exhibits degeneration and death of photore-
ceptor cells, but with differing time courses. For example,
almost all photoreceptor cells degenerate in homozygous rd
mice by 2 months postnatally, while some viable photore-
ceptors remain in rds and pcd retinas as late as 1 year post-
natally. In each of these mutants, the defect appears to be
expressed in photoreceptor cells and leads directly to their
death and degeneration. Specific biochemical defects have
not been identified for any of these mutants; however, the rd
strain develops abnormally high accumulations of cyclic
guanosine monophosphate,44 the result of an abnormality in
the a subunit of the specific rod. Phosphodiesterase, which
hydrolyses cyclic guanosine monophosphate in the matrix is
greatly altered, but there are no known secondary changes
in the RPE.43,44

Progressive rod-cone degeneration Miniature poodles exhibit an
inherited disease, termed progressive rod-cone degenera-
tion, that directly affects both rod and cone photoreceptor
cells. This is a late-onset disease occurring after photore-
ceptor cells have fully differentiated in apparently normal
fashion.7 Later, individual rod outer segments become 
disordered, and die. Similar changes occur in cone outer 
segments, but slightly later than in rods. Ultimately,
photoreceptor cell outer segments are completely lost,
and degeneration of photoreceptor cell inner segments 
and cell bodies occurs. Late in the disease process, cells 
of the retinal pigmented epithelium are observed to 
become hypertrophied and may invade the remaining neural
retina.
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The retinal pigment epithelium (RPE) interacts closely with
photoreceptors, an activity that is essential to maintain
excitability of photoreceptors. The RPE helps to control the
environment of the subretinal space, supplies nutrients and
retinal to the photoreceptors, phagocytoses shed photore-
ceptor outer segments in a renewal process, and secretes a
variety of growth factors, helping to maintain the structural
integrity of the retina. Some of these functions are coupled
to ion fluxes across cell membranes of the RPE. Since move-
ments of charges across the RPE can be monitored in the
electroretinogram (ERG) and electro-oculogram (EOG),
these methods provide insights into these RPE functions.

In this chapter, RPE functions involving ion fluxes across
RPE cell membranes will be described. The first part will
describe ion channels and transporters that are present in
the RPE. In the second part, the interaction of ion channels
and transporters will be put into models of RPE function.

RPE functions that involve the movements of ions across
the cell membranes

The ultrastructure of the RPE is characteristic for a trans-
porting epithelium,2,11,61,62,81,82 and adjacent RPE cells form
tight junctions and thus become organized into an apical
and basolateral membrane with distinct and often separate
functions. The RPE transports ions and metabolic end prod-
ucts from the retinal to the choroidal (vascular) side.6,118 Ion
transport serves to control the ion composition in the sub-
retinal space, which is essential for the maintenance of pho-
toreceptor excitability and also drives water transport across
the RPE.34,36,148 The removal of fluid from the subretinal
space (volume transport) ensures that its volume is small and
that photoreceptors and RPE are closely opposed and there-
fore can interact easily. In addition to transport of ions, the
transport of metabolic end products involves the movements
of charged molecules such as lactic acid.35,36,148 Another RPE
function that is coupled to movements of charges is the
rapid, nearly instantaneous compensation for changes in ion
composition in the subretinal space.66,72,118 Stimulation of
photoreceptors by light decreases the potassium concentra-
tion in the subretinal space. To compensate, the RPE
releases potassium ions through the apical membrane into

the subretinal space. Changing from light to dark increases
the potassium concentration in the subretinal space, which
is compensated by the absorption of potassium ions. Both
the capability for epithelial transport and fast instantaneous
compensation can be monitored by ERG or EOG 
measurements.

Membrane proteins involved in transporting ions

I C
The delayed rectifier Characterization: Delayed rectifier K+

channels activate slowly in response to depolarization and
repolarize the membrane potential back to the resting poten-
tial by developing increasing K+ outward current amplitudes
with increasing positive membrane voltages (outward recti-
fication).45,122,123,130,133,135,141 Whether the channels are located
in either apical or basolateral membrane is unclear. The
channels carrying such currents in RPE cells have been
found to be mainly composed of Kv1.3 subunits,123 of which
four assemble a tetramer to form the K+ conducting pore.

Function: The role of the delayed rectifier potassium
channel for RPE function is not fully understood. The
delayed rectifier is regulated by protein kinases and has 
an activation threshold comparable to that of voltage-
dependent Ca2+ channels, i.e., they conduct after membrane
voltage changes to potentials more positive than -30mV.
RPE cells show a resting potential of approximately -40mV.
The RPE cell membrane is maximally depolarized by 
+10mV by changes from light to dark. Thus, it is unlikely that
the delayed rectifier potassium channels contribute to ERG
or EOG signals. It is likely that delayed rectifier represent a
functional antagonist to voltage-dependent Ca2+ channels.

Inward rectifier Characterization: Inward rectifier channels
are activated by hyperpolarization of the cell and display
increasing inward currents with increasing negative mem-
brane potentials.45,46,64,65,113,115,117,122,130,135,136,141 Depolariza-
tion from very negative membrane potentials can lead to
outwardly directed currents depending on electrochemical
driving forces. The inward rectifier channels in mammalian
RPE cells show mild inward rectification, decreased con-
ductance when extracellular K+ concentration was

5 Membrane Mechanisms of the

Retinal Pigment Epithelium
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increased, and voltage-dependent inhibition by extracellular
Na+.46,47,115,117 The channels are mainly composed of Kir7.1
subunits, which are located in the apical microvilli.65,117

Function: The inward rectifier provides a general potas-
sium conductance and stabilizes the membrane potential.
The location of Kir7.1 subunits in the apical processes imply
additional functions. The ability to conduct potassium in
both directions and sensitivity to extracellular potassium
enable the inward rectifier to compensate for changes in sub-
retinal K+ concentration. Another important role might be
the support of Na+/K+ ATPase activity.117 The Kir7.1 
subunits colocalize with Na+/K+ ATPase in the apical
processes. The inward rectifier provides a K+ conductance,
which is open under all physiological conditions, that could
recycle K+ ions that have been transported into the cell by
Na+/K+ ATPase. This cycling of K+ ions over the apical
membrane supports the ATPase activity in building Na+ gra-
dients, because inward rectifiers decrease the K+ gradient.
Thus, the inward rectifier plays an important role for the
driving forces of epithelial transport. Since the c-wave of the
ERG is based on changes in the apical K+ conductance, it
seems also likely that the inward rectifier is involved in this
ERG signal.46

Ca2+-dependent K + channels Characterization: Rises in intra-
cellular free Ca2+ activate outwardly rectifying K+ channels.
RPE cells express large conductance Ca2+-dependent K+

channels110,134 (maxi K or BK). Such maxi-K channels are
caused to open by a rise in intracellular free Ca2+, which
occurs in response to activation of purinergic receptors.110

Function: The main function of maxi-K potassium chan-
nels is the modulation of epithelial transport. These chan-
nels can be activated by the Ca2+ second-messenger system.
The subsequent hyperpolarization of the membrane poten-
tial changes the driving forces for ions over the cell mem-
brane and can, for example, increase Cl- secretion. This
might be the basis for the effect of purinergic stimulation on
epithelial transport.110

M-type currents Characterization: In bovine and human
RPE cells, another outwardly rectifying K+ channel with a
different voltage dependence and sensitivity to K+ channel
blockers could be identified.133 With its voltage dependence
and insensitivity to Cs+, this current resembles currents
through M-type K+ channels. The term M channels is short-
hand for muscarinic channels, which are known to be
silenced after a period of exposure to muscarinic agonists.
However, such an effect could not be observed in RPE cells.

Function: Since M channels are active over a broad
voltage range, M channels stabilize the membrane potential.
Depolarization leads to activation of M channels. The cor-
responding increase in K+ membrane conductance moves
the membrane potential toward the equilibrium potential for

K+, which in turn hyperpolarizes the cell back toward the
resting potential. A contribution to the c-wave of the ERG
is likely but not proven.

Voltage-dependent Ca2+ channels: L-type channels Characteriza-
tion: L-type Ca2+ channels are activated by relatively large
depolarizing voltage changes. They are highly specific for
Ca2+ ions.85,86,107,114,120,121,127–129,138,140 Ca2+ channels are com-
posed of several subunits, of which the largest one, the 
a- or CaV-subunit, forms the Ca2+-conducting pore and
determines such Ca2+ channel properties as voltage-
dependence or sensitivity to Ca2+ channel blockers. Four dif-
ferent CaV subunits are known to represent L-type channels:
CaV1.1—the skeletal subtype; CaV1.2—the cardiac subtype;
CaV1.3—the neuroendocrine subtype; and CaV1.4—the
retinal subtype. In the RPE, these channels were identified
as the neuroendocrine subtype of L-type channels composed
of CaV 1.3 subunits.107,120 The L-type channels are regulated
by protein tyrosine kinase and protein kinase C.85,121 In addi-
tion, L-type channels are activated during stimulation of the
InsP3/Ca2+ second-messenger signaling cascade.86

Function: The function of these L-type channels is not
fully understood. The neuroendocrine subtype of L-type
channels is known to regulate secretion rates and can trans-
duce voltage-dependent changes in gene expression. The
RPE is known to secrete a variety of growth factors. Thus,
it is likely that these Ca2+ channels regulate the secretion of
growth factors. Since these Ca2+ channels are activated by
depolarization of the membrane potential, L-type channels
could contribute to signals of the EOG. This is most likely
for the light peak that arises mainly from activation of baso-
lateral Cl channels, which leads to depolarization of the
basolateral cell membrane.

Nonspecific cation channels Characterization: So called non-
specific cation channels can conduct both Na+ and K+ ions.
Nonspecific cation channels in the RPE are coupled to acti-
vation of purinergic receptors.100,110,111 Stimulation of RPE
cells by ATP leads to a G-protein-coupled activation of non-
specific cation channels.

Function: The function of these channels is not fully
understood. Activation of Na+ and K+ conducting ion chan-
nels leads to depolarization. It is likely that these potential
changes modulate driving forces for ions across the cell
membranes and thus epithelial transport.

Chloride channels
Ca2+-dependent Cl channels Characterization: These Cl

channels are activated by a rise in intracellular free Ca2+,
show outwardly rectifying currents, and can be blocked by
stilbene derivatives such as DIDS.124,126,139 The activation of
these channels requires not only Ca2+ but also cofactors such
as tyrosine kinases.124,126
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Function: Activation of Ca2+-activated Cl channels is
coupled to activation of the InsP3/Ca2+ second-messenger
system.124,126 Activation of this second-messenger system
requires a Ca2+ influx into the cell. The amount of inflow-
ing Ca2+ is determined by electrochemical driving forces for
Ca2+. Activation of Ca2+-dependent Cl channels hyperpo-
larizes the cell, leading to increase the driving force for Ca2+

into the cell and to larger rises in intracellular free Ca2+

acting as second messenger. On the other hand, activation
of these Cl channels by the InsP3/Ca2+ second-messenger
system can increase Cl- outflow and thus increase Cl- secre-
tion.112 The light peak originates in an increase in the Cl 
conductance in the basal membrane of the RPE.27,28 In addi-
tion, this is ultimately caused by a transmitter, probably by
a biogenic amine, which is released by the neuronal retina
during light exposure.26,29 Biogenic amines are known to
stimulate the InsP3/Ca2+ second-messenger system.

Volume-activated Cl channels Characterization: This type of
Cl channel is activated to counterbalance hypoosmotic
swelling.8,139 It seems that activation of this Cl channel does
not require changes in intracellular Ca2+.8

Function: The volume-activated Cl channels help to
control the volume of RPE cells, which is important for the
integrity of the epithelial barrier.

ClC-2 channel Characterization: RPE cells express ClC-2
Cl channels.7 ClC (Chloride Channel) is a large family of Cl
channels related to a Cl channel that has been isolated from
the electric organ of the electric ray.50 The voltage-depend-
ent ClC-2 channels are inactive at the resting potential of
RPE cells and open in response to hyperpolarization.50 In
addition, ClC-2 is activated in response to extracellular acid-
ification. Knock-out of the ClC-2 chloride channel in a
mouse model leads to retinal degeneration arising from
absence of epithelial Cl transport by the RPE.7

Function: The retinal degeneration in the ClC-2 knock-
out mouse indicates that ClC-2 channels are essential for
epithelial transport of Cl- across the RPE. The transport of
Cl might be coupled to transport of lactic acid. This is made
very likely by the finding that ClC-2 channels are very sen-
sitive to changes in extracellular pH.7 A failure of Cl and
lactic acid transport by the RPE might be the cause for the
retinal degeneration in the ClC-2 knock-out mouse model.

I T
ATPases

Na+/K +-ATPase Characterization: Na+/K+-ATPase is
able to transport Na+ and K+ against their concentration gra-
dients.* Using the energy of ATP degradation, this enzyme

transports Na+ to the extracellular space and K+ to the cytosol.
These gradients can be used by the cell for Na+-dependent
transport mechanisms. The transport by the Na+/K+-ATPase
is electrogenic. Na+/K+-ATPase transports 3mol Na+ to the
extracellular space and 2mol K+ into the cell per mol of ATP
consumed. This results in a transmembranal potential of
approximately 10mV. Na+/K+-ATPase in the RPE is located
in the apical membrane.33,39,81,96,97,103–105,131,142 This is a unique
feature of the RPE. The location is achieved during ontoge-
nesis from the first expression of this enzyme.

Function: Na+/K+-ATPase is the main energy source for
epithelial transport by the RPE. This ensures a close inter-
action between RPE and neuronal retina. The adhesion
forces between both tissues are dependent on the activity of
Na+/K+-ATPase.

Ca2+-ATPase Characterization: Ca2+-ATPase uses meta-
bolic energy to eliminate Ca2+ from intracellular space. This
ATPase can transport Mg2+ and Ca2+ and was identified as
the plasma membrane (Ca2+ + Mg2+)-ATPase (PMCA).57

Function: This transporter terminates rises in intracellu-
lar free Ca2+ that are acting as a second messenger.

Na+/Ca2+ exchanger Characterization: Using the Na+ gradi-
ent the Na+/Ca2+ exchanger extrudes Ca2+ from intracellu-
lar space.20,79

Function: This transporter plays a role in the Ca2+ second-
messenger system. Together with the Ca2+-ATPase, the
Na+/Ca2+ exchanger terminates rises in intracellular free
Ca2+ acting as a second messenger.

Na+/HCO3
- cotransporter Characterization: Using the Na+

gradient established by the Na+/K+-ATPase, the
Na+/HCO3

- cotransporter serves to transfer HCO3
- ions

into the cell.14,18,41,67–69,76 The transporter is located in the
apical as well as basolateral membranes and can be inhib-
ited by stilbene derivatives such as DIDS or SITS. The trans-
port of Na+ and HCO3

- is electrogenic. The cotransporter
transports 1 Na+ together with 2–3 HCO3

- ions.1,51,67–69,87

Function: The Na+/HCO3
- cotransporter accumulates

HCO3
- ions in the cytosol, which is a prerequisite for epithe-

lial transport of HCO3
- and pH regulation.

Na+/H + exchanger Characterization: The Na+/H+ ex-
changer is electroneutral and exchanges Na+ ions against
protons.53,54,58,147 This amiloride-sensitive transporter is
located in the apical membrane of the RPE.

Function: The ability of the Na+/H+ exchanger to use the
Na+ gradient to extrude protons from the cytosol gives this
transporter a central role in the regulation of intracellular
pH. Since accumulation of HCO3

- is coupled to the pH reg-
ulation, the Na+/H+ exchanger is involved in the transport
of HCO3

-.*9,10,13,15,33,39,49,63,84,96,103,105,106,108,109,116,142
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Na+/K +/2 Cl - cotransporter Characterization: The Na+/K+/
2 Cl- transporter is located in the apical membrane of the
RPE.1,22,24,38,51,55,70,87 It is electroneutral and transports 2 Cl-

together with 1 Na+ and 1 K+. Exploiting the Na+ gradient
established by the Na+/K+-ATPase, the Na+/K+/2 Cl-

cotransporter moves K+ and Cl- ions into the cell against the
concentration gradients. The transporter can be inhibited by
bumetanide.

Function: The Na+/K+/2 Cl- plays a central role in
epithelial NaCl transport. It mediates the uptake Na+, K+,
and Cl- over the apical membrane.

Cl -/HCO3
- exchanger Characterization: Located in the

basolateral membrane, the Cl-/HCO3
- electroneutral

exchanger exchanges Cl- against HCO3
-.18,19,53,54,76,77 Since

the exchanger transports HCO3
- ions, it is involved in pH

regulation. Intracellular alkalinization is compensated for by
extrusion of HCO3

- from the cytosol.53,54 Intracellular acid-
ification causes a reduction in the activity of the Cl-/HCO3

-

exchanger. The Cl-/HCO3
- exchanger is sensitive to DIDS.

Function: The main function of the Cl-/HCO3
-

exchanger is to provide an outflow pathway for HCO3
- out

of the cell over the basolateral membrane. This is used for
epithelial transport of HCO3

- and for intracellular pH reg-
ulation. Since extrusion of HCO3

- is connected to uptake of
Cl-, the HCO3

- transport decreases Cl- secretion over the
basolateral membrane.

Transporters for lactic acid Characterization: Several trans-
porter systems that are capable of transporting lactic acid
have been described in the RPE.35,36,59,71,75,99,146,148 Two trans-
porters belong to the monocarboxylate transporter family.
MCT1 (monocarboxylate transporter 1) is located in the
apical membrane, and MCT3 (monocarboxylate 3) is
located in the basolateral membrane.99,146 Both transporters
function as lactate/H+ cotransporters. In the apical mem-
brane, a Na+-dependent transporter for organic ions is also
capable of transporting lactic acid. In addition to these
transporters, an electrogenic Na+-dependent lactate trans-
porter, the Na/lac cotransporter, has been found in the baso-
lateral membrane.59 The monocarboxylate transporters are
also able to transport water efficiently.35

Function: All transport systems mediate an epithelial
transport of lactic acid and water from the subretinal space
to the choroid.

RPE functions

F C C  C  
S S Activation of photoreceptors by light
leads to changes of ion composition in the subretinal
space.25–28,30,31,83,87,94,95,118 To maintain the excitability of pho-
toreceptors, these changes have to be compensated for. The

RPE is able to compensate for these changes the moment
they arise. This compensation has to occur very fast.

The origin is a change in the equilibrium potential across
the apical membrane of RPE cells. Activation of photore-
ceptors by light leads to a shutdown of the dark current of
the photoreceptors and a decrease in the potassium con-
centration in the subretinal space because the K+ outward
current from the inner segment counterbalancing the Na+

inward current into the outer segment decreases and the
Na+/K+-ATPase removes K+ from subretinal space. The
consequence is hyperpolarization94,95 of the apical mem-
brane and activation of inward rectifier K+ channels.46,115

This results in potassium outflow into the subretinal space.72

The hyperpolarization also decreases the transport of
Cl-3,19,31 because the decrease in the subretinal K+ concen-
tration decreases uptake of Cl- by the Na+/K+/2 Cl-

cotransporter. The subsequent decrease in the intracellular
Cl- and K+ activity transduces changes in the apical trans-
membranal potential to a hyperpolarization of the baso-
lateral membrane. A decrease in the intracellular 
K+ concentration results also from K+ outflow through
hyperpolarization-activated inward rectifier channels
because it can be prevented by application of the K+ channel
blocker Ba2+.32,44 Light-dependent changes in the photore-
ceptor activity also change the Na+ concentration in the sub-
retinal space. These changes are compensated for by uptake
of Na+ by the Na/H exchanger and by Na+ release by the
Na+/K+-ATPase.37

E T The RPE transports ions and 
water volume from the subretinal space to the choroid, espe-
cially when light adapted.4–6,16–19,23,38,41,51,60,73,81,87–89,93,101,102,118,137

The transport of ions (see figure 5.1A) drives the transport of
water. Since the RPE shows properties of a tight epithelium,90

most of the water transports occurs via the transcellular route.
Transcellular water transport occurs through aquaporins, water
channels that are present in the apical and the basolateral 
membrane.117 A smaller amount of water might be transported
by monocarboxylate transporter, electroneutral Na+/glucose
cotransporter, Na+/K+/2 Cl- cotransporter, Cl-/HCO3

-

exchanger or by Cl channels.34 Since the transport of water is
coupled to transport of ions, the transport of water occurs iso-
tonically. This volume transport is essential and keeps the
volume of the subretinal space very small, enabling a close inter-
action between RPE and photoreceptors. In disease, such as
macular edema, in which this relationship breaks down, func-
tion is lost, and cell death may occur.

Epithelial transport is energized by the activity of the
Na+/K+-ATPase in the apical membrane of the
RPE.13,39,43,49,96,97,104,105,132,145 The ATPase eliminates Na+ from
intracellular space and establishes a gradient for Na+ into 
the cell. K+ ions are transported into the cell and cycle over
the apical membrane via K+ channels.32,44,109 This supports
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the ATPase to build a Na+ gradient because K+ channels
decrease the K+ gradient.

Uptake of ions over the apical membrane is mediated by
the Na+/K+/2 Cl- cotransporter,1,55,56,70 which uses the Na+

gradient to transport K+ and Cl- into the cell while main-
taining electroneutrality. Cl- leaves the cell via Cl channels
in the basolateral membrane.25,30,70 These Cl channels can
be Ca2+-dependent Cl channels124–126,139 or ClC-2 channels.7

Cl- is transported only via the transcellular pathway and rep-
resents the most important part of the epithelial transport
by the RPE. This Cl- transport results in a net retinal posi-
tive transepithelial potential of approximately 5–15mV.89,90

K+ ions leave the cells across basolateral membrane via K+

channels.87 It is not clear which type of K+ channels mediate K+

efflux. They could be Ca2+-dependent K+ channels110,134 or M
channels.133 However, whether either or both of these channels
are located in either apical or basolateral membranes (or both)

remains unknown. In addition, a part of the K+ is transported via
the paracellular pathway driven by the transepithelial potential.

A portion of the Na+ is possibly transported via the 
paracellular pathway from the subretinal space to the
choroid.81,87,101 This transport is driven by the apical positive
transepithelial potential.51 The role of the paracellular Na+

transport route is not clear. On one hand, the direction of
transepithelial Na+ fluxes is dependent on the transepithelial
potential.42,89 On the other hand, the RPE was classified as a
tight epithelium, which means that paracellular resistance is
approximately 10 times higher than transcellular resistance.90

This would speak against an important role for paracellular
Na+ transport. The portion of the transcellularly transported
Na+ is not known, because the efflux pathway for Na+ over
the basolateral membrane is not clear. The mechanism could
be the Na+/HCO- cotransporter, which uses the HCO3

-

gradient to extrude Na+ from the cytosol.58

F 5.1 Simplified models of transepithelial transport and 
pH regulation. Transporters are drawn with open circles; ATPases
are drawn with closed circles. Arrows indicate stimulation, and
arrows ending with squares indicate inhibition. A (upper panel),

Epithelial transport of ions across the RPE. Explanations see text.
B (middle panel), Epithelial transport of lactic acid and pH regu-
lation. C (lower panel), Simplified model of intracellular Ca2+

homeostasis.
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Uptake of HCO3
- occurs over the apical membrane via

the Na+/HCO3
- cotransporter,41,67–69 and release of HCO3

-

to the basolateral site occurs via the Cl-/HCO3
-

exchanger18,19,53,54,77 and possibly by the basolateral
Na+/HCO3

- cotransporter.58 However, the release of HCO3
-

by the Cl-/HCO3
- exchanger decreases the efficiency of

Cl- secretion. This can be used as a resource to enhance 
Cl- transport. Inhibition of carbonic anhydrase increases
transepithelial Cl- transport and supports the removal of
volume in the treatment of macula edema.12,21,80,119,143,144 This
can be explained by the fact that the Cl-/HCO3

- exchanger
is inhibited by intracellular acidification.77 Inhibition of
carbonic anhydrase leads to a decrease in the HCO3

-

concentration and to acidification.52 In consequence, the 
Cl-/HCO3

- exchanger is inhibited and no longer counter-
balances the effect of basolateral Cl channels. The result is
an increase in Cl- and volume transport from the subretinal
space to the choroid.18 Another mechanism to enhance fluid
absorption might be the purinergic stimulation of RPE.
Purinergic stimulation leads to enhancement of fluid absorp-
tion via activation of several types of ion channels.78,92,98,110

Furthermore, epithelial transport can be stimulated by
adrenergic stimulation and subsequent increase in intracel-
lular free Ca2+ as second messenger.112

The transepithelial transport of volume varies with
changes in illumination. The apical Na+/HCO3

- exchanger
is voltage-dependent. Light-induced hyperpolarization of
the apical membrane reduces transport activity and results
in intracellular acidification. Intracellular acidification facil-
itates Cl- transport and thus transport of water across the
RPE. Although the physiological relevance of this adaptive
mechanism is not clear, the occurrence of light-dependent
transient volume changes in the subretinal space has been
confirmed by in situ measurements.40,74

I C2+ S Rises in intracellular free
Ca2+ serve as a second messenger to regulate many cellular
functions, such as phagocytosis, secretion, or gene expression
(see figure 5.1C). L-type Ca2+ channels provide a major
influx pathway for Ca2+ into the cell.86 This influx is limited
by voltage-dependent or Ca2+-dependent K+ channels.
L-type channels are activated by depolarization. Delayed
rectifier K+ channels are activated in parallel48,121–123,129,140,141

by depolarization, which leads to hyperpolarization and to
deactivation of L-type channels. Increases in intracellular
free Ca2+ activate Ca2+-dependent K+ channels, which also
hyperpolarizes the cell and deactivates L-type Ca2+ channels.
Increases in cytosolic free Ca2+ are terminated by Ca2+-
ATPase57 and the Na+/Ca2+-exchanger.20,79

R  I H The interaction of the
RPE and the photoreceptors includes the digestion of pho-
toreceptor outer segments and the recycling retinal and fatty

acids. In addition, the RPE transports lactic acid from sub-
retinal space to the blood site. The high throughput of
metabolites is based on an efficient pH regulation (see figure
5.1B). Intracellular acidification is compensated for by the
Na+/H+ exchanger; intracellular alkalinization is recovered
by the Cl-/HCO3

- exchanger.53,54

T  L A The retina contains high
amounts of lactic acid. The subretinal space shows a much
lower concentration of lactic acid than the neuronal retina
does. This is caused by the transport of lactic acid by 
the RPE.35,36,71,75,146,148 Lactic acid is taken up by the RPE 
by a lactate/H+ cotransporter (MCT1) and by the Na+-
dependent transporter for organic acids (see figure 5.1B).
Lactic acid leaves the cell via MCT3 and the Na+/lac-

exchanger in the basolateral membrane. Translocation of
lactic acid is coupled to transport of protons. Thus, trans-
port of lactic acid creates a need for pH regulation. This is
enabled by the activity of the Cl-/HCO3

- exchanger and 
the Na+/H+ exchanger.53,54 The proper function of the 
Cl-/HCO3

- exchanger requires a recycling pathway for 
Cl-. This recycling pathway is provided by ClC-2 Cl chan-
nels, which are activated by extracellular acidification.7
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T    thin, filmy piece of brain tissue (in devel-
opment, the retina arises as outpouching of the embryonic
forebrain) that lines the inside of the eyeball (figure 6.1). It
consists of millions of closely packed nerve cells arranged in
layers with synaptic neuropil between the layers. The retina
is the most important part of the eye, for it contains both
the sensory neurons that are responsive to light and the first
stages of image processing via intricate neural circuits. These
circuits construct an electrical message concerning the visual
scene that can be sent to the brain for further processing and
visual perception. All this takes only a fraction of a second.
Vision is truly a miracle of neural processing. If the retina
is damaged or degenerates owing to disease, the brain
centers cannot be stimulated, and the person or animal is
blind.

The retina is organized the reverse of the way one might
intuitively expect. The sensory cells, the photoreceptors, lie
at the very back of the retina, and light rays have to pass all
the way through the three layers of cells, two layers of
neuropils, and the length of the photoreceptors themselves
before finally finding pigment molecules to excite. The
reason that the photoreceptors lie at the last level of the
retina in terms of light reaching them (although we call it
the first level of excitation) is that some of these important
pigment-bearing membranes of the photoreceptor, known
as outer segment disks, have to be in contact with the
pigment epithelial layer of the eye (also brain-derived tissue).
An amazing exchange of molecules has to take place
between the photoreceptors and the pigment epithelium for
vision to occur. The vital molecule retinal, or vitamin A, has
to be passed from the pigment epithelium to the opsin 
molecule in the photoreceptor outer segment membranes to
form the photoactive molecules in rods and cones. The
vitamin A comes from the blood system, so the pigment
epithelium has to be provided with a rich blood source via
the choroid of the eye. Retinal lies embedded in the center
of the opsin molecule, and only the complete rhodopsin
molecule is reactive to photons of light (figure 6.2). A cis-
trans isomerization occurs in each of the millions of
rhodopsin molecules occurs on exposure to light rays, and
the retinal molecule is shifted back to the pigment epithe-

lium in a different form and is there recycled to return to the
opsin molecule to form new rhodopsin, ready for more
photic activation. The pigment epithelium is usually a very
black layer of cells owing to melanin granules contained in
them (except in albino people or animals), and these pigment
granules have a protective role in both absorbing stray
photons that bypass the photoreceptor outer segments and
masking the outer segments from too much constant light
exposure. If the black retinal pigment epithelium layer and
its necessary blood supply, the choroid, were to lie over
photoreceptors at the front of the retina, not much light
would penetrate at all to excite the photoreceptors and 
successive chains of neurons in the retina.

All vertebrate species have retinas that contain at least two
types of photoreceptor. Simply put, rods are the photore-
ceptors for low-light vision, and cones are the photorecep-
tor type for daylight, bright-colored vision. Animal species
have adapted their eyes and retinal design according to 
the environment in which they live. Most nonmammalian
species have very well-developed cone types as their photo-
receptors of choice. Most fish, frogs, turtles, and birds have
very good color vision too because they have retinas that are
designed to take advantage of daylight. When the time of
the dinosaurs was over, possible owing to climate changes
and extremely long times of darkness because the earth’s
atmosphere was covered with ash and dark clouds, tiny 
fur-covered nocturnal mammals evolved that were able to
generate their own heat by well-designed blood supplies.
The earliest mammals were almost certainly nocturnal and
developed visual systems that were most sensitive to dim light
conditions. Their visual systems were dependent on rod 
photoreceptor–dominated retinas. Rodents such as rats and
mice today still have the early rod photoreceptor–driven
retinal design. Their cones are small and slender and form
only 3–5% of the photoreceptor numbers.

Most other mammals have a preponderance of rods in
their retinas too, but often cones are organized in higher
numbers in specialized areas of the retina to deal with
aspects of their visual environment that are important for
their survival. Most mammals have their eyes at the side of
the head with very little binocular overlap and thus little
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depth perception. So most mammals have either totally
unspecialized areas of retina that are nocturnal in design
(rats and mice) or a partial binocularity for daylight vision
with a focusing of the image to a central specialized area
(area centralis) where cones and cone pathways predominate

(cats and dogs), or they have an elongated horizontal strip of
specialized retina called a visual streak over which movement
and fast actions of predators can be detected (rabbits,
squirrels, and turtles). The ultimate in frontal projecting eyes
and complete binocular overlap is achieved in some birds
and primates. In these cases, the eyes are specialized for good
daylight vision, color, and very fine detail discrimination.
Thus, primates and raptor birds have a fovea and a foveate
design of the retina.

Humans and monkeys have a retina that is specialized to
have the cone-predominant daylight vision in the fovea and
the rod-predominant vision for night-time sensitivity to poor
lighting in the extrafoveal and peripheral parts of the retina
(figure 6.3). We have what is called a duplex retina, and we
can make good visual discriminations in all lighting condi-
tions. Our retina has the ability to adapt to different light-
ing conditions, from using our rods at night to perceive the
slightest glimmer of photons to our cones taking over in 
sunlight, allowing us to make color and the finest spatial 
discriminations. Three separate cone types in primates 
(red-sensitive, green-sensitive, and blue-sensitive) and two
types in most mammals (green-sensitive and blue-sensitive)
sense wavelength, allowing the visual system to detect color.
We can see with our cone vision from gray dawn to the
extreme dazzle condition of high noon with the sun burning
down onto white sand. The daylight adaptation to brighter
and brighter conditions takes place in the cone photo-
receptors themselves initially and then by exclusive circuitry
through the retina. Dark adaptation to lower and lower light

F 6.1 Schematic diagram of the eyeball cut in half lon-
gitudinally to show the various layers and structure of the human
eye. The retina lines the back of the eye against the pigment
epithelium and choroid. The blood supply to the retina radiates
from the optic nerve; 3.5mm temporal from the optic nerve lies
the fovea which is the center of focus. The white box shows a
section of retina enlarged and stained and redrawn in Figures
6.4 and 6.5.

F 6.2 A, Cone photoreceptors of the monkey retina are
stained by using a fluorescein-conjugated antibody to GCAP
(guanylate cyclase activating protein) contained within them. B,
The outer segments of the rods and cones (boxed area) are enlarged
to show their interior structure of stacked doubled-over membrane

disks. C, The disks contain thousands of rhodopsin molecules
embedded in the lipid bilayers of the disks. Each rhodopsin mole-
cule consists of seven transmembrane portions of the protein opsin
surrounding the chromophore (11-cis-retinal).
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conditions takes place in the rod photoreceptor–initiated
neural circuitry through the retina. These tasks of the retina
are placed on millions of nerve cells that are specifically con-
nected into specialized neural chains that are able to influ-
ence the output of ganglion cells under constantly varying
light stimuli.

The retina has four to six types of photoreceptor (depend-
ent on species) in the photoreceptor layer, one to four types
of horizontal cell and 11 types of bipolar cell in the second
(inner) nuclear layer, 22 to 30 types of amacrine cell in the
inner nuclear layer, and about 20 types of ganglion cells in
the ganglion cell layer sending the visual messages to the
brain through over a million optic nerve fibers. The photo-
receptors synapse with bipolar and horizontal cell dendrites
in the outer plexiform layer of neuropil, and the bipolar,
amacrine, and ganglion cells talk to each other in the inner
plexiform layer neuropil. To understand the shapes and sizes
of the different cell types, we have had to use different stain-
ing techniques, from old-style Golgi silver staining employed
originally over a hundred years ago by Ramon y Cajal to
modern-day immunocytochemical or gene gun techniques.
We have been able to understand how the different mor-
phological cell types synapse on each other by examining the
synaptic neuropil by electron microscopy to visualize the
actual synapses. A great advance in our understanding came

with the electron microscope description of the retinal
synapses by Dowling and Boycott in 1966. We could recog-
nize different cell-specific synapses made by photoreceptor
terminals on horizontal and bipolar cells and by bipolar cells
on amacrine and ganglion cells. This arrangement of
synapses has been extended now to include staining tech-
niques to reveal gap (electrical) junctions and the neuro-
transmitter receptor molecules and neurotransmitter uptake
transporters. So now we know that the neurotransmitter of
the vertical pathways through the retina (photoreceptors,
bipolar cells, and ganglion cells) is glutamate and the neu-
rotransmitters of the laterally extending horizontal and
amacrine cells are various excitatory and inhibitory amino
acids, catecholamines, peptides, and nitric oxide (figures 6.4
and 6.5).

Electrophysiological investigations of the retina started 60
years ago. Studies of optic nerve discharges showed that
indeed the optic nerve fibers could be stimulated to give tra-
ditional depolarizing spikes. However, the first recordings in
the retina by Svaetichin in the 1950s showed very odd
responses to light. The neurons of the outer retina (it was
not immediately clear which cells were being recorded from)
responded in a slow hyperpolarizing manner and not as
depolarizing spikes. These “S potentials” are now known to
originate with the photoreceptor and to be transmitted with
relatively unchanged waveform to horizontal cells and one
set of bipolar cell. The membrane hyperpolarization starts
at light ON, follows the time course of the light flash, and
then returns to the baseline value at light OFF. We now know
that the photoreceptors, both rods and cones, release 
neurotransmitter during the dark, because under dark 
conditions, the membrane of the sensory neuron is in a
depolarized state. Cyclic GMP–gated channels are open to
sodium influx in the dark state. On light exposure, the
rhodopsin molecules undergo their conformational change
as mentioned above, and a resulting phototransduction
cascade closes the membrane channels, sodium is kept out,
and the membrane of the whole cell goes into a hyperpo-
larized state for as long as the light is present. The hyper-
polarizing response can be recorded both in the outer
segment of the photoreceptor by suction electrodes and in
the cell body or synaptic region of the photoreceptor by
sharp microelectrodes. The hyperpolarizing response of a
cone has a small area over which it responds that is not much
bigger than the diameter of the cone. This space over which
the cone gives its response is known as its receptive field
(figure 6.6).

Both rods and cones respond to light with the slow hyper-
polarizing response described above, yet rods and cones
report different image properties. Rod vision typically deals
with a slow type of feature detection in which dim light
against dark is detected. Cones deal with bright signals and
can detect rapid light fluctuations. Cone system signals are

F 6.3 The human retina as seen by an ophthalmologist. The
optic nerve head has an array of arteries and veins radiating from
it to nourish every part of the retina. Toward the temporal side of
the optic disk is the fovea, which is the center of vision and binoc-
ular overlap, specialized for high-acuity daylight vision using only
cone photoreceptors.
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revealed in forms of feature detection in which bright
against dark (or vice versa) colors or edges are being
detected. Thus, photoreceptors are the first neurons in the
visual chain to decompose the image into separate parts.
However, now the image has to be differentiated into further
component elements. This happens at the first synapses of
the visual pathway: the synapses between photoreceptors
and bipolar cells. Here, different bipolar cell types selectively
express different types of receptors for glutamate, allowing

each bipolar type to respond to photoreceptor input in a 
different way. Some bipolar cells are tuned to faster and
some to slower fluctuations in the visual signal. Electron
microscopy shows that bipolar cell dendrites make different
types of contact with the cone or rod synaptic region, either
beneath the synaptic ribbon or at more distant basal 
contacts.

The types of bipolar cells that make the basal contacts
express either rapidly desensitizing, rapidly resensitizing

F 6.4 Immunostained monkey retina close to the fovea.
Some neurons of each of the layers are immunolabeled with 
antibodies against GCAP (photoreceptors), calbindin (horizontal
cells and some bipolar cells), calretinin (AII amacrine cells and two
other varieties of amacrine cells), and parvalbumin (ganglion cells).

Photo, photoreceptor layer—rods and cones; OPL, outer plexiform
layer; bc, bipolar cells; hc, horizontal cells; INL, inner nuclear layer;
amac, amacrine cells; IPL, inner plexiform layer; GCL, ganglion
cell layer; gc, ganglion cells. (See also color plate 1.)
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AMPA receptors or slowly resensitizing kainate receptors.
Both of these types of receptor are excitatory and are 
called ionotropic glutamate receptors (iGluRs). But the most
extraordinary difference between bipolar cells is that
another, separate group of bipolar cells express inhibitory
glutamate receptors. Inhibitory glutamate receptors known
as metabotropic glutamate receptors (mGluRs) are unique
to the vertebrate retinas. Typically, bipolar cells that make
the central element, ribbon-related contacts with the 
photoreceptor synaptic terminal, use these inhibitory
mGluRs. Together, these iGluR- and mGluR-expressing
bipolar cells initiate a set of parallel visual pathways con-

necting photoreceptors to ganglion cells, for shadow and for
highlight detection. These are known as OFF (dark-on-light)
and ON (light-on-dark) pathways, respectively (figure 6.7).

This parallel set of visual channels for ON and OFF qual-
ities of the image are fundamental to our seeing. Our vision
consists of the contrast of one image against a different
background. For example, we read black letters against a
white background, actually thereby using the OFF channels
started in the retina. In the retina, the parallel bipolar chan-
nels are maintained by segregated and parallel inputs to gan-
glion cells. The architecture of the inner plexiform layer in
fact becomes demarcated early in development for the 

F 6.5 A drawing of a slice of the human retina showing all
the nerve cells we currently understand on the basis of their shape,
function, and neurocircuitry. The photoreceptors lie deep at the back
of the retina against the pigment epithelial cells (top of drawing), and

the ganglion cells lie at the superficial surface of the retina (bottom
of drawing). Bipolar cells and horizontal and amacrine cells pack the
middle of the retina with two plexiform layers dividing them, where
synaptic interactions take place. (See also color plate 2.)
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segregation of synaptic input to parallel ON and OFF gan-
glion cell pathways. In the upper inner plexiform layer
(called sublamina a), connections occur only between OFF
iGluR-bearing bipolar cells and OFF ganglion cells; in the
inner part of the inner plexiform layer (sublamina b), the
ON mGluR-bearing bipolar cells contact solely ON gan-
glion cells (figure 6.8).

Thus, the parallel series of ganglion cells have been devel-
oped to receive those segregated bipolar inputs. This has
happened particularly strikingly in the mammalian retina,
where the same morphological type of ganglion cell has
been split into two subtypes: one for the ON pathway and
the other for the OFF pathway. In the cat retina, these are
known as ON or OFF center alpha cells and ON or OFF
center beta cells. In the human (primate), these ganglion cells
are known as ON or OFF center P cells (because they project
to the parvocellular layers of the lateral geniculate nucleus)
and ON or OFF center M cells (because they project to the

magnocellular layers of the lateral geniculate nucleus).
The beta and P cells are for carrying ON and OFF views of
the image to the cortex for fine detail discrimination, while
the alpha and M cells inform on larger-sized, fast action ON
and OFF images.

If the retina were simply to inform the brain concerning
these opposite contrast images, one could imagine the result-
ant vision to be rather coarse-grained and blurry. How do
we get our precise edges to the images and our ability to read
and focus on the finest detail? This process of honing of the
image and putting boundaries on it also starts in the retina
and even at the first synaptic level. There are horizontal cells
at the outer plexiform layer that are making their play at the
ribbon synapse of the photoreceptor terminal. Here the hor-
izontal cells receive their excitatory input from the photore-
ceptors; in actual fact in all species, the horizontal cells
receive only input from cones. And they receive input from
a lot of cones, so their collection area or receptive field is

F 6.6 Physiological response of single cone photoreceptors.
Suction electrodes record the response of the outer segment area.
A brief light flash momentarily hyperpolarizes (by 1–2 millivolts)
the cone cell’s membrane. The intracellular response to a longer
flash of light can be recorded in the cone cell body as a slow hyper-
polarization (20 or more millivolts) that lasts as long as the light

flash. Input from neighboring rods that are coupled to the cone by
gap junctions can also be recorded in the cone response under
certain stimulating conditions (rod input). The receptive field of a
cone is very narrow and is a hyperpolarization (downward direc-
tion) of the cell’s membrane potential.
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F 6.7 The photoreceptor endings (rod, cone pedicle)
contact second-order neurons, with horizontal and bipolar cell 
dendrites, at specialized synapses. The detailed structure of the
photoreceptor synapse (boxed area) can be understood only after
electron microscopic investigations. The actual glutamate receptors
that are known to be associated with each type of contact at the
synaptic ribbon synapse (black bar) are indicated. Ionotropic glu-
tamate receptors (iGluRs) are of two basic types, AMPA and
kainate (KA), and are associated with excitatory fast transmission

to OFF bipolar cells (OFF bc) and horizontal cells (hc).
Metabotropic glutamate receptors (mGluR6) receptors are on 
ON bipolar cell dendrites (ON bc) and are associated with slow
inhibitory transmission in which G proteins and second messengers
are involved in transduction. Horizontal cell processes (hc) are
thought to feed electrical information back to the cone synaptic
area at hemi gap junctions (hemi, crosses) and to bipolar cell den-
drites at GABA receptors (g, arrows).
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very large. Their collective input gives them a large hyper-
polarizing slow potential response following the time course
of the light ON. The size of their receptive field is very large,
not only because of the large number of cones with their
individual small receptive fields summating but also because
horizontal cells are joined, one to another, at electrical junc-
tions known as gap junctions. Thus, a whole sheet of cells
have their membranes potential sitting at the same hyper-
polarized level, and their response to light is consequently
very large in area. [The receptive field is orders of magni-
tude large that that of a single cone and even that of the
single bipolar cell, which receives input from a handful of
cones and thus has a medium-size receptive field.] Remem-
ber that the bipolar cell receives either excitatory input and
thus responds like the photoreceptor and horizontal cell and
has a hyperpolarizing response (due to iGluRs) or gets an
inhibitory input (due to mGluRs) and gives a depolarizing
response to light.

So a single bipolar cells with its hyperpolarizing (OFF) or
depolarizing (ON) light response would carry a fairly blurry,
large-field response to its ganglion cell were it not for the
horizontal cells adding an opponent surround that is spa-
tially constrictive, puts an edge around the field, and gives

the bipolar cell what is known as a center surround organi-
zation (figure 6.9). The bipolar center would be of one sign,
i.e., either ON in the center, or OFF in the center, and the
horizontal cell by a feedback mechanism adds an OFF or
ON surround, respectively. There are two means by which
the horizontal cell can add the opponent surround: either by
synapsing, directly on the bipolar cell at a chemical synapse,
which seems to occur in some species, or by feeding back
information to the cone photoreceptor itself, and this 
information then feeds forward to the different varieties of
bipolar cell making contact with that cone. Feedback to the
cone itself is now thought to take place by a very novel elec-
trical synapse consisting of half a gap junction. Hemi gap
junctions are thought to change the ionic environment at the
photoreceptor ribbon synapse and cause membrane changes
in the cone photoreceptor and thence in the bipolar cell 
dendrite—a complicated circuit that still is a subject of hot
debate in the retinal research community. Horizontal cell
function in general has occupied many vision researchers for
decades, and much is now known of the role of these cells
in the organization of the visual message. Horizontal cells
are influenced by more than photoreceptors that have input
to them though. There is neuronal feedback from inner to

F 6.8 The synaptic contact of the bipolar cell dendrites and
the cone synaptic pedicle determines whether the signal carried by
the bipolar cell stream is detecting light-on-dark (ON pathway) or
dark-on-light (OFF pathway) to the ganglion cells. The former
pathways are initiated at mGluRs and the latter at iGluRs with the
cone synapse. The mGluR-containing bipolar cells send their axons
to lower sublamina b of the inner plexiform layer, while the iGluR-
containing bipolar cells have axons ending in upper sublamina a of

the inner plexiform layer, thereby continuing segregation of the
pathways into the connections with ganglion cells. The receptive
fields of mGluR containing cells are ON center (depolarizing,
upward-pointing response) with a surround inhibition that 
is OFF (hyperpolarizing, downward indentation). The receptive
fields of iGluR bipolar cells is OFF center (hyperpolarizing,
downward pointing) and has a surround of the opposite or ON
polarity.
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outer plexiform layer influencing horizontal cell activity as
well. These feedback signals are mostly chemical, coming
from neuroactive substances such as dopamine, nitric oxide,
and even retinoic acid. The end result is that horizontal 
cells modulate the photoreceptor signal under different 
lighting conditions in addition to shaping the receptive 
field of the bipolar cell response. In species in which color
signals are carried by ganglion cells, the horizontal cells 
have a major influence on the bipolar cells, often making
them color coded; again, this is all thought to take place
through feedback circuits to the cones at the first synaptic
level.

Now we have learned that the horizontal cell is responsi-
ble for adding the surround mechanism to the bipolar cell
receptive field. This mechanism allows the two sets of cone
bipolar cell channels (i.e., ON center and OFF center) to

transmit their center-surround receptive field organization 
to the ganglion cells with which they synapse in the inner
plexiform layer. The ON and OFF center ganglion cells 
thus have concentric receptive field organization that is often
modeled as the sum of two Gaussian curves in a “Mexican
hat” shape, where membrane potential and center size are
the “peak” and the much wider surround of the opposite
membrane potential direction is the wide “brim” of the hat
(figure 6.10).

Recent research has shown that amacrine cell circuitry in
the inner plexiform layer also adds information to the sur-
round of the ganglion cell, possibly sharpening the bound-
ary between center and surround even further than the
horizontal cell input does. The pair of ON- and OFF-center,
concentrically organized types of the P (beta) and M (alpha)
ganglion cells are highly developed in retinas of mammals

F 6.9 Cat retina (and most mammalian retinas) contains
two morphological types of horizontal cell (A-type HC and B-type
HC), but they serve the same purpose of interconnecting and mod-
ulating responses of photoreceptors and bipolar cells. Receptive
fields of horizontal cells are very wide owing to electrical coupling
between cells at gap junctions, so the spread of membrane poten-

tial is hyperpolarizing (downward pointing) and large in extent.
The model shows how horizontal cells feed back their wide field
responses (black arrows, minus signs) to the cones to influence the
bipolar cell response in the form of an inhibitory surround response
to their OFF or ON center photoresponse.
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with area centrales or foveas. In the human retina, these two
types of ganglion cell are extremely well developed and form
the major output of the retina to the higher visual centers
(figure 6.11). The ganglion cells of the fovea are the ultimate
type of P cell. They are called midget ganglion cells because
they have the minutest dendritic trees in a one-to-one con-
nection with a single midget bipolar cell. The midget bipolar
to midget ganglion cell channel carries information con-
cerning a single cone to the brain. Because only a single cone
is involved, we know that the center response of such midget
bipolar and ganglion cells will be either ON or OFF center
to red or green cone messages. As in the case of bipolar cells
that collect from several cones (diffuse bipolar cells), midget
bipolar cells come in the ON and OFF variety. Thus, from
the center of our focus, the fovea, a dark on light (OFF) or
light on dark (ON) message is sent to the brain for each cone.
If there are 200,000 cones in the central fovea, then 400,000
midget ganglion cells are carrying their message to the brain.
And the message carries both spatial and spectral informa-

tion of the finest resolution, because the message from each
cone is both spectrally and spatially opponent.

Electrical recordings indicate that several varieties of gan-
glion cell do not appear to have the concentric organization
of those described above, particularly in retinas with a non-
foveate organization. These would be in most nonmam-
malian species and in mammalian species that have a visual
streak organization to their retinas. These latter species have
a great deal more feature detection going on in the retina itself
rather than postponing this finer honing of the visual message
to the brain. Such species have really well developed direc-
tionally selective, motion selective edge detectors and
dimming detectors already in their retinal ganglion cell
responses. Also, it will be noted by the perceptive that blue
cones have not been mentioned yet. The message concern-
ing blue light is carried by a special pathway of bipolar cells
to a bistratified ganglion cell type in the retina. For some
reason, the blue cones are not part of the dual ON or OFF
pair of midget bipolar/ganglion cell channels described

F 6.10 Ganglion cells are morphologically similar but are
split into two subtypes or paramorphic pairs in mammalian retinas.
The types that branches in sublamina a of the inner plexiform layer
receive input from iGluR-containing bipolar cells and transmit
messages concerning dark on light (OFF responses). The subtypes
of ganglion cell that branch in sublamina b of the inner plexiform
layer receive input from mGluR-bearing bipolar cells and transmit
a message concerning light on dark images (ON responses). The

message that is transmitted to the brain is a burst of spikes when
the light is present for ON center ganglion cells or a burst of spikes
when the light terminates for OFF center ganglion cells (middle
traces). Receptive fields are the “Mexican hat” shape with depo-
larizing membrane potentials (upward going) for ON center cells
and hyperpolarizing (downward going) for OFF center cells. Both
ON and OFF ganglion cells have large and strong inhibitory sur-
rounds (downward or upward responses) in the “brim.”
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above. The blue system is an older system in evolutionary
terms. Blue cones are found in just about all species retinas.
The absorption peak (428nm) is very different from that of
the red 563nm and green 535nm cones and so are the opsins.
Color contrast between blue and the others is very strong. By
contrast, the red and green are similar, and this recent evolu-
tionary split permits fine color discrimination in the appro-
priate spectral regions. Even the red and green opsins are so
similar in molecular design that we cannot yet make an anti-
body against each to separate them by immunohistochemi-
cal staining techniques. In mammals, blue and green cones
are the common cone types. Color vision in most nonprimate
mammals consists of contrasting blue (light on dark) against
orange/green or dark shapes (dark on light) so the blue system
has a more spread apart distribution and a convergent and

divergent set of neural interactions. The blue system ganglion
cell responds with a blue ON response and a large receptive
field and gives a yellow OFF response in a spatially coexten-
sive broad receptive field. In other words, one ganglion cell 
is carrying an opposite but superimposed message to the 
brain concerning blue and yellow—quite a different organi-
zation from the red and green midget systems!

To understand more about the organization of the gan-
glion cell receptive field, whether it be about concentric
organization or direction and motion detection, we need to
study the organization of the inner plexiform layer in detail.
We need to find out what are the roles of those 22-plus 
different varieties of amacrine cell making their synaptic con-
nections with 20 or more different types of ganglion 
cells here. Although it was clear from the time of Cajal’s

F 6.11 A drawing, based on an original from Polyak (1941),
showing the neurocircuitry of the fovea in the primate retina.
Midget or P cell pathways consist of a single cone, two midget
bipolar cells, and two midget ganglion cells. Because P cells carry
information from only one cone, it will also be spectrally tuned. Red
and green cones pass either ON center/OFF surround information
or OFF center/ON surround information concerning which are
both spectrally and spatially opponent (small red and green circles
and rings). Blue cones have their own pathway through a dedicated

blue ON center bipolar cell feeding to the lower dendrites of a bis-
tratified blue/yellow ganglion cell type. The yellow message carried
to the top tier of the bistratified ganglion cells dendrites comes from
a diffuse bipolar cell (yellow) that contacts green and red cones. M
ganglion cells of the fovea carry a message from diffuse ON center
or OFF center bipolar cells (orange and brown bipolar cells) and
form the parallel OFF and ON center, achromatic channels (gray
and white circles and rings) concerned with movement and contrast
to the brain. (See also color plate 3.)
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description in the nineteenth century that amacrine, gan-
glion, and bipolar cell dendrites and axons were organized
into layers of intermeshing processes (Cajal divided the inner
plexiform layer neuropil into five different strata of layering
of processes), we could not immediately figure out what this
meant and what sort of synapses were going on between the
layered and opposed processes. Using the electron micro-
scope, we began to unravel this neurocircuitry. We now know
something of the input/output relationships of nine differ-
ent types of bipolar cell, 14 different types of amacrine cell,
and eight different types of ganglion cell, so we are halfway
to the goal of understanding the neural interplay between all
the nerve cells of the retina. In the neuropil of the inner 
plexiform layer with the higher magnification of the electron
microscope, we can recognize bipolar cell axons by their con-
taining a synaptic ribbon and the amacrine cells on their
vesicle clusters at synaptic sites (figure 6.12).

Much has been learned of the types of neurochemicals
that are contained within different amacrine cells and the
organization of receptors at the different synapses. Gluta-
mate receptors between bipolar cells and ganglion cells are
both NMDA and AMPA types, and amacrine cells are about
equally divided between those that use glycine and those that
use GABA inhibitory neurotransmitters.

Glycinergic amacrine cells are typically small field. Their
processes are usually full of appendages and lobules that are
able to spread interactions vertically across several of the five
strata in the inner plexiform layer. Glycinergic amacrine cells
mostly make a lot of synapses between bipolar axons in
either the OFF layer or the ON layer and feed forward
synapses to ganglion cell dendrites and other bipolar and
amacrine cells. Some glycinergic amacrine cells cross the two
major OFF and ON sublaminae of the inner plexiform to
provide interconnections between ON and OFF systems of
bipolar and ganglion cells. The most famous of these small
bilaminar, glycinergic amacrine cells is called the AII cell.
The AII cell together with a wide-field GABAergic amacrine
cell called A17 is pivotal in the connectivity of the rod path-
ways to ganglion cells and in the circuitry of rod or dim light
vision in the mammalian retina. Both these “rod” amacrine
cell types are not found in nonmammalian species or in
mammalian species that are diurnal and contain very few
rods in their retinas (squirrels, for example).

When we considered the ON and OFF channels and their
separate connectivity through different receptor contacts at
the cone synapses (mGluR- and iGluR-driven bipolar cells)
and their spatial segregation to the ON and OFF ganglion
cell types, we neglected to talk about the connections of the
mGluR-driven rod bipolar cells. The reason is that, unlike
the direct pipeline from cone to ganglion cell for the cone-
driven ON or OFF channels, rod bipolar cells do not synapse
with ganglion cells at all. These bipolar cells, and there is
only one type that contains an mGluR receptor and hence

is an ON type, uses the glycinergic AII and the GABAergic
A17 amacrine cells as intermediaries to get rod information
to ganglion cells. The small field AII cell collects rod mes-
sages from a group of approximately 30 axon terminals in
the ON sublamina of the inner plexiform layer and passes
this rod sensitivity depolarizing message through a gap junc-
tion with ON cone bipolar cells to ON ganglion cells. At 
the same time, the AII passes rod information to the OFF
system cone bipolars and ganglion cells via direct chemical
inhibitory synapses at their lobular appendages in the OFF
sublamina of the inner plexiform layer. The AII amacrine
cell seems to have been developed in the rod-dominated
parts of mammalian retinas as an afterthought to the origi-
nal direct cone-to-ganglion cell architecture. The rod system
has inserted the new amacrine cells to piggyback on the 
original cone system connections (figure 6.13).

At the same time, the A17 amacrine cell is also collecting
rod messages from, in this case, thousands of rod bipolar axons
to amplify and feed this information back into the AII to cone
bipolar–ganglion cell route. How it does this is not completely
understood yet, although we know this GABAergic wide-field
amacrine type uses the novel GABAc (rho) receptor to feed
back on rod bipolar axons, thus presumably influencing the
whole state of the rod system. The rod pathway with its series
of convergent and then divergent intermediary neurons in the
retina is clearly well designed to collect and amplify on widely
scattered vestiges of light in night and twilight vision. The rod
pathways are solely ON system neural chains that is, designed
to detect light on dark only.

GABA is commonly the neurotransmitter used by wide-
field amacrine cells that stretch laterally across the inner
plexiform layers for hundreds of microns and can interact
with hundreds of bipolar cells and many ganglion cells. Such
amacrine cells are usually stratified in one of the five differ-
ent strata of the retina in beautifully organized mosaics of
elegant meshworks of dendrites (figure 6.14).

Their synaptic interactions would be with other neurons
branching in the same layer or stratum. Frequently,
GABAergic amacrine cells with rather simple, sparsely
branching dendritic trees connect to neighboring homolo-
gous amacrine cells by gap junctions, thus increasing their
field of influence and speed of transmission of signals across
large areas of retina. In many instances, wide-field GABAer-
gic amacrine cells send out even farther-reaching axonlike
processes to other layers of the inner plexiform or to the
inner nuclear and outer plexiform layers and the blood
vessels of the retina. Most GABAergic amacrine cells in the
retina contain at least one other neuroactive substance
besides GABA. The secondary neuroactive substance is
usually acting as a neuromodulator rather than a fast 
neurotransmitter. The peptides substance P, somatostatin,
vasointestinal peptide, and cholecystokinin have been 
associated with such amacrine cells, as have serotonin,
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F 6.12 The synaptic connections of the different nerve cell
types in the inner plexiform layer has to be studied by electron
microscopy. Bipolar cells (BC) are detected by their containing a
synaptic ribbon pointing to synaptic output sites, commonly 
consisting of a ganglion cell dendrite (GC) and an amacrine 
cell process (Am). Amacrine cells synapse on bipolar cells, other
amacrine cells, and ganglion cells (clusters of vesicles at synaptic

sites). The types of receptors for the neurotransmitter glutamate in
bipolar cells and glycine and GABA in amacrine cells have now
been described for such synaptic circuitry. For glutamate transmis-
sion, mGluRs and the iGluRs AMPA and NMDA are present on
ganglion cell and amacrine cell dendrites. For amacrine cells,
glycine receptors and GABAA, GABAB, and GABAC have been
detected on bipolar, amacrine, and ganglion cell dendrites.
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dopamine, acetylcholine, and adenososine. Nitric oxide has
been localized to certain wide-field amacrines as well.
Peptidergic, nicotinic, and muscarinic receptors in addition
to different varieties of GABAA, GABAB, and GABAC recep-
tors have all been found on ganglion and bipolar cells, indi-
cating that such neuroactive agents in amacrine cells are
influencing the organization of the ganglion cell receptive
field. Most of these neuromodulators are not released at 
conventional synapses, though, and their release is thought
to influence neurons even at a distance by diffusion in a
“paracrine” manner. We have discovered that frequently, the
role of such neuromodulators in the retina is to influence the
retinal circuitry under changing lighting conditions or even
to stabilize activity to different times of day in the circadian
clock.

Dopamine is released from a specialized amacrine cell 
on stimulation of the retina by intermittent light flashing.
Dopamine influences horizontal cell activity by uncoupling
the gap junctions between these cell types, thus reducing
their effective receptive field sizes and consequent expression
of surround size on bipolar cells. Dopamine also directly

affects the glutamate receptor on horizontal cells so that the
amplitude of the photoresponse is reduced under different
light conditions. In the inner plexiform layer, dopamine is
particularly effective on gap junctions again, but this time on
the gap junctions that join the AII amacrine cell in large
coupled networks in the dark state. Light causes dopamine
release, which by diffusion to the lower inner plexiform neu-
ropil affects the gap junctions between neighboring AII cell
distal processes. This uncoupling of AIIs from their dark
network makes the effective field of influence of the rod
system amacrine cell much less significant in the light.
Any large-field rod pathway interference in the direct cone
pathways is thereby removed. Similarly, another wide-field
amacrine cell branching in the center of the inner plexiform
neuropil releases nitric oxide, which uncouples the AII cell
and the ON cone bipolar cell system at that particularly gap
junction (figure 6.15). Again this has an additive effect to that
of dopamine of removing the rod system neurons from the
cone system direct pipeline to ganglion cells, thereby helping
to make the operative image in bright light conditions a
high-contrast, high-acuity signal (figure 6.16).

F 6.13 Summary of the rod pathways through the mam-
malian retina and how the AII amacrine cell piggybacks on the cone
pathways because the rod bipolar cells do not have direct synapses
on a ganglion cell of any type. The AII amacrine cell receives input
from rod bipolar axons (ON rb) and passes that information to OFF

cone bipolar (OFF cb) and OFF ganglion cells (OFF GC) at glycinen-
ergic chemical synapses (large open arrows). The AII amacrine cells
contacts ON cone bipolar cells (ON cb) at gap junctions (large arrow,
asterisk), and the electrical message is passed to the ganglion cells
that those cone bipolar cells contact (ON GC, large arrow).
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F 6.14 A, An immunostained image of rod bipolar cells
immunostained with antibodies against protein kinase c (PKC). B,
Small-field bistratified AII amacrine cells are immunostained with
antibodies to parvalbumin (PV). C, Dopamine-containing cells are
immunostained with antibodies to tyrosine hydroxylase (TOH) as
seen in a flat mount of the retina. Thousands of dopamine cell
processes cross each other and make a dense network of processes
in the top part of the inner plexiform layer, to synapse on various
cell types, among them the AII amacrine cell. D, Two mirror sym-
metric amacrine cell populations, known as starburst cells, are
immunostained for their acetylcholine neurotransmitter (ChAT)
and seen in flat mount of retina. One set of starburst cells sits in

the ganglion cell layer, and the other sits in the amacrine cell layer.
Their respective dendritic plexi run and synapse in sublamina b
and sublamina a. Starburst amacrine cells are thought to influence
ganglion cells to be able to transmit messages concerning direction
of movement in the visual field. These cells are particularly well
developed in animals with visual streaks in their retinas. E, A17
amacrine cells immunolabeled with antibodies to serotonin (Ser)
and also to GABA. A17 cells connect rod bipolar axon terminals
in reciprocal GABAc receptor–activated circuits across the entire
retina. (E from Vaney DI: Many diverse types of retinal neurons
show tracer coupling when injected with biocytin or Neurobiotin.
Vision Res 1998; 38:1359–1369.) (See also color plate 4.)
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So, as can be seen from the above broad sketch of retinal
circuitry and modes of action of the nerve cells into sys-
tematically organized pathways, the retina is surprisingly
more complex than was initially thought, and its function
takes on an increasingly more active role in visual percep-
tion than was originally thought. Although we do not fully
understand the neural code that is sent as trains of spikes
through the ganglion cell axons to the central brain areas,
we are coming close to understanding how consorts of gan-
glion cells respond differently to different aspects of the
visual scene and how receptive fields of influence on partic-
ular ganglion cells are constructed. It seems that much con-
struction of the visual image does take place in the retina
itself, although the final consequence, “seeing,” is indis-
putably done by the brain. Are we finished with the retina?
Do we know all that we need to know to understand the first
stages if vision, or are there more surprises on the horizon?
Earlier surprises included finding that so much information
transfer rested on electrical connections over standard chem-
ical synapses. The major rod pathway is dependent in large
part on electrical connections to get information through the

retina. Some other fast-acting amacrine pathways also use
direct access to ganglion cell at gap junctions. Neuromodu-
lators and gases change the milieu of circuits of neurons but
act from a far distance by diffusion rather than at closely
apposed synapses. Again this is a new and surprising concept
compared to our older view that all neural interactions took
place at specialized isolated patches of membrane apposi-
tion known as synapses by packaged neurotransmitter sub-
stances. The most recent surprise has been the revelation of
a new ganglion cell type in the retina that appears to be able
to function as a giant photoreceptor itself and needs no rod
or cone bipolar inputs to drive it. This ganglion cell’s 
membrane contains photoactive molecules known as
melanopsins, so this ganglion cell can respond to light in the
absence of neural circuitry.

In conclusion, we have certainly come far in our under-
standing of the organization of this piece of the brain, the
retina, in the last half century. However, we cannot rest on
our laurels. We still undoubtedly have much more to learn
about how the retina creates the first steps of our visual per-
ception—“seeing.”

F 6.15 Nitric oxide–containing amacrine cells form a beau-
tiful network of processes across the middle of the inner plexiform
layer to influence various nerve cells penetrating this network and

making synapses or gap junctions in this area of neuropil. The NO-
containing amacrine cells also contain GABA as their conventional
inhibitory chemical messenger.
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F 6.16 The retinal circuits that are thought to influence the
ganglion cell message to the brain concerning low light vision and
bright light vision. The AII amacrine cell is driven in the dark to
pass messages to both ON and OFF center ganglion cells about
very low light levels. The whole network of involved neurons is
designed to be very wide-field and to collect every glimmer of light
through convergence, divergence, and further convegence of
information. Gap junctions between AII cells allows the spread of
rod-driven messages over large areas of retina together with the
A17 cells’ convergent input (not shown in this figure). In the light,

the dopamine amacrine cell releases dopamine, and this uncouples
the AII cell from its electrical network; thus, information 
through the cone bipolar to ganglion cell pathways is less conver-
gent, narrower in field, with sharp edge contrast and concerned
more with only bright, cone-initiated messages. At the same time,
amacrine cells containing nitric oxide (NO) as a neurotransmitter
release this nitric oxide to sever the gap junction between AII
amacrine cells and ON cone bipolar cells, thus contributing to the
high-contrast, narrow cone-driven messages reaching ganglion
cells.
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Photoreceptors

Vision begins in the photoreceptors of the retina, where light
energy is absorbed and converted to a neural response, a
process known as phototransduction. In vertebrates, this
process occurs in two classes of photoreceptors: rods and
cones, which function in dim and bright light, respectively.
Both rods and cones are polarized, having two biochemically
and morphologically distinct compartments: the inner
segment and the outer segment (figure 7.1).

The outer segment (OS) of photoreceptors is composed
of a dense packing of disk-shaped membranes. In rods, these
disks are pinched off from the plasma membrane. In cones,
the disks form as invaginations of the plasma membrane, as
in rods, but are not pinched off and maintain their conti-
nuity with the plasma membrane. These disks contain a very
high concentration of the visual pigment rhodopsin,
accounting for one third of the dry weight of the OS. In
addition to rhodopsin, the OS are rich in proteins necessary
for the visual transduction pathway as well as structural pro-
teins responsible for maintaining the organization of the OS.

The inner segment contains the metabolic and synthetic
machinery of the cell. The distal end of the inner segment,
known as the ellipsoid, contains a dense packing of mito-
chondria. The mitochondria provide the substantial energy
required by photoreceptors. For a dark-adapted rod, this
requirement has been estimated at 90,000 ATP molecules
per second per cell, ranking it as one of the most energeti-
cally demanding cells of the entire body. The proximal 
inner segment, known as the myoid, contains the synthetic
machinery of the cell, including the endoplasmic reticulum
and Golgi complex. Although responsible for providing all
the photoreceptor components, the synthetic machinery is
largely devoted to producing rhodopsin-containing vesicles
to replace the disk membranes that are continuously 
phagocytosed at the distal end by the retinal pigmented
epithelium.91

The inner and outer segments of rod and cone photore-
ceptors are connected by a narrow cilium through which
must pass all components that travel between the segments
(figure 7.2). The basic structure of the cilium is typical of
nonmotile sensory cells, containing a “9 ¥ 2 + 0” arrange-

ment of microtubule doublets that extends from the basal
body in the inner segment into the outer segment. The
microtubule doublet composition is quickly lost within the
proximal outer segment with the microtubules projecting as
singlets into the distal outer segment, stopping short of the
extreme distal tip.13,31,69,82 This structure is collectively known
as the axoneme and provides a cytoskeletal framework for
structural support and for transporting molecules between
the photoreceptor compartments using kinesin and dynein
motors.46,79,84,86 Microtubules are also abundant in the inner
segment, functioning in the transport of macromolecular
components from the endoplasmic reticulum and Golgi
complex to the connecting cilium. The microtubules that
form the axoneme contain acetylated tubulin and are thus
more stable than the inner segment microtubules.6,70 Micro-
tubules also run the length of rod OS along the multiple
incisures of the disks. These incisures are invaginations along
the outer edge of the disks in rods and likely have a struc-
tural role. Interestingly, the number of incisures is quite 
variable between species, ranging from just one or a few
invaginations in rodents and cows to several dozen in frogs
and primates (summarized in Ref. 19).

In addition to microtubules, the photoreceptor cytoskele-
ton also utilizes microfilaments.10,11,26,87 In the connecting
cilium, these microfilaments have myosin VIIa associated
with them, suggesting that they are not simply structural
elements, but also function in moving cellular contents.12,89

In addition to the connecting cilium, microfilaments are also
found in calycal processes. These processes are fingerlike
extensions of the inner segment that project around the
basal portion of the OS. The calycal processes often align
with the grooves formed by the multiple incisures in the OS
disks.87

There are two broad classes of cargoes that move through
the connecting cilium: biosynthetic cargo destined for the
outer segment (for example, phospholipid membranes and
visual pigment) and proteins that show substantial interseg-
mental redistribution in response to light. How some of these
cargoes utilize the ciliary cytoskeleton is beginning to be
revealed. Recent studies have shown that kinesin II is a motor
protein that is located in the cilium84 and is at least involved
in the transport of opsin-containing vesicles to the outer

7 Phototransduction and

Photoreceptor Physiology
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segment.46,86 A similar role for myosin VIIa has also been
demonstrated, although how the two motor proteins func-
tion together, whether in parallel or in series, is uncer-
tain.38,39,86,89 Additionally, an intraflagellar transport (IFT)
particle has been identified in photoreceptor cilia, much like
the IFT particles in the sensory cilia of Caenorhabditis and
Chlamydomonas.62 In these organisms, the IFT particle has
been shown to transport cargo along the axoneme, moved by
kinesin in the plus direction and transported by dynein in the
minus direction. The presence of a homologous molecular
“raft” in photoreceptors argues strongly for kinesin transport
of protein/vesicle cargoes on the raft from the inner segment
to the outer segment along the axoneme microtubules.
Further, the ciliary localization of dynein 1b/262 suggests that
the raft may also be used for retrograde transport to the inner
segment. At this point, no specific cargoes have been associ-
ated with the IFT particle in photoreceptors.

Although the basic ciliary structure has been the subject
of decades of study, new components of the cilium and new
roles of ciliary elements continue to be identified. For

example, RP1, RPGR, and RPGRIP are newly recognized
proteins that localize to the cilia and appear to be involved
in protein/vesicle transport through the cilium.29,65

Further, an immunoscreen of retinal cDNA’s using anti-
axoneme-enriched antibodies identified several potentially
new components of the connecting cilium.71 Clearly, there
is much work to be done before the photoreceptor cilium
and cytoskeleton are fully understood. Importantly, defects
in ciliary proteins can be a significant cause of retinal degen-
eration. For example, RP1 is a member of the doublecortin
family of proteins, and defects in this protein lead to severe
retinitis pigmentosa.37 This relationship emphasizes the role
that protein trafficking through the cilium plays in the health
of photoreceptor cells.

Phototransduction

Much of what we know about visual biochemistry has been
learned from the rod photoreceptors, owing to their relative
abundance in vertebrate retinas as well as their relatively

F 7.1 Schematic representation of rod and cone photorecep-
tors. The outer segments contain the phototransduction machinery

of the cells, and the inner segments perform the metabolic functions
of the cells. The two compartments are joined by the connecting cilia.
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large size in comparison to cones. The details of the photo-
transduction cascade have largely been established in the last
two decades in a wealth of publications. This chapter can in
no way give proper tribute to all the studies that have con-
tributed to the details of the cascade. Instead, the intention
is to provide the reader with an overview to serve as a
launching site for more in depth studies.

At its simplest, phototransduction is a G-protein-coupled
receptor cascade, initiated by the visual pigment rhodopsin
(figure 7.3). On absorbing light, rhodopsin undergoes a con-
formational change and becomes activated. This activated
rhodopsin then activates the G-protein transducin, inducing
an exchange of nucleotide and a release of inhibitory sub-
units. Activated transducin activates a phosphodiesterase
that rapidly hydrolyzes cGMP. The resultant decrease in
intracellular cGMP causes a closure of the cGMP-gated ion
channels in the OS, resulting in a hyperpolarization of the
membrane that is propagated as a nervous impulse through
multiple neural layers to the visual cortex of the brain. The

following provides more details on each of these major steps
in the visual transduction pathway.

R
Activation The initial steps of phototransduction in the
visual organs of all animals studied to date are essentially the
same: a retinaldehyde-based visual pigment absorbs light,
becoming activated, which in turn then activates a het-
erotrimeric G-protein.

The visual pigment of rods, known as rhodopsin, is the
prototypical member of the G-protein-coupled receptor
family. This receptor family is responsible for transducing a
host of signals across the cell membrane, including light,
odors, and hormones. Like other GPCRs, rhodopsin’s apo-
protein (known as opsin) contains seven transmembrane-
spanning domains. The recent crystal structure of rhodopsin
shows there to be an additional eighth a-helix in the C-
terminus of rhodopsin, lying parallel to the cytoplasmic
membrane surface.61

F 7.2 The cytoskeleton of photoreceptors is composed prin-
cipally of microtubules and microfilaments. The axoneme in the
connecting cilium is composed of nine microtubule doublets,
typical of nonmotile sensory cilia, and project to nearly the distal

end of the outer segment. Microfilaments are found in the con-
necting cilia as well. In the inner segment, microtubules form the
molecular train tracks between the Golgi complex and the con-
necting cilium. (See also color plate 5.)
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The light absorbing chromophore of rhodopsin, 11-cis
retinaldehyde, is cross-linked to opsin via a Schiff-base on
the e-amino group of the lysine in the seventh membrane
helix. Some animals use other retinaldehyde derivatives 
as the chromophore for their visual pigment, including 3-
dehydroretinal (found in amphibians, fish, reptiles, and some
invertebrates—crayfish and squid16,33,78,80), 3-hydroxyretinal
(common in some species of insects22,74), and 4-hydroxyreti-
nal (found in some squid47). The absorption maximum of the
visual pigment is dictated by several factors, including the
type of chromophore that is used, whether or not the Schiff
base is protonated, and the particular amino acids that form
the chromophore binding pocket. These factors combine 
to give a range of absorption maxima from 350nm to 
570nm.

On absorption of light, the retinal chromophore 
isomerizes around the 11-cis bond, forming all-trans retinal.
This change in configuration induces a conformational
change in the surrounding opsin protein. As rhodopsin
changes its conformation, it goes through several spectro-
scopically distinct intermediates, ultimately achieving the
activated or “metarhodopsin” form of the visual pigment.
It is this form of rhodopsin that then binds and activates
transducin.

Inactivation Rhodopsin is inactivated in a multistep process,
involving phosphorylation at its C-terminus, followed by
binding of arrestin, until the all-trans chromophore is
reduced to retinol and released from the opsin protein (figure
7.4). Metarhodopsin is first phosphorylated on its C-
terminus by rhodopsin kinase, a member of the GPCR-
kinase (GRK) family. Serine and threonine residues on the
C-terminus of rhodopsin are targeted by rhodopsin kinase.
Independent studies from several laboratories have shown
that the different serines and threonines are phosphorylated
in a preferential pattern in vitro. In bovine rhodopsin, this
pattern starts with Ser-343 and then includes phosphoryla-
tions at Ser-338 and Ser-334. Studies of phosphorylation in
vivo, also demonstrate that rhodopsin is multiply phosphor-
ylated, although there is some disagreement about the extent
to which multiple phosphorylation occurs (recently reviewed
in Ref. 41).

Phosphorylation of metarhodopsin does not remove the
visual pigment from the activation cascade, although it does
diminish its affinity for transducin approximately sixfold.21

Rapid quenching of rhodopsin is achieved only by the
binding of arrestin. Arrestin was first identified as a 48-kDa
retinal protein (by SDS-PAGE) involved in experimentally
induced autoimmune uveitis81 and was therefore called S-

F 7.3 The activation cascade of the phototransduc-
tion pathway. Light is absorbed by rhodopsin (R). Photoacti-
vated rhodopsin (R*) binds heterotrimeric transducin (T),
catalyzing the exchange of GTP for GDP on the a-subunit.

Activated transducin removes an inhibitory subunit from the
cGMP phosphodiesterase (PDE), which hydrolyzes cGMP to GMP.
Reduction of cGMP causes the cyclic nucleotide-gated channels to
close. (See also color plate 6.)
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antigen. A role for arrestin in phototransduction was subse-
quently identified when arrestin was demonstrated to bind
specifically to photoactivated and phosphorylated rhodopsin
(R*P) and thus terminate rhodopsin’s ability to activate
transducin, presumably through steric interference with
transducin.36 Arrestin binds to the cytoplasmic surface of
rhodopsin, utilizing a binding surface contributed by amino
acids from intracellular loops 1–3.67,68

Arrestin requires rhodopsin to be both photoactivated and
phosphorylated to bind with high affinity. Apparently, the
recognition sequences for the activation state and phosphory-
lation state of rhodopsin involve separate mechanisms in
arrestin, since the photoactivation and phosphorylation
requirements can be separated, as has been demonstrated 
by using point mutations, serial truncations, and peptide
mimics.25,34,55,75 Interestingly, a naturally occurring splice
variant of arrestin that is found in rod outer segments is a C-

terminal truncation that results in an arrestin that can bind
unphosphorylated metarhodopsin.56,61,73,76 The bovine arrestin
splice variant, known as p44, is formed from the use of an alter-
native exon in place of exon 16 that replaces the C-terminal
35 amino acids with a single alanine residue. Although its
precise role in phototransduction inactivation has not been
determined, the arrestin splice variant is hypothesized to inac-
tivate rhodopsin under conditions of low photon flux.66,72

Arrestin remains bound to R*P until the all-trans retinal
chromophore is reduced to all-trans retinol by a retinal dehy-
drogenase.58,60 Reduction of the chromophore leads to its
dissociation from the opsin apoprotein. The chromophore is
then cycled out of the photoreceptors to the RPE, where it
is processed by multiple enzymes in the visual cycle and recy-
cled to 11-cis retinal. Phospho-opsin is dephosphorylated 
by a protein phosphatase 2A,57 and then regenerated with
11-cis retinal to reform rhodopsin.

F 7.4 The rhodopsin cycle. Light is absorbed by rhodopsin
(R), becoming photoactivated (R*). R* is phosphorylated on C-ter-
minal serine and threonine residues by rhodopsin kinase (RK). Phos-
phorylated, photoactivated rhodopsin is bound by arrestin, blocking
the ability of R*P to bind to transducin (T). Arrestin remains bound

until the all-trans retinal chromophore is reduced by a retinal dehy-
drogenase (RDH) to all-trans retinol and released from the phospho-
opsin. The phospho-opsin is dephosphorylated by protein
phosphatase 2A (PP2A) and opsin regenerated back to rhodopsin by
the binding a new 11-cis retinal molecule. (See also color plate 7.)
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T
Activation Transducin is a heterotrimeric guanine
nucleotide-binding protein. Although aqueous-soluble,
transducin is modified by fatty acelyation, being myristoy-
lated on its a-subunit, and farnesylated on its g-subunit,
giving it a propensity to associate with the membrane
surface. Consequently, most transducin in a dark-adapted
rod is membrane bound, associated with the rhodopsin-rich
disk membranes.

In the inactive state, GDP is bound to transducin on the
a-subunit, which is complexed with the b- and g-subunits.
On binding to the cytoplasmic surface loops of photoacti-
vated rhodopsin (R*), the affinity of Ta for GDP is weak-
ened, and the GDP dissociates. GTP then binds in the empty
pocket, inducing a conformational change in Ta. This
change in conformation leads to dissociation of Ga from
both R* and Tbg. The release of the bg-subunits allows for
a substantial repartitioning of Ta-GTP, with a large fraction
moving into the cytoplasmic volume of the OS to activate
the cGMP phosphodiesterase.8 Release of Ta from R*
allows R* to catalyze the activation of additional transducin
molecules. Although this catalysis rate has been widely meas-
ured, an in situ estimation of this rate indicates that a single
R* can catalyze the activation of 120 transducin molecules
per second.35 Details of transducin function in phototrans-
duction have been recently reviewed.2

Inactivation Like rhodopsin, inactivation of transducin is
precisely controlled. The effects of Ta* on PDE remain
until GTP is hydrolyzed to GDP, at which point Ga disso-
ciates from PDE, thus restoring PDE to its inactive state.
Transducin has an endogenous GTPase activity that serves
to self-limit the lifetime of Ta-GTP. However, this lifetime
is approximately two orders of magnitude greater than 
the lifetime of the photoresponse when measured in vitro.
Recent studies have reconciled the discrepancy, identifying
a GTPase activating protein (GAP) in photoreceptors. This
GAP, known as RGS9 (for ninth member of the regulators
of G-protein signaling), acts allosterically on Ta-GTP, sta-
bilizing a conformation in which hydrolysis of GTP is more
favorable (reviewed in Ref. 15), and thus increasing GTP
hydrolysis by 15–30-fold.

P
Activation The photoreceptor cGMP phosphodiesterase is a
heterotetramer, composed of two highly homologous cat-
alytic subunits (a and b) and two inhibitory subunits (g).3,17

Even when bound by its inhibitory subunits, PDE has a basal
hydrolysis activity, converting cGMP to GMP. Binding of
Ta-GTP to a single g-subunit serves to activate one of the
catalytic (a or b) subunits, increasing its catalytic activity by
approximately 100-fold. The second catalytic subunit can be
activated by a second Ta-GTP molecule binding to the

other inhibitory g-subunit, effectively doubling the phos-
phodiesterase activity of the holoenzyme. This increased
activity is sufficient to deplete the local intracellular cGMP
within 10ms of PDE activation.

Inactivation Return of the PDE to its basal state requires the
release of the g-subunits from Ga-GTP. This occurs when
GTP is hydrolyzed, thus reducing the affinity of Ga for
PDEg. As was described previously, this hydrolysis activity is
significantly enhanced by RGS9. Exquisitely, RGS9 binding
to Ga-GTP requires the inhibitory subunit of PDE, thus
ensuring that transducin binds and activates PDE before its
GTP is hydrolyzed.27,42

GMP-G C The cGMP-gated channels of
rods are found in the plasma membrane, concentrated
specifically in the OS and are responsible for the light-
induced change in membrane potential.20 These channels
are a tetramer of two a-subunits and two b-subunits, each
of which has a single cGMP-binding site (reviewed in Ref.
92). Consequently, the channel can exist in five different
states with 0–4 cGMP molecules bound. To be open (the
dark state), the channel must have three or four molecules
of cGMP bound. Channels with 0–2 cGMP molecules are
closed (the light state) to ionic conductance.

In the dark-adapted state, rod photoreceptors are partially
depolarized, owing to the influx of Na+ and Ca2+ ions
through the open cGMP-gated channels (figure 7.5). Com-
plete depolarization is prevented, and ionic balance is
achieved by the action of an ion exchanger and an ion
pump. In the OS, a sodium/calcium-potassium exchanger
uses the sodium gradient to exchange Ca2+ and K+ out of
the photoreceptor.9,14,90 The Na+ balance is maintained by
an ATP-requiring Na+/K+ pump that actively pumps
sodium ions out of the rod.

In response to light, reduction of the local cGMP con-
centration by activated PDE causes the release of cGMP
from the channel subunits, resulting in closure of the cGMP-
gated channels. This closure blocks the influx of sodium 
and calcium ions that normally flow through the channel.
Because the activity of the exchanger and pump are not
altered, the photoreceptor is hyperpolarized by the action of
the Na+/K+ pump, and local free Ca2+ is dramatically
reduced by the Na+/Ca2+ exchanger. The hyperpolarization
of the membrane results in a reduction in the rate of gluta-
mate release at the synaptic terminal of the rod. Depending
on the type of cell to which the rod is attached, whether 
it is a horizontal cell or a rod bipolar ON or OFF cell, this
reduction in glutamate signaling is propagated as either a
hyperpolarization or a depolarization. Regardless, the pho-
toreceptor has performed its function of converting a
quantum of light energy into a neuronal potential that can
be integrated by the visual cortex.
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O R C Guanylate cyclase (GC)
is a membrane protein that is responsible for restoring
cGMP levels. In the dark, GC converts GTP to cGMP at a
rate that essentially offsets the catalysis rate of unactivated
PDE. Consequently, restoration of cGMP following a light
response and subsequent channel opening would occur
slowly if there were no activation of the GC. Recently,
a class of calcium-binding proteins was identified that 
regulate the activity of GC.23,24 These guanylate
cyclase–activating proteins (GCAP) are normally bound to
GC when occupied by calcium in the dark photoreceptor
(high calcium state). Channel closure, with its concomitant
reduction of intracellular calcium, causes the release of Ca2+

from GCAP, which allows GCAP to dissociate from GC.
The release of GCAP results in a tenfold increase in cat-

alytic activity of GC, rapidly increasing the intracellular
cGMP levels and restoring the cGMP-gated channels to the
open state. Experiments using GCAP knock-out mice
suggest that the effect of GCAP on GC is the only Ca2+-
sensitive feedback mechanism that affects the dim light or
single photon response of the rod cell.50

Although the calcium-binding GCAPs are the primary
point for calcium to impact the single photon response,
several other components have been identified in rods that
are influenced by calcium. Recoverin (also known as S-
modulin) is a calcium-binding protein that has been shown
to associate with rhodopsin kinase. At elevated Ca levels
(dark state), recoverin binds rhodopsin kinase and reduces
the kinase activity. As calcium is depleted (light state),
calcium-free recoverin dissociates from rhodopsin kinase,

F 7.5 Ion circulation across the photoreceptor membrane. In
the dark photoreceptor, cGMP-gated channels are open, allowing
influx of Na+ and Ca2+ ions. Calcium balance is maintained by the
action of a Na+/Ca2+ exchanger, which uses the Na+ gradient to
extrude Ca2+. The sodium balance is maintained by a Na+/K+ pump,

which uses ATP to return Na+ against its ionic gradient. In response
to light, one or more cGMP-gated channels are closed, resulting in a
hyperpolarization of the cell membrane, since the Na+/K+ pump con-
tinues to operate. Membrane hyperpolarization causes a decrease in
glutamate release from the synaptic terminal. (See also color plate 8.)
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increasing the rate at which RK phosphorylates
rhodopsin.18,32

Calmodulin is another calcium-binding protein found 
in the OS. Calmodulin binds to the b-subunit of the cGMP-
gated channel when occupied by calcium. Binding of
calmodulin reduces the affinity of the channel for cGMP,
forming a negative feedback loop.30

Phosducin is a 33-kDa protein that is phosphorylated
through the protein kinase A pathway. This pathway is acti-
vated by calcium, which leads to phosphorylation of phos-
ducin in the dark. When calcium levels drop in response to
light, phosducin is dephosphorylated. This dephosphory-
lated phosducin can then bind the Tbg dimer. Binding Tbg
reduces the pool available to Ta-GDP to regenerate the full
trimeric complex, thus diminishing the potential of the pho-
toreceptor to respond to light.85

Although the intersection of these calcium-sensitive com-
ponents with the transduction pathway has been identified,
their specific function in visual response has not been com-
pletely delineated. Most likely, these elements form part of
the light-adaptation mechanism that regulates the visual
response in background illumination.

Phototransduction in cones

Although much of what we know about the phototransduc-
tion pathway has been learned from rods, it is clear that cone
photoreceptors function in a very similar manner. Most of
the components identified in rods have a cone homologue,
although in some cases, the same protein is utilized in both
types of photoreceptors.28 This being said, it is clear that
cones are different from rods. Aside from the obvious dif-
ferences in response to different light intensity ranges, cones
are approximately 25–100 times less sensitive to light than
rods are but have response kinetics that are two to four times
faster than those of rods. The molecular explanation behind
these differences in the two cell types has not been fully
developed. However, recent use of cone-rich model animals
and increasingly sensitive molecular tools has identified
some of the biochemical differences. For example, cones
contain a much higher concentration of RGS9, suggesting
that GTPase acceleration may be involved in the faster
response inactivation of cones.96 Additional biochemical dif-
ferences between rods and cones will undoubtedly create a
more complete picture of the divergences in the transduc-
tion pathways that lead to the different response kinetics of
rods and cones.

Relationship to electrical activity

The considerations above go a long way toward explaining
the form, duration, and sensitivity of the electrical responses
of rods and cones (figure 7.6).4 The important features are

that the responses to the flash of light long outlast the 
stimulus, even though the stimulus is weak. Under these 
circumstances, adaptation does not occur, and the rise of
the response then reflects the rate of depletion of cGMP.
However, almost immediately, adaptive mechanisms come
into play (see the paragraphs on regulatory components
above), so only the initial portion of the responses is 
unaffected.

The change in kinetics of the steps in the cascade could
account for the differing temporal kinetics and sensitivities
of rods’ and cones’ electrical signals. During the declining
phase of the response to intense flashes, the system is desen-
sitized, and the cGMP concentrations presumably rise,
mostly as a result of the combined activity of guanylate
cyclase, GCAP, and RGS9. Step stimuli activate all the reg-
ulatory mechanisms described above, and it is a combina-
tion of these that lead to the increment threshold function
(DL/L = K) (see chapter 37).

The photocurrents that are measured from single recep-
tors represent a large gain between the energy of a photon
and the energy released by R*. In darkness, small transient
voltage changes (“bumps”) can be recorded across photo-
receptor membranes (figure 7.7).5 These are presumably
caused by thermal activation of molecules in the excitatory
cascade. However, the entire sequence is rarely activated
because rhodopsin is a very stable molecule. Therefore, these
“thermal” bumps are in general much smaller than the
signals caused by single photon events. In addition, these
changes are “smoothed” at the receptor-bipolar synapse and
receptor-receptor junctions, thus permitting the unambigu-
ous detection of very weak signals. However, this elegant
system demands the continuous use of energy, since every
signal is a reduction of the dark current. Maintaining the
dark current requires high activity in the ATP-requiring
Na+/K+ pump and helps to explain why in mitochondrial
diseases, the retina may be disproportionately affected.

Migration of proteins in photoreceptors

Phototransduction was described above as though it were a
cascade that occurs in a static cell. In actuality, the photo-
receptor is a dynamic structure with several proteins that
dramatically change their localization between the inner 
and outer segments in response to light (figure 7.8).
These include arrestin1,7,40,43–45,48,49,51–54,63,64,83,88,94 and trans-
ducin.48,51,64,77,83,94 In the dark-adapted retina, arrestin is prin-
cipally distributed in the inner segment and quickly moves
to the outer segment in response to light on a time scale of
several minutes. Interestingly, the splice variant of arrestin
does not appear to translocate, remaining in the ROS
regardless of lighting conditions.74 Arrestin migration has
also been documented in cone photoreceptors.93,95 In 
contrast to arrestin translocation, transducin is principally



:     73

F 7.6 Reduction in circulating current through a monkey
rod and a cone that is produced by light flashes. In the dark, there
is an inward current through the outer segment membranes, and
this current is reduced by light. The flash intensity was increased
by a factor of about 2, ranging between 3 and 900 photoisomer-
izations in the rod and between 200 and 36,000 in the cone. Timing
of the flash is shown in the lower panel. (Source: From Baylor DA.5

Used by permission.)

localized to the outer segment in the dark, moving to the
inner segment in response to light.

For arrestin, the localization in the dark-adapted rod
seems somewhat counterintuitive, since one would expect
arrestin to be principally localized to the outer segment,
where it quenches photoactivated rhodopsin. The fact that
this is not the case suggests that arrestin migration likely
serves an additional role. Perhaps in the case of dim light
(with few rhodopsin isomerizations), either the splice variant
of arrestin performs the role of rhodopsin quenching as
hypothesized previously,58,66,72,74 or sufficient full-length
arrestin is present in the outer segments for rhodopsin
quenching but it is below immunocytochemical detection
limits. However, in the case of brighter lights, perhaps
arrestin/transducin translocation plays a role in rod desen-
sitization. In this scenario, increased arrestin concentration
in the illuminated ROS would effectively reduce the lifetime
of R*P, and decreased transducin would decrease the cou-
pling efficiency between R* and the cGMP PDE. A recent
reinvestigation of transducin migration shows that trans-
ducin decline in the outer segment in response to light 
parallels the decline in rod signal amplification.77 This result

suggests that protein translocation may be one of the under-
lying mechanisms for light adaptation, although all the
results are only correlative at this juncture.

Mechanistic studies of protein translocation

Like the function of light-driven protein migration in photo-
receptors, the mechanism that mobilizes the proteins has
remained elusive. There are two broad categories that could
account for the light-induced translocation of arrestin and
other proteins between the inner segment and outer segment
through the connecting cilium: passive migration along a dif-
fusion gradient and active migration requiring a motor-
driven process. The first mechanism appeared intuitive for
arrestin, since light activation and phosphorylation of
rhodopsin would provide a sink, removing free arrestin in

F 7.7 Fluctuations of the photocurrent of a single rod in
response to dim light flashes. These records show that rods respond
to single photons. Each row is part of that same continuous record.
The timing of the flashes is shown in the trace. (Source: From
Baylor DA, Lamb TD, Yau K-W.4 Used by permission.)
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F 7.8 Translocation of photoreceptor proteins in response
to light. In a dark-adapted Xenopus retina, arrestin (upper panels)
immunolocalizes to the inner segments, axonemes (arrows), and
synaptic terminals. Transducin (lower panels) immunolocalizes to
the outer segments. In response to 45 minutes of adapting light,

there is a massive translocation of the proteins, with arrestin moving
to the outer segments and transducin moving to the inner segments.
In Xenopus, if the frog is maintained in the adapting light for an
extended period of time (>2 hours), the proteins translocate back to
their respective cellular compartments. (See also color plate 9.)

the outer segment and drawing more arrestin in from the
inner segment along a concentration gradient. However,
studies using transgenic mice offer evidence that rhodopsin-
driven diffusion is not the mechanism that mobilizes arrestin
from the inner segment to the outer segment. In mice that
are deficient for rhodopsin phosphorylation, either because
they lack rhodopsin kinase or because the C-terminus of
rhodopsin has been mutated to remove the phosphorylation
sites, light-driven arrestin migration between the inner
segment and outer segments occurs in a manner that is indis-
tinguishable from that in wild-type mice.51,94

This evidence eliminates arrestin binding to R*P as the
mechanism for arrestin’s migration into the outer segment,
suggesting that arrestin’s migration is partially controlled 

by a motor-driven process. Support for this motor-driven
hypothesis is provided by Marszalek et al.,46 who showed that
photoreceptors that are made deficient for kinesin-II by Cre-
lox mutagenesis accumulate arrestin at the base of the cilium
in the inner segment. The one potential caveat to this obser-
vation is that rhodopsin also accumulates at a similar site.
Consequently, the misaccumulation of arrestin may simply
reflect arrestin’s binding affinity for rhodopsin rather than
disrupted transportation of arrestin, especially since the mis-
localized rhodopsin is at least partially phosphorylated.86

The light signal that initiates translocation is currently
undefined. Mendez et al.51 and Zhang et al.94 have both
shown that arrestin translocation occurs in the absence of
phototransduction. In transducin knock-out mice (knock-out
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of the a-subunit), arrestin migrates normally in response to
light. Interestingly, both arrestin distribution and transducin
distribution are disrupted in the RPE65-/- mouse, with no
evidence for light-driven translocation.51 This result suggests
that functional visual pigment may be required to promote
arrestin and transducin migration.

Studies such as these highlight the fact that although we
know much about photoreceptor physiology and biochem-
istry, many areas are incomplete and underdeveloped, and
some are likely yet undiscovered.
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O  understanding about how the signals that are
generated in rods and cones are transmitted through the
retina to the optic nerve has advanced rapidly in recent
years. The basic principles were established from work using
intracellular microelectrodes. More recent advances derive
from using patch electrodes, which have the advantage of
controlling the intracellular biochemistry and permitting
more direct analysis of the properties of membrane ionic
channels. Coupled with other novel techniques, such as
imaging single neurons in retinal slices of both lower verte-
brates and mammals, the advances that have been made in
recent years have been striking. Furthermore, molecular 
biological approaches using mutant mice that lack specific
receptors or channels have demonstrated the roles these play
in signal transduction.

Transmitter release from rods and cones

Rod and cone photoreceptors respond to light with a graded
hyperpolarization, which spreads without decrement to their
presynaptic terminals. The rate of release of transmitter -
glutamate that is stored in synaptic vesicles at the terminal
is controlled by the membrane potential. The hyperpolar-
ization reduces transmitter release, changing the membrane
potential of the postsynaptic horizontal and bipolar cells.

At virtually all synapses, transmitter release is dependent
on intracellular Ca2+ levels, which increase on depolarization
owing to the opening of voltage-dependent Ca2+ channels.
Rods and cones are nonspiking neurons that release trans-
mitter continuously when relatively depolarized in the dark
(membrane potential: <40mV). Hyperpolarization by light
leads to a reduction in intracellular Ca2+ in the synaptic ter-
minals. There is a high cooperativity in the action of Ca2+

on glutamate release such that, with changes in membrane
potential, glutamate release changes exponentially. Recent
estimates are that for a 6-mV rod hyperpolarization, there
is a tenfold decrease in release, while a 12-mV light response
reduces release by 100-fold. A 6-mV rod response represents
the limit of the linear response range. The photoreceptor
responses generate the initial part of the electroretinogram
(ERG), the vitreal-negative a-wave.

The actions of glutamate are terminated by uptake mech-
anisms, which actively transport glutamate from the extra-

cellular space into the surrounding cells. Rods and cones and
bipolar, ganglion, and Müller cells all possess glutamate
transporters. Blocking uptake has been shown to enhance
the potency of exogenously applied glutamate and alter light
response kinetics.

Rods and cones are electrically coupled via low-resistance
gap junctions in lower vertebrates. There is, however, some
question about the extent of coupling in mammals and pri-
mates. Coupling results in spatial averaging, and because
current can spread to adjacent rods, the response to a single
photon in the coupled network is much smaller than that in
an isolated rod. However, because many rods converge onto
horizontal and bipolar cells, the spread of the presynaptic
signal over many terminals confers an advantage in the
detection of nonuniform illumination. Biasing the rod and
cone membrane potential in the depolarizing direction 
in the dark, so that they operate at the most sensitive part of
the relation for transmitter release, optimizes the system 
for the detection of dim light signals.

Responses of horizontal and bipolar cells to light

Horizontal and bipolar cells are immediately postsynaptic to
the photoreceptors. Mammalian horizontal cells, with the
exception of those of rodents, can be divided into two types
based on their morphology. Type A cells have a large soma
with relatively thick dendrites radiating to form a circular
receptive field, while type B cells have a smaller soma,
densely branching fine dendrites and a fine long axon which
terminates in an elaborate arborization. The dendrites of
both types are postsynaptic exclusively to cones, while only
the axon terminals are postsynaptic exclusively to rods. Rod
and cone signals can be recorded from both types of hori-
zontal cell, but this mixing is thought to result from electri-
cal coupling between rods and cones rather than via
transmission across the axon.

The light responses of rod horizontal cells consists of a
graded hyperpolarization that is dependent on light inten-
sity. Horizontal cells possess very large receptive fields
because they are extensively electrically coupled via low-
resistance gap junctions. Wide-field illumination evokes large
horizontal cell responses, while focal illumination yields only
very small responses because of electrical loading by the rest
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of the coupled network. In lower vertebrates, horizontal cells
provide the antagonistic surround, which opposes the center
response of bipolar cells. Horizontal cells are particularly
suited for this because of their large-field characteristics.
Horizontal cells make synaptic contact with bipolar cells
and, by means of the inhibitory transmitter GABA, oppose
the light-induced center response of bipolar cells.

The response to an annulus of light, concentric with the
center of the bipolar cell’s receptive field, is of opposite
polarity to the center response. The antagonistic surround is
abolished by procedures such as applying dopamine to hor-
izontal cells, which removes their electrical coupling. Center
surround antagonism is important for edge detection and in
enhancing contrast sensitivity. It is much reduced in the
dark-adapted retina, in part because transmission of the
center bipolar cell response occurs at a much higher gain
than the surround response mediated by the horizontal cells.
In mammalian retina, rod bipolar cells do not exhibit any
clear antagonistic surround input from horizontal cells. The
center surround organization that is characteristic of gan-
glion cell receptive fields in the rod pathway is thought to be
set up at the level of the inner plexiform layer (IPL) by
inhibitory input from amacrine cells forming the antagonis-
tic surround.

Retinal parallel processing

Mammalian rod bipolar cells depolarize in response to light
that is absorbed within the center of their receptive field
(ON center). Figure 8.1 shows the voltage responses of a
bipolar cells in a pure rod retina to light flashes of varying
intensity. Noteworthy is the very high sensitivity of response
of rod bipolar cells in the dark-adapted retina, such that an
easily recordable response without signal averaging was
evident when only one out of ten rods would have absorbed
a photon.

Cone bipolar cells are of two types: those that depolarize
(ON center) and those that hyperpolarize (OFF center) in
response to central illumination, so called because they
provide excitatory or inhibitory inputs to amacrine or gan-
glion cells in response to light. The retina is thus organized
into two parallel pathways: the ON pathway, which responds
to a local increase in brightness, and the OFF pathway,
which responds to a decrease in brightness. Such parallel
processing enhances the contrast sensitivity of the eye. The
ON and OFF bipolar cells make synaptic contact with
amacrine and ganglion cells in different parts of the IPL.
Figure 8.2 shows a rod ON bipolar cell injected with a flu-
orescent dye after its light responses had been recorded. The
axon terminals of ON bipolar cells extend to the proximal
part of the IPL, while the OFF bipolar cells make their
synaptic contacts within the distal part of the IPL. Although
there is only one type of mammalian rod bipolar cell, rod-

driven ON and OFF responses can be recorded from gan-
glion cells because there is a special rod pathway via
amacrine cells (discussed later in the chapter). In mammals,
bipolar cells receiving exclusive input from rods are the
depolarizing ON type, while cones drive both ON and OFF
bipolar cells. However, recently, it has been shown that there
is an additional pathway for rod signals: via cone OFF
bipolar cells making direct synaptic contact with rods. The
response to light that is selectively absorbed by the cones is
much faster than the rod-elicited response in part because 
of more rapid cone phototransduction. The cone-driven
response is also much less sensitive (per absorbed photon).

Glutamate receptors and conductance changes

Given that the presynaptic input to horizontal, OFF bipolar,
and ON bipolar cells from photoreceptors is essentially iden-
tical, consisting of a light-induced reduction in glutamate
release, how then are the center postsynaptic responses of
opposing polarities generated? Quite simply, the polarity
depends on the type of glutamate receptors that are
expressed on the postsynaptic membrane of these second-
order cells. The decrease in glutamate is sensed in OFF
bipolar and horizontal cells by ionotropic glutamate recep-
tors (iGluRs), which directly gate nonselective cation chan-
nels. Glutamate that is bound to these receptors opens the
channels, so in the dark, the fraction of channels that are
opened by the tonic release of glutamate is high, and these
cells are relatively depolarized. Light suppresses glutamate

F 8.1 Voltage responses of a single dark-adapted rod bipolar
cell to brief flashes of varying intensity recorded from the all-rod
dogfish retina, using an intracellular microelectrode. Numbers by
the records indicate the mean number of rhodopsin molecules
bleached in each rod by the flash (timing indicated by the lowest
trace). The slow time course of the response arises because record-
ings were obtained at low temperature, about 18°C. Note that depo-
larization is indicated as upward deflection. (Source: From Falk G.4

Used by permission.)
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F 8.2 Radial section of a dogfish retina viewed in a 
fluorescence microscope. In the center of the field is a rod bipolar
cell injected with the fluorescent dye in situ after recording light
responses, as in Figure 8.1. In the upper part of the photomi-
crograph, the autofluorescent rod outer segments can be seen.
The larger bipolar cell dendrites extending through the outer 

plexiform layer have filled with fluorescent dye. The fine axon 
of the bipolar cell can be traced deep into the inner plexi-
form layer, terminating as a bulbous knob (calibration bar 
25mm). The large size of the cell body enabled stable record-
ings to be made. (Source: From Ashmore JF, Falk G.1 Used by per-
mission.) (See also color plate 10.)
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release, so the fraction of open channels is reduced, and the
reduction in inward cationic current results in hyperpolariz-
ing responses. So the polarity of the photoreceptor response
is conserved in OFF bipolar and horizontal cells. On the
other hand, rod ON bipolar cells express a unique
metabotropic glutamate receptor (mGluR6) that is indirectly
linked to postsynaptic cation channels by a biochemical
cascade, leading to the control of concentration of the inter-
nal messenger, cyclic guanosine monophosphate (cGMP).

The cGMP cascade of the rod bipolar cell

Figure 8.3 illustrates the biochemical cascade linking the glu-
tamate receptor mGluR6 via a GTP-binding protein (G-
protein) to the hydrolysis of cGMP by phosphodiesterase
(PDE). In the dark, when glutamate release from rod 
synaptic terminals is high, PDE activity is also high, and 
consequently, cGMP levels are low. A large proportion of
cGMP-activated channels, permeable to cations (Na+, K+,
and Ca2+) in the dendritic membrane are therefore closed in
the dark, so the bipolar cell is relatively hyperpolarized. On

the other hand, in the light, when glutamate release falls as
a result of rod hyperpolarization, bipolar cell PDE activity
is reduced, so cGMP levels rise, opening cGMP-activated
channels, enabling a cation influx, thereby depolarizing the
cell. Cyclic GMP is synthesized by guanylate cyclase, which
in the bipolar cell is the type containing a heme group, acti-
vated by nitric oxide. The analogy of the rod bipolar cell
cGMP cascade linked to the glutamate receptor with the rod
phototransduction cascade linked to rhodopsin is illustrated
in figure 8.4. However, the elements of the cascade are dis-
tinct from a molecular standpoint. It is likely that the blue
cone ON bipolar cell also operates via a cGMP cascade, but
evidence for the red and green mammalian ON pathway is
less clear.

Synaptic gain and the light sensitivity of postsynaptic
cells

High visual sensitivity depends not only on the high gain that
is inherent in the process of phototransduction in rods, but
also on amplification of photoreceptor signals by synaptic
events. For synaptic transmission to rod horizontal and OFF
bipolar cells, the voltage gain is 5–10, but for rod transmis-
sion to ON bipolar cells, it is at least 100 when dark-adapted.
This difference is reflected in the much greater sensitivity of
the rod ON bipolar cells to light such that an appreciable
signal is generated when a photon is absorbed by only 1 out
of 40 human rods making synaptic contact with the ON
bipolar cell. Biophysical modeling of synaptic transmission
from rods to ON bipolar cells has shown that such high
amplification at this synapse is possible if the biochemical
gain of the glutamate receptor–linked cGMP cascade
underlying generation of their light responses is sufficiently
high. More simply, the linking of single glutamate receptors
to the control of a large number of cGMP-activated 
channels would provide for such large signal amplifica-
tion, while the glutamate receptors of OFF bipolar or 
horizontal cells are constrained to the regulation of single
channels.

A second factor in generating higher gain in the rod
bipolar cell is purely electrical. Because most of the chan-
nels are closed in the dark by the action of glutamate, the
voltage change produced in the ON bipolar cell by a given
conductance change will be larger than would be the case if
there were many channels open in the dark. The presence
of open channels would otherwise shunt out the voltage 
produced by a given fall in transmitter concentration. The
synapse with ON bipolar cells also behaves as a high-pass
filter, which improves temporal resolution in the rod
pathway. This is now thought to be due to a nonlinear 
positive feedback intracellular mechanism operating on the
cGMP-sensitive channels to speed up the rising phase of
their responses.

F 8.3 The cGMP cascade of rod bipolar cells. See text.
(Source: Modified from Shiells RA, Falk G.11)
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Generation of the b-wave

The large gain in synaptic transmission from rods to ON
bipolar cells accounts for the very large difference in the light
required to elicit the a-wave of the ERG as compared with
the scotopic b-wave. Figure 8.5A shows simultaneously
recorded intracellular rod ON bipolar cell and b-wave
responses to light, showing a clear correlation in time course.
The correlation between the peak amplitudes of the bipolar
cell voltage response and the isolated b-wave, extending over
a range of 104 in light intensity, is shown in figure 8.5B.
Because rod ON bipolar cells possess distinctly different glu-
tamate receptors from OFF bipolar or horizontal cells, it is
possible to selectively block their light responses with the

mGluR6 agonist 2-amino-4-phosphonobutyrate (APB)
experimentally, which results in a loss of the b-wave.

It was also shown that the DC component of the ERG arises
from plateau rod bipolar cell responses to steps of light. A large
part of the delay between the a- and the b-waves of the ERG
arises because of the cGMP cascade of ON bipolar cells.

There have been two theories of how the rod bipolar cells
generate the b-wave. One of these is that the b-wave is a
result of the voltage drop in the extracellular medium as a
result of radial current flow through the ON bipolar cell
membrane. The second idea would attribute the radial
current flow originating from Muller cells as a result of their
depolarization by a rise in K+ leaked from bipolar cells.
A diffusional delay would be expected, and the close 

F 8.4 Comparison between phototransduction in rods and
synaptic transduction in rod bipolar cells. Light-activated rhodopsin
(Rh*) and the glutamate receptor that is bound to glutamate (R*)
stand in an analogous role in activating a cell-specific G-protein,
transducin (T) in rods and Go in rod bipolar cells, leading to a fall in
cGMP by the action of phosphodiesterase (PDE). Because these two

cascades are in series and glutamate release depends on rod voltage,
the effects of light on cGMP levels are opposite, hyperpolarizing rods
and depolarizing the bipolar cell. The cGMP-sensitive channels are
distinct. Rod channels are blocked by divalent cations, and both
channels can be blocked by -cis-diltiazem but at different blocking
sites. (Source: From Shiells RA, Falk G.13 Used by permission.)
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agreement in time course of the rod bipolar cell response
and the b-wave would tend to rule out a Muller cell origin.
A further finding that the b-wave is unaffected by blocking
Muller cell K channels also supports this conclusion.

Light adaptation

The gain in synaptic transmission from rods to ON bipolar
cells is not fixed but decreases on exposure even to dim back-
ground light that is too weak to desensitize rods. Desensitiza-
tion of rod ON bipolar cell light responses occurs on exposure
to backgrounds that isomerize less than one rhodopsin mole-
cule per rod per second (1Rh**/s). Figure 8.6A shows a 
whole-cell voltage clamp recording from an ON bipolar cell
in the dogfish all-rod retinal slice, with a Ca2+ buffer added to
the intracellular patch pipette solution. The method allows the
experimenter to alter the diffusible contents of a single cell 
and to measure ionic currents, which flow through ionic chan-
nels. The initial downward deflections are inward current
responses (which underly the cell’s typical depolarizing voltage
responses) to a range of flash intensities applied to determine
the cell’s intensity response relation in the dark. On exposure
to a dim light step, the cell responded with a sustained inward

current, and the superimposed test flashes showed little reduc-
tion. Figure 8.6B shows the same experiment repeated on
equilibration with a patch pipette solution containing no inter-
nal Ca2+ buffer. At the onset of the light step, there was a tran-
sient inward current that rapidly decayed, returning close to
the dark level despite continued illumination. Test flash
responses were suppressed for 30s by the dim background,
then recovered to about half their initial flash sensitivity. At
step offset, there was a small outward transient, followed by
recovery of flash response sensitivity to control.

Figure 8.6C shows that a light step 10 times brighter than
in figure 8.6B does not elicit a sustained response in the
absence of Ca2+ buffering. Moreover, the desensitization 
that is induced by the background light is more profound,
such that a bright flash (128Rh*) superimposed on the 
background produces almost no response, whereas in the
dark-adapted state, it would have yielded a maximum flash
response. In contrast, a step of light even 10 times brighter
than that in figure 8.6C elicits a sustained response (figure
8.6D) when intracellular Ca2+ was well buffered. Light of this
intensity is sufficient to produce significant rod desensitiza-
tion, which accounts for the diminished responses to the test
flashes after the offset of the light step.

F 8.5 Relationship between light-induced depolarization of
rod bipolar cells and the b-wave. A, The normalized bipolar cell
light responses as a function of log flash intensity compared with
the simultaneously recorded b-waves. The amplitude of the b-
waves at higher light intensities was corrected for the amplitude of
the a-wave (PIII in Granit’s terminology), determined after selec-

tively blocking the b-wave. Rh* denotes the mean number of
rhodopsin molecules per rod isomerised by the flash. B, The time
course of five rod bipolar cell voltage responses to brief dim flashes
isomerizing 1.8Rh* compared with the simultaneously recorded b-
waves (noisy traces), scaled to the same peak amplitudes. (Source:
Modified from Shiells RA, Falk G,15 1999.)
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These results indicate that Ca2+ enters the cGMP-
activated channels when they are opened by light, and the
rise in Ca2+ acts to desensitize the rod ON bipolar cell.
Similar results have been obtained in mammalian retina.
Subsequent work has shown that this action of Ca2+ is medi-
ated by the enzyme Ca2+/calmodulin kinase II (CaMKII),
which phosphorylates the cGMP-activated channels and
reduces their conductance. This form of desensitization
occurs only in the rod pathway. Cone bipolar cells in mam-
malian retina do not show this form of desensitization (with
the possible exception of blue cone ON bipolar cells). This
mechanism underlies network or postphotoreceptor adapta-
tion in the retina, the reduction in synaptic gain extending
the operating range of the rod pathway, which would oth-
erwise saturate at relatively low light levels.

Signal pathways from bipolar cells

T R  B C Like photo-
receptors, bipolar cells also release glutamate as their trans-
mitter. They make highly specialized ribbon and basal

synaptic contacts with amacrine and ganglion cells. The
presynaptic ribbon (also present in rods) is thought to line up
synaptic vesicles for rapid release, which are then replen-
ished from the vesicular pool. Bipolar cells possess both 
sustained and transient Ca2+ currents. These mechanisms
participate in forming distinct phasic and tonic components
in the transmitter release process, functioning to speed up
the kinetics and increase synaptic gain on transmission to
third-order cells.

P R  A C Action
potentials are generated only in the inner retina, in amacrine
and ganglion cells. The synaptic input to amacrine cells from
bipolar cells is mediated primarily by iGluRs, of which there
are two principal types, termed NMDA and AMPA recep-
tors. Many subtypes of amacrine cells have been classified,
according to physiological (e.g., sustained—responding to a
step of light with a maintained discharge—or transient—
responding to a light step with transient changes in firing at
light onset and offset), morphological (e.g., starburst), or
pharmacological criteria (e.g., indoleamine accumulating

F 8.6 Ca2+ induces light adaptation in rod bipolar cells in a
retinal slice. A, Current responses to a long step of light isomeriz-
ing 1Rh*/s with a Ca2+ chelator filling the cell interior, with the
cell voltage-clamped. Downward deflections are inward current
responses to light. In the absence of the voltage clamp, the cell
would have given depolarizing responses proportional to the
current. The numbers below the responses indicate the intensity of
test flashes in rhodopsin molecules isomerized per rod per flash.
Note the sustained response during the light step and the absence
of desensitization. B, The same protocol without Ca2+ chelator.

Note the brief transient response at onset of the light step rapidly
decaying despite the continued presence of light. Sensitivity to
superimposed flashes was reduced by a factor of 2–3. C, Responses
to a brighter light step (10Rh*/s) without Ca2+ chelator. Note the
large initial response followed by a rapid decay and absence of sus-
tained inward current during the light step. Test flashes (arrow-
heads) even 60 times higher than those used in the dark-adapted
state produced almost no response. D, Responses to a step isomer-
izing 100Rh*/s when Ca2+ is well buffered. (Source: Modified from
Shiells RA, Falk G.14)
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cells (IACs)). Their principal function, rather like that of hor-
izontal cells in the outer retina, is to mediate lateral interac-
tions, particularly in the formation of the inhibitory
surround of the ganglion cell receptive field. Gap junctions
extensively couple these cells and their degree of coupling is
highly dependent on their state of light- or dark-adaptation.
Some amacrine cells release the inhibitory transmitter
GABA to oppose the excitatory actions of glutamate
released by ON or OFF bipolar cells. Amacrine cells make
reciprocal synapses, which feed lateral information back
onto bipolar cell synaptic terminals. It is thought that sus-
tained amacrine cells possess predominantly NMDA-type
glutamate receptors, while transient amacrine cell responses
are mediated by rapidly desensitizing AMPA-type glutamate
receptors.

In mammalian retina, rod bipolar cells make synaptic
contact almost exclusively with IACs and AII amacrine cells,
there being no direct contact with ganglion cells as in lower
vertebrates. IACs show no antagonistic surround, while the
AII cells have a highly developed surround formed via
inhibitory drive from neighboring amacrine cells. In both the
ON and OFF pathways, rod signals reach the ganglion cells
from the amacrine cells via the synaptic terminals of the
cone bipolar cells. Cone signals follow the much more direct
route, ON and OFF cone bipolar cells driving ON and OFF
ganglion cells directly. Low-resistance electrical junctions
exist between the AII cells and the ON bipolar cell of the
cone pathway, so the signal that is conveyed to the AII cell
from the rod bipolar cell is in turn fed directly to the cone
ON bipolar cell and then on to the ON ganglion cell. Rod
signals reach OFF ganglion cells again via the AII cells, but
here the signal is inverted via an inhibitory glycinergic
synapse onto cone OFF bipolar cell synaptic terminals,
which act to reduce glutamate release, forming an OFF
response to light.

Very recently, the role of electrical gap junction synapses
in transmission of rod signals in the mammalian retina has
been demonstrated. Gap junctions are composed of inter-
cellular channels that span the plasma membrane of adja-
cent cells, thereby coupling them with a low-resistance
electrical pathway. In mice that lack expression of the
protein connexin36, which is essential for gap junction for-
mation in the retina, rod ON signals are not transmitted to
the ON ganglion cells, while cone signals are transmitted
normally. This is because, as is illustrated in figure 8.7, there
are no direct synaptic contacts made between rod ON
bipolar cells and ganglion cells. Instead, rod signals are
relayed to ganglion cells via several indirect pathways, which
are dependent on electrical coupling.

P R  G C Figure 8.8
shows the spike trains from a single ON center ganglion cell.
As is typical for mammalian ganglion cells, there is a main-

tained discharge in the dark, resulting from the spontaneous
thermal isomerization of rhodopsin in the rods within the
receptive field of the ganglion cell. Although rhodopsin is
very stable, there is a small probability that one of the 108

rhodopsin molecules in each rod will spontaneously isomer-
ize, leading to events identical to those resulting from the
absorption of a single photon. As shown in figure 8.8A, the
ON ganglion cell firing rate promptly increases when a small
spot of light is centered within the receptive field. An
annulus of light (figure 8.8B) suppresses the spontaneous dis-
charge, and when the annulus is removed, there is a tran-
sient increase in the firing rate. Uniform illumination (figure
8.8C), which stimulates both the center and the surround,
has a lesser effect on the firing rate. When the observations
are repeated with OFF ganglion cells, the firing pattern is
reversed. A small central spot of light inhibits firing, but at
light offset, there is a brisk increase in firing. A bright annulus
increases firing, which is then inhibited at the offset of the
light. Uniform illumination again has much less effect on
firing. Center surround characteristics are much reduced in
the well-dark-adapted retina.

ON and OFF ganglion cells are further classified as sus-
tained or transient. Some ganglion cells are directionally
sensitive, responding only to light moving across their recep-
tive field in a preferred direction and not responding to 
stationary light. Other cells act as simple motion detectors.
Others function as edge detectors and have been termed
ON-OFF cells, responding to both light onset and offset with
bursts (or suppression) of action potentials. Many ganglion
cells simply reflect the properties of the bipolar cells that are
presynaptic to them; for instance, color-opponent receptive
fields, developed at the bipolar cell level, can be observed in
ganglion cells. However, a high degree of complexity in the
integration of signals is introduced at the level of the IPL.

Retinal neurotransmitters

Most of the neurotransmitters that are found in the central
nervous system are also found in the retina. Glutamate is
perhaps the most predominant, being released by photo-
receptors, bipolar cells, and probably some amacrine cells.
Glutamate acts on ganglion cells to increase the visually
evoked response of both ON- and OFF-sustained ganglion
cells but not of transient cells. On the other hand, acetyl-
choline enhances the firing of transient ganglion cells and 
is released by ON and OFF amacrine cells that have a 
characteristic elaborate morphology: the starburst amacrine
cells.

The inhibitory transmitters are g-amino butyric acid
(GABA) and glycine. Glycine and GABAA receptors open Cl
channels and thus reduce the effect of excitatory transmit-
ters that act on cationic channels. GABA is accumulated by
horizontal cells in some species and mediates surround 
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F 8.7 Mammalian retinal signaling pathways. On-pathways
are shown in green, off-pathways in blue (and are labelled ON or
OFF above). Synapses are shown by arrows with (+) indicating sign
conserving and (-) sign indicating reversing. Dark gray cells hyper-
polarize in response to light. Gap junctions are indicated in red.

Symbols: r, rod; c, cone; rb, rod bipolar cell; AII, amacrine cell; gc,
ganglion cell; PRL photo-receptor layer; OPL, outer plexiform layer;
INL, inner nuclear layer; GCL ganglion cell layer. Horizontal cells
have been excluded from the diagram. (Source: Reproduced from
Demb JB, Pugh EN.3 Used by permission.) (See also color plate 11.)

F 8.8 Center surround antagonism in an ON center 
retinal ganglion cell. The pattern of illumination of the recep-
tive field is shown by the hatched area. A, The large initial 
increase in firing rate is followed by a slowing in the rate at 
light offset. B, The opposite occurs when only the surround is 
illuminated. C, Uniform illumination results in little change in

firing rate. In an OFF center ganglion cell (not shown), the 
pattern of response is the reverse of the above: inhibition during
central illumination and increased firing at light offset. Under 
scotopic conditions, there is little center surround antago-
nism. (From Kuffler S.W., Invest. Ophthal. 12, 1973. Used by 
permission.)
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inhibition of bipolar cells. ON center ganglion cells receive
inhibitory input from GABA-ergic amacrine cells, while
OFF center ganglion cells receive inhibitory input from
glycinergic amacrine cells.

Dopamine is released by some amacrine cells and inter-
plexiform cells. This transmitter functions as a neuromodu-
lator and is thought to elicit some of the receptive field
changes that occur in horizontal and some amacrine cells
with light adaptation. Dopamine acts on D1-type receptors
on horizontal cells to raise the intracellular level of the
second-messenger cyclic AMP, which reduces the perme-
ability of intercellular electrical gap junction connections.
Light stimulates dopamine release, so horizontal cells show
a reduction in receptive field size with light adaptation and,
consequently, a decrease in the extent of surround antago-
nism of bipolar cell responses. Dopaminergic amacrine cells
make extensive connections with AII amacrine cells.
Dopamine reduces the light responses of rod bipolar cells
and the b-wave. Many of the effects of dopamine are
exerted at sites that are distant from the initial site of release.
The dispersion of pigment granules of the pigment epithe-
lium in the light is mediated by dopamine that is released
more proximally in the retina.

Nitric oxide (NO) also functions as a neuromodulator in
the retina. Most retinal neurons possess NO synthase, which
is activated by a rise in intracellular Ca2+ with depolariza-
tion. NO activates the soluble form of guanylate cyclase,
leading to a rise in intracellular cyclic GMP. NO enhances
ON bipolar cell light responses and regulates gap junction
permeability in horizontal and amacrine cells, elevated
cyclic GMP acting to reduce receptive fields. NO also acts
to increase local blood flow.

Further investigation will determine the role of other 
neurotransmitters, such as serotonin, adrenaline, substance
P, and other peptides, in visual processing. There is also now
evidence suggesting a role for neurotrophins such as insulin-
stimulated growth factor in regulating rod sensitivity, while
epidermal growth factor may be involved in regulating the
function of cGMP-activated channels of rod bipolar cells17.
The latter is particularly interesting in view of the auto-
immune disease melanoma-associated retinopathy (MAR),
which specifically involves the failure of ON bipolar cell
responsivity.

Possible relevance to clinical states

We consider cases in which photoreceptor function is normal
or nearly normal but vision and the b-wave of the ERG are
abnormal.

I N-B A patient with an absent or
defective gene for the elements of the cGMP cascade linking
the metabotropic glutamate receptor mGluR6 to the unique

cGMP-activated membrane channel of the rod bipolar cell
will be permanently night-blind (see figure 8.3). This gluta-
mate receptor, mGluR6, occurs only in the ON bipolar cell;
it is not expressed elsewhere in either the retina or the
nervous system. On the other hand, the G-protein Go is fairly
ubiquitous, being found in other retinal neurons, the nervous
system, and elsewhere, associated with some second-
messenger systems. We found that incorporating an antibody
raised to the C-terminal intracellular portion of mGluR6
into rod bipolar cells abolished their light responses. This
result showed the importance of the linkage between the
transmembrane glutamate receptor and the intracellular 
G-protein. Knock-out mice lacking the mGluR6 gene have
no b-wave (similar to the b-wave deficiency in night-blind
patients) but are not totally blind, since they avoid objects
using visual cues.

The type of phosphodiesterase expressed in rod bipolar
cells has not been identified, so little can be said about
genetic defects at this site. Other possible defective sites in
the cGMP cascade could be the membrane cGMP channel
or the enzyme that generates cGMP: guanylate cyclase.

M-A R (MAR) MAR is an
autoimmune disease in which some patients with cutaneous
melanoma have a circulating antibody to the retinal ON
bipolar cell. Scotopic vision of such patients may be severely
affected, and their dark-adapted b-wave may be markedly
reduced. Injection of immunoglobulin (IgG) from MAR
patients into the vitreous of monkey eyes caused the loss of
the b-wave within 3 hours. As a control, IgG from patients
with cutaneous melanoma but without visual problems had
no effect on the b-wave recorded from monkey eyes.

What the precise relationship is between cutaneous
melanoma and defective bipolar cell signaling has not been
obvious. Our recent work suggests a possible, if speculative,
connection. We discovered an apparent involvement of epi-
dermal growth factor (EGF) in regulating the sensitivity of
the ON bipolar cell cGMP–activated channel. Possible
targets of the antibody in MAR might be the EGF receptor
or the protein tyrosine phosphatase that is known to be
present in rod bipolar cell dendrites. The rod cGMP–
activated channel, which differs from the bipolar cell 
cGMP channel (messenger RNA encoding the cone
cGMP–activated channel has recently been identified in ON
bipolar cells), is not affected in MAR. It is interesting to note
that the sensitivity of the rod cGMP channel is also regu-
lated by a growth factor, the insulinlike growth factor.

C D  M N The ERG
results on five patients with cone dysfunction and mild nyc-
talopia compared with normal are shown in figure 8.9. In
these patients, flash sensitivity is lower, by 1 log unit, and the
b-wave increases supralinearly with light intensity, becoming



  :  :    89

F 8.9 Dark-adapted amplitude and temporal characteristics
of the b-wave as a function of flash intensity in five cone dystro-
phy patients with abnormal function of the rod pathway. Circles:
normal values ± standard deviations. Note the shift of 1 log unit 

to increased threshold in patients, the supralinear increase in 
b-wave amplitude, supernormal b-waves at high light intensity,
and increased implicit times. (Source: Reproduced with permission
from Rosenberg T, Simonsen SE.8)
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supranormal at high light intensity. Normal subjects had a
b-wave that increased linearly with light intensity, then rose
less steeply before reaching maximum at high intensity. The
rate of rise of the b-wave is slower, and its time to peak
(implicit time) is markedly increased in these patients. A
number of investigators have proposed that this condition
arises from an abnormally high level of cGMP in the retina,
with a number of different loci suggested.

Recent experimental results on the depolarizing rod
bipolar cell, however, suggest that the abnormal b-wave and
sensitivity results could be duplicated by an abnormally low
level of ON bipolar cell cGMP. The current in response to

light from a rod bipolar cell at low cGMP and that after the
cGMP level was elevated by dim background light are shown
in figure 8.10. At low cGMP, flash sensitivity was low, and
responses rose supralinearly as the square of intensity. The
rate of rise to peak of the flash responses was slow, and the
peak was delayed. With an increase in cGMP level, flash sen-
sitivity increased by 1 log unit, the responses became linear
at low light levels and the time to peak decreased. The effect
of background light could be reproduced by directly elevat-
ing intracellular cGMP by 20mM. However, there was no
difference in the maximum current elicited by bright light
flashes.

F 8.10 The potentiating effect on rod bipolar cell light
responses of raising intracellular cGMP by dim background 
light or by intracellular addition. A, The effect of inclusion of
cGMP (20mM) in the recording pipette. Current responses to 
brief flashes were measured from voltage-clamped rod bipolar 
cells. Circles indicate mean responses before diffusion of cGMP
into the cells, triangles on equilibration with cGMP. Note that 
both response amplitude and flash intensity (Rh*, number of

rhodopsins isomerized per rod) are plotted on log scales so that the
slopes, close to unity and 2 for raised cGMP and control, respec-
tively, show that with raised cGMP, responses increase linearly with
light, while with low cGMP, they rise as the square of intensity. B,
The effect of dim background light (0.1–0.2Rh*/s) on responses
to brief flashes. C, The speeding up of flash responses (and
decrease in implicit time) by dim background light. (Source: From
Shiells RA, Falk G.17)
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The latter result is not necessarily at variance with the
observations of supernormal b-waves in patients with this
cone dysfunction. The b-wave represents the voltage change
across the retina as a result of current flow arising from the
membrane voltage change of rod bipolar cells responding to
light. The experiments described above represent the current
flow through the cGMP-dependent channels under voltage
clamp. This current would produce a voltage change whose
magnitude would depend on the impedance of the bipolar
cell. If the dark level of cGMP is low, there would be fewer
open channels than normal and a higher impedance. Con-
sequently, there would be a larger voltage response when all
channels are opened by a bright flash. The situation is more
complicated in b-wave recordings, but one would also expect
a larger maximum b-wave response with low cGMP.
Another factor is the delay between the a- and b-waves. With
low cGMP, the response of the bipolar cell is delayed in com-
parison with normal and hence there is less interference
between the a- and b-wave amplitudes. Another possible
factor is the antagonism between the rod and cone pathways.
It is known that rod signals decrease signals in the cone
pathway. If this occurs normally, any such antagonism would
not occur in the case of cone dystrophy.

There are several ways of testing whether the ERG results
in patients arise as a result of a deficiency in rod bipolar cell
cGMP levels. One way is to raise cGMP by testing in the
presence of a very dim background light, too low to light
adapt the retina, of the order of one to two rhodopsin 
molecules isomerized per rod per second. Another is to 
raise cGMP by stimulating the bipolar cell enzyme guany-
late cyclase with NO. Rod guanylate cyclase, being a 
different type, would be unaffected. Agents that generate
NO in vivo are amyl nitrite by inhalation or nitroglycerine
sublingually. It is important to measure the b-wave over a
wide range of light intensities, from very dim to bright
flashes.
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R  is deceptively simple; its simplicity
and beauty have drawn many a researcher’s attention.
The relationship between structure and function has been
explored since the time of the elegant work of Ramón y
Cajal. Although over 100 years of study has unraveled many
secrets, a complete understanding of retinal function 
eludes us.

Nevertheless, the basic principles of retinal organization
and development are understood in greater detail than those
of any other region of the central nervous system. The basic
anatomy and physiology of the retina were discussed in the
foregoing chapters of this edition (see chapters 6, 7, and 8;
see also the Selected Readings). Two questions are the
subject of this review:

1. What is the ultrastructural organization of the synap-
tic layers in the retina?

2. How do cell adhesion and extracellular matrix mole-
cules contribute to the development of connectivity in the
retina?

Basic organization of retinal synaptic layers

Anatomically, the retina is a club sandwich: three cellular
layers with two interposing synaptic layers. The cell layer
immediately adjacent to the vitreous humor is the ganglion
cell layer, wherein the cell bodies (nucleus and perinuclear
organelles) of most ganglion cells (and some amacrine cells)
lie. The layer most distant from the vitreous humor, that is,
the outermost layer, contains the cell bodies of the photore-
ceptors and is called the outer nuclear layer (ONL; the pho-
toreceptor nuclei are the most prominent element in the light
microscope). Between photoreceptors and ganglion cells are
the second-order neurons (or interneurons) of the retina,
whose cell bodies are collected together in the middle cell

layer, called the inner nuclear layer (INL); these are the
bipolar cells, horizontal cells, and amacrine cells.

Connections between photoreceptors and retinal
interneurons are confined to a discrete synaptic layer imme-
diately vitreal (toward the vitreous humor) from the ONL in
a plexus known as the outer plexiform layer (OPL). Con-
nections between interneurons and ganglion cells are con-
fined to a larger, more complex synaptic layer called the
inner plexiform layer (IPL). Ramón y Cajal deduced from
this organization that the information transfer in the 
retina was from photoreceptors to bipolar cells (one of the
interneurons) to ganglion cells (see figure 9.1). Moreover, he
understood implicitly that an understanding of retinal func-
tion would come about by unraveling the complex con-
nections among cells in the IPL. He wrote, “in the inner
plexiform layer, the multiplicity of the surfaces of contact or
of the horizontal plexuses seems to be for the purpose of
enabling a large number of distinct pathways to exist within
a small area of the retina.” Indeed, on the basis of his obser-
vations of the termination patterns of bipolar cells and gan-
glion cells, Ramón y Cajal divided the IPL into five layers.
Since the advent of electrophysiological recordings, first
extracellular, then a variety of intracellular, and now a large
array of techniques, we have learned a vast amount about
retinal connectivity and retinal processing.

One general principle is that there are, in mammalian
retina, separate rod and cone pathways. Rod photoreceptors
terminate within a discrete region of the OPL; cones ter-
minate in another region adjacent to the INL. As was dis-
cussed in chapters 6 and 7, there are direct connections
between rods and cones; nevertheless, the fundamental divi-
sion of rod and cone signals predominates, and the retina
can be described in this duplex fashion. Similarly in the IPL,
rod and cone information at the first stage of processing 
is kept separate: Rods connect predominantly to a special
bipolar cell that arborizes tightly in layer 5 of the IPL (adja-
cent to the ganglion cell layer). Here the so-called rod bipolar
cell connects with a specialized amacrine cell, the AII or 
rod amacrine; the output of the AII amacrine cell is 
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This chapter is dedicated to the memory of our colleague and
friend Grant W. Balkema (July 1, 1951–Nov 24, 2004), a pioneer
in the understanding of photoreceptor structure and function.
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F 9.1 Santiago Ramón y Cajal’s schematic drawing of the parafoveal region of the vertebrate retina. In this illustration, Cajal demonstrates his insight into
the connectivity of the retina and the dynamic polarization of retinal neurons and consequently information transfer from photoreceptors to bipolar cells and gan-
glion cells. In addition to vertical organization, Cajal illustrates the lateral pathways. A, Inner and outer segments. B, Outer nuclear layer. C, Outer plexiform layer.
D, Inner nuclear layer. E, Inner plexiform layer. F, Ganglion cell layer. G, Nerve fiber layer. b, rods; a, cones; c, horizontal cell; d, cone bipolar cells; e, rod bipolar
cell; g, ganglion cell; h, centrifugal fiber. (Note: Not all suggestions implicit in this prescient drawing have been found correct. For example, rod bipolars do not make
direct contact with ganglion cells—see text.) (Source: The original figure is in the collection of the Cajal Institute, CSIC, Madrid.) (See also color plate 12.)



  .:       95

predominantly in layer 1 of the IPL. Cones connect to a
large number of specialized cone bipolars cells; these ter-
minate in layers 2, 3, and 4 of the IPL, where they connect
with both ganglion and amacrine cells (figure 9.2).

The earliest recordings of retinal activity demonstrated
that there were two fundamental ganglion cell types: those
that respond to increments in light intensity (ON cells) and
those that respond to decrements in light intensity (OFF
cells). Underlying this duality of function is a fundamental
anatomical division of the retina: ON cells receive informa-
tion in layers 4 and 5 of the IPL, and OFF cells receive infor-
mation in layers 1 and 2 (layer 3 contains processes of both
types). This separation in the processing of incremental and
decremental information is so fundamental to visual pro-
cessing that it is maintained to the first levels in primary

visual cortex! Rod information and cone information are
also separated, initially in the IPL. The rod bipolar cells, a
single class, end in the deepest layer of the IPL, layer 5,
where they synapse onto the AII amacrine. The AII or rod
amacrine has output in deep layers of the IPL and in the
upper layers of the IPL. So the IPL can be conceived as a
bit of a rod sandwich.

So far, we have focused on a division in radial connectiv-
ity, that is between primary receptors (rods and cones) and
second-order cells. There is another fundamental functional
organization of the retina that needs to be appreciated: the
tangential array of cells over the retinal surface. The retina
is a convex spherical detector, much like a satellite dish. For
any given cell type, there is a precise arrangement or mosiac
of this cell type over the retinal surface. Homotypic cells

F 9.2 Summary diagram of bipolar types in the mammalian
retina; rod bipolar cells (RB) end in layer 5 of the IPL, the innermost
region and are all depolarizing in nature. In each species, a large

number of cone bipolars cells are found; those terminating above the
dashed line are hyperpolarizing, and those terminating below the
dashed line are depolarizing. (Source Figure 8 from Ghosh KK et al.26)
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(cells of one type—for example, the AII rod amacrine or the
dopamine amacrine cell) are arrayed following precise math-
ematical formulae; heterotypic cells (cholinergic amacrine
cells and AII rod amacrine cell) are apparently arrayed inde-
pendently. This arrangement was studied first in shark retina
and independently in the mammalian retina. Wässle and
colleagues developed the mathematical formulation that is
still used today to analyze this aspect of retinal anatomy.
Thus, one can describe, for example, the distribution of
dopaminergic amacrine cells, type 9 cone bipolar cells, red
cones, or any given subset of retinal ganglion cells. Further
readings on the functional organization of the retina are
given at the end of this chapter.

The mechanisms that guide these developmental pro-
cesses (i.e., lamination and array formation) are not well
understood and are just coming under study. On the other
hand, the mechanisms that guide neurogenesis and retinal
cell fate determination are understood at greater depth (see
the Selected Readings for recent reviews and key papers).
Retinal cell types are born in a characteristic order, with the
generalization that cell types of the inner retina are gener-
ated first, followed by cell types in the outer retina. The
mechanisms that control cell fate appear to be largely in-
trinsic to the progenitor cells; a series of transcription factors
guide the orderly production of cell types, and there is a pro-
gressive restriction of the progenitor cell, limiting the types
of neurons it makes late in development. A thorough 
discussion of this process cannot be undertaken here. (Sug-
gested Readings in this area are listed at the end of the
chapter.) The remainder of this chapter will focus on what
we know and what we don’t know about the processes of
lamination in the retina and array formation.

Outer plexiform layer: a model for processing and 
synaptic organization

At the first synapse between photoreceptors (rods and cones)
and second-order neurons (bipolar and horizontal cells),
considerable processing is taking place. The divisions be-
tween low-light (rod) and high-light (cone) processing and
between incremental (ON) and decremental (OFF) process-
ing noted above begin at the OPL, the level of the bipolar
cell. As was covered in chapters 7 and 8, photoreceptors
release glutamate continuously in the dark; at light onset,
they hyperpolarize and decrease glutamate release. The ON
and OFF bipolar responses are generated by the expression
of different subclasses of glutamate receptor. All depolariz-
ing (ON) bipolar cells express mGluR6 receptors, whereas
hyperpolarizing (OFF) bipolar cells use other glutamate
receptors (see the Suggested Readings). Moreover, two types
of photoreceptor-to-bipolar synapses are present in the
outer retina: a flat contact, in which a bipolar cell merely
touches the base of the photoreceptor, and an invaginating

synapse, in which the bipolar cell punches into the base 
of the photoreceptor (figure 9.3). In general, outside the
primate fovea, all flat contacts are hyperpolarizing, and
invaginating contacts are depolarizing. There are differences
between the rod and cone synapses as well; for example,
cones make contact with multiple types of bipolar cells (both
ON and OFF), whereas rods in general make contact with
only one type of bipolar cell.

Synaptic communication and signal processing therefore
requires the recognition of synaptic partners (e.g., rod-to-rod
bipolar; cone-to-cone bipolar) and the assembly of proper
components (e.g., mGluR6, metabotropic, glutamate recep-
tors at ON, invaginating synapses and other, ionotropic, glu-
tamate receptors at OFF, flat synapses). Moreover, synaptic
transmission is dependent on the proper alignment of pre-
synaptic and postsynaptic elements.

On the presynaptic side of the photoreceptor synapse, the
most prominent feature is the synaptic ribbon, a proteina-
ceous structure that is a docking site for synaptic vesicles.
Although the function of the synaptic ribbon is not com-
pletely understood, it is thought to facilitate the rapid and
continuous release of glutamate that occurs from the pho-
toreceptor terminal. It is generally conceived of as a con-
veyor mechanism to deliver vesicles to the release site, but
some evidence suggests that it may serve to allow for multi-
vesicular fusion. Nonetheless, the ribbon specialization is
found in photoreceptors, other sensory neurons that have a
high-basal rate of release such as hair cells in the ear, and
electrosensory neurons in fish. In addition to the obvious
ribbon, other elements of the transmitter release cascade are
present in the photoreceptor; these include a variety of
calcium channels, both voltage gated and not, calcium trans-
porters, and proteins that are associated with the fusion of
vesicles and the plasma membrane.

Thus, considerable stable and precisely located cellular
machinery is required for the process of chemical transmis-
sion from the presynaptic terminal. Partly because of this,
the photoreceptor synapse has been thought to be stable and
nonplastic, unlike many synapses in the central nervous
system (CNS) that are plastic and capable of dynamic
remodeling—that is, until recently. Two lines of evidence
demonstrate that photoreceptor synapses are plastic: circa-
dian changes in the photoreceptor terminal (the ribbon) have
been identified, as has transmitter modulation of photore-
ceptor synaptic output.

On the postsynaptic side, the transmitter receptors must
be juxtaposed to the release sites; in addition, other elements
of the response cascade must be localized to the synaptic
region. The molecular identities of these response cascade
elements depend on the type of receptor: ionotropic (ion
channel) or metabotropic (coupled to second-messenger
systems). In the case of the former, voltage-gated ion chan-
nels are likely to be present; in the latter, the enzymes 
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associated with the particular second-messenger cascade will
be present. Moreover, at all chemical synapses, transmitter
action is terminated either by enzymatic degradation of the
transmitter or clearing of the transmitter by high-affinity
transport mechanisms. Transporters may be located on
either side of the synapse; enzymatic degradation of trans-
mitter generally takes place postsynaptically.

Synaptic transmission and signaling in the nervous system
are critically dependent on the precise alignment of all these
molecular species. Moreover, the presynaptic release mech-
anism must be in direct apposition to the postsynaptic
response cascade. In the case of the photoreceptor terminal,
where vesicular release is continuous and occurs at relatively
high rates, there is also concomitant considerable membrane
flux and turnover. Logic dictates that the presynaptic and
postsynaptic cascades should be stabilized relative to each

other. That is, like boats in a marina, they should be tied up
to a dock.

Molecular mechanisms of synaptic stabilization and
development

What provides for this molecular stability? Cell-matrix and
cell-cell adhesion are involved in various aspects of stabiliz-
ing macromolecular complexes and contributing to changes
in cell shape and cell motility, as well as regulating cell pro-
liferation and death. Recently, molecules involved in cell-
matrix and cell-cell adhesion have also been implicated in
the process of synapse formation (figures 9.4 and 9.5). For
example, the cadherins and associated b-catenin, well known
in the field of epithelial cell biology, are known to be present
at synapses, as are, of course, the well-studied cell adhesion

F 9.3 Below the representative electron micrographs of cone
and rod terminals are cartoons of the idealized anatomy. In the cone
terminal, two types of synapse are seen. Invaginating synapses are
classically described with three postsynaptic elements: two horizon-
tal cell processes (H) and one central bipolar process (B). More con-
ventional synapses, or flat contacts, are seen between bipolar cells
(B) and the cone. In the rod terminal, only the invaginating synapse

is found, and the postsynaptic elements, consisting of two horizon-
tal cells (H) and the process of two bipolar cells, are seen. The promi-
nent presynaptic ribbon and its cluster of synaptic vesicles are seen
in invaginating synapses. Bipolar cells making contact with pho-
toreceptors at invaginating synapses are depolarizing (ON center)
whereas those making contact at flat synapses are hyperpolarizing
(OFF center). (Source: Figure 2 from Brandstätter JH, Hack I.22)
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molecules (CAM) and the like. New molecules have been
shown recently to be present at CNS synapses, including
synapses in the retina. One class of note is the nectins;
these are members of the IgG superfamily but are Ca2+-
independent adhesion molecules. The nectins are coupled to
the actin cytoskeleton via elements of the cytomatrix. They
function, together with cadherins, in stabilizing synapse for-
mation; initial apposition of presynaptic and postsynaptic
cells are stabilized at an adherens junction, and then synap-
tic specializations take place at this point. This sequence of
events involving nectins is most clearly understood at spine
formation in the hippocampus, but other regions of the
CNS, including the retina, express nectins, suggesting that
nectins play similar roles throughout the CNS, including the
retina.

Recently, a novel family of CAMs, sidekicks, have been
shown to be important in lamination in the IPL. These mol-
ecules are homophilic binding molecules and are expressed
by bipolar cells and ganglion cells; they are conceived to
mediate recognition between presynaptic and postsynaptic
target cells. Sidekicks appear to be important in setting up
the division between ON and OFF in the IPL: Sidekick 1 is
expressed in the ON sublamina, and sidekick 2 is expressed
in the OFF sublamina. Sidekicks are differentially expressed
in nonoverlapping subsets of presynaptic (bipolar and ama-
crine) and postsynaptic (ganglion) cells. In heterologous
expression systems, sidekicks mediate cell-cell adhesion; in
vivo, the overexpression of sidekicks in normally sidekick-

negative cells redirects tagged dendrites to a sidekick-
expressing sublamina. Together, these data suggest that side-
kicks in specific and adhesion molecules in general are
critical elements of the molecular mechanism of lamination
in the IPL. Ongoing work in both the zebrafish and the
mouse by the Wong laboratory demonstrates that lamina-
tion of amacrine cell dendrites requires the presence of
retinal ganglion cell dendrites, suggesting that cell-cell recog-
nition mechanisms are critical to the process.

Thus, a picture is emerging of CAM-mediated cell-cell
interactions that guide the lamination and dendritic devel-
opment in the IPL. However, in addition to cell adhesion
molecules, components of the extracellular matrix are also
critical in maintaining the structural integrity of synapses,
including those of the retina. Components of the extra-
cellular matrix and their receptors (including integrins) 
are crucial stabilizers at one of the most well-studied of
synapses, the neuromuscular junction (NMJ). At the NMJ,
the basement membranes of the components of the synapse,
including the motor neuron, glial (Schwann) cell, and muscle
contain a variety of fixed elements of the ECM that guide
the formation and stabilization of the NMJ. Vital among
these molecules are the laminins, heparan sulfate protogly-
cans (e.g., agrin), and others. These molecules interact with
a variety of cell surface receptors, including integrins and
components of the dystrophin complex.

CNS synapses lack obvious basement membranes.
However, because integrin modulation of synaptic function

F 9.4 Diagrammatic scheme of the molecular organization of
the photoreceptor synapse is shown. The ribbon (large, gray, saclike
structure) is studded with synaptic vesicles; in association with the
ribbon are cytomatrix molecules bassoon and piccolo; Munc13 is seen
at the release site. Ribeye, not shown in this figure, labels the ribbon
itself. Directly opponent to the release site are the molecules of the

transmitter response cascade; these include both iontropic (IGluR)
and metabotropic (mGluR) glutamate receptors and clustering mol-
ecules. Outside the release area, other molecules are expressed, includ-
ing various cell adhesion molecules and, in the photoreceptor, glumate
receptors. (Source: This figure was kindly supplied by Dr. J. H.
Brandstätter for use in this chapter.) (See also color plate 13.)
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has been well documented, it is likely that extracellular
matrix ligands for integrins exist at CNS synapses. One
obvious candidate is the laminins. Laminins have been
reported in the brain and retina for some time now, and a
model has emerged for their distribution (figure 9.6). The
classical basement membranes of the retina, Bruch’s mem-
brane and the inner limiting membrane, contain classical
basement membrane components, including laminins, type
IV collagens, and nidogen, a molecule that cross-couples
laminin and collagen polymers. In addition, laminins
without either collagen IV or nidogen are present in the
synaptic layers of the retina. Biochemical isolation of
laminins from synapse-enriched preparations (synapto-
somes) supports anatomical evidence for the presence of
laminins in the synaptic layers.

Genetic ablation of at least one laminin gene (Lamb2)
produces marked synaptic defects in the OPL (figure 9.7).
Electrophysiological data demonstrate that the b-wave of the
ERG in Lamb2 null mice is greatly reduced; the a-wave, on
the other hand, while slightly reduced, is statistically unal-
tered from the control animals. In addition to reduction in
the amplitude of the b-wave, the intensity-response function

of the b-wave is altered. The normal sigmoidal curve,
reflecting Michaelis-Menton kinetics, is replaced with a
linear function. These data suggest that the transfer function
of the photoreceptor to bipolar cell synapse is failing: The
excitation-release mechanism is defective in these mutant
mice. Anatomical inspection of the synapse revealed that the
majority of photoreceptor synapses are malformed. In the
normal mouse, as in human, the photoreceptor has multiple
postsynaptic partners, usually two horizontal cells and a
central bipolar cell, forming the classic triad. The output site
is marked by an electron-dense structure: the ribbon. The
ribbon is studded with synaptic vesicles; as was noted above,
the function of the ribbon is a matter of some debate. Either
it functions to transport vesicles to the release site or it acts
as a common fusion site. In any case, the ribbon facilitates
the high-frequency release of the photoreceptor. In the
Lamb2 knock-out mouse, the ribbon synapse is disrupted:
The presynaptic ribbon is released from the membrane,
appearing to float in the cytoplasm, and the postsynaptic ele-
ments are disorganized.

The physiological defect in the laminin mutant mouse is
similar to that seen in humans with Duchenne’s muscular

F 9.5 The process of target recognition and synapse 
formation is idealized in this cartoon. Presynaptic terminals express
certain target recognition molecules on their leading processes;
here, these are conceived of as homophilic binding molecules 
(such as CAM, nectins, or sidekicks). Target selection is based on
the expression of homophilic partners on the postsynaptic (A to B
transition); on binding to the postsynaptic receptor pair, a variety
of proteins are recruited to the synapse (B, colored circles and 

diamonds); these elements produce a reorganization of the
cytoskeleton (actin and microtubule, gray circles and rods,
respectively) and assembly of the elements of the release mecha-
nism, including the synaptic vesicle (green circles), and proteins of
the release cascade (black ovals). Homophilic molecules and 
other molecules (arrows) are recruited to stabilize the synapse.
(Source: Figure 2 from Ackley BD, Jin Y.1) (See also color 
plate 14.)
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dystrophy. That disease is caused by a mutation in the mole-
cule dystrophin and results in night-blindness. Dystrophins
are cytomatrix molecules, that is, molecules in the cytoplasm
coupled to the cytoskeleton (actin and intermediate filaments
and microtubules). In muscles, dystrophins are part of the
mechanism by which the excitation cascade of the muscle is
scaffolded in the plane of the membrane.

Putting these observations together suggests that the
release machinery of the photoreceptor synapse may be
anchored by attachment to the extracellular matrix. If such

a coupling exists, then there need to be ligands in the ECM,
transmembrane receptors, and scaffolding elements in 
the cytomatrix. A complementary observation supports this
hypothesis. Bassoon is a presynaptic cytomatrix molecule
that is found in both conventional and ribbon synapses. In
photoreceptor ribbon synapses, bassoon is associated with
the ribbon-anchoring point, the arciform density; targeted
mutation of bassoon phenocopies some of the aspects of
the Lamb2 knock-out (figure 9.8). For example, presynaptic
ribbons float, and the b-wave is disrupted. However, there is

F 9.6 This cartoon illustrates the various cell adhesion com-
partments of the retina; two true basement membranes are illus-
trated (red): Bruch’s (BM) and the inner limiting membrane (ILM).
These basement membranes form the adhesion substrate for the
basal side of the retinal pigmented epithelium (RPE) and the
endfeet of the Müller cells (black cells). These are known to contain
many elements of epithelial basement membranes, including 
collagen type IV, laminins (many), and nidogen. Cell adhesion 
molecules expressed here include integrins, CAMs, and cadherins.
In green are the matrices surrounding the photoreceptor; these do
not contain either collagen type IV or nidogen but do contain other
critical ECM molecules, including laminins, usherin, crumbs, and

various heparin sulfates. Receptor molecules in these compart-
ments include various CAM such as sidekicks, integrins, and 
transmembrane collagens. Genetic disruptions of these molecules
lead to photoreceptor dysmorphogenesis and degeneration. The
blue indicates the matrix compartment in the IPL. The matrix
components expressed here are not well established; on the other
hand, some CAM molecules, such as sidekicks, are found here. The
mechanisms that control lamination and dendrite elongation are
just coming under study (see the papers from the Masland and
Wong laboratories). (Source: This figure is taken from the authors’
work; it was published in Libby RT et al.15) (See also color 
plate 15.)



F 9.7 Laminin gene ablation results in the loss of photoreceptor-to-bipolar signaling. Mice in which a key laminin gene, the laminin b2 gene, was ablated by targeted muta-
genesis have dysmorphic photoreceptors. The outer segments fail to form, and the synaptic structures are altered. In these mice, there is loss of the b-wave of the ERG. Wild-type
(normal) and littermate homozygote nulls mice (laminin b2 deficient) mice are compared. A, Representative ERGs; a single flash intensity is shown above, and a whole intensity series
is shown below. B, Response-intensity functions for both a-wave and b-waves. The mutant mice a-waves overlap those of the wild-type controls and are not significantly different. The
b-waves from normal mice show a nice sigmoidal curve; the intensity-response function of the mutant mice is significantly decreased in amplitude, and the response-
intensity function is linear. These data together suggest that the transfer function of the synapse is failing. The time to peak values for the b-wave were not affected. (Source: This
figure is taken from the authors’ work; it was published in Libby RT et al.14)
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F 9.8 The genetic ablation of bassoon produces an anatom-
ical and physiological phenotype similar to that of the laminin knock-
out. A shows normal ERGs and B shows responses from the mutant
for 2 intensities of flash. The b-waves are reduced but the a-waves
are not. In C, the voltage/intensity relation is shown, confirming that
in the knockout mouse the b-wave only is affected. Graph D shows
that the reduction in ERG voltage as background light intensity is

increased affects the b-wave of the mutant, but not the a-wave. E and
F show that photopic b-waves are also selectively affected. G results
from a more elaborate experiment in which ERG thresholds were
obtained as a function of background illumination. The a-wave
threshold of normal and knockout mice are similar: over a large
range of background intensities but the corresponding functions for
the b-waves are very different. (Source: From Dick O et al.7)
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a more severe disruption in the organization of the bassoon
knock-out retina, where extensive sprouting of neurons and
ectopic synapses are formed. It is likely that bassoon is a crit-
ical component of the cytomatrix; together, the available
data suggest that the release cascade of the photoreceptor is
anchored to the ECM via transmembrane receptors that in
turn are coupled to elements of the cytomatrix. What is the
function of this coupling? The lipid turnover and additions
and recycling of membrane make the presynaptic mem-
brane as unstable as the tide levels, whereas the ECM is
more stable. Thus, teleologically, this arrangement would
provide stability to the molecular components of the release
mechanism much like tying a boat to a dock.

The hypothesis that laminins in the ECM serve to anchor
the apposition of transmitter release cascades on the presy-
naptic side of the synapse and the recipient cascade on the
postsynaptic side has several predictions, including that there
are receptors for the laminins in each side of the synapse
and that the laminin receptors are scaffolded with elements
of the transduction cascades. These questions are in active
study in several laboratories at the present. Data from our
laboratory demonstrate that one class of laminin receptors,
a transmembrane form of collagen known as collagen XVII,
is present in photoreceptors, colocalizes with laminin depo-
sition, and binds laminins. Moreover, we have shown that
dystonin, also known as BPAG1, a scaffolding molecule
known to interact with collagen XVII, is present in pho-
toreceptors and is enriched in synaptic regions. In addition,
we and others are studying the distribution of another class
of laminin receptor: the integrins; these receptors have 
long been implicated in a variety of retinal and CNS func-
tions, including synaptic plasticity. In the retina, integrins
have been shown to be important in guiding retinal devel-
opment, promoting the adhesion and polarity of retinal pig-
mented epithelium, and the phagocytosis of photoreceptor
outer segments. Interestingly, genetic ablation of several
integrin genes results in dysgenic retinae that display dis-
ruptions in lamination, photoreceptor ectopia, and other
abnormalities.

Within the clinical setting, it is worth noting that the mol-
ecules identified here, collagen XVII, dystonin (BPAG1),
integrins, and laminins form a portion of the anchoring
structure of the epidermis; that is the molecular mechanism
for attachment of the basal layer of epidermal cells to the
basement membrane and underlying hypodermis. Laminins
are found on the basement membrane of the epithelium;
collagen XVII and integrins (a6b4) form the transmem-
brane receptors; and BPAG1 part of the anchoring sys-
tem for the hemidesmosome. Mutations of these genes in
humans result in skin-blistering diseases called junctional
epidermolysis bullosa (JEB); the severity of the phenotype
depends on the gene that is affected (COL17, LAMx, etc.)
and on the type of mutation (null, truncation, missense, etc.).

It may be that these patients also suffer considerable visual
defects; extensive study of this hypothesis has not been
undertaken, in part because the severity of disease in the JEB
patients precludes some standard electroretinogram (ERG)
methods. Nevertheless, the JEB data suggests a paradigm 
for understanding the genetics of ECM-cyotmatrix 
stabilization.

Other laminin receptors are likely to play a role in pho-
toreceptor development and organization. Dystroglycan is
another laminin receptor found in retina and CNS. It is the
expression of a single gene from which two proteins are pro-
duced: a-dystroglycan and b-dystroglycan. The former is an
extrinsic membrane protein, and the latter is a transmem-
brane protein; they remain associated under most circum-
stances. Several laboratories have shown that dystroglycan is
expressed in the outer retina. There has been some contro-
versy over the location of the dystroglycan (presynaptic or
postsynaptic); recently, our laboratory has shown that b-
dystroglycan colocalizes with several markers of rod bipolar
cells in the retina, including aPKC and mGluR6. Moreover,
conditional knock-outs of the dystroglycan gene result in 
disrupted brain and retina; in the retina, preliminary reports
demonstrate that the ERG is disrupted in a similar fashion
as in the LamB2 null mouse.

If the laminin hypothesis is valid, then in the laminin-null
animal, we should observe rearrangements of the molecular
components of the scaffolding apparatus. Our laboratory
has recently shown that in the Lamb2-null animal, there is
a misalignment of the release cascade (as measured by
bassoon localization) and the recipient cascade (as measured
by mGluR6 localization) (figure 9.9); these results support
the hypothesis that laminins are critical to stabilizing pho-
toreceptor synapses.

What couples the laminin receptor and transmitter recep-
tors or elements of the release cascade on the postsynaptic
side? Some progress in understanding this scaffolding has
been made. On the postsynaptic side of the synapse, we have
shown that in wild-type retina, mGluR6 and b-dystroglycan
are associated with a cytomatrix molecule: dystrophin. In the
Lamb2 knock-out animal, this association fails; specifically,
mGluR6 and b-dystroglycan are no longer colocalized, and
the colocalization of b-dystroglycan and mGluR6 is also 
disrupted. The dystrophin family is a strong candidate for
the linker molecule.

Dystrophin was first described as a 427-kDa protein-
sharing homology with the spectin family of membrane
cytoskeletal protein; the full-length molecule is composed 
of four structural domains: an N-terminal domain actin-
binding region with homology to a-actinin, a rod structure
composed of 24 spectrinlike repeats, a cystein-rich domain
with calcium-binding motives, and a C-terminal domain
that interacts with a dystroglycan. These different domains
gave to dystrophin the ability to bridge the cytoskeleton and
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F 9.9 Laminin deletion results in a disruption of the transsy-
naptic molecular organization of the photoreceptor synapse.
Immunohistochemical localization of the bassoon (red) and
mGluR6 (blue) in wild-type retina demonstrates the normal
arrangement of molecules. Bassoon, associated with the ribbon, is

directly opponent to mGluR6, the transmitter receptor that is
expressed in invaginating bipolar cells. In the laminin-mutant (b2
null) mouse, both molecules are expressed by mGluR6 is delocal-
ized and not concentrated at the synapse. (Source: This is taken
from the author’s unpublished work.) (See also color plate 16.)

the extracellular matrix. In addition to the full-length iso-
forms of dystrophin, four internal promoters of the DMD
gene control the expression of short products named in ref-
erence to their respective molecular weight: Dp260, Dp140,
Dp116, and Dp71. Defective expression of the full-length

molecule results in a Duchenne’s muscular dystrophy. This
is a fatal, X-linked disease; affected males suffer from a
variety of retinal defects. Various isoforms of dystrophin
have been identified in retina by molecular and biochemical
methods; some controversy arose in the literature about
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whether dystrophin is expressed by the photoreceptor or the
bipolar cell. Future experiments are needed to sort this 
issue out.

In muscle, the dystroglycan-dystrophin complex binds to
laminins in the extracellular space and is thought to couple
ion channels such as Ca2+ channels or synaptic receptors in
functional domains. It may be that in retina, the dystrophin-
dystroglycan complex is performing a similar function. Our 
laboratory has demonstrated that both dystrophin and 
dystroglycan colocalize with markers of the postsynaptic
(bipolar) cell. Specifically, there is colocalization of mGluR6
and both dystrophin and dystroglycan. In the laminin knock-
out animals, there is a profound rearrangement of these
molecules.

Other scaffolding molecules are likely to emerge that link
the ECM to the cytomatrix. Considerable progress has been
made in understanding scaffolding of transmitter receptors;
it is outside the scope of this chapter to discuss these in detail,
and the readers is referred to recent papers in the area. Nev-
ertheless, coupling of signaling cascades, either presynaptic
or postsynaptic, is an area of intensive study. The continued
development in the field combines genetic and proteomic
approaches to the molecular anatomy of the synapse. Nev-
ertheless, these recent studies identify at synapses (both
peripherial and central) elements of the adhesion complexes
in epithelial tissues (laminin, integrins, dystroglycan, cad-
herins, nectins, etc.); they suggest that similar molecular
complexes are formed to stabilize synaptic structure. More-
over, the commonality of these molecular complexes has
consequences for human disease. Genetic disruptions of
many of these genes (laminin, integrin, cadherins) have both
peripheral (epithelial) and central (CNS) defects.

ECM molecules are involved in other aspects of retinal
structure and function. The laminin knock-out animals have
defects in the outer segment formation. Moreover, two other
molecules of great interest have been identified recently:
usherin and crumbs. Both of these molecules contain
laminin motifs in their domain structure, and mutations in
either genes produce blinding illness in humans and dys-
morphic photoreceptors in mice. Usherin is associated with
Usher’s syndrome, and crumbs are associated with one form
of RP (RP12). Interestingly, usherin2 is widely expressed in
epithelial tissues outside the retina. Another molecule,
basigin or EMMPIRN, is a member of the IgG super-
family of molecules and is involved in cell-cell, cell-ECM
interactions. It is expressed in the Müller cells and the 
photoreceptor; experimentally produced null mutations of
this gene result in a failure of normal photoreceptor outer
segment formation and retinal degeneration, as well as dis-
ruptions in the ERG. There is some evidence that suggests
that EMMPIRN is an ECM, perhaps a laminin receptor.
Retinoschisin is a recently described protein that is related
to the discoidins, a family of transmembrane of secreted

proteins that are involved in cell adhesion and bind to 
ECM components, particularly collagens. Retinoschisin I
was identified by positional cloning of the gene that causes
retinoschisis, a blinding illness typified by loss of b-wave
function and loss of retinal integrity resulting in a splitting
of the neural retinal. Experimentally produced mutations in
mice show defects that are similar, though not identical, to
those that cause the human disease and have disruptions in
the photoreceptor-to-bipolar transmission as well as struc-
tural tears at the OPL/INL border. To date, no binding
partner or ligand for RS1 has been found.

Summary

Old questions turn new again with the advent of new tech-
nologies. The beautiful lamination of the retina, so elegantly
studied by Ramón y Cajal, is again the subject of molecu-
lar research. Now the molecular anatomy and mechanisms
of connectivity of the retina are under study. The molecules
that promote lamination and synaptic specificity are not fully
known, but they are likely to share homology with those mol-
ecules that mediate adhesion in nonneural tissues. Moreover,
a complete understanding of the molecules that are involved
in these processes may help us to design rescue and repair
strategies for the retina.
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Introduction

Ophthalmologists tend to view the striate cortex as an affer-
ent structure that receives visual information mostly from the
lateral geniculate nucleus (LGN). Indeed, most of our efforts
as ophthalmologists center on the preservation or restoration
of these inputs into the visual cortex. However, a wide
variety of visual disorders may occur from damage to the
visual cortex and its occipitofugal connections with associa-
tive visual areas. These syndromes are often called disorders
of higher cortical function and remind us that the striate cortex
is not the end of the line but the beginning of a complex
system of visual analysis that ultimately leads to global
awareness of the visual environment.

C V A Over the past 20 years, over 30
visual cortical areas have been isolated in macaque monkeys.
These areas make up almost 50% of the entire cortical
volume. Although the function of most of these areas is
unclear, studies of the visual cortex in lower pri-
mates25,100,105,109 and clinical correlation with cerebral lesions
in patients,51,80,102 along with electrophysiologic studies,7,31

postmortem histologic examinations,11,14 and functional
imaging studies,17,28,89,95,112 have identified several cortical
areas that may have clinical importance in humans.

The visual cortex in the macaque was initially divided into
six subregions named visual areas 1 through 6 (areas
V1–V6). Area V1 is the primary visual cortex and corre-
sponds to the striate cortex in both humans and lower pri-
mates. Areas V2–V6 are extensively interconnected visual
areas that lie anterior to V1 and contain specialized maps of
the visual field. Area V2 is immediately adjacent to area V1
in most primates, including humans. It corresponds to Brod-
mann’s area 18 and was previously called the parastriate cortex.

Hubel and Wiesel initially believed that Brodmann’s area
19, also called the peristriate cortex in humans, was composed
entirely of the human homologue of V3,29 but further
studies indicated that the peristriate cortex is composed of
two functionally distinct areas: areas V3 and V3A.95

Area V4 in the macaque lies in the lateral occipital lobe.
While the caudal lingual and fusiform gyri within Brod-
mann’s area 18 are involved in color processing in humans,

whether or not it is homologous to area V4 in the macaque
is controversial.66 Area V5, also called area MT because of
its location in the middle temporal gyrus of the owl monkey,
is located in humans in the gyrus subangularis of the ven-
trolateral occipital lobe.

Area V6 in the macaque has no clear homologue in
humans; however, an area associated with visuospatial pro-
cessing in the posterior parietal cortex is the most likely 
candidate. Figure 10.1 illustrates the presumed location of
several of the corresponding visual areas in humans. Only
those cortical areas that are associated with distinct clinical
syndromes will be discussed.

O P On the basis of numerous
studies of lesions in humans,19,22 functional imaging of
normal subjects,17 and experiments in monkeys,100 it is clear
that the information that is processed by the striate cortex
and visual associative areas is projected through two occip-
itofugal pathways: a ventral occipitotemporal pathway and
a dorsal occipitoparietal pathway (figure 10.2).47 The ventral
pathway, often called the “what” pathway, is involved in pro-
cessing the physical attributes of a visual image that are
important to the perception of color, shape, and pattern.
These, in turn, are crucial for object identification and
object-based attention.101 The ventral pathway originates in
V1 and projects through V2 and V4 to specific inferior tem-
poral cortical areas, the angular gyrus, and limbic structures.
It provides visual information to areas that are involved in
visual identification, language processing, memory, and
emotion.91 Thus, a lesion in this pathway may cause a variety
of associative defects, including visual alexia and anomia,
visual agnosia, visual amnesia, and visual hypoemotionality.

The dorsal or “where” pathway, begins in V1 and pro-
jects through V2 and V3 to V5.91,101 From V5, this pathway
continues to additional areas in the parietal and superior
temporal cortex.90 These projections are involved in visu-
ospatial analysis, in the localization of objects in visual space,
and in modulation of visual guidance of movements toward
these objects.39,99 Thus, lesions of this pathway may cause a
variety of visuospatial disorders such as Bálint’s syndrome
and hemispatial neglect. Although the ventral and dorsal
pathways are clearly involved in the analysis of different

10 Central Disorders of Vision in

Humans
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aspects of the visual environment,101 they are extensively
interconnected laterally and in feedback and feedforward
directions, indicating that the flow of perceptual processing
does not necessarily proceed in a stepwise, hierarchic
manner.91 This “what” and “where” dichotomy of visual
processing is an oversimplification of how these cortical
areas function, but it serves as a useful framework in which
to develop a clinical model of cortical visual processing. A
number of specific syndromes in humans involving the
central processing of visual information can be localized pri-
marily to one of the six visual cortical areas or one of the
two occipitofugal pathways and thus are of clinical value.
These syndromes are summarized in table 10.1.

Syndromes associated with damage to the striate cortex
(area V1)

A S Denial of blindness, or Anton syn-
drome, is an uncommon form of anosagnosia that usually
follows extensive damage to the striate cortex.4,69 Although
Anton syndrome usually occurs with geniculostriate lesions,
it can occur from any etiology, including blindness from
prechiasmal disorders such as optic neuropathies and retinal
detachment.

There are several theories regarding the etiology of Anton
syndrome, but a definitive etiology remains elusive.62

F 10.1 Posterior lateral view of the human visual cortex
showing several of the visual associative areas. The cerebellum has
been removed, and the hemispheres have been separated and dis-
placed to display medial and lateral occipital regions. Area V1 cor-
responds to the primary of striate visual cortex. The other
associative visual areas are discussed in the text except V7, V8, and
LO (lateral occipital, which plays a role in object processing),
because these areas have not been associated with distinct clinical
syndromes.

F 10.2 Parallel visual processing pathways in the human.
The ventral or “what” pathway begins in the striate cortex (V1) and
projects to the angular gyrus for language processing (visuo-verbal
pathway), the inferior temporal lobe for object identification (visuo-
visual pathway) and limbic structures (visuo-limbic pathway).
The dorsal or “where” pathway begins in the striate cortex 

and projects to the posterior parietal cortex (PPC) and 
superior temporal cortex and is concerning with visuospatial 
analysis. This pathway continues forward to project to the premo-
tor cortex (PMC) and the frontal eye fields (FEF) to convey visu-
ospatial information used in the guidance of limb and eye
movements.
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Geschwind noted that patients with this condition often had
altered emotional reactivity with a “coarse and shallow”
affect similar to some patients with frontal lobe lesions. He
attributed the denial of blindness to damage to higher cog-
nitive centers.62 Psychiatric denial may explain other cases.54

Finally, lesions of the geniculostriate pathway that disrupt
input to the visual cortex may also interfere with output from
the visual cortex to areas that are involved in the conscious
awareness of visual perception. In such cases, the striate
cortex is unable to communicate the nature of the patient’s
visual loss to areas that are concerned with conscious 
awareness.54

B Studies of visually guided behavior following
removal of the striate cortex in monkeys demonstrate defi-
nite preservation of visual sensory function.70 A similar phe-
nomenon is thought to occur in humans who experience
severe damage to one or both occipital lobes.76 Weiskrantz
coined the term blindsight to refer to this rudimentary level of
visual processing that occurs below the level of visual aware-
ness.107 Over the past 20 years, the phenomenon of blind-
sight has been extensively studied in humans and lower
primates. This entity encompasses a wide variety of visual-
processing mechanisms, all occurring without conscious
awareness.93

Higher levels of cortical processing have been evaluated
in humans by both implicit processing, which measures
induced responses to stimuli presented to the blind
field,64,75,98,106 and direct responses, including forced-choice
experiments, saccadic localization tasks, and manual point-
ing to objects presented in the blind hemifield.90 Using these
techniques, researchers have shown that rare patients exhibit
preservation of the ability to detect direction of motion,64

wavelength,92 target displacement,9 stimulus presence,107

orientation,71 and object discrimination.107 Behavior studies
in monkeys and humans have demonstrated that this 
unconscious discrimination exhibits a learning effect, with
increased accuracy with extensive training.113 However, the
potential use of blindsight in visual rehabilitation is 
controversial.113

Although much controversy still surrounds the existence
of blindsight in humans and the pathways that are involved,
the availability of improved functional imaging methods
may help to resolve these conflicts in the future.

R P Since George Riddoch’s initial
description of 10 patients with wounds to the occipital area
who were able to perceive movements within their otherwise
blind hemifield,77 several studies of similar patients by other
investigators have confirmed what has become known as the
Riddoch phenomenon: preservation of motion perception in an
otherwise complete scotoma.68,111

The etiology of the Riddoch phenomenon is not clear. It
has been suggested that patients who exhibit this phenome-
non have preserved islands of function within the striate
cortex77 or that extrastriate areas, area V5 in particular, may
be involved through activation of subcortical pathways that
bypass V1.12,111 Alternatively, statokinetic dissociation may
be related to lateral summation of moving images. It has
been demonstrated in normal subjects that a kinetic target
may be seen more readily in some areas of the visual field
than nonmoving objects of the same intensity and size.43

Variable degrees of dissociation of perception between
moving and nonmoving stimuli have been demonstrated in
normal subjects36 and in patients with compression of the
anterior visual pathways.84,108

Syndromes caused by damage to the parastriate and
peristriate visual cortex (areas V2 and V3)

The effect of lesions of V2 and V3 in humans is unclear.
Horton and Hoyt reported two patients with lesions that
were thought to involve the superior parastriate and peri-
striate cortex.51 Both patients had homonymous quadrantic
visual field defects that respected the horizontal and vertical
meridians. Of course, a congruous homonymous quadrant-
anopia is not specific to parastriate lesions; it not infrequently
results from striate lesions as well.65

T 10.1
Disorders of central visual dysfunction

1. Area V1
A. Anton syndrome
B. Blindsight
C. Riddoch phenomenon
D. Transient achromatopsia
E. Visual ataxia

2. Area V2 and V3
A. Quadrantic homonymous hemianopia

3. Area V4
A. Cerebral achromatopsia

4. Area V5
A. Akinetopsia

5. Dorsal occipitofugal pathway
A. Bálint syndrome
B. Hemispatial neglect
C. Visual allesthesia
D. Environmental rotation

6. Ventral occipitofugal pathway
A. Visual-verbal disconnection

i. Pure alexia
ii. Color anomia
iii. Object anomia

B. Visual-visual disconnection
i. Prosopagnosia
ii. Object agnosia

C. Visual-limbic disconnection
i. Visual amnesia
ii. Visual hypoemotionality
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Syndromes caused by damage to the human color center
(area V4)

P  C  A V4 Unlike a camera, the
visual system has the ability to compensate for the changing
spectral components of a light source. Therefore, in most
viewing situations, a red object will appear red regardless of
the wavelength of light that illuminates it, even though the
dominant spectral component that is reflected from the
object may vary with lighting conditions. This effect is called
color constancy. The visual system creates the concept of color
by comparing areas of the visual field. Thus, a red object
appears red not because it reflects long-wavelength light, but
because it reflects relatively more long-wavelength light than
do other objects within the visual field. Physiological exper-
iments, along with lesion studies in macaques, have led some
investigators to conclude that area V4 is the site of color con-
stancy in lower primates.110

Although the localization of a color center in humans has
been clearly identified,63 whether or not this area is homol-
ogous to area V4 in monkeys and whether or not cerebral
achromatopsia in humans is a defect of color constancy
alone are currently unresolved issues.15,50,56 Many authors
use the term human color center interchangeably with the term
human V4.66 However, the complaints of patients with cere-
bral achromatopsia from damage to this region are not
entirely explained by loss of color constancy.80 In addition,
extirpation of area V4 in the monkey does not lead to 
achromatopsia, for the animals retain the ability to discrim-
inate and order hues despite clearly impaired form 
recognition.37,86,87

C A Cerebral achromatopsia is an
acquired defect in color perception that is caused by damage
to the ventromedial visual cortex.110 Affected patients
describe a world that looks faded, gray, and washed out or
completely devoid of color, like a black-and-white photo-
graph. Unlike patients with congenital achromatopsia,
patients with acquired cerebral achromatopsia show pre-
served trichromacy and intact cortical responses to chro-
matic visual evoked potentials (VEPs).18 Thus, the chromatic
pathways from the retina to the striate cortex are intact.
Because of preserved function of wavelength-selective cells
in the striate cortex, achromatopsic patients may still retain
the ability to distinguish the border between two adjacent
isoluminant colored patches18 and may perform well on
testing with pseudoisochromatic plates.67

Bilateral infarction in the posterior cerebral artery distri-
bution is the most common etiology and is often due to ver-
tebrobasilar ischemia.59 Additional causes include metastatic
tumors,40 posterior cortical dementia,33 and herpes simplex
encephalitis.49 Transient achromatopsia may occur with
migraine,61 focal seizures,1 and vertebrobasilar insuffi-

ciency.59 Cerebral achromatopsia is often associated with a
superior homonymous visual field defect from damage to the
inferior striate cortex.23 In such cases, the residual inferior
field on that side is achromatopsic. Bilateral lesions are
required for a complete achromatopsia, whereas unilateral
lesions produce hemiachromatopsia.

Three-dimensional magnetic resonance imaging (MRI) in
patients with cerebral achromatopsia indicates that the crit-
ical lesion involves the middle third of the lingual gyrus or
the white matter posterior to the tip of the lateral ventricle.21

Zeki and coworkers used functional MRI (fMRI) to define
the representation of the visual field in the human color
center.66 This study localized the color center to the lateral
aspect of the collateral sulcus on the fusiform gyrus (figure
10.3). Additionally, these investigators described a retino-
topic organization of the fusiform gyrus, the superior field
being represented within the medial fusiform gyrus and the
inferior field being located more laterally.

If achromatopsia were due solely to defective color con-
stancy, then patients with the condition should not see the
world as gray or desaturated but instead should experience
dramatic fluctuations in color as environmental lighting con-
ditions change. Since this is not the case, the defect in achro-
matopsia may involve more than just color constancy.

F 10.3 View of the ventral surface of the brain with the
cerebellum removed. The posterior fusiform and lingual gyri,
which contain the human color center, are highlighted.
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Indeed, Rizzo et al. have hypothesized that color constancy,
like lightness constancy, is generated by earlier visual asso-
ciative areas.82 Alternatively, lesions of the fusiform gyrus
may disrupt white matter deep to the collateral sulcus and
disconnect the striate and extrastriate areas from a more
rostral color center, possibly an area that is homologous to
a wavelength-selective inferior temporal area in monkeys
that, when extirpated, produces a deficit similar to cerebral
achromatopsia in humans.18

Syndromes caused by damage to area V5

N  M P Functional
imaging,96,112 experiments using myelin, cytochrome oxidase,
and monoclonal-antibody staining;97 and cortical stimula-
tion experiments suggest that the most likely location of area
V5 in humans is the ventrolateral occipital gyrus, a key area
that is involved in the perception of visual motion. However,
the analysis of motion involves a complex system of several
interrelated cortical areas that are involved in processing
various components of motion perception and that may
adapt to the loss of area V5.32,96 This would explain the
preservation of some aspects of visual motion perception in
patients with akinetopsia (see below) and the rarity of this
syndrome in humans.

A Akinetopsia is the loss of perception of visual
motion with preservation of the perception of other modal-
ities of vision, such as form, texture, and color. In 1983, Zihl
et al. provided the first clearly described example of akinet-
opsia.114 L.M., the patient described by these investigators,
is one of only two patients who have been extensively
studied. She developed bilateral cerebral infarctions involv-
ing the lateral occipital, middle temporal, and angular gyri,
secondary to sagittal sinus thrombosis (figure 10.4). She

described moving objects as jumping from place to place. For
example, when pouring tea, she observed that the liquid
appeared frozen like a glacier, and she failed to perceive the
tea rising in the cup. Additionally, subtle deficits in motion
processing in the contralateral hemifield in patients with uni-
lateral occipitoparietal lesions involving area V5 have also
been described.102 This “hemiakinetopsia” is often obscured
by coexistent incomplete homonymous field defects.

The dorsal occipitofugal pathway and visuospatial
processing in humans

N  N The dorsal or
“where” pathway receives information primarily from area
MT and, to a lesser extent, area V4.101 This information is
conveyed along the dorsal longitudinal fascicles to the pos-
terior parietal cortex, frontal motor areas, and frontal eye
fields (FEF). This pathway is concerned with spatial local-
ization, visuomotor search and guidance, and visuospatial
synthesis.19 Lesions of the dorsal pathway produce visuo-
motor and attention deficits, in contrast to the visuoassocia-
tive deficits produced by ventral lesions.

The posterior parietal cortex is neither a purely sensory
nor a purely motor area; rather, it combines characteristics
of both. Thus, it serves as a junction between multimodal
sensory input and motor output, linking the afferent and
efferent arms of the visual pathways and providing the 
connection that encompasses the entire field of neuro-
ophthalmology, from the eyes to the extraocular muscles.2

S   D O P 
H
Bálint syndrome Bálint syndrome is classically defined as the
combination of simultanagnosia, optic ataxia, and acquired
oculomotor apraxia, also called psychic paralysis of gaze.104 The

F 10.4 Three-dimensional magnetic resonance imaging
reconstruction’s of bilateral temporo-occipital lesions of a patient
who developed akinetopsia associated with a sagittal sinus throm-
bosis. Left, View of the left posterior brain; Right, View of the right

posterior brain. (Source: Used with permission from Shipp S, de
Jong BM, Zihl J, et al. The brain activity related to residual motion
vision in a patient with bilateral lesions of V5. Brain
117:1023–1038, 1994.)
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components of Bálint syndrome are not closely bound
together73 and may occur in isolation or in association with
other disorders of visuospatial perception. Therefore, this
triad has no specific anatomically localizable correlate.46,73

Most authors believe that the concept of Bálint syndrome as
a specific clinical entity offers little to the scientific or clini-
cal understanding of visuospatial processing and, although
historically interesting, should be abandoned. We will there-
fore consider the specific components of this “syndrome”
separately.

Patients with dorsal simultanagnosia can perceive whole
shapes, but their perception of these shapes is limited to a
single visual area because they are unable to shift visual
attention. Patients with this condition therefore behave as if
they are blind even though they have intact visual fields.
Dorsal simultanagnosia, although clearly a visualspatial 
disorder of attention, is discussed in more detail below 
along with apperceptive agnosias and ventral simultanag-
nosia because of the clinical similarities among these 
conditions.

Optic ataxia is a disorder of visual guidance of move-
ments in which visual inputs are disconnected from the
motor systems.74 Therefore, patients reach for targets within
an intact field as if they were blind.81 A complex sensori-
motor network involves the posterior parietal lobe, motor
areas, ventromedial cortical areas, and subcortical structures,
such as the cerebellum, that modulate the control of visu-
ally guided limb movement.78 Thus, a variety of lesions that
affect this network can produce optic ataxia.79 Lesions of
superior parietal cortex are more likely to damage areas that
are involved with limb guidance, whereas inferior parietal
lesions are more likely to affect visual attention and thus
produce neglect syndromes.34,55

Spasm of fixation or psychic paralysis of gaze is some-
times erroneously called ocular motor apraxia, thus adding to
the confusion already surrounding this phenomenon. Spasm
of fixation is characterized by loss of voluntary eye move-
ments with persistence of fixation on a target. However, in
contrast to true ocular motor apraxia, saccades are easily
made to peripheral targets in the absence of a fixation target.
Thus, a patient who is asked to fixate an object centrally and
then move the eyes to a peripheral target cannot do so,
whereas a patient who is not fixing on any object in partic-
ular can easily move the eyes to fixate a peripheral target
when asked to do so.

The location of the lesion that causes spasm of fixation is
obscure. The FEF is required for the release of fixation for
voluntary saccades, and lesions of this region may prolong
saccadic latency. Posterior parietal, middle temporal, and
superior temporal areas mediate cortical maintenance of
fixation by inhibition of attention shifts. Thus, damage to
the FEF that spares these regions may prevent the release of
fixation by disinhibiting the inhibitory effect of the substan-

tia nigra pars reticulata on the superior colliculus, thus
sppressing the generation of saccades.53

Hemispatial (hemifield) neglect Complex visual scenes con-
stantly bombard the visual system. Because cognitive and
motor activities are generally concerned with one object at
a time, these elements of the visual scene must compete for
the limited resources of focal attention.5,13 Modulation of
attention occurs at many levels in the visual system, even at
the level of area V1.58,103

Numerous lines of evidence suggest that a complex
network of cortical and subcortical areas primarily in the
dorsal occipitofugal pathway is involved in the modulation of
spatial attention. These include the superior colliculus, the
posterior parietal cortex, the striatum, the pulvinar, and areas
in the prefrontal cortex.16 In particular, the posterior parietal
cortex, the FEF, and the cingulate gyrus play key roles in
spatial-based attention mechanisms. The posterior parietal
cortex builds the sensory representation of extrapersonal
space, the FEF plans and initiates exploratory movements,
and the cingulate gyrus provides the motivational potential.16

Hemispatial neglect involves multiple sensory modalities,
but visual extinction often is the most prominent feature.
Affected patients see stimuli that are presented separately in
either their right or their left hemifield but ignore stimuli in
the left hemifield when both hemifields are stimulated simul-
taneously. Thus, any patient who appears to have a homony-
mous hemianopia when bilateral simultaneous stimulation
confrontation testing is performed should undergo testing 
of each homonymous hemifield separately to determine
whether the apparent field defect is real or the consequence
of hemifield extinction. In patients with full visual fields,
double simultaneous stimulation or testing line bisection is
an excellent bedside examination technique to detect hemi-
field neglect.

Visual allesthesia Classic visual allesthesia is a disorder of
visuospatial perception in which the retinotopic visual field is
rotated, flipped, or even inverted (figure 10.5, center left and
right sketches). This syndrome localizes to two seemingly
diverse areas of the brain: the lateral medulla and the occip-
itoparietal area, usually on the right side. Although visual
allesthesia is a common component of the lateral medullary
syndrome of Wallenberg83 and is usually due to infarction, a
variety of disorders that affect the cerebral cortex can
produce visual allesthesia, including infarction,48 neoplasm,
trauma, infection,3 and multiple sclerosis.88 Transient visual
allesthesia can occur during seizures72 and migraine attacks.44

Several theories have been proposed to explain visual alles-
thesia; however, an all-encompassing explanation remains
elusive. Jacobs suggested that allesthesia may involve trans-
callosal transmission of the contralateral hemifield to the
damaged parietal cortex, with retention of the image as a
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palinoptic phenomenon.52 Although this theory might
explain the patient he described who had transposition of the
visual field from left to right, it fails to explain the varieties of
rotational or inverted allesthesia described by other patients.

Alternatively, visual allesthesia may be the result of a dis-
order of integration of visuospatial input. The causative
lesion may disturb the integration of visual and otolithic
inputs at the level of the medulla, as in Wallenberg syn-
drome, in which otolith inputs are interrupted directly, or at
the site of integration in the posterior parietal cortex.94

Environmental rotation Classic visual allesthesia is character-
ized by tilting or rotation of the visual field. However, some
patients have a form of visual allesthesia in which the envi-
ronment rather than the field is rotated. For example, we

reported a patient who experienced transient episodes of
static rotation of the visual environment following a ven-
triculoperitoneal shunt placed through the right occipi-
toparietal cortex for normal pressure hydrocephalus.38

During each episode, the patient noted that the environment
was rotated 90 degrees, independent of head position (figure
10.5, bottom left and right sketches). This visuospatial
derangement abated 6 days after surgery. As was discussed
above, the parietal lobe integrates visual information with ves-
tibular and proprioceptive input to form an internal model 
of visual space that represent the “real position” of objects
independent of head-centered coordinates. We believe that
the phenomenon that our patient experienced resulted from
a disorder of the “real position” system35 in the posterior pari-
etal lobe and was caused by irritation from the shunt.

F 10.5 Illustrations on the left show the view and orientation
looking forward. Illustrations on the right show the view and orien-
tation looking to the left. The top left and right figures show a third
person view of the patient’s room indicating the head position and
the orientation of the environment that would be seen by a normal
person looking forward (left) and to the left (right). The center left
and right figures illustrate the appearance of the environment that

would be seen by a patient with classic visual allesthesia looking
forward (center left) and to the left (center right). Note that there is
transposition of the visual field. The bottom left and right figures
illustrate the environmental rotation experienced by our patient in
contrast to the visual field rotation in classic allesthesia. Note that
the rotation in our patient is independent of head position. (Source:
From Girkin CA, Perry JD, Miller NR.38 Used by permission.)
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The ventral occipitofugal pathway in humans

N  N
The ventral occipitofugal or “what” pathway is conducted
mainly through the inferior longitudinal fascicles. Lesions of
this pathway were initially divided into three types of dis-
connection syndromes:

1. Visual-visual disconnection that isolates visual 
inputs from the inferior temporal areas, producing an 
agnosia.

2. Visual-verbal disconnection that isolates the language
centers in the dominant angular gyrus from visual input,
producing alexia and anomia.

3. Visual-limbic disconnection that isolates visual inputs
from the amygdala and hippocampus, producing deficits in
visual memory and emotion.26

Although this disconnection theory was helpful in develop-
ing a general categorization scheme for these defects, it is
inadequate in that it assumes that visual perception, seman-
tic understanding, and memory are all processed in a staged,
modular fashion. This separation is not distinct, and patients
seldom display completely isolated manifestations of these
syndromes. For example, visual-verbal defects may occur in
combination with visual-visual defects, and disorders that
were previously categorized as visual-verbal disconnections,
such as pure alexia, are now considered by some authors as
subtypes of visual agnosia (see below).

L   V O P
 H
Visual-visual disconnection Visual information processed in
area V4 projects anteriorly to the temporal cortex, where it
is integrated with stored memory templates.6 Lesions of this
pathway may cause true visual agnosia, that is, unimodal
deficits in object knowledge.30 In contrast to object anomia,
patients with pure visual agnosia cannot provide the name
or the associative features of an object, thus indicating a
defect in recognition, not just in naming. Neuropsychologists
generally divide the agnosias into two groups: apperceptive
agnosia and associative agnosia.

The term apperceptive agnosia has been applied to patients
with impaired object recognition due to perceptual difficul-
ties in which elementary visual function remains intact. Per-
ception involves the integration of visual information to
form an internal image of an object. Thus, patients may
have good visual acuity, color vision, and brightness dis-
crimination but still be unable to perceive an object because
of an inability to integrate incoming visual information.
These patients often have visual field defects, but their per-
ceptual deficit cannot be explained by their field loss. They
perceive their visual environment in a piecemeal fashion,
being unable to integrate multiple characteristics of a visual

scene into a global perception. Although patients with
apperceptive agnosia might exhibit behavior that is superfi-
cially similar to the behavior of patients with associative
agnosia, the underlying deficit in apperceptive agnosia,
when interpreted in the narrowest sense, applies only to
patients who exhibit a disorder in which only focal contour
is perceived.

Patients with true associative agnosia have intact percep-
tion and can draw and match objects but are unable 
visually to identify objects or categories of objects. Tactile
recognition and auditory recognition are intact in these
patients. This condition is most often caused by lesions that
damage the ventral posterior cortex bilaterally and disturb
occipitotemporal interactions responsible for correlation of
visual perception to memory centers involved in object
recognition.20

Agnosias may be generalized or restricted to specific
classes of objects. Prosopagnosia and pure alexia (see the
next section, “Visual-verbal disconnection”) are specific sub-
types of agnosia restricted to individual categories of visual
objects.

Patients with prosopagnosia have impaired ability to rec-
ognize familiar faces or to learn new faces, often relying on
nonfacial clues such as posture or voice to distinguish friends,
colleagues, and family from strangers.20 They are usually but
not universally aware of this deficit. The retained ability to
identify people by nonfacial cues differentiates this disorder
from person-specific amnesia, which has been reported in
patients with lesions of the temporal poles and presumably
renders the personal identity nodes inaccessible.45 Patients
with prosopagnosia usually can match faces and distinguish
among unfamiliar faces, and some can accurately judge age,
sex, and emotional expression from facial information, indi-
cating that perception of some facial information is intact.24

However, performance of these tasks is often abnormal,
indicating some degree of perceptual disturbance.24

Generalized object agnosia refers to agnosias that extend
to include a wide variety of classes of objects. The causative
lesions and associated findings in generalized object agnosia
are similar to those of prosopagnosia.57 That agnosias may
be specific to a variety of classes of objects has led many
researchers to assume that object recognition is achieved in
a modular fashion, with specific areas in the brain that are
responsible for recognition of various classes of objects.20

However, it is more likely that these class-specific agnosia
result from differences in the way in which different types of
stimuli are processed in the brain.

Visual-verbal disconnection A visual-verbal disconnection pro-
duces difficulties in naming objects despite intact object
recognition. These deficits must be distinguished from
agnosia, in which identification of objects is defective (see
above).60 Three main syndromes of visual-verbal disconnec-
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tion have been described in humans: pure alexia (alexia
without agraphia), color anomia, and object anomia (optic
aphasia).

Patients with pure alexia can write and converse normally;
however, they have profound difficulties reading, even words
that they have just written. Because identification of lexical
stimuli is intact by other sensory modalities, patients with
pure alexia might be able to identify words by tracing. The
degree of deficit is variable. Most patients exhibit slow, letter-
by-letter reading; others are completely unable to identify
words, letters, or symbols.8 Many cases of pure alexia are
overlooked or wrongly attributed to the hemianopic defects
that are frequently seen in these patients.

The dominant parietal cortex is involved in the evaluation
of lexical symbols. The most common lesions associated
with this deficit damage the left striate cortex and the sple-
nium of the corpus collosum (figure 10.6), although lesions
that damage the left LGN and splenium can also cause this
syndrome.19 Affected patients usually have a right homony-
mous hemianopia. Thus, no visual information is transmit-
ted from the left striate cortex to the ipsilateral (dominant)
angular gyrus. In addition, although their right (nondomi-
nant) striate cortex is intact, information from this region
cannot be transmitted to the dominant angular gyrus
because of the associated damage to the splenium of the
corpus callosum, through which this information is normally
conducted.41 Lesions in the left subangular white matter may
also cause pure alexia by isolating incoming information at
a more distal level.42 Patients with such lesions may or may
not have a hemianopic defect depending on whether or not
the optic radiations are also involved. In cases with hemi-
anopia, the alexia is caused not by the visual field defect but

rather by disruption of visual inputs to higher-order linguis-
tic centers.

Although there are cases in which color is disproportion-
ately affected, most cases of color anomia are part of a more
general visual-verbal defect with coexistent pure alexia.85

Patients with color anomia can match colors and therefore
do not have achromatopsia or an agnostic deficit. Their
semantic recall of color is intact, and they are thus able to
recall accurately the color of known objects (e.g., the color
of a banana or an apple).

Object anomia (optic aphasia) is characterized by a gen-
eralized defect in visual naming. Affected patients are unable
to recall the name of objects presented visually, although
their recall based on tactile and auditory input is preserved.
Object matching and recognition are also intact. Such
patients may be able to describe the characteristics of an
object and its purpose, but they cannot provide the name of
the object solely on the basis of visual information. Often
deficits in object identification are also present, making the
separation between agnosia and aphasia difficult. The
anatomic bases for color anomia, pure alexia, and object
anomia are not entirely clear but probably represent varia-
tions in the disruption of visual information reaching the
angular gyrus.

Visual-limbic disconnection The sensory-limbic system plays a
critical role in processing the emotional impact of sensory
stimuli and in reinforcing certain aspects of multimodal
sensory memory traces that are emotionally relevant
through reciprocal circuits involving the temporal lobe.27

Thus, lesions of the limbic system may cause multimodal
amnestic disorders that impair recall of the recent past 
and an inability to establish new memories. Lesions that 
disconnect visual input to this system may cause a modality-
specific deficit. Two such disorders associated with lesions
that disrupt visual axons projecting to the ventromedial 
temporal lobe are visual amnesia and visual hypoemo-
tionality. These syndromes are rarely reported because
object agnosia or prosopagnosia often mask their 
presence.

Closing remarks

As investigators uncover the complexities of the higher visual
system, a greater understanding of these clinical syndromes
will emerge. A familiarity with these syndromes will enable
the ophthalmologist to identify patients who have these dis-
orders and perform appropriate testing. Additionally, the
study of higher cortical disorders may provide insight into
the mechanisms of visual awareness and the global sense of
the perception of our environment. Understanding this
crucial function of the mind will be an integral step in
forming a global theory of consciousness.

F 10.6 T2-weighted magnetic resonance image through the
splenium of the corpus callosum of a patient who developed alexia
without agraphia following hypovolemic shock. A well-defined
infarction involving the splenium is evident.



118      

REFERENCES

1. Aldrich MS, Vanderzant CW, Alessi AG, Abou-Khalil B,
Sackellares JC: Ictal cortical blindness with permanent visual
loss. Epilepsia 1989; 30:116–120.

2. Andersen RA: Multimodal integration for the representation
of space in the posterior parietal cortex. Philos Trans R Soc Lond
B Biol Sci 1997; 352:1421–1428.

3. Ardila A, Botero M, Gomez J: Palinopsia and visual allesthe-
sia. Int J Neurosci 1987; 32:775–782.

4. Argenta PA, Morgan MA: Cortical blindness and Anton syn-
drome in a patient with obstetric hemorrhage. Obstet Gynecol
1998; 91:810–812.

5. Barrett AM, Beversdorf DQ, Crucian GP, Heilman KM:
Neglect after right hemisphere stroke: a smaller floodlight 
for distributed attention [see comments]. Neurology 1998; 51:
972–978.

6. Beason-Held LL, Purpura KP, Van Meter JW, et al: PET
reveals occipitotemporal pathway activation during ele-
mentary form perception in humans. Vis Neurosci 1998; 15:
503–510.

7. Beckers G, Zeki S: The consequences of inactivating areas
V1 and V5 on visual motion perception. Brain 1995; 118:
49–60.

8. Binder JR, Mohr JP: The topography of callosal reading
pathways: A case-control analysis. Brain 1992; 115:1807–
1826.

9. Blythe IM, Bromley JM, Kennard C, Ruddock KH: Visual
discrimination of target displacement remains after damage
to the striate cortex in humans. Nature 1986; 320:619–621.

10. Blythe IM, Kennard C, Ruddock KH: Residual vision in
patients with retrogeniculate lesions of the visual pathways.
Brain 1987; 110:887–905.

11. Burkhalter A, Bernardo KL: Organization of corticocortical
connections in human visual cortex. Proc Natl Acad Sci USA
1989; 86:1071–1075.

12. Celesia GG, Bushnell D, Toleikis SC, Brigell MG: Cortical
blindness and residual vision: Is the “second” visual system in
humans capable of more than rudimentary visual percep-
tion? Neurology 1991; 41:862–869.

13. Chelazzi L: Neural mechanisms for stimulus selection in 
cortical areas of the macaque subserving object vision. Behav
Brain Res 1995; 71:125–134.

14. Clarke S, Miklossy J: Occipital cortex in man: organization
of callosal connections, related myelo- and cytoarchitecture,
and putative boundaries of functional visual areas. J Comp
Neurol 1990; 298:188–214.

15. Clarke S, Walsh V, Schoppig A, Assal G, Cowey A: Colour
constancy impairments in patients with lesions of the pre-
striate cortex. Exp Brain Res 1998; 123:154–158.

16. Colby CL: The neuroanatomy and neurophysiology of atten-
tion. J Child Neurol 1991; 6:S90–118.

17. Courtney SM, Ungerleider LG: What fMRI has taught us
about human vision. Curr Opin Neurobiol 1997; 7:554–561.

18. Cowey A, Heywood CA: There’s more to colour than meets
the eye. Behav Brain Res 1995; 71:89–100.

19. Damasio AR, Damasio H: The anatomic basis of pure alexia.
Neurology 1983; 33:1573–1583.

20. Damasio AR, Damasio H, Van Hoesen GW: Prosopagnosia:
Anatomic basis and behavioral mechanisms. Neurology 1982;
32:331–341.

21. Damasio H, Frank R: Three-dimensional in vivo mapping of
brain lesions in humans. Arch Neurol 1992; 49:137–143.

22. Damasio AR, McKee J, Damasio H: Determinants of per-
formance in color anomia. Brain Lang 1979; 7:74–85.

23. Damasio A, Yamada T, Damasio H, Corbett J, McKee J:
Central achromatopsia: behavioral, anatomic, and physio-
logic aspects. Neurology 1980; 30:1064–1071.

24. De Haan EH, Young A, Newcombe F: Faces interfere with
name classification in a prosopagnosic patient. Cortex 1987;
23:309–316.

25. Desimone R, Schein SJ: Visual properties of neurons in area
V4 of the macaque: sensitivity to stimulus form. J Neurophys-
iol 1987; 57:835–868.

26. Desimone R, Schein SJ, Moran J, Ungerleider LG: Contour,
color and shape analysis beyond the striate cortex. Vision Res
1985; 25:441–452.

27. Drew WG, Weet CR, De Rossett SE, Batt JR: Effects of
hippocampal brain damage on auditory and visual recent
memory: comparison with marijuana-intoxicated subjects.
Biol Psychiatry 1980; 15:841–858.

28. Engel SA, Rumelhart DE, Wandell BA, et al: fMRI of human
visual cortex [letter] [published erratum appears in Nature
1994 Jul 14;370(6485):106]. Nature 1994; 369:525.

29. Essen DC, Zeki SM: The topographic organization of rhesus
monkey prestriate cortex. J Physiol (Lond) 1978; 277:193–226.

30. Farah MJ: Agnosia. Curr Opin Neurobiol 1992; 2:162–164.
31. ffytche DH, Guy CN, Zeki S: The parallel visual motion

inputs into areas V1 and V5 of human cerebral cortex. Brain
1995; 118:1375–1394.

32. Felleman DJ, Van Essen DC: Distributed hierarchical pro-
cessing in the primate cerebral cortex. Cereb Cortex 1991;
1:1–47.

33. Freedman L, Costa L: Pure alexia and right hemiachro-
matopsia in posterior dementia. J Neurol Neurosurg Psychiatry
1992; 55:500–502.

34. Friedrich FJ, Egly R, Rafal RD, Beck D: Spatial attention
deficits in humans: a comparison of superior parietal and
temporal-parietal junction lesions. Neuropsychology 1998;
12:193–207.

35. Galletti C, Battaglini PP, Fattori P: Eye position influence on
the parieto-occipital area PO (V6) of the macaque monkey.
Eur J Neurosci 1995; 7:2486–2501.

36. Gandolfo E: Stato-kinetic dissociation in subjects with normal
and abnormal visual fields. Eur J Ophthalmol 1996; 6:408-414.

37. Ghose GM, Ts’o DY: Form processing modules in primate
area V4. J Neurophysiol 1997; 77:2191–2196.

38. Girkin CA, Perry JD, Miller NR: Visual environmental rota-
tion: A novel disorder of visiuospatial integration. J Neu-
roophthalmol 1999; 19:13–16.

39. Goldberg ME, Segraves MA: Visuospatial and motor atten-
tion in the monkey. Neuropsychologia 1987; 25:107–118.

40. Green GJ, Lessell S: Acquired cerebral dyschromatopsia. Arch
Ophthalmol 1977; 95:121–128.

41. Greenblatt SH: Alexia without agraphia or hemianopsia:
Anatomical analysis of an autopsied case. Brain 1973; 96:
307–316.

42. Greenblatt SH: Subangular alexia without agraphia or hemi-
anopsia. Brain Lang 1976; 3:229–245.

43. Greve EL: Single and multiple stimulus static perimetry in
glaucoma: The two phases of perimetry. Thesis. Doc Ophthal-
mol 1973; 36:1–355.

44. Hachinski VC, Porchawka J, Steele JC: Visual symptoms in
the migraine syndrome. Neurology 1973; 23:570–579.

45. Hanley JR, Pearson NA, Young AW: Impaired memory for
new visual forms. Brain 1990; 113:1131–1148.



:       119

46. Hausser CO, Robert F, Giard N: Balint’s syndrome. Can J
Neurol Sci 1980; 7:157–161.

47. Haxby JV, Grady CL, Horwitz B, et al: Dissociation of object
and spatial visual processing pathways in human extrastriate
cortex. Proc Natl Acad Sci USA 1991; 88:1621–1625.

48. Heo K, Kim SJ, Kim JH, Kim OK, Cho HK: Flase lateral-
ization of seizure perceived by a patient with infarction of the
right parietal lobe who showed the neglect syndrome. Epilep-
sia 1997; 38:122–123.

49. Heywood CA, Cowey A, Newcombe F: On the role of par-
vocellular (P) and magnocellular (M) pathways in cerebral
achromatopsia. Brain 1994; 117:245–254.

50. Heywood CA, Gadotti A, Cowey A: Cortical area V4 and its
role in the perception of color. J Neurosci 1992; 12:4056–
4065.

51. Horton JC, Hoyt WF: Quadrantic visual field defects: A hall-
mark of lesions in extrastriate (V2/V3) cortex. Brain 1991;
114:1703–1718.

52. Jacobs L: Visual allesthesia. Neurology 1980; 30:1059–1063.
53. Johnston JL, Sharpe JA, Morrow MJ. Spasm of fixation: A

quantitative study. J Neurol Sci 1992; 107:166–171.
54. Joseph R: Confabulation and delusional denial: Frontal lobe

and lateralized influences. J Clin Psychol 1986; 42:507–520.
55. Karnath HO: Spatial orientation and the representation of

space with parietal lobe lesions. Philos Trans R Soc Lond B Biol
Sci 1997; 352:1411–1419.

56. Kennard C, Lawden M, Morland AB, Ruddock KH: Colour
identification and colour constancy are impaired in a patient
with incomplete achromatopsia associated with prestriate 
cortical lesions. Proc R Soc Lond B Biol Sci 1995; 260:169–
175.

57. Kertesz A: Visual agnosia: The dual deficit of perception and
recognition. Cortex 1979; 15:403–419.

58. Knierim JJ, van Essen DC: Neuronal responses to static
texture patterns in area V1 of the alert macaque monkey.
J Neurophysiol 1992; 67:961–980.

59. Lapresle J, Metreau R, Annabi A: Transient achromatopsia
in vertebrobasilar insufficiency. J Neurol 1977; 215:155–158.

60. Larrabee GJ, Levin HS, Huff FJ, Kay MC, Guinto FC Jr:
Visual agnosia contrasted with visual-verbal disconnection.
Neuropsychologia 1985; 23:1–12.

61. Lawden MC, Cleland PG: Achromatopsia in the aura of
migraine. J Neurol Neurosurg Psychiatry 1993; 56:708–709.

62. Lessel S: Higher disorders of visual function: Negative phe-
nomena. In Glaser J, Smith J (eds): Neuro-ophthalmology. 8 vol.
St. Louis, Mosby, 1975, pp 3–4.

63. Lueck CJ, Zeki S, Friston KJ, et al: The colour centre in the
cerebral cortex of man. Nature 1989; 340:386–389.

64. Marcel AJ: Blindsight and shape perception: Deficit of visual
consciousness or of visual function? Brain 1998; 121:1565–
1588.

65. McFadzean RM, Hadley DM: Homonymous quadrant-
anopia respecting the horizontal meridian: A feature of
striate and extrastriate cortical disease. Neurology 1997; 49:
1741–1746.

66. McKeefry DJ, Zeki S: The position and topography of the
human colour centre as revealed by functional magnetic res-
onance imaging. Brain 1997; 120:2229–2242.

67. Meadows JC: Disturbed perception of colours associated
with localized cerebral lesions. Brain 1974; 97:615–632.

68. Mestre DR, Brouchon M, Ceccaldi M, Poncet M: Perception
of optical flow in cortical blindness: a case report. Neuropsy-
chologia 1992; 30:783–795.

69. Misra M, Rath S, Mohanty AB: Anton syndrome and corti-
cal blindness due to bilateral occipital infarction. Indian J 
Ophthalmol 1989; 37:196.

70. Mohler CW, Wurtz RH: Role of striate cortex and superior
colliculus in visual guidance of saccadic eye movements in
monkeys. J Neurophysiol 1977; 40:74–94.

71. Morland AB, Ogilvie JA, Ruddock KH, Wright JR: Orienta-
tion discrimination is impaired in the absence of the striate
cortical contribution to human vision. Proc R Soc Lond B Biol
Sci 1996; 263:633–640.

72. Nakajima M, Yasue M, Kaito N, Kamikubo T, Sakai H: [A
case of visual allesthesia]. No To Shinkei 1991; 43:1081–1085.

73. Ogren MP, Mateer CA, Wyler AR: Alterations in visually
related eye movements following left pulvinar damage in
man. Neuropsychologia 1984; 22:187–196.

74. Perenin MT, Vighetto A: Optic ataxia: A specific disruption
in visuomotor mechanisms. I. Different aspects of the deficit
in reaching for objects. Brain 1988; 111:643–674.

75. Poppel E: Long-range colour-generating interactions across
the retina. Nature 1986; 320:523–525.

76. Poppel E, Held R, Frost D: Leter: Residual visual function
after brain wounds involving the central visual pathways in
man. Nature 1973; 243:295–296.

77. Riddock G: Dissociation of visual perceptions due to occipi-
tal injuries, with especial reference to appreciation of move-
ment. Brain 1917:15–57.

78. Rizzo M, Butler A, Darling W: Sensorimotor transformation
inpatients with lateral cerebellar damage. Soc Neurosci Abstr
1995:415.

79. Rizzo M, Darling W, Damasio H: Disorders of reaching with
lesions of the posterior cerebral hemisphere. Soc Neurosci Abstr
1995:269.

80. Rizzo M, Nawrot M, Blake R, Damasio A: A human visual
disorder resembling area V4 dysfunction in the monkey [see
comments]. Neurology 1992; 42:1175–1180.

81. Rizzo M, Rotella D, Darling W: Troubled reaching after 
right occipito-temporal damage. Neuropsychologia 1992; 30:
711–722.

82. Rizzo M, Smith V, Pokorny J, Damasio AR: Color percep-
tion profiles in central achromatopsia. Neurology 1993;
43:955–1001.

83. Ropper AH: Illusion of tilting of the visual environment:
Report of five cases. J Clin Neuroophthalmol 1983; 3:147–151.

84. Safran AB, Glaser JS: Statokinetic dissociation in lesions of
the anterior visual pathways: A reappraisal of the Riddoch
phenomenon. Arch Ophthalmol 1980; 98:291–295.

85. Sakata H, Taira M, Murata A, Mine S: Neural mechanisms
of visual guidance of hand action in the parietal cortex of the
monkey. Cereb Cortex 1995; 5:429–438.

86. Schiller PH: The effects of V4 and middle temporal (MT)
area lesions on visual performance in the rhesus monkey. Vis
Neurosci 1993; 10:717–746.

87. Schiller PH: Effect of lesions in visual cortical area V4 on 
the recognition of transformed objects. Nature 1995; 376:
342–344.

88. Seigel AM: Inverted vision in MS [letter]. Neurology 1988;
38:1335.

89. Sereno MI, Dale AM, Reppas JB, et al: Borders of multiple
visual areas in humans revealed by functional magnetic 
resonance imaging [see comments]. Science 1995; 268:889–
893.

90. Shipp S, Blanton M, Zeki S: A visuo-somatomotor pathway
through superior parietal cortex in the macaque monkey:



120      

Cortical connections of areas V6 and V6A. Eur J Neurosci
1998; 10:3171–3193.

91. Shipp S, Zeki S: Segregation of pathways leading from area
V2 to areas V4 and V5 of macaque monkey visual cortex.
Nature 1985; 315:322–325.

92. Stoerig P, Cowey A: Wavelength discrimination in blindsight.
Brain 1992; 115:425–444.

93. Stoerig P, Cowey A: Blindsight in man and monkey. Brain
1997; 120:535–559.

94. Tiliket C, Ventre-Dominey J, Vighetto A, Grochowicki M:
Room tilt illusion: A central otolith dysfunction. Arch Neurol
1996; 53:1259–1264.

95. Tootell RB, Mendola JD, Hadjikhani NK, et al: Functional
analysis of V3A and related areas in human visual cortex.
J Neurosci 1997; 17:7060–7078.

96. Tootell RB, Reppas JB, Kwong KK, et al: Functional 
analysis of human MT and related visual cortical areas using
magnetic resonance imaging. J Neurosci 1995; 15:3215–
3230.

97. Tootell RB, Taylor JB: Anatomical evidence for MT and
additional cortical visual areas in humans. Cereb Cortex 1995;
5:39–55.

98. Torjussen T: Residual function in cortically blind hemifields.
Scand J Psychol 1976; 17:320–323.

99. Ungerleider LG, Brody BA: Extrapersonal spatial orientation:
The role of posterior parietal, anterior frontal, and infero-
temporal cortex. Exp Neurol 1977; 56:265–280.

100. Ungerleider LG, Desimone R: Cortical connections of visual
area MT in the macaque. J Comp Neurol 1986; 248:190–
222.

101. Ungerleider LG, Mishkin M: Two cortical visual systems.
In Ingle DJ, Goodale MA, Mansfield RJW (eds): Analysis of
Visual Behaviour. Cambridge, MIT Press, 1982, pp 549–586.

102. Vaina LM: Selective impairment of visual motion interpre-
tation following lesions of the right occipito-parietal area in
humans. Biol Cybern 1989; 61:347–359.

103. Vuilleumier P, Landis T: Illusory contours and spatial neglect.
Neuroreport 1998; 9:2481–2484.

104. Wang MY, Chen L: [The Balint syndrome]. Chung Hua Shen
Ching Ching Shen Ko Tsa Chih 1989; 22:84–85, 126.

105. Watanabe M: [Visual information processing from the retina
to the prefrontal cortex]. Shinrigaku Kenkyu 1986; 56:365–378.

106. Weiskrantz L: The Ferrier lecture, 1989. Outlooks for blind-
sight: Explicit methodologies for implicit processes. Proc R Soc
Lond B Biol Sci 1990; 239:247–278.

107. Weiskrantz L, Warrington EK, Sanders MD, Marshall J:
Visual capacity in the hemianopic field following a restricted
occipital ablation. Brain 1974; 97:709–728.

108. Zappia RJ, Enoch JM, Stamper R, Winkelman JZ, Gay AJ:
The Riddoch phenomenon revealed in non-occipital lobe
lesions. Br J Ophthalmol 1971; 55:416–420.

109. Zeki SM: Representation of central visual fields in prestriate
cortex of monkey. Brain Res 1969; 14:271–291.

110. Zeki S: A century of cerebral achromatopsia. Brain 1990;
113:1721–1777.

111. Zeki S, Ffytche DH: The Riddoch syndrome: Insights into
the neurobiology of conscious vision. Brain 1998; 121:25–45.

112. Zeki S, Watson JD, Lueck CJ, Friston KJ, Kennard C, Frack-
owiak RS: A direct demonstration of functional specializa-
tion in human visual cortex. J Neurosci 1991; 11:641–649.

113. Zihl J: “Blindsight”: Improvement of visually guided eye
movements by systematic practice in patients with cerebral
blindness. Neuropsychologia 1980; 18:71–77.

114. Zihl J, von Cramon D, Mai N: Selective disturbance of
movement vision after bilateral brain damage. Brain 1983;
106:313–340.



III ORIGINS OF SLOW 

ELECTROPHYSIOLOGICAL

COMPONENTS



This page intentionally left blank 



:      - 123

Discovery and the first analyses

The potential voltage difference that occurs between the
cornea and the fundus was discovered by Du Bois Reymond
in 1849.23 He showed that it persisted for long periods in the
isolated eye. In 1878, Kühne and Steiner56 and de Haas21

measured the voltages after successively removing the
cornea, iris, lens, vitreous, and retina. Only when the retinal
pigmented epithelium (RPE) had been damaged did the
potential vanish, and this localized the source of the current
production. Although illumination was known to affect the
potential recorded between cornea and fundus,44 the capil-
lary electrometers that were used in early work were not suf-
ficiently sensitive or stable to analyze the changes in detail.
With the advent of electronic amplification, condenser cou-
pling prevented recording the changes caused by light. It was
not until the 1940s that Noell76 was able to employ stable
d.c. recording systems and follow the slow changes; he
related the c-wave of the electroretinogram (ERG) to the
later and still slower responses. He used poisons that selec-
tively damaged the RPE, as demonstrated by histological
changes. He found that azide acting on the RPE increased
the “standing potential” and the c-wave of the ERG, while
iodate, which damaged the RPE selectively, not only caused
a fall in the standing potential, but also reduced the azide
increase and reduced the c-wave. Faster changes caused by
illumination, that is, other components of the electroretino-
gram, were less affected.

Development of current fields round the eyes

The RPE consists of a layer of cells connected by tight junc-
tions, so the resistance across the layer (the paracellular
resistance) is quite high. Therefore, voltage developed across
the RPE implies that at its origin, current will flow at each
point normally to the surface, and the return paths are
through the paracellular resistance. Because the RPE follows
the curvature of the globe, the current flow at each point
can be split (formally) into three vectors. One is in the optic
axis, and two are at other axes at right angles to it, pointing
medially or vertically. At the fundus, nearly all the current
flows in the radial vector (in the optic axis). At other posi-

tions, there will be current vectors flowing in the optic axis,
and vectors in the lateral, medial, superior, and inferior
directions will also be developed. Because of the approxi-
mately hemispherical shape of the eye, nonradial current
vectors will approximately cancel. For example, in the nasal
part of the RPE, there will be a temporally directed vector,
which will cancel with the nasally directed vector from the
temporal part of the RPE. Hence, the net current flow will
be due to the vector in the optic axis and appears to be a
dipole in the optic axis, with the cornea positive and the
fundus negative. This explains the name given to the poten-
tial recorded across the eye: the corneofundal potential. The
current flowing from such a dipole will spread symmetrically
in all directions about the optic axis. Therefore, as the eye
moves, the voltages that are recorded between relatively
distant skin electrodes will vary with the angle of rotation of
the eye. This is shown in figure 11.1, which illustrates how
the magnitude of the responses to fixed eye movements can
be used to measure the magnitude of the current produce
by the RPE. This property of the EOG voltage led to
attempts to use it for eye movement recordings. However,
difficulties were found in calibrating such a system because
the apparent magnitude of the dipole was not con-
stant.12,25,53,73,95,96 It became apparent that one of the factors
modifying the voltage was light. The first complete descrip-
tion of the human light-dark sequence was due to Kris,55 but
an analysis of the nature of the response and the recogni-
tion of its clinical utility are usually attributed to Arden2–5

(figure 11.1), who showed that a small reduction in light
intensity provoked a decrease in voltage, the dark trough,
which was not related to the preceding light level, although
the change from dark to light caused a transient rise of
voltage (the light peak), the magnitude of which was linearly
related to the logarithm of retinal illumination.

The full picture of the d.c. ERG

The full sequence of the voltage changes is shown in figure
11.2. The electroretinographic a- and b-waves occur in
about 0.2 s; following this, there is a slower c-wave. These
responses are considered in chapters that deal with the elec-
troretinogram. Following this sequence, there is a slow

11 Origin and Significance of the

Electro-Oculogram

 . 
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cornea-negative swing, the after-negativity, followed by a
second c-wave and then a still slower and larger increase of
voltage, the light rise. These changes have been observed in
a number of different mammals. There are species differ-
ences. In humans, even though light continues, this increase
in the corneofundal potential is not maintained but after a
peak at 8 minutes sinks to a trough level at 27 minutes. If a
light-adapted eye is placed in darkness, the potential falls to
a level that is nearly identical to the lowest level reached at
the 22 to 24-minute trough. Following this trough, in light
or in darkness, further slow rhythmic changes in voltage are
seen that may persist for 2 hours or more. The negativity 
following the c-wave and the slower voltage changes (the
dark trough, the light peak, and the light trough) are treated
in this chapter as parts of the electro-oculogram.70

Membrane mechanisms of the EOG

Since the original description of the human electro-
oculogram, work in animals, isolated eyes, and isolated RPE
preparations has resulted in a great deal of information
about the nature of the ionic channels, cotransporters, and
pumps in the apical and basal surfaces of the RPE and how

these are related to the electro-oculogram and to ion and to
water movement across the RPE. The pumps in the pho-
toreceptors that maintain the “dark current” slow down in
light, but the sodium entry into the outer limbs is reduced
more rapidly (see chapters 6 to 8). Therefore, in light, the
photoreceptors lose sodium to and gain potassium from 
the subretinal fluid. The potassium concentration [K+]out of
the subretinal fluid decreases. The voltage across the apical
surface of the RPE is determined in large part by the potas-
sium channels and is related to the ratio [K+]out/[K+]in. Thus,
following illumination, the potential across the apical mem-
brane of the RPE temporarily increases, producing a c-
wave. (A smaller opposing voltage also occurs across the
Müller cell junction in the outer limiting membrane.) This
voltage change has the exact timing of the reduction in
potassium concentration.90 Following this, the fast trough of
the EOG develops. The mechanism whereby this occurs is
thought to be also indirectly caused by the reduction in
potassium in the subretinal fluid described above. This
reduces the activity of the apical membrane Na, K, 2 Cl
cotransporter (see chapter 5). Consequently, intracellular
RPE chloride activity decreases. The membrane potential of
the basal surface of the RPE is largely controlled by the ratio

F 11.1 Diagram to show how eye movements elicit an eye
movement potential (A) and how the eye movement potential 
varies in time and with light and darkness in a standard clinical
EOG (B). The ratio of minimum to maximum voltage (arrows) is
an indicator of RPE function. (Source: Modified from Arden GB,

Barrada A, Kelsey JH: A new clinical test of retinal function based
upon the standing potential of the eye. Br J Opthalmol 1962;
46:449–467; and Arden GB, Kelsey JH: Changes produced by light
in the standing potential of the human eye. J Physiol 1962;
161:189–204.)
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F 11.2 Time scale of the different electrical voltages pro-
duced by retina and RPE, from the most rapid and brief (above)
to the slowest (lower). (Source: Modified from Marmor MF, Lurie

M: Light induced responses of the retinal pigment epithelium.
In Zinn K, Marmor MF (eds): The Retinal Pigment Epithelium.
Cambridge, MA, Harvard University Press, 1979, pp 226–244.)
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of internal to external chloride concentrations, and as a
result of the change in activity of the cotransporter, the basal
surface of the RPE hyperpolarizes, reducing the transep-
ithelial potential and causing a reduction in the EOG. (The
nature of the chloride channels that are involved is discussed
below.) The mechanisms mentioned above are an oversim-
plification because a variety of channels and pumps and
cotransporters in the apical membrane contribute to main-
taining the constancy of the ionic composition of the sub-
retinal fluid, and there are increases in apical chloride
conductances, which tend to depolarize the apical mem-
brane and may contribute to the reduction in the TEP. The
after-negativity is of clinical interest because the voltage
changes in humans form the basis of another electro-
oculographic test, the “fast oscillation” (see below).

The slower rise in the transepithelial potential in animal
preparations is related to the light rise in the human EOG.
It is caused by a depolarization of the basal membrane of
the RPE, so the net difference between apical and basal
membrane voltages increases. This slow rise must be pro-
duced by a second messenger within the cytosol of the RPE.
Therefore, for the light rise, the entire sequence must be that
the retina liberates a light substance that, binding to recep-
tors in the apical membrane of the RPE, liberates an inter-
nal second messenger. The second messenger causes the
increase in basal chloride conductance. The most notable
contributions are by Steinberg, Miller, Oakley, and other col-
laborators.13,27,29–31,33,35,47,49,64,65,77 The nature of the second
messenger has not yet been identified. The light substance
must diffuse through the subretinal space to reach the RPE.
It must be liberated in the outer retina, presumably mostly
by photoreceptors, because the action of the light substance
is limited. Only when relatively large regions of retina are
illuminated does the messenger cause any local change in
basal conductance. Presumably with small spots of light, the
light substance diffuses from its point of origin so rapidly
that the concentration at the RPE does not rise. The recep-
tors on the apical RPE membrane that are satisfied by the
light substance are unknown. However, a variety of sub-
stances—epinephrine, dopamine, and melatonin—have
been shown to indirectly affect the basal chloride conduc-
tance.26 They are presumably related to the two major path-
ways20,22,32 that cause the liberation of intracellular second
messengers. How these second messengers interact with the
basal chloride conductance is unknown, but recent work on
alcohol suggests that some intermediate mechanism in the
RPE determines the time course of the increase in the 
TEP.

In animal experiments, two classes of basal RPE mem-
brane chloride conductance can be distinguished. The slow
change in voltage that corresponds to the light rise does 
not occur if the posterior surface of the RPE is exposed to
4,4¢-diisoethylcyanostilbene-2,2¢disulphonate (DIDS), which

inhibits changes in the chloride conductance of a particular
type of chloride channel, one that is activated by a Ca2+

inward current and related to inositol-1,4,5-triphosphate,
Ca2+, and tyrosine kinase mechanisms92,93 (see chapter 5).
The second type of chloride channel is cAMP-sensitive and
is determined by the cystic fibrosis transmembrane conduc-
tance regulator protein; this is affected, and the fast oscilla-
tion is suppressed in such patients with cystic fibrosis, but the
light peak remains normal.13,26,47,49,65,77 How this finding is
related to the proposed ionic cause of the fast oscillation has
not been explained.

Activation of the second-messenger system involves a
generation of Ca2+ influx into the cell. The amount of
inflowing Ca2+ is determined by electrochemical driving
forces for Ca2+. Activation of Ca2+-dependent chloride chan-
nels hyperpolarizes the cell, leading to increase the driving
force for Ca2+ into the cell and to larger rises in intracellu-
lar free Ca2+ as second messenger.92 While this system can
be implicated in chloride transport and other secretory
mechanisms, including volume transport from retina to
choroid, and regulation of pH, the interactions of RPE
membrane mechanisms are complex and help to maintain
homeostasis. Changes in the EOG voltage have not been
shown to be associated with visual function, and in condi-
tions in which the EOG response to light is abnormal, visual
function may be unimpaired, so over several minutes,
changes in the composition of the subretinal fluid do not
seem to affect the signals that are produced by rods.

Physiological characteristics and pharmacology

The pharmacology of the d.c. potential, its relation to neu-
rotransmitters, and its reliance on changes in metabolism
have been investigated by several authors. The slow light
peak is extremely sensitive to anoxia,54,63,66,91 as is shown in
figure 11.3, in distinction to the earlier neuronal ERG com-
ponents, and this was early noted in clinic cases in which
retinal blood flow was reduced.3–5,78 Small changes in pH
and pCO2 also dramatically reduce the slow potentials. In
view of the complex acid-base regulatory systems that have
been described, it is not surprising that carbon dioxide and
acidification exert differential affects.18,75

Acetazolamide51,67 and changes in osmolarity52,68 cause a
slow reduction in the EOG voltages, and these findings are
the basis on which clinical tests have been developed (see
below). In addition, the potentials are influenced by biogenic
amines and other substances.14,19,48 In particular, the RPE is
extremely sensitive to epinephrine in nanomolar concentra-
tion,62 suggesting that there are specific receptors on the
apical RPE surface for this substance. Although this is inter-
esting in the search for the “light substance,” no recent work
has progressed to its conclusive identification. Recently, it has
been shown that ethyl alcohol affects the human corneo-
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fundal potential,6,7,9,86,105 also at very low dosage. Non-
steroidal anti-inflamatory drugs alter the TEP in isolated
preparations,14 and in doses higher than clinically advisable,
they also affect the human EOG (Arden, unpublished).

Clinical tests utilizing the RPE potential

T D An ISCEV standard appended to this
book gives recommendations for standard clinical tests.

The eye movement potential is easily recorded with skin
electrodes placed one on either side of the eye (see chapter 19
for comments on electrodes). The voltage varies considerably
depending on how close the electrodes are placed to the 
eye, but 12–30mV per degree is usual. Rapid saccadic eye
movements may be made over 30°, so the voltage change 
that is recorded for such eye movements is ~1mV. This 
relatively large signal makes the EOG test technically unde-
manding. Eye movements greater than 30° are not desirable
because they tend to be carried out in two jumps and deter-
mination of the voltage is difficult or impossible. Horizontal
eye movements should be made because otherwise, artifac-
tual voltages associated with lid elevation may also be
recorded. Direct recording of the d.c. voltage between the
two electrodes is possible, but changes in polarization of the
electrodes and slow changes in skin potentials occur, and
interpretation of such slow voltage changes without eye
movement is impossible in clinical conditions. With a.c.-
coupled amplifiers recording eye movement voltages, any
type of surface electrode can be used, including disposable
silver–silver chloride pads or gold cup electrodes. It is desir-
able to lightly abrade the skin on which the electrodes are

placed to reduce contact resistance below 5000ohms. The
epidermal layers at the lateral fornix are very delicate. The
eye movements can be made in any way that is convenient.
Some workers have advocated that the subject be given two
(red) fixation points and asked to look left and right between
them at any convenient rate. Other workers expose only one
fixation point at a time and alternate the fixation points at a
suitable rate, which should be constant throughout the test.
(Various subjects are most comfortable between one and two
eye movements per second.) More elaborate schemes have
been proposed. For example, a number of closely spaced 
fixation points have been used, lit sequentially, and the sub-
ject is asked to follow the moving spot. The fixation points are
so spaced that the angle of gaze varies sinusoidally with time.
The amplitude of the voltage change can be determined pre-
cisely by a suitable software package (Fourier analyzer). In the
author’s experience, the simplest method is preferable.

T D Technical problems are very 
rare with the EOG. In a very few cases, patients may find it
difficult to make standard eye movements. These include
cases of ophthalmoplegia or nystagmus (muscle paralyses,
Parkinsonism, myasthenia). In certain of these cases, the
patient may attempt to compensate by moving the head,
not the eye. Such problems can usually be overcome by 
providing a solid, comfortable head rest and encouraging 
the patient to relax the neck muscles.

When the patient is first instructed how to do the test, the
tester should always observe the patient to make sure that
satisfactory eye movements are made. In addition, some
patients’ saccades may undershoot or overshoot, giving spu-
riously large or small responses. These can be dealt with by
averaging (see below) if the subject’s eye movements remain
constant throughout the test period. One condition in which
this may not be the case is when there is local central or
peripheral disease that makes it difficult for the patient to
visualize the fixation points. They may be easy to see in dark-
ness but become invisible against a brightly illuminated
background. When dedicated illuminators are used, a larger
opaque black area should surround the fixation points. In
some patients with very poor vision, it may be necessary to
make extreme eye movements if the fixation targets cannot
be seen. It has been suggested that in such cases, constant
eye movements can be made with the aid of proprioception.
The patient can be seated in a chair with arms, on which
the elbows can rest, and the forearms are placed vertically.
The patient is encouraged to move his or her eyes toward
the position of one thumb and then toward the other.

Finally, if the eye movements displace the electrodes, an
artifactual voltage can be recorded. These rapid deflections
at the beginning or ending of saccades are easily seen 
(see the ISCEV standard) but should be absent in clinical
circumstances with an ordinarily competent electrode 

F 11.3 The light peak (on the left) is greatly reduced by
hypoxia, while the electrical responses of the retina, the c-wave
labeled, on the left, and the b and c-waves (inset at a faster time
scale) are relatively unaffected. (Source: Modified from Gallemore
R, Griff E, Steinberg RH: Evidence in support of a photorecep-
toral origin for the “light peak substance.” Invest Ophthalmol Vis Sci
1988; 29:566–571; and Linsenmeier RA, Steinberg RH: Mecha-
nisms of hypoxic effects on the cat DC electroretinogram. Invest
Ophthalmol Vis Sci 1986; 27:1385–1394.)



128     

technique. They may be disturbing when passive rotations
of the eye are induced to obtain EOGs in small animals.
With blocking capacitors in the input amplifier giving a time
constant (high-pass filter) of 0.3 s, alternating saccades give
a sawtooth response. Measurement of the peak-to-peak
amplitude of the sawtooth is easy, and many software pack-
ages allow horizontal cursors to be adjusted through the
average peak or trough voltages, disregarding any artifactual
voltage or incomplete movements that may occur.

All subjects can continue making eye movements for
about 10 s, at 1-minute intervals, without fatigue or discom-
fort. The record derived from such recordings is completely
suitable for experimental work. In clinical situations, it is
common either to make records at 2-minute intervals or to
make only a few measurements (e.g., with totally blind
patients). The aim is to determine the lowest level to which
the voltage sinks in darkness (the dark trough) and the peak
in subsequent illumination (the light peak). For further detail,
consult the ISCEV standard. The magnitude of the ratio of
these voltages gives an index of the change in RPE voltage,
which is the end result of the test. However, it is desirable to
provide more detail, and various schemes have been pro-
posed to provide standard traces without the need for meas-
urement and graph drawing. Often, records are made on a
very slow chart recorder (or its virtual equivalent) so that the
individual eye movements merge; the average excursion
during the 10 seconds or so of eye movement during each
minute can be visualized as a thick line, and a graph of
20 or more consecutive lines shows the slow change in 
waveform.

In clinical tests, it is important to specify the degree of
dark adaptation and the intensity of the subsequent light
adaptation. Some workers advocate a prolonged pretest
period during which, in constant dim illumination, the
voltage becomes steady. This is desirable but adds to the
duration of the test and is not commonly employed. After
this, the subject is put in complete darkness for 10–12
minutes. This is sufficient time to produce a dark trough.
The time in the dark should be fixed, because when the light
is turned on, there is a relationship between the dark period
and the size of the subsequent rise. Although the maximum
rise is not achieved with less than 22 minutes of dark adap-
tation, the development of the light rise is much faster and
approximately exponential, relating to the regeneration of
rhodopsin, and after 12 minutes, the subsequent rise is
greater than 90% maximal.5 The response is derived from
the entire retina, and therefore a Ganzfeld illumination with
white light is required. Ganzfeld bowls are recommended,
but (especially in view of the eye movements) ad hoc large-
field viewing (e.g., diffusely and evenly illuminated white
walls floor and ceiling) may suffice. It is important to adjust
illumination to compensate for individual variation and indi-
vidual change in pupil size with illumination. Two alterna-

tives are available. If a very bright light is to be used, then
saturated responses are obtained, and changes in pupillary
diameter compensate for any change in illumination.
Alternatively, the pupils may be dilated and the illumination
may be reduced to obtain a standard retinal illumination.

Even though much information is available from various
manufacturers, it is desirable to establish clinic normal
values of the light peak/dark trough ratio. For most centers,
the mean value will be 2.2 (220%), and the lower limit of
normal will be 1.8. There is some evidence that very large
values (more than 3) are indicative of abnormality.

“C EOG” D The patient is prepared in
dim lighting. The test begins with a reduction of light inten-
sity to zero. After 12 minutes, the full illumination is turned
on. Recording continues for more than 8 minutes, until the
light peak is past. Measurements are made of the dark
trough voltage, the light peak voltage, and the time to the
peak, which should not be greater than 9 minutes.

“F O” D The patients makes
nearly continuous eye movements (at a reduced rate or for
the last 15 s of every minute). The illumination is turned on
and off every 60 s. Six or more cycles are recorded (figure
11.4). Measurements are taken of eye movement voltages in
the last 10 s of recording in each minute, and average values
of dark and light voltages are computed.

V: S S The patient is maintained in dim
illumination until the voltage appears to be constant. The
full light intensity is turned on until a light peak and sub-
sequent trough can be seen. The baseline and light peak
voltage are measured, as is the time to the light peak. The
later light trough voltage and time of light trough are not
usually measured in this form of the test.

Nonphotic responses

H, A,  B
T In these tests, after a period of recording during
which a stable baseline is established, a chemical is infused
intravenously. It is advisable to set up a venous line before
the test begins and to incorporate a two-way tap in the line
so that normal saline can be infused during the pretest
period and the change in infusion can be made without the
subject’s knowledge. Otherwise, changes of recorded voltage
due to anxiety may affect the test.

Recording continues until the decrease in the voltage
reaches a lower level. With acetazolamide51,57 and bicarbon-
ate,28,83,84 the infusion causes a reduction in EOG voltage
until a trough is reached after 8–10 minutes (figure 11.5).
With hyperosmolar solutions, a rather slower fall
occurs.28,68,69 Following the trough, the potential may
increase slightly if the infusion continues.
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The quantity of acetazolamide that is recommended is
8–10mg/kg, given by slow intravenous infusion in a period
of 1 minute. Hyperosmolar solutions that are used consist of
0.9% normal saline with 25% weight/volume (w/v)
mannose added or 15% mannose plus 10% fructose 
(1400mOsmolar). The aim is to increase tissue osmolality by
15–20mOsm. In the bicarbonate test, 0.9% saline, to which
sodium bicarbonate 7%w/v has been added, is infused at
the rate of 0.83mg/kg per minute. Alcohol can also be
infused intravenously (see below). In the author’s experi-
ments, 4g, 10% volume/volume (v/v) in 0.9% saline, can be
given in a period of 25 seconds. The use of several agents
can be combined in a sequence to reduce the number of
tests.28,36,37,59,68,80,85,104

M  U During the hyperosmolarity
trough, the light rise is abolished. However, following admin-

istration of acetazolamide, the light rise is unaffected (figure
11.6), so the two tests must provoke different retinal-RPE
mechanisms.37,69 Although experimental work on isolated
epithelia has indicated that the hyperpolarization of the
basal membrane may account for the decrease in voltage
associated with these agents, the precise mode of action is
unknown, so any abnormality that is detected is merely phe-
nomenological. The light EOG test depends on the integrity
of the retina, the subretinal space, and the retinal pigment
epithelium, and is thus affected by a wide range of patho-
logical processes. The recorded current is generated by 
large regions of the retina/RPE and is often normal when
localized lesions develop.37 These factors decrease the value
of the test. It was hoped that the sensitivity of the test to
widespread pathologies could make it useful as a screening
test, but other clinical methods (e.g., fundoscopy, angiogra-
phy, electroretinography, and field testing) provide more 

F 11.4 Recordings of the fast oscillation and the light rise
of the EOG, in the normal (top), and in a patient with Best’s disease
(bottom). The smaller solid arrows point to the FO’s (note that light
causes a decrease in voltage). The open broad arrows point to the

peak of the light rise, which in Best’s in nearly absent. (Source:
Modified from Weleber RG: Fast and slow oscillations of the
electro-oculogram in Best’s macular degeneration and retinitis pig-
mentosa. Arch Ophthalmol 1989; 107:530–537.)
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detailed information more quickly. A desire to improve the
EOG and obtain a test that is specific for the RPE has driven
workers to investigate nonphotic EOGs. There are various
reported differences between the light EOG and the chem-
ically induced changes. Some are of interest in terms of
pathology. In Best’s disease, the light-EOG is “flat,” but the
acetazolamide response continues normally37,68,104 (see figure
11.4). Since acetazolamide affects carbonic anhydrase in the
RPE and can enter via the choroidal circulation, this lends
some support to the mechanism that has been proposed for
the light EOG. It has been found in small series that the
abnormality that is shown by these agents may be more
severe in cases of retinal degenerations (particularly X-
linked heterozygotes of RP)59 than is the case for the ERG

or the light rise. In AMD, the acetazolamide response con-
tinues normally until choroidal neovascularization appears.80

However, in advanced cases of RP, the acetazolamide
response is often normal.28

The alcohol EOG

In animal experiments and in humans, a rise in the d.c. level
occurs after giving alcohol.6,86 Unlike the other agents that
are used to produce nonphotic EOGs, alcohol can be given
by mouth. It also has important differences from the results
with the chemically provoked changes described above. Only
recently has there been a comparison of the nature and time
course of the changes caused by light and the change caused
by alcohol. After allowing for the time taken for alcohol to
pass from the gullet to the capillaries, both light and alcohol
appear to provoke exactly the same complex prolonged
voltage changes (within the limit of the experimental preci-
sion). The first peak, the first trough, and the second peak
are all so similar (given the equivalent doses of both agents)
that it seems that the responses to both agents must be
caused in the same manner and by the same mechanisms;
see below (figure 11.7). For low doses, the responses of light
and alcohol sum. For high doses, light and alcohol occlude,
that is, when both agents are given, the response is only very
slightly bigger than when each is given alone. The dose-
response curve for the “peak” and “trough” alcohol
responses are quite different. The latter requires approxi-
mately 20 times less alcohol than the peak. The quantity of
alcohol required to produce minimal changes in the EOG is
very small indeed: about 12mg/kg taken orally in a 7% v/v
solution. When alcohol is taken by mouth, the blood level
rises slowly for about 15 minutes, but the RPE voltage
changes are determined by the blood levels in the first few

F 11.5 The reductions in the EOG voltage caused by hyper-
osmolality and acetazolamide. The light peak is unaffected by these
agents. (Source: Modified from Kawasaki K, Yonemura D,

Madachi-Yamamoto S: Hyperosmolarity response of ocular stand-
ing potential as a clinical test for retinal pigment epithelial activity.
Doc Ophthalmol 1984; 58:375–384.

F 11.6 Steinberg’s diagram of the mechanism of the light
rise. (Source: Modified from Steinberg RH: Interactions between
the retinal pigment epithelium and the neural retina. Doc Ophthal-
mol 1985; 160:327–346.)
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minutes. A standard dose that produces acceptable voltage
changes is 220mg/kg, 20% v/v. With this, the peak blood
level never exceeds 80mg/100ml, and by the end of the test,
it is less than 40mg/100ml, a level that is widely considered
to be lower than that which reduces motor efficiency and
judgment. The effective minimal blood alcohol concentra-
tion that causes any voltage change is too small to be meas-
urable with standard tests. This suggests that there is an
amplifier between the RPE mechanisms that generate the
voltage changes and the mechanisms that detect the changes
in the alcohol composition of the tissues. Alcohol is known
to act on a variety of tissues, including the central nervous
system, and a number of biochemical pathways have been
described. Very few experiments on the physiological effects
of alcohol have employed such low doses as those that
appear effective in the eye. There is at present no proof that
the isolated RPE responds to alcohol.

M In the absence of information about mecha-
nisms, attempts have been made to construct mathematical
models that would describe the time course of the EOG
changes.45,97 These treat the changes as a damped oscillation.
In view of the descriptions above, which indicate that the
early rise and the subsequent fall are produced by different
mechanisms, it would be expected that the models would be
complex; in fact, a number of free parameters have to be
introduced before the model predictions correspond to
experimental observations.

I  H W: D  S 
D Many experiments on human EOGs yield
interesting results, but without experimental recordings on
isolated tissues, the interpretation has to be the simplest
mechanism possible, and there is no guarantee that this is in
fact the case. The EOG appears to be dose dependent:
There is an approximate linear relationship between the 
logarithm of retinal illumination and the magnitude of the
light peak that extends over 3.5 decadic units. More recently,
the same has been observed of the dose dependency of the
response to alcohol. A simple explanation is that the “light
substance” is liberated in quantities that are related to the
light absorptions in photoreceptors and the magnitude of
the effect of light or alcohol is governed by the law of mass
action. However, there is no proof of this, and the magni-
tude of the (very similar) voltage response to alcohol is not
related to the instantaneous concentration of alcohol in the
blood. It is natural to consider that alcohol may liberate the
“light rise substance” but this is not so, because the effects
of light and alcohol do not interact as they must do if that
were to be the case. Figure 11.8 shows that when illumina-
tion is increased during the alcohol rise, the voltage pro-
duced by light simply sums with the voltage change
produced by alcohol. However, for each agent by itself, there
is a pronounced effect of prior stimulation. A prior (low) 
illumination level suppresses the response to a large step
increase of illumination (figure 11.9). In addition, the pres-
ence of a low concentration of alcohol in the blood prevents
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the development of an alcohol rise. However, the alcohol
response is scarcely affected by illumination, and the light
response is scarcely affected by established blood alcohol
concentrations. The time course of the production of the
“light rise substance” is unknown, but the very similar pro-
longed responses that are produced by alcohol can be mim-
icked by the brief injection of a bolus of alcohol, which
rapidly disappears from the circulation. The simplest way of
accounting for these findings is that the mechanism that
causes the change in potential of the RPE (in this case, the
depolarization of the basolateral surface) is a slow intracel-

lular generator within the RPE cells, and a trigger 
mechanism activates the generator. Extracellular change 
(of the light substance or alcohol) operates the trigger 
mechanisms, which then rapidly become desensitized.
The triggers release two types of second messengers 
that activate the generator. A mechanism on the RPE 
apical surface is apparently a receptor for epinephrine, at
nanomolar concentration.49 No such receptor has been
demonstrated for alcohol, which is also apparently active 
at less than micromolar concentration in the RPE or 
retina.

F 11.9 RPE mechanisms involved in the production of the
EOG. For further information see text. Compare to figure 11.6.

Alcohol must operate on the internal second messenger in the 
RPE.
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Clinical utility of EOGs

Although the EOG is a simple test to carry out, all EOGs
are lengthy tests, and this limits their clinical utility. Fur-
thermore, while the light EOG is abnormal in a number of
conditions (e.g., retinal degenerations, retinal vasculopathies)
in which the retina is abnormal, as determined by inspec-
tion or electroretinography, these findings do not add to
diagnostic efficiency or reveal much about the underlying
pathophysiology, because the light rise originates in the
retina. The main exception is in Best’s disease and its vari-
ants, in which the EOG light rise is absent or very much
reduced. This occurs in the absence of severe visual or ERG
defects and is therefore pathognomonic. The diagnosis of
this condition demands carrying out an EOG. The simplest
explanation for the abnormality is that in Best’s disease,
there is a barrier between retina and apical RPE that pre-
vents the penetration of the “light substance” to the apical
RPE receptors. The fast oscillation response, which is caused
directly by a change in the subretinal potassium concentra-
tion, can still affect the RPE.68 Alcohol responses are present

in Best’s disease (though maybe delayed), but the alcohol can
penetrate from the choroid.

The development of a clinical test involving alcohol raises
the possibility of extending the value of electro-oculography.
So far, it has been shown that the alcohol response is absent
in all cases of retinitis pigmentosa, including (at least some)
heterozygotes for X-linked RP (Arden and Wolf, unpub-
lished) (figure 11.10). Since ERGs and fundal appearances
in such people are often very nearly normal and very rarely
seriously depressed, the results shown in figure 11.10 may be
of significant use, especially where genetic screens may not
be available. It may also have some bearing on pathogene-
sis. Patch-clamp studies show that -type calcium channels
in the RPE (see chapter 5) are abnormal in at least one rat
dystrophy, carrying three times the normal current. The
relationships of conductance to protein tyrosine kinase and
protein kinase C agonists and blockers are also abnormal,
suggesting additional calcium channels. The importance of
the calcium channel is that it is concerned both in phago-
cytosis and in [Ca2+]in regulation and thus the operation the
second messenger systems that open the chloride channels
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in the basal surface of the RPE. This finding suggests that
an alteration in RPE function occurs in retinal degenerations
and may contribute to them.72,94,101 The alcohol EOG is also
abnormal in age-related maculopathy, whereas the light
EOG test is much less affected8 (see figure 11.11). (However,
see Ref. 103.) Hyperosmolarity EOGs also show abnormal-
ity in choroidal neovascular disease but not in AMD without
neovascularization.85 It has been suggested that the alcohol
abnormality in ARM may be the result of a barrier between
the RPE and the choroid that prevents entry of alcohol to
the sites where it can affect the RPE. This may be of sig-
nificance in the pathology of ARM but has little diagnostic
possibility, even though early cases of ARM show reduction
and delay in the alcohol peak, unless there is a direct and
simple relationship between the degree of alcohol EOG
abnormality and the severity of ARM.

Clinical findings of general interest in the last 10 years

Apart from the matters discussed above, 273 papers on the
EOG have been published since 1993, according to Medline.
Most of these relate to findings in series of patients with
varying pathologies, in which the EOG was part of a battery
of diagnostic tests given to all patients. There are, however,
some current issues relating to the EOG.

Vigabatrin retinopathy has been reported to cause a con-
siderable change to the EOG in many patients, and this is

taken as evidence that this drug can alter RPE func-
tion.11,16,39–42 The frequency of abnormality is greater than
that of the ERG and is much less in patients on Vigabatrin
who do not have field defects. If field defects reverse, the
EOG abnormality may remain. However, cases have been
reported with normal EOGs, and the value of carrying out
EOGs in patients under treatment remains undetermined.

It has been reported that malignant melanomata of the
posterior uveal tract cause abnormalities in the EOG,15 and
in a large multicenter study, this finding was claimed to be
of use in distinguishing between naevi, other forms of retinal
detachment, and metastasis into the eye.88–89 However,
malignant choroidal melanomata have been observed with
normal EOGs.71 The EOG has been reported as abnormal
in cases of Desferrioxamine toxicity,38 which is not surpris-
ing in view of the effect in reducing the rate of dark adap-
tation.1 However, other methods of assessing toxicity have
been reported.10,17 A number of authors have emphasized
the utility of the EOG in experimental studies involving the
genotyping of various retinal degenerations (especially the
carrier states of these conditions), from retinitis pigmentosa,
Usher’s syndrome, Best’s disease, helicoidal peripapillary
chorioretinal degeneration, neuronal ceroid lipofuscinosis,
senior syndrome, choroideremia, and butterfly dystrophy.
Abnormalities have been reported in multiple evanescent
white dot syndrome and in immunodeficiency syn-
dromes.24,34,36,43,46,50,57,60,74,79–82,89,100,102 It has been reported
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F 11.11 EOGs evoked by light and by alcohol in 
normal subjects, and by age-matched patients with age-
related macular degeneration. The standard errors are shown 
for every data point. Those for the patients are as small as the
symbols. Note that although the RPE responses are all 

abnormal the alcohol EOG is clearly more affected. (Source:
Modified from Arden GB, Wolf JE: Differential effects of light 
and alcohol on the electro-oculographic responses of patients 
with age-related macular disease. Invest Ophthalmol Vis Sci 2003 
44:3226–3332.)
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that in some cases of pigmentary disturbance or in degen-
erations with symptoms occurring delayed to late in life,
EOG disturbances are more frequent and profound than are
ERG disturbances.24 It has been shown that the fast oscilla-
tion is abnormal (although the ordinary light-evoked EOG
is unaffected) in patients with cystic fibrosis and determined
abnormalities in the CFTR, a cAMP-dependent membrane
chloride channel.58 Finally, it has been reported that the
EOG was abnormal in a person who had been struck by
lightning.61
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Introduction

The electrical response of the eye to a flash of light that can
be recorded at the cornea is generated by radial currents that
arise either directly from retinal neurons or as a result of the
effect on retinal glia of changes in extracellular potassium
concentration ([K+]o) brought about by the activity of these
neurons. This response, the electroretinogram (ERG) 
(figure 12.1), is an excellent tool for studying retinal function
in both the clinic and the laboratory because it can be
recorded easily and noninvasively with a corneal electrode
in intact subjects under physiological or nearly physiological
(anesthetized) conditions. However, it is a gross potential that
reflects the activity of all of the cells in the retina. For the
ERG to be an effective tool in assessing normal and patho-
logical retinal activity, it is important that the contributions
of the various retinal cells be well characterized.

This chapter will survey the current state of knowledge
regarding the origins of better-known and more recently
described waves of the ERG. There is an increasing litera-
ture on the origins of ERG in a primate model (macaque
monkey) whose retina is very similar to that of humans (see
figure 12.1), so work in primates will be highlighted wher-
ever possible. Current and previous work based on other
mammalian species and lower vertebrates that is critical to
an understanding of the origins of the ERG will also be
included. In some cases, new information based on geneti-
cally manipulated murine models will be described as well.

G P Extracellular potentials such as the
ERG (and visual evoked potential [VEP] of the cortex) arise
because localized conductance changes in the membranes of
active cells give rise to inward or outward currents that also
flow in the extracellular space (ECS) and give rise to ex-
tracellular potential gradients. The extracellular current
through the conductive medium surrounding a cell whose
activation has given rise to a local source or sink is princi-
pally directed toward the relatively less activated parts of the
cell. Thus, if the neurons are arranged in an orderly fashion
so that the extracellular currents of many synchronously
activated cells flow in the same direction, the resulting extra-
cellular potential changes, called field potentials, may be large
enough to be recorded at a distance. In the retina, all
neurons generate light-evoked currents, and in principle, all
must contribute to the retinal field potentials. However,

depending on various factors, the contribution from a
certain type of cell could be undetectable or could dominate
the recording.

Orientation of cells and pattern of extracellular flow One factor
that affects a cell’s contribution to the ERG is its orientation
in the retina. Because it is the radial component of the extra-
cellular current that gives rise to the radial potential differ-
ences that are sensed in the commonly recorded transretinal
ERG, radially oriented retinal neurons (photoreceptors,
bipolar cells) and glial cells (Müller cells and retinal pigment
epithelial [RPE] cells) should make larger contributions to
the ERG than cells that are oriented more irregularly or tan-
gentially (e.g., horizontal and amacrine cells). Current enters
the ECS at one retinal depth (the current source), and it
returns into the cell at another depth (the current sink), cre-
ating a current dipole. Most of the extracellular current
flowing from source to sink traverses the ECS within the
retina, but a small fraction travels extraretinally, through vit-
reous humor, extraocular tissues, sclera, choroid, the high
resistance of the pigment epithelium, and back into the
neural retina. ERG polarity and amplitude are critically
dependent on where the active and reference electrodes are
placed in this circuit. A common placement for the active
electrode in noninvasive studies is the cornea, but for study-
ing origins of the waves, the electrode may be positioned
anywhere in the path, in particular at different depths in the
retina. The reference electrode can also be positioned any-
where in the path but is often either retrobulbar (in invasive
studies) or remote from the eye (e.g., on the temple) in clin-
ical applications. If a remote reference electrode is used, its
exact position is of little consequence except for the possi-
bility of contamination of the recorded retinal signal by
other sources.

Factors determining the relative magnitude of electrical signals in 
the ERG Other factors that are important in determining
the magnitude of the contribution to the ERG of particular
cell types include stimulus conditions such as stimulus
energy, stimulus wavelength (spectrum), background illumi-
nation (that determines adaptation level of the retina), dura-
tion and spatial extent of the stimulus, and location of the
stimulus within the visual field, as these stimulus parameters
have different effects on the responses of the different cells.
For example, the relative contributions of various neuronal

12 Origins of the Electroretinogram
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types are quite different under dark-adapted (scotopic) and
light-adapted (photopic) conditions when rod and cone 
pathways, respectively, are involved in generation of the
responses (see figure 12.1). Spatially extended diffuse stimuli,
that is, full-field flashes that fill the retina, are commonly
used to elicit the major waves of the ERG from photore-
ceptors and bipolar cells. The ERG contributions from these
cells generally increase with the area of the retina that is
stimulated as the number of cells, and hence the total extra-
cellular current, is increased. On the other hand, contribu-
tions of ganglion cells (and other postreceptoral cells with
antagonistic regions within their receptive fields) to the 
full-field flash ERG will be limited by the strength of sur-
round antagonism, particularly late in the response and 
for long-duration stimulation. For photopic ERGs, particu-
larly from trichromats such as the macaque monkey and
human, stimulus wavelength also affects contributions 
from cells whose responses are dependent on spectral 
antagonism.48

Spatial buffering of [K+]o The contributions of Müller cells
and RPE cells to the ERG are more delayed than neuronal

responses because the responses of these cells depend on rel-
atively slow changes in [K+]o. These cells integrate the stim-
ulus for longer durations than retinal neurons; hence, the
amplitude of their responses will grow more than those of
neurons when the stimulus duration is lengthened.

As was indicated above, Müller cells and RPE cells are
radially oriented in the retina. Spatial buffering of [K+]o by
the glial cells is an important mechanism for generation of
the radial currents that underlie several ERG components or
subcomponents, such as c-wave and slow PIII, scotopic
threshold response (STR), M-wave, photopic negative
response (PhNR), the tail of the b-wave. An overview of
[K+]o spatial buffering in Müller cells will be presented here.
(Details of K+ movement across RPE cells can be found in
chapter 5 and in the section of this chapter on components
from distal retina.)

The function of [K+]o spatial buffering is to minimize the
changes in local [K+]o that occur as a consequence of neuro-
nal activity, so the electrochemical gradients across cell 
membranes that are necessary for normal activity are main-
tained. Membrane depolarization leads to release (leak) of
K+ from neurons, causing [K+]o to be elevated, particularly

F 12.1 Dark- and light-adapted flash ERGs of human sub-
jects and macaque monkeys. Top, Dark-adapted (scotopic) ERGs
in response to brief high-energy flashes from darkness occurring 
at time zero for a normal human subject (left) and a macaque
monkey (right). The stimulus energy was ~400 sc td.s. (Source:
Adapted from Robson JG, Frishman LJ.193 Used by permission.)
Bottom, Light-adapted (photopic) flash ERGs in response to longer-

duration flashes on a rod-saturating background for a normal
human subject (left) and a macaque monkey (right). For the human
subject, the stimulus were 150ms white ganzfeld flashes of 4.0 log
ph td presented on a steady background of 3.3 log sc td. For the
macaque, the same stimulus was used, but the flashes were 200ms.
(Source: Adapted from Sieving PA, Murayama K, Naarendorp 
F.209 Used by permission.)
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in the synaptic layers of the retina (figure 12.2); membrane
hyperpolarization leads to a reduction in [K+]o as the leak
conductance is reduced, but the Na+-K+ ATPase in the mem-
brane continues to pump K+ into the cell. K+ from the extra-
cellular space enters the Müller cells and is carried radially
as an intracellular (spatial buffer) current to regions of lower
[K+]o. Thus, a current loop is set up: The current inside the
Müller cell is carried by K+, and to complete the circuit, the
extracellular return current is carried by the dominant extra-
cellular ions, Na+ and Cl-. The rate of flow of K+ current
through the glia is dependent on the establishment of a K+

concentration gradient. Because [K+]o changes are depend-
ent on the integral of K+ flow rate into the extracellular
space, ERG components that reflect this glial current will be
slowed relative to ERGs that reflect the (K+) currents around
neurons. This slowing would be equivalent to low-pass fil-
tering of the neuronal signal.

The electrical properties of the Müller cell membrane are
important for the creation of spatial buffer currents. The cell

membrane is selectively permeable to K+,34,151 but the K+

conductance is not distributed uniformly over the cell
surface. Instead, it is very concentrated in the vicinity of
extracellular sinks (i.e., the vitreous body, subretinal space,
and blood vessels). The regional distribution creates “K+

siphoning” from synaptic areas where [K+]o is high to those
sinks where K conductance is high.152,157,160,189 Recent work
in mice has shown a differential regional distribution of the
inward-rectifying K+ (Kir) channels that are involved in
spatial buffering. As is indicated in figure 12.2, strongly
inward-rectifying Kir 2.1 channels are present in the 
synaptic layers (small arrows on the left) where K+ is removed
for the ECS, whereas weakly inward-rectifying Kir 4.1 chan-
nels at the sinks are bidirectional conductance (bidirectional
arrows), thus allowing the K+ to leave the Müller cell.114

A  D  O  
E Several different approaches,
described briefly below, have been used over the years to

F 12.2 Model of K+-induced flow of current through Müller
cells and extracellular space. The Müller cell currents (gray arrows)
are K+ currents induced by K+ increases in the IPL or decreases in
the subretinal space (SRS), the return currents in the extracellular
space are carried by Na+ and Cl- ions. K+ enters the Müller cell via

strongly rectifying Kir 2.1 channels in and around the synaptic layers
(short arrows on the left) and weakly rectifying Kir 4.1 channels near
the vitreous body, blood vessels, and the subretinal space (bidirec-
tional arrows on the left). (Source: Adapted from Frishman LJ,
Steinberg RH,59 and from Kofuji P, et al.114 Used by permission.)
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determine the neuronal origins and cellular mechanisms of
generation of the ERG.

Intraretinal depth recordings A microelectrode positioned
somewhere in the retinal extracellular space records a field
potential termed the local or intraretinal ERG.20 When acti-
vated by a local stimulus, the recorded potential will reflect
the electrical activity of the cells that are in the immediate
vicinity of the microelectrode. However, when full-field
diffuse flashes are used, currents can be sufficiently large that
a corneal ERG will occur simultaneously with the local ERG.
Large potentials of similar time course to the corneal ERG
components at a particular retinal depth can be used to infer
the cells of origin.

Although intraretinal studies have been useful, there are
some problems associated with this sort of analysis: First,
field potentials may spread over long distances and super-
impose in space and time, making it difficult to determine
whether a change in amplitude of one locally recorded
potential is intrinsic to that component or is due to some
other component. Second, retinal resistivity varies between
and within retinal layers.100,174 Thus, currents passing
through layers of different resistance will set up complex
voltage distributions. Both of these problems will occur in
the intact eye when a scleral reference is used: The local
signal recorded with a microelectrode will be contaminated
with the diffuse ERG, owing to the high resistance of the
RPE and sclera.221

Current source density (CSD) or source-sink analysis pro-
vides a solution to these difficulties; potential gradients are
measured and analyzed, taking radial resistance into account
to obtain direct estimates of radial current.52 The result is a
spatiotemporal profile of relatively well-localized current
sources and sinks, and this profile can be compared with
known features of retinal structure and physiology. When
properly performed, CSD analysis can provide powerful evi-
dence regarding the origins of ERG components (e.g., for
the bipolar cell origin of the b-wave106,252).

When an ERG component is thought to depend on K+

spatial buffer currents in glial cells, intraretinal depth record-
ings with ion-selective microelectrodes can be used to locate
the retinal layer(s) where neuronally induced changes of
[K+]o are largest and most similar in time course to the com-
ponent of interest.40,60,101,166 Application of barium (Ba2+) to
block the Kir channels on glia cells have shown that ERG
components that are dependent on the currents disappear
but the neuronally induced [K+]o changes remain, at least in
the short term, after the blocker is applied.

Correlation with single-cell recordings Correlation with single-
cell electrophysiology also can be useful in determining the
origins of particular ERG components. Correlations are
most straightforward when the light-evoked currents from a

single type of cell are the primary determinant of an ERG
component, as is the case for rod photoreceptors and the
photocurrents that generate the scotopic a-wave179 or rod
bipolar cells and the scotopic b-wave in mammals.191,194

Correlation also is useful if a specific response property is
evident, such as light-evoked oscillations recorded in
amacrine cells as a possible source of the oscillatory poten-
tials in the ERG.196 However, when currents from several cell
types contribute to a field potential, the exact relationship
between field potential waveform and cellular responses may
be complex.94

Pharmacological dissection The use of pharmacological agents
that have specific effects on cellular functions has been par-
ticularly productive in determining origins of ERG compo-
nents. In Granit’s classical pharmacological dissection study
of the dark-adapted ERG of the cat, he found that various
components disappeared sequentially during induction of
ether anesthesia.74 He called the components processes and
numbered them in the order in which they disappeared: PI,
the positive c-wave, was first to go; then PII, the positive b-
wave, disappeared; and finally, PIII the negative a-wave dis-
appeared. These processes correspond roughly to RPE,
bipolar, and photoreceptor cell contributions to the ERG,
respectively. The terms PII and PIII are still commonly used
today.

In recent years, much has been learned about retinal
microcircuitry and at cellular and molecular levels about
retinal neurotransmitters (their identity, release mechanisms,
and receptors), signal transduction cascades, ion channels,
and other cellular proteins. This knowledge has allowed
better use of pharmacological tools in isolating ERG com-
ponents and in interpreting experimental observations. For
example, specific knowledge about glutamatergic transmis-
sion in the retina and application of agonists and antago-
nists has provided many of the insights that we now have
into origins of the major waves of the primate ERG.26,195,209

Use of the voltage-gated Na+ channel blocker tetrodotoxin
(TTX) has made it possible to identify ERG components
resulting from the Na+-dependent spiking activity of retinal
cells.

Site-specific lesions/pathology or targeted mutations Removal of a
cell type or types or circuits allows assessment of the role of
their contributions to the ERG. A specific cell type can be
lesioned (e.g., retinal ganglion cells as a consequence of optic
nerve section)129 or lost owing to pathological changes (e.g.,
ganglion cells in glaucoma) or genetically determined degen-
erations (e.g., cone dystrophy). Cellular functions, such as
light responses or synaptic transmission, can be abnormal or
eliminated owing to inherited or acquired conditions or
specifically altered by genetic manipulation, most commonly
in murine models.
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Modeling of cellular responses and ERG components As our
knowledge of the function of particular retinal cell types has
improved, it has been possible to develop quantitative
models that accurately predict the light responses of those
cells and to apply those models to analysis of the ERG. For
example, models based on suction electrode recordings from
single photoreceptor outer segments can be used to predict
the leading edge of the a-wave,13,88,89 and extended to predict
the leading edge of the scotopic b-wave. Models of stimulus
response relations of photoreceptors and cells at more 
proximal stages of processing also can be used to analyze
amplitude-versus-energy curves obtained from recordings of
ERG to a range of stimulus intensities into components
related to different cell types.54,199

O This chapter will review current knowledge of
the cellular origins and mechanisms of generation of the
various ERG components, progressing from distal to proxi-
mal retina: from RPE to optic nerve head. At the end of the
chapter, some retinal extracellular potentials that are not
generated by light will be described.

Components arising in the distal retina: Slow PIII,
c-wave, fast oscillation trough and light peak

After the onset of steady illumination, the relatively fast a-
and b-waves are followed by the c-wave and then by a series
of even slower responses that includes a negative deflection
(the fast oscillation trough [FOT]) and a large slow positive
deflection (the light peak). Clinically, these slower responses
are usually recorded by electro-oculography (EOG), but
direct-current electroretinography (d.c.-ERG) has been used
experimentally in humans and animal preparations.163,222

The origins of the c-wave, the FOT, and the light peak of
the d.c.-ERG involve ion concentration changes in the sub-
retinal space that in turn produce membrane responses in
the cells that border this space, particularly the Müller and
RPE cells. These responses are relatively slow and overlap
in time, so the Müller and/or RPE subcomponent voltages
sum to produce the recorded d.c.-ERG component. These
subcomponent voltages can be recorded in animal models
by positioning a microelectrode in the subretinal space
(figure 12.3).

F 12.3 Schematic of a retina showing standard electrode
placements. The RPE, photoreceptors (R = rods, C = cones),
and Müller cells (M) send processes into the subretinal space.
A microelectrode can be positioned in this space; and with refer-
ence electrodes behind the eye and in the vitreous, simultaneous
recordings can be made of the RPE subcomponent (as a change
in the transepithelial potential, TEP) and the neural retinal sub-
component (as a change in the transretinal potential). A vitreal
ERG is recorded between the vitreous and the choroid. Micro-

electrodes can also be positioned intracellularly (not shown) to
record photoreceptor, Müller, and/or RPE membrane potential
changes. For the RPE, there are two electrically separated 
membranes: The apical membrane faces the subretinal space
(SRS), and the basal membrane faces the choroid. (Source:
Adapted from Farber D, Adler R: Issues and questions in cell
biology of the retina. In Adler R, Farber D (eds): The Retina: A Model
for Cell Biology Studies, part I. Orlando, Fla, Academic Press, Inc,
1986.)
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c-W The c-wave, a corneal positive potential that
follows the b-wave, is the sum of two major subcomponent
voltages. These voltages have been examined in mammals,
birds, reptiles, and amphibians, and the mechanisms of
origin are well understood. The accepted model is that a
corneal negative subcomponent is generated by the neural
retina and a cornea-positive subcomponent with a similar
latency and time course is generated by the RPE. In most
species, the RPE subcomponent is larger, so the resulting c-
wave is cornea-positive. The amplitude of the c-wave reflects
primarily the difference in the amplitudes of the two subcom-
ponents, and if the subcomponents are equal, the c-wave will
be absent, as it is in the recording in macaque retina shown
in figure 12.6B.235 This is likely the case in those species (and
possibly for some individuals within a species) in which the
c-wave is small, one example being the cone-dominated
retina of the turtle.134

Evidence for two c-wave subcomponents comes from
several types of experiments. Using a pharmacological
approach in the rabbit, Noell164 showed that the intravenous
injection of sodium iodate, which poisoned primarily the
RPE, abolished the corneal-positive c-wave and left a
corneal-negative potential. In in vitro preparations, a c-wave
can be recorded only if the RPE is intact; if the RPE is
removed (isolated retina), a corneal-negative response with
a similar time course is recorded.214 Intraretinal microelec-
trode recordings in the cat, rabbit,49 monkey,233 chick,65

gecko,76 and frog have confirmed the existence of the two
subcomponents in both intact and in vitro preparations. An
example of such recordings is shown in figure 12.4. The
component from the neural retinal is commonly termed slow
PIII.

There is strong evidence that both of the c-wave sub-
components are responses to the light-evoked decrease in
extracellular potassium concentration [K+]o that occurs in
the subretinal space. Measurements of [K+]o in the subreti-
nal space (subretinal or distal [K+]o) have been made in intact
and in vitro preparations from several species; the time
course of the [K+]o decrease was found to be similar to the
c-wave and to each of its subcomponents.125,167 Blocking K+

conductance with various agents abolishes both slow PIII12,30

and the cornea-positive RPE c-wave.75,92

Müller cell contribution (slow PIII) The cornea-negative PIII
component of Granit can be separated into a fast compo-
nent (the receptor photocurrent as reflected by the leading
edge of the a-wave) and a slower component: slow PIII.
Intraretinal recording at various depths251 and current
source density analysis49 suggested that slow PIII was 
generated by a cell that spanned the neural retina. The per-
sistence of slow PIII after aspartate treatment to block
postreceptoral neuronal responses suggested a Müller cell
origin.250 Additional support for a Müller cell origin is the

long integration time, for example, up to 40 s in the 
carp.250

The present understanding of the origin of slow PIII is
that the light-evoked reduction in subretinal [K+]o decrease
passively hyperpolarizes the distal end of the Müller cells,
and this sets up a transretinal K+ spatial buffer current due
to the elongated geometry of the cells (reviewed by
Newman156) and the distribution of inward-rectifying K+

channels (Kir).114,115 The current drop across the extracellu-
lar resistance produces the slow PIII voltage.49,103,250,261 In
support of the Müller cell hypothesis, Karwoski and
Proenza103 recorded a slow hyperpolarization in Necturus
Müller cells; later, Dick et al. demonstrated in tiger sala-
mander and rabbit retina40,41 (figure 12.5) that the time
course of the Müller cell hyperpolarization was similar both
to the [K+]o decrease and slow PIII. Also consistent with the
Müller cell hypothesis is the suppression of slow PIII by Ba2+

because Ba2+ blocks all Müller cell K+ conductances155 while
having little effect on the light-evoked K+ decrease.30,58–60

Perhaps most convincing is recent work showing that genetic

F 12.4 Subretinal recordings from the intact cat eye. The
vitreal, transretinal, and transepithelial potentials were recorded
simultaneously in response to a 5-minute period of illumination. At
this slow time scale, the a- and b-waves cannot be seen Müller in
the vitreal ERG a c-wave is followed by a fast oscillation trough and
then by a prominent light peak; the shoulder on the rising phase of
the light peak is the second c-wave. The intraretinal recordings
show that the c-wave has two subcomponents. The initial increase
in the transepithelial recording is the large corneal-positive RPE
component; the initial decrease in the transretinal recording is slow
PIII. For the light peak, only an RPE component is found. (Source:
From Steinberg RH, Linsenmeier RA, Griff ER.222 Used by 
permission.)
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F 12.5 Origin of slow PIII. A, Intracellularly recorded
Müller cell response (upper trace) and simultaneously recorded
ERG (lower trace) from a superfused rabbit eyecup. The duration
of the diffuse white light stimulus is indicated by the horizontal
bars. The light response consists of a transient depolarization fol-

lowed by a sustained hyperpolarization. The ERG shows a positive
b-wave followed by a sustained negative PIII component. B, The
HRP-stained Müller cell from which the intracellular recording in
A was obtained (calibration bar: 25mm). (Source: From Dick E,
Miller RF, Bloomfield S.41 Used by permission.)
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inactivation in mice of the dominant Kir channel (Kir 4.1
subunit) in Müller cells removes slow PIII.115

The spatial buffering hypothesis presented above predicts
that the K+ spatial buffer current should lead to a reaccu-
mulation of subretinal [K+]o. Shimazaki and Oakley204

described a [K+]o reaccumulation that occurs with main-
tained illumination in detail, but they conclude that it is
caused primarily by a slowing of the Na+-K+ pump of the
photoreceptor. However, subretinal [K+]o during maintained
illumination will eventually be subject to other factors; with
a duration of illumination of at least 38 s in cat121 or 85 s in
frog,93 subretinal [K+]o will be reduced by light-dependent
hydration (volume increase) of subretinal space.

Distal versus proximal PIII Intraretinal depth recordings in
isolated retina preparations from a number of species have
identified a PIII component whose origin is more proximal
than that of slow PIII; it was observed in frog and turtle
retinas,145 as well as in fish,50 cat, rat,176 and rabbit.80 In rabbit
retina, it was found to be aspartate-sensitive, separating it
from the distally generated slow PIII and indicating a post-
receptoral origin. This component, termed proximal PIII,145

has been difficult to study in isolation from other proximal
field potentials, and its origins have been ascribed to various
neurons of the INL as well as to spatial buffer currents in
Müller cells. These spatial buffer currents would resemble
the slow PIII currents but would be due to a neuronally
induced increase in [K+]o in proximal retina rather than a
photoreceptor-dependent decrease in distal retina (see figure
12.2). The term is not commonly used now that Müller
cell–mediated responses reflecting [K+]o changes in proxi-
mal retina, such as the M-wave and STR, have been
described.57,104

Pigment epithelial component The RPE c-wave, a corneal-
positive potential recorded across the RPE, results from an
increase in the RPE’s transepithielial potential (TEP). The
RPE has two membranes, apical and basal, and a trans-
epithelial potential exists because the membranes are elec-
trically separated by the high resistance of tight junctions
that encircle RPE cells (the R membrane).15 The potentials
across the apical (Vap) and basal (Vba) membranes differ, and
this difference is equal to the TEP. In every species that has
been studied, the apical membrane is more hyperpolarized
than is the basal membrane, so the TEP in the dark is
corneal-positive. For example, if Vap = -90mV and Vba =
-75mV, the TEP will be Vba - Vap or +15mV. The TEP is a
major component of the standing potential of the eye.

During the c-wave, the TEP increases (becomes more pos-
itive). Intracellular RPE recordings from both intact and in
vitro preparations223 have shown that the increase in TEP is
generated by a hyperpolarization of the RPE apical mem-
brane. The amplitude of the RPE c-wave, however, is not

equal to the apical hyperpolarization because there is some
passive current shunting between the apical and basal sur-
faces (the two membranes are only partially separated). This
basal voltage subtracts from the apical voltage and makes the
recorded TEP smaller. Thus, the RPE c-wave amplitude
depends on the responses of both the apical and basal mem-
branes. Experimental work (and theoretical predictions)
shows, for example, that a decrease in basal membrane
resistance (see the later section on interactions between distal
ERG components) decreases the passive basal response and
therefore increases the RPE (and corneal) c-wave.

Recordings with double-barreled K+-selective micro-
electrodes, where one barrel measures intraretinal voltages
and the other measures [K+], show that the RPE c-wave and
the apical hyperpolarization have a time course similar to
that of the light-evoked, subretinal [K+]o decrease. The
apical membrane has a large relative potassium conduc-
tance.139 In the frog, Oakley166 compared light-evoked
responses from a retina-RPE preparation with K+-evoked
responses from an isolated RPE preparation (where only K+

in the apical bath in solution was altered). He showed that
the RPE c-wave was due solely to the [K+]o decrease. Exper-
iments using Ba2+ and ouabain, an inhibitor of the Na+-K+

pump, have shown that a decrease in [K+]o, in addition to
increasing the K+-equilibrium potential and hyperpolarizing
the apical membrane, also slows the electrogenic apical Na+-
K+ pump140 and produces a small apical depolarization in
the RPE cells of a range of species, including frog,75

bovine,98 and human retinas.83 This indicates that at least
two apical mechanisms contribute to the RPE c-wave.

The findings presented above show that the c-wave
reflects responses of both Müller and RPE cells to a light-
evoked [K+]o decrease. Since the amplitude of the vitreal c-
wave is the difference between these two components, a
change in the [K+]o response should alter both components,
and the c-wave amplitude may change little. On the other
hand, if only one of the components is altered, the percent
change in the amplitude of the vitreal c-wave will be greater
than the percent change in that component.

With longer periods of illumination, subretinal K+ starts
to reaccumulate, and this causes both the RPE c-wave and
slow PIII to recover from their peaks. In the frog, the time
course of this recovery is quite similar to that of the K+ reac-
cumulation.168 In response to maintained illumination, [K+]o

fell to a minimum value and then began to recover, reach-
ing a steady state approximately 10 minutes after light onset.
In the frog, the TEP of the RPE TEP followed [K+]o during
this entire time period, whereas in other species, the recov-
ery toward the dark-adapted baseline is greater than is pre-
dicted by the K+ reaccumulation (see below).

T F O T (FOT) The FOT (usually
measured by EOG) is a change in the corneoretinal poten-



:     147

tial, decreasing in light and increasing in dark in synchrony
with an alternating light/dark stimulus. In this section, we
examine the responses evoked by maintained illumination
that corresponds to the EOG decrease (trough) that Van
Norren and Heynen235 termed the FOT. This decrease in
potential follows the c-wave peak (figure 12.6B), and if a light
peak is evoked by the stimulus (see the next section), the FOT
appears as a dip between the c-wave and the light peak
(figure 12.4).

The FOT has subcomponents that originate in both the
neural retina and the RPE. One subcomponent involves the
recovery of Müller and RPE cells from their peak polariza-
tions as [K+]o reaccumulates. However, in many species,
including mammals, birds, and reptiles, the recovery of both
slow PIII and the RPE c-wave (TEP) from their peaks is
greater than is predicted by the reaccumulation of subreti-
nal [K+]o (figure 12.6A). The deviation is greatest for the
RPE component such that it recovers more toward the dark-
adapted level than does transretinal slow PIII (figure 12.6B).
As discussed by Steinberg et al.,222 this extra decrease in TEP
produces much of the corneal-negative potential during the
FOT.

Intracellular RPE recordings in cat, gecko, chick, and
bovine RPE show that this extra TEP decrease is generated
by a hyperpolarization that originates at the RPE basal
membrane. This basal hyperpolarization is passively 
shunted to the apical membrane, where it overrides the api-
cally generated depolarization that should occur as [K+]o

reaccumulates. Thus, light produces, first, a hyperpolariza-
tion generated at the apical membrane that increases the TEP
and, second, a hyperpolarization generated at the basal
membrane that decreases TEP. Since the basal hyperpolar-
ization follows the apical hyperpolarization, it has been
called delayed basal hyperpolarization.76 Experiments in isolated
RPE preparations76 suggested that the light-evoked [K+]o

decrease in the subretinal space of an intact retina is 
sufficient to produce both the c-wave and the FOT. A 
maintained decrease in [K+]o in the apical bath first 
hyperpolarized the apical membrane so that the TEP
increased (analogous to the RPE c-wave) and subsequently
hyperpolarized the basal membrane so that the TEP
decreases back toward the baseline. In these experiments,
the only “stimulus” was a step decrease in [K+]o with no
reaccumulation.

F 12.6 Intraretinal recordings during the fast-oscillation
trough. A, Simultaneous recordings of the TEP and the potassium
change (VK) in an in vitro gecko retina-RPE-choroid preparation in
response to a 3-minute period of white light illumination. The potas-
sium response has been inverted and scaled to the peak of
the TEP recording so that the two recordings can be compared. The
TEP decrease from its peak is greater than is predicted by the change
in VK. (Source: Adapted from Griff ER, Steinberg RH.76) B, Simulta-

neous recordings of the vitreal, transretinal, and transepithelial poten-
tials in the macaque in response to a 60-second stimulus. The tran-
sretinal potential was inverted and superimposed on the transepithelial
recording. The TEP decreases from its peak more than the transreti-
nal potential does. It was coincidental that the two recordings had equal
amplitudes. Since the vitreal ERG is the sum of the two subcompo-
nent voltages, the vitreal c-wave is very small in this example. (Source:
From van Norren D, Heynen H.235 Used by permission.)
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The ionic mechanisms that underlie the basal membrane
hyperpolarization have been clarified by Miller and col-
leagues, who described the important role of intracellular
chloride activity (and basolateral Cl- conductance11,97) in
generating this response. On the basis of studies in isolated
bovine RPE-choroid preparations (for a review, see 
Gallemore et al.64), they proposed that a light-evoked
decrease in subretinal [K+]o slows Cl- uptake by the Na+, K+,
2Cl- transporter in the RPE apical membrane, which
reduces intracellular Cl- activity. In turn, the reduced Cl-

activity altered the Cl- equilibrium across the basolateral
membrane Cl- channels, which produced a basal hyperpo-
larization. Importantly, they observed that the delayed baso-
lateral membrane hyperpolarization was greatly reduced
either by apical bumetanide, an Na+, K+, 2Cl- cotransport
blocker, or by basal 4,4¢-diisothiocyanostilbene-2, 2¢-disul-
fonate (DIDS), a Cl- channel blocker. The importance of Cl-

activity and conductance for generation of the fast oscilla-
tion in situ was confirmed in recordings in the chick retina
RPE-choroid preparation as illustrated in figure 12.7.67

More recently, studies by Miller and coworkers in intact
sheets of RPE choroid from human fetal eyes have distin-
guished two different types of Cl- channels on the basal
membrane (see figure 12.7): a DIDS-inhibitable Ca2+-sensi-
tive Cl- channel and a cAMP-dependent channel that is
inhibited by DIDS and by 5-nitro-2-(3)phenylpropylamino
benzoate (NPPB), which identifies it as a cystic fibrosis trans-
membrane regulator (CFTR) channel (see Quinn et al.184 for
a review). In CF patients, the FOT but not the light peak
(see below) was reduced, implicating CFTR in generation of
the FOT.

T L P In mammals, birds, and reptiles, main-
tained illumination causes a slow increase in the standing
potential that is called the light peak,109 and this can also be
recorded as a slow oscillation of the EOG. Intraretinal
recordings in the cat,124 monkey,233 chick,63 and gecko77 show
that this corneal-positive potential comes exclusively from the
RPE as an increase in the TEP (see figure 12.4). Intracellular
RPE recordings show that the TEP increase is generated by

F 12.7 Intracellular recording of the DC-ERG in the chick
retina RPE-choroid preparation. Responses are shown to 10-
minute steps of diffuse illumination before and 20 minutes after
perfusion of the basal membrane with 500mM DIDS. The intra-
cellular d.c. ERG consists of the c-wave hyperpolarization of Vap

(Vbah also hyperpolarizes), the delayed basal membrane hyperpo-
larization of the FOT, and, last, the slow basal depolarization of

the light peak. Basal membrane voltage changes are clearest in 
the isolated Vba responses obtained by scaling and subtracting the
apical response from the basal response. In DIDS, the 
delayed basal hyperpolarization and the light-peak depolarization
were suppressed. (Source: From Gallemore RP, Steinberg 
RH: Invest Ophthalmol Vis Sci 1995; 36:113–112. Used by 
permission.)
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a slow depolarization of the RPE basal membrane, with
strong evidence that the depolarization is due to an increase
in chloride conductance (TCL) of the basal membrane. In
chick, this increase in Cl- conductance during the light peak
was an average of 55%, and the light peak was suppressed by
DIDS. Furthermore, the reversal potential for the conduc-
tance increase during the light peak was equal to the Cl-

equilibrium potential. More recent work in human fetal RPE
cell sheets (figure 12.8) is consistent with the channels involved
in generation of the light peak being DIDS-inhibitable 
Ca2+-sensitive Cl- channels on the basal membrane.

Although the light peak voltage comes from the basal
membrane of the RPE, an initial event occurs in the neural
retina that triggers, first, a change in the concentration of an
as yet unidentified “light peak substance,” which then affects
the basal membrane via a second-messenger system. Since
the light peak persists following treatments to block synaptic
transmission to postreceptoral cells,63 photoreceptor activity
alone probably modulates the concentration of the light
peak substance. The sensitivity of the light peak to levels of
hypoxia that do not affect the ERG b-wave123 also suggests
a photoreceptor origin. While both experimental and clini-
cal studies have suggested that the inner retina may also con-
tribute,72,122,127 the perturbations used in these studies could
also have affected the photoreceptors and/or RPE directly.

The identities of the “light peak substance” and the intra-
cellular second messenger(s) involved in producing the light
peak have been the subject of many investigations. Although
dopamine suppresses the light peak in the perfused cat eye,36

careful studies in chick have indicated that it cannot be the
“light peak substance.”66 Epinephrine via its binding to
adrenergic receptors on the apical membrane also has been
proposed as a candidate98 and has been disputed.64 More
recent work indicates that a role for adrenergic agents
binding to alpha-1-adrenergic receptors, is likely.184 In
human fetal RPE, intracellular Ca2+ activity elevated by acti-
vation of alpha-1 receptors affects a DIDS-sensitive Cl- con-
ductance on the basal membrane that probably underlies the
light peak depolarization.184 A role for pH in the regulation
of the Cl- channels is possible as well.47

As a second-messenger candidate, cAMP, has been thor-
oughly studied, but opposite effects on chloride conductance
in the basal membrane in different species have been
observed (see Gallemore et al.64 for a review), and as
described above and illustrated in figure 12.7, cAMP is the
likely second messenger involved in the FOT rather than the
light peak.

I B D E
C The amplitude of the c-wave undergoes sig-
nificant variation during the rise and fall of the light peak.124

When repetitive flashes that elicit both c-waves and a light
peak are used, intraretinal recordings have shown that the
increase in the c-wave during the light peak originates from
the RPE component. Intracellular recordings reveal that the
RPE c-wave increases as a result of a decrease in the resis-
tance of the RPE basal membrane. A similar increase in c-
wave amplitude has also been observed with systemic mild
hypoxia123,161 and intravenous azide injections,126,164 both of
which also decrease RPE basal membrane resistance. It
would not be surprising to find a similar effect in diseases
that affect the RPE.

Nikara et al.162 described an ERG wave in the cat that he
called the second c-wave. This consists of a shoulder on the
rising phase of the light peak (see figure 12.4). Detailed
analysis of the subcomponents arising in the neural retina
and RPE show that this shoulder probably does not repre-
sent a discrete subcomponent.125 Rather, it results from the
interaction between the end of the delayed basal hyper-
polarization, the initiation of the light peak, and the 
maintained K+-dependent hyperpolarization of the apical
membrane.

Origins of the a-wave

The ERG response to a flash of light measured at the cornea
is the sum of positive and negative component potentials
that originate from different stages of retinal processing and

F 12.8 Model of the human RPE showing identified mem-
brane mechanisms and putative second messengers that contribute
to the adrenergic responses. The apical membrane contains both
a1 and b adrenergic receptors. Activation of either receptor type
by epinephrine opens depolarizing conductances at the basolateral
membrane. (Source: From Quinn RH, Quong JN, Miller SS.184

Used by permission.)
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overlap in time. This section will focus on the origins of the
cornea-negative a-wave, which is mainly associated with the
photoreceptors, but also has postreceptoral contributions,
primarily from the OFF pathway. Figure 12.9 shows dark-
and light-adapted flash ERGs of the macaque monkey,
which is a good animal model for studying the origins of the
human response, as illustrated in figure 12.1.

The dark-adapted a-wave is the initial negative wave that
occurs in response to strong stimuli from darkness (figure
12.9, top left), and it is primarily rod-driven (i.e., scotopic).
The light-adapted a-wave is the initial negative wave in

response to a stimulus presented on an adapting background
(right), and when the background is rod-saturating, the a-
wave is cone-driven (photopic). Under both dark- and light-
adapted conditions, the a-wave is truncated by the rise of
the b-wave, the prominent positive-going component of the
ERG, which originates primarily from ON bipolar cells. The
slow negative wave in the dark-adapted ERG in response to
the weakest stimuli (bottom of figure 12.9) is a relatively
small component, called the scotopic threshold response (STR),
which can be distinguished pharmacologically from the a-
wave and is related to inner retinal (amacrine and/or gan-

F 12.9 Dark- and light-adapted ERGs of the macaque
retina. Left, Dark-adapted full-field ERGs of anesthetized macaque
monkeys were measured in response to brief (<5ms) flashes from
darkness generated by computer-controlled light-emitting diodes
(LEDs). Responses were recorded differentially between DTL fibers
on the two eyes. Flash strength increased over a 6 log unit range.
Responses to the weakest stimuli were rod-driven (scotopic),
whereas responses for the strongest stimuli were mixed rod-cone
responses. (Source: From Robson JG, Frishman LJ.193) Right, Light-

adapted full-field ERGs of anesthetized macaques were measured
by using Burian Allen electrodes. Stimulus strength was controlled
with neutral density (ND) filters. Stimulus strength increased over
a 1.3 log unit range to a maximum at 0 ND of 4.0 logph.td for 220
ms flashes. Responses were cone-driven (photopic); stimuli were
presented on a steady rod-saturating background of 3.3 log sc-td.
(Source: From Sieving PA, Murayama K, Naarendorp F.209 Used
by permission.) The inset shows a simplified schematic of rod and
cone pathways in the mammalian retina.
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glion cell activity.207,243 Under light-adapted conditions, for
longer duration stimuli, another positive potential, the d-
wave, occurs at light offset. The d-wave reflects the transient
depolarization of hyperpolarizing cone bipolar cells in com-
bination with the positive-going termination of the cone
photoreceptor response (see the inset in figure 12.9, which
shows a schematic diagram of the mammalian retina). The
origins these postreceptoral components will be described
more fully in later sections.

E S S T  a-W R  R
 C R P The a-wave (Granit’s
PIII) that is produced in response to a long duration stimu-
lus has long been associated with the photorecep-
tors.17,19,20,60,73,74,84,85,180 In early intraretinal studies using
microelectrodes, the a-wave was observed in isolated
amphibian retina preparations in which the RPE was absent,
and this established its origin in the neural part of the
retina.29,227 In intraretinal depth studies in cat, it was found
to be largest in the vicinity of the photoreceptors.20

The case for a receptoral origin for PIII was strengthened
by microelectrode recordings in macaque monkey retina
with the inner retinal circulation clamped to suppress activ-
ity of retina proximal to the photoreceptors.17,18 Clamping
the circulation removed the b-wave and revealed a later,
more slowly recovering portion of PIII. This slow potential
was named the late receptor potential, rod or cone, depending
on the stimulus conditions.17 The late receptor potential,
slower for rods than for cones, is now considered to reflect
the recovery stage of the receptor photoresponse and to be

a part of (fast) PIII. The origins of an even slower photore-
ceptor-related negative potential, slow PIII, were addressed
in the previous section.

In current source density (CSD) analyses of the isolated
rat retina, Penn and Hagins179,180 demonstrated the sup-
pressing effect of light on the circulating (dark) current of
the photoreceptors and proposed that this suppression was
seen in the ERG as the a-wave (Granit’s PIII). Figure 12.10
provides a schematic of the photoreceptor layer current
reproduced from a review by Pugh et al.183 The figure shows
that in the dark, cation channels (Na+, Ca2+, and Mg2+) in
the receptor outer segment (ROS) are open, current flows
into the ROS (a current sink with respect to the extracellu-
lar space), and K+ leaks out of the inner segment (a current
source), creating dipole current. This dipole current pro-
duces a corneal (and vitreal) potential that is positive with
respect to the scleral side of the retina. Suppression of the
dark current reduces the corneal positive potential, creating
the negative-going a-wave. Consistent with this view, as illus-
trated in figure 12.11, intraretinal recordings and CSD
analyses in the intact macaque retina have localized current
sources and sinks for a local potential, corresponding to the
a-wave, to the distal third of the retina.

Hood and Birch88,89 sought to directly relate the time
course of the leading edge of the ERG a-wave to the leading
edge of the photoreceptor response to light. In doing so, they
hoped to improve the utility of the ERG a-wave for study-
ing photoreceptor function in normal and diseased human
retinas. They demonstrated that both the linear and nonlin-
ear (i.e., saturating) behavior of the leading edge of the a-

F 12.10 Schematic of a longitudinal section of the mam-
malian retina illustrating how circulating currents in the photore-
ceptor layer create an extracellular field potential, in which the
vitreal side of the retina has a more positive potential than the scleral

side. A high-intensity flash will suppress the circulating current
around the photoreceptor, leading to a vitreal or corneal response
that is negative in relation to the resting preflash baseline. (Source:
From Pugh EN Jr, Falsini B, Lyubarsky A.183 Used by permission.)
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wave in the human ERG can be predicted by a model of
photoreceptor function derived from in vitro suction elec-
trode recordings of currents around the outer segments of
primate rod photoreceptors.10 Subsequently, a simplified
kinetic model of the leading edge of the photoreceptor
response (in vitro current recordings) that took the stages of
the biochemical phototransduction cascade into account was
developed by Lamb and Pugh.118 This model was shown to
predict the leading edge of the human a-wave generated by
strong stimuli,13 and it has been used extensively in studies
of human photoreceptor function. A detailed description of
the use of such models in analyzing photoreceptor behavior
appears in chapter 35.

P D S R P-
 C   a-W In his now classical
pharmacologic dissection study of the ERG, Granit25 iso-
lated a potential that he named PIII by induction of ether

anesthesia in vivo in the cat. PIII was more resistant to the
effects of ether than the contributions to the ERG that came
either from the RPE or postreceptoral neurons. In subse-
quent in vitro studies of the isolated frog retina, sodium ()
aspartate in the perfusate was found to eliminate all postre-
ceptoral responses, and to isolate PIII.214 Aspartate, in the -
isomer form, is now known to be an agonist for glutamate,
the neurotransmitter that is released both by photoreceptors
and bipolar cells in all vertebrate retinas. In high con-
centrations (e.g., more than ~40mM), aspartate renders 
light-evoked glutamate release from photoreceptors (and
bipolar cells) ineffective in synaptic transfer of signals.214

Transmission from photoreceptors to bipolar cells, and
hence the b-wave, also can be blocked with the  isomer 
of aspartate.249 -Aspartate blocks glutamate transporters,
causing signal transfer to postreceptoral neurons to be
blocked owing to accumulation of excess glutamate in the
extracellular space.

F 12.11 Depth profiles and CSD results in anesthetized
macaque monkey retina for the a-wave, the b-wave, and the d.c.
component of the b-wave. Left, Monopolar depth profiles using 
an intraretinal microelectrode referenced to the forehead. Right,
bipolar depth profiles using a coaxial electrode with a distance 
of 25mm between the tips to measure field potential amplitudes 
at the peak time of the receptor component, the b-wave, and 
the d.c. component of the macaque light-adapted ERG. The plus
and minus signs indicate the current sources and sinks, respectively,

for the components as calculated from current source density 
analyses based on the coaxial electrode recordings and resistance
measurements. The a-wave source and sink are in the distal 
quarter of the retina. The b-wave and the d.c. component have
similar source-sink distributions, with a large sink near the 
outer nuclear layer and a distributed source extending to the 
vitreal surface of the retina. Plots represent means of 26 
penetrations. (Source: From Heynen H, van Norren D.85 Used by
permission.)
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Our understanding of the origins of the light-adapted
(photopic) a-wave, as well as other waves of the macaque
photopic ERG, was greatly advanced by studies of Sieving
and colleagues in which they used more specific glutamate
agonists and antagonists than asparate to dissect the retinal
circuits.26,27,116,209 They made intravitreal injections of -2-
amino-4-phosphonobutyric acid (termed APB or AP4), a
mGluR6 receptor agonist, to block metabotropic transmis-
sion and hence to eliminate light-evoked responses of depo-
larizing (ON) bipolar cells and thus more proximal ON
pathway contributions as well.215 Cis-2,3-piperidine dicar-
boxylic acid (PDA) or kynurenic acid (KYN) was injected 
to block major ionotropic glutamate receptors in the ret-
ina (a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid
[AMPA] and kainate [KA] receptors).216 Complete blockade
of these receptors eliminated signal transmission to hyper-
polarizing (OFF) bipolar cells and horizontal cells, as well as
to amacrine and ganglion cells in both ON and OFF path-
ways. The results of such experiments are illustrated in
figure 12.12A for responses to fairly weak stimuli presented

on a rod-suppressing background; functions relating a-wave
amplitude and stimulus intensity over a wider range of stim-
ulus strengths in the same study are shown in figure 12.12B.
The a-wave was reduced in amplitude by PDA (and KYN,
not shown) but not by APB alone. Figure 12.12A also shows
that PDA had an effect similar to that of aspartate or to
cobalt (Co2+). Co2+ blocks the voltage-gated Ca2+ channels
that are essential for vesicular release of glutamate at
synapses, and hence neurotransmission to postrecepetoral
neurons, to occur.

When the effects of PDA versus APB on the photopic a-
wave amplitude were evaluated over a wide range of stimu-
lus strengths, PDA-sensitive postreceptoral neurons, rather
than cone photoreceptors or APB-sensitive contributions
from ON bipolar and ON pathway neurons, were found to
generate the leading edge of the a-wave for the first 1.5 log
units of flash intensity that generated a measurable response
(figure 12.12B). The postreceptoral contributions con-
tributed 10–15mV to the response over much of its range,
causing the proportion of the response that was of

F 12.12 Postreceptoral contributions to the a-wave of the
macaque ERG. A, Comparison of the effects of APB (1-mm vitreal
concentration) and APB+PDA (5mM) with those of aspartate 
(50mM) and cobalt (10mm CO2+) on the photopic ERG a-wave 
of three different eyes of two anesthetized monkeys. The inset at the
top shows the response of eye #1 to the 200-ms stimulus of 3.76 log
td (2.01 logcd/m2) on a steady background of 3.3 log td (1.55cd/m2).
The a-waves for eyes 1, 2, and 3 were all in response to the same
stimulus. For this stimulus, most of the small a-wave (10mV) that was
elicited was postreceptoral in origin. In the clinic, the a-wave that is
elicited by brief flashes often is larger, 20mV or more, and therefore
also will include several microvolts of photoreceptor contribution,

as shown in part B. B, Stimulus response function (V log I plot) of
the photopic a-wave of the macaque measured a times correspon-
ding to the a-wave peak in the control responses (solid circles). Ampli-
tudes after APB (open circles) and after APB + PDA (triangles) were
measured at the same latency as the trough of the control a-waves
measured at the same stimulus intensity. The points are connected
by solid lines. In this figure, as in part A, APB had no effect on the
a-wave amplitude. In contrast, PDA reduced the amplitude, and the
postreceptoral contribution was maximally between 10 and 15mV,
about 50% of a 20-mV a-wave but less than 25% of a saturated 
a-wave of about 65mV. (Source: From Bush RA, Sieving PA.26 Used
by permission.)
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postreceptoral origin to decline from about 50% when the
response was 20 mV, a common size in clinical recordings, to
about 25% when the a-wave was saturated.

More recent studies indicate that under stimulus condi-
tions similar to those used by Sieving and colleagues, the
photopic a-wave in the macaque also will be reduced, almost
as much as by PDA, by injection of the glutamate agonist
NMDA (N-methyl--aspartate) (Frishman, unpublished
observations). NMDA selectively activates NMDA receptors,
which are ionotropic glutamate receptors found on amacrine
and retinal ganglion cells, and in doing so, depolarizes 
the cells so that their activity is no longer altered by light
stimulation. Under some stimulus conditions, blockade of
Na+-dependent action potentials of inner retinal neurons
(amacrine and ganglion cells) by tetrodotoxin (TTX) will also
reduce the photopic a-wave.185,239

Postreceptoral contributions to the dark-adapted a-wave
have also been demonstrated in monkey95,193,195 as well as in

human53,90,91,177 and cat ERGs.191,192 Stimuli that are just
strong enough to elicit an a-wave will be dominated by rod
signals, but a strong flash from darkness will elicit a mixed
rod-cone ERG like the one illustrated in figure 12.13 for one
monkey. Therefore, it is necessary to separate the rod-driven
and cone-driven contributions to responses to strong stimuli
from darkness in investigating relative contributions from the
different receptor systems and their postreceptoral pathways
to the ERG.

The rod-driven response can be extracted by subtracting
the isolated cone-driven response to the same stimulus from
the mixed rod-cone response. The isolated cone-driven
responses in figure 12.13 (triangles) were obtained by briefly
suppressing the rod response with an adapting flash and then
measuring response to the original test stimulus presented a
few hundred milliseconds (300ms) after offset of the adapt-
ing flash. Cone-driven responses in primates will recover 
to full amplitude within about 300ms, whereas the rod

F 12.13 Dark-adapted ERG of a macaque showing the
mixed rod-cone a-wave and separate components measured
(symbols) and modeled (solid lines fit to the leading edge of the a-
wave) for two stimulus strengths. A, Responses of an anesthetized
macaque are shown to a brief blue LED flash of 188 sc td.s (57ph
td.s). B, Responses are shown to a xenon white flash of 59,000 sc
td.s (34,000ph td.s). In both parts, the largest response (open circles)
is the entire mixed rod-cone a-wave; the solid line restricted to the
leading edge shows the modeled mixed rod/cone response. The
second largest response is the (isolated) rod-driven response (solid
circles); the solid line through the leading edge is the modeled rod

photoreceptor contribution. The second-to-smallest response (open
triangles) is the (isolated) cone-driven response, including the
postreceptoral contribution; the solid line through the leading edge
shows the modeled cone-driven response. The smallest is the
modeled cone photoreceptor contribution, based on post-PDA
findings for the cone-driven response. Given the animal’s 8.5-mm
pupil, the stimulus for part A was about 1cdm-2 s, that is, about 
10 times less intense (for cones) than ISCEV standard flash of
10cdm-2 s, whereas the stimulus for part B is about 600 times
stronger. (Source: From Robson JG, Saszik S, Ahmed J, Frishman
LJ.195 Used by permission.)
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responses will take at least a second, making it possible to
isolate the cone-driven response.195

The effect of intravitreal PDA on the rod-isolated a-wave
of the macaque is shown in figure 12.14 for a range of stim-
ulus strengths. Most of the leading edge of the a-wave in
response to the weakest stimulus was eliminated (top trace
of figure 12.14), and much of the a-wave occurring later
than about 15ms after the flash was removed in response to
stronger stimuli (lower traces); this was true for even stronger
stimuli that saturate the response (e.g., figure 12.13B). It is
important to note that PDA blocks signal transmission not
only to hyperpolarizing bipolar and horizontal cells, but also
to inner retinal amacrine and ganglion cells. Results in the
presence of NMDA, which is used to selectively suppress
inner retinal responses, were similar in both monkey and cat
dark-adapted ERG to those after PDA, indicating an inner
retinal origin for most of the rod-driven contributions (data
not shown). APB did not reduce the a-wave, indicating that
the effects of NMDA on the a-wave were due to suppression
of inner retinal OFF, rather than ON, circuitry.

For comparison, the effects of PDA on isolated dark-
adapted cone-driven responses are shown in figure 12.15. As
was found in previously described studies by Bush and
Sieving,26 for the light-adapted cone-driven ERG, PDA
reduced the amplitude of the a-wave of the dark-adapted

cone-driven response as well. (The light-adapted cone-
driven ERG for the same animal was similar to the dark-
adapted response, but the PDA-sensitive portion was slightly
smaller in the light-adapted response.) Figure 12.15 also
shows that PDA-sensitive postreceptoral contributions were
present at much earlier times (starting around 5ms after the
flash) for the cone-driven response than for the rod driven
responses where they appeared around 15ms after the flash
(see figure 12.14).

The time course of the photoreceptor response The leading edge
of the a-wave is the only visible portion of the photorecep-
tor response in the normal ERG. To see the whole time
course of the photoreceptor response directly, it is necessary
to eliminate the postreceptoral contributions, as was done by
Bush and Sieving26 for the photopic ERG in figure 12.12A,
for example. However, such a manipulation is invasive 
and will not eliminate the photoreceptor-dependent, glia-
mediated slow PIII or the c-wave, should they be present.
Another approach to use is the paired flash technique devel-
oped by Pepperberg and colleagues181 to derive, in vivo,
the photoreceptor response. The approach is described in
detail in chapter 37. The full time course of the derived 
photoreceptor response is shown for three different stimulus
strengths for a macaque monkey in figure 12.16. The

F 12.14 Postreceptoral contribution to rod-driven dark-
adapted macaque ERG. Rod-driven responses from an anes-
thetized macaque were obtained after subtracting isolated
cone-driven response from the mixed rod-cone ERG. Rod-driven

responses are shown to a range of stimulus energies (15.8–509 sc
td.s) before (A) and after (B) intravitreal injection of PDA 
(4mM). (Source: From Robson JG, Saszik S, Ahmed J, Frishman
LJ.195 Used by permission.)
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derived photoreceptor response is similar in time course to
current recordings from isolated rod photoreceptors outer
segments in the macaque,10 although it reaches its peak a
little earlier in vivo than in vitro. This figure shows that the
photoreceptor response is quite large at its peak time even
when the leading edge cannot be seen. More generally, the
figure nicely illustrates the overlapping nature of the ERG
components from different stages of retinal processing.

Origins of the b-wave

The largest component of the diffuse flash ERG is the
cornea-positive b-wave, initially identified in the dark-
adapted ERG of the cat as PII by Granit.25 There is general
consensus that the b-wave is related primarily to the activity
of depolarizing (ON) bipolar cells.79,112,191,224 Although in-
fluences on the b-wave of third-order neurons has been
reported both in cold-blooded animals6 and mammals,43 this
section will focus on the major generator(s). Until recently,
the relative contributions from transmembrane currents of
the bipolar cells versus spatial buffer currents of Müller cells
(caused by K+ outflow from the bipolar cells) have remained
unresolved. Although there is experimental support for a

Müller cell contribution (as reviewed below), there is now
strong evidence that the b-wave (at least the scotopic ERG
of mammalian retinas) to a large extent directly reflects
bipolar cell currents, the contribution from Müller cells
being smaller than was previously thought.106,191,194,252

The issue of how the b-wave is generated has long occu-
pied the efforts of retinal physiologists. Early work deter-
mined that the b-wave was generated by the neural retina,
proximal to the photoreceptors. Application of compounds
that block synaptic transmission, for example, Mg2+, Co2+,
and Na2+-aspartate, abolished the b-wave but left photo-
receptor responses intact.45,62,204 Occlusion of the central
retinal artery in primates, which supplies oxygen to the
neural retina proximal to the photoreceptors, also abolished
the b-wave but spared photoreceptor responses.18

Identification of the exact cell(s) in the postreceptoral
neural retina that generate the b-wave has been a more dif-
ficult task. Early evidence from intraretinal depth recordings
of local ERGs made with microelectrodes3 (figure 12.17)
demonstrated that the intraretinal b-wave was negative-
going with a negative peak amplitude in the distal retina near
the outer plexiform layer (OPL), and the largest change in
its amplitude occurred across the inner nuclear layer
(INL).3,19,20,226,228 These results suggested that the b-wave was
generated by current flowing through a radially oriented cell
that acted as a dipole. Bipolar cells, which are the only radi-
ally oriented neurons that span the INL, were thus impli-
cated. However, it was noted early on that Müller cells also
are radially oriented, and they span the entire width of the
neural retina, from the inner limiting membrane (ILM) to
past the outer limiting membrane (OLM).49,138 On the basis
of studies described below, it was suggested that Müller cells
are a likely generator of the b-wave (reviewed by
Newman152) (figure 12.18).

M C H
Current source density analysis and intracellular recordings Faber49

computed CSD profiles for the b-wave from intraretinal
ERG recordings in rabbit retina and found a current sink
near the OPL and a current source extending from the sink
all the way to the vitreal surface. He reasoned that this
source-sink pattern must arise from current flow through
Müller cells. A CSD analysis of the b-wave (and the a-wave;
see figure 12.11) in the intact monkey eye85 yielded results
similar to those in rabbits.

In CSD analyses of b-wave generation in frog retina,
Newman149,150 provided greater detail. He found that the
frog b-wave was generated principally by two current sinks
located near the IPL and OPL and by a large current source
at the ILM (figure 12.17). He estimated that 65% of the
transretinal b-wave response in the frog was generated by the
OPL current sink, which had a more transient time course
than the IPL sink.

F 12.15 Postreceptoral contributions to cone-driven dark-
adapted macaque ERG. Dark-adapted cone-driven responses from
an anesthetized macaque obtained in response to a stimulus of
~15,000ph td.s applied 300ms after a 1-second rod-saturating
adapting light (2500 sc td) was turned off. Results after intravitreal
injection of PDA are denoted by the solid symbols. (Source:
From Robson JG, Saszik S, Ahmed J, Frishman LJ.195 Used by 
permission.)
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The Müller cell hypothesis also received support from the
work of Miller and Dowling,138 who monitored the intracel-
lular responses of Müller cells of the mud puppy retina
during b-wave generation (figure 12.19). They found that the
Müller cell and b-wave responses had similar latencies, time
courses (under certain conditions), and responses to flicker-
ing stimuli. Both had a dynamic range of approximately five
decades, much larger than the one and one half to two
decade dynamic range of some retinal neurons.

Both Faber49 and Miller and Dowling138 suggested that
current flow through Müller cells was generated by light-
evoked variations in extracellular K+ concentration ([K+]o).
They proposed that a light-evoked increase in [K+]o in the
distal neural retina would lead to an influx of K+ into Müller
cells in this retinal region. This K+ influx would depolarize
Müller cells and drive an equal amount of K+ out from more
proximal regions of the cell. The return current flowing
through extracellular space from proximal to distal retina
would generate a vitreal-positive transretinal (and corneal)

potential: the b-wave (see figure 12.18 and the introduction
to this chapter).

Measurements of changes in light-evoked [K +]o Measurements of
light-evoked [K+]o made with K+-selective microelectrodes
lent support to the Müller cell model. Oakley and Green167

and Karwoski and coworkers100,103 (figure 12.20) demon-
strated a large, sustained [K+]o increases in the IPL of the
amphibian retina at the onset and offset of a light stimulus.
[K+]o measurements in skate,110 amphibian,39,40,100,107,111,245

and rabbit57 retinas identified a second, more transient, [K+]o

increase in the OPL at light onset (figure 12.20).
The source of the distal light-evoked [K+]o increase was

believed to be depolarizing bipolar cells, which are only cells
with dendrites in the OPL that depolarize and thus release
K+ on light stimulation.41 L-APB (or AP4), the glutamate
analogue that binds to glutamate (mGluR6) receptors on
depolarizing (ON) bipolar cells,215 abolishes the b-wave in
amphibian and mammalian retinas, including those of

F 12.16 Dark-adapted ERG response of the anesthetized
macaque monkey to three different test stimulus strengths (0.28,
1.24, and 6.86 sc td.s) and the derived rod photoreceptor response
for each test stimulus. The photoreceptor response was derived by

using the paired flash approach of Pepperberg et al.,180 as is
described in chapter 37, and the model lines used modifications of
equations from Robson et al.28 (Source: Unpublished observations:
Frishman LJ, Robson JG.)
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primates,58,112,133,224 as well as the ON-response of Müller
cells.260 (For teleost retinas, however, at least some ON
bipolar cells have another mechanism for depolarization in
response to light.33,197)

The larger, more prolonged IPL [K+]o increase is believed
to result from amacrine and ganglion cell depolariza-
tion,41,59,60,104,203 although bipolar cells may contribute.60,224

This proximal [K+]o increase is now understood to con-
tribute primarily to Müller cell–mediated ERG components
of proximal retinal origin, that is, M-wave and STR (see
later sections of this chapter).

As was described in the introduction to this chapter, the
selective permeability of Müller cell membrane to K+ and
the nonuniform distribution of K+ conductances (see figure
12.2), creates the opportunity for K+ siphoning from synap-
tic layers of the retina to the regions of lower [K+]o. In
species with avascular retinas, including fish,154 amphib-
ians,15,152,153,157 and rabbits,153,188 the Müller cell endfoot ad-

jacent to the vitreous humor has a much larger K+ conduc-
tance than do other regions of the cell, as is shown in
Newman’s153 study of enzymatically isolated Müller cells
subjected to puffs of K+ (figure 12.21). Because much of the
endfoot conductance is only weakly rectifying (essentially
bidirectional; see figure 12.2), K+ entering the Müller cell via
strongly inward rectifying channels in synaptic regions will
exit predominately from the endfoot.114,115 In species with
avascular retinas, a [K+]o increase in the OPL will establish
a current loop that extends all the way to the vitreal surface
(see figure 12.18). A [K+]o increase in the IPL will contribute
to the same current loop, creating a vitreal-positive prox-
imally generated potential (M-wave) in addition to the
bipolar cell–dependent b-wave.39

In species with vascularized retinas such as the mouse and
monkey, K+ conductance is high at the endfoot but is great-
est in the INL, near the capillaries. In cat retina, K+ con-
ductance is greatest distally near the subretinal space (figure

F 12.17 Amplitude of the b-wave recorded with an
intraretinal electrode in the intact cat eye. B-wave amplitude is
plotted as a function of retinal depth, with 0% corresponding 
to the inner limiting membrane (INL) and 100% to the 
retinal pigment epithelium. The b-wave response reaches its
maximal negative amplitude in the outer plexiform layer (OPL) 

and undergoes its greatest change in amplitude in the INL.
Data are from five separate electrode penetrations (indicated by 
different symbols). The vitreous humor was replaced by a 
nonconducting oil, and responses were referenced to an electrode
in the mouth. (Source: From Arden GB, Brown KT.3 Used by 
permission.)
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12.21). In these species, the Müller cell current that arises as
a consequence of a proximal K+ increase is likely to con-
tribute to a distally directed current loop and to produce a
corneal-negative potential (e.g., the negative STR58,59).

Newman and Odette159 produced a quantitative model
and computer simulations for the frog b-wave that supported
the K+ Müller cell hypothesis. However, the model and CSD
analysis on which it was based (figure 12.18), predicted a
distal [K+]o increase substantially greater than that observed
in ion-selective electrode measurements.169 This raised the
possibility that the b-wave is not entirely generated by distal
K+ affecting Müller cells. Other evidence described just
below provided stronger evidence that much of the b-wave
is directly due to bipolar cell currents.

T ON B C   G   b-W
Experiments using Ba2+ pointed to a bipolar cell generator
of the b-wave. Ba2+ effectively blocks inward-rectifying K+

channels (Kir) in Müller cells155 and therefore should abolish
ERG components generated by K+ current flow through
Müller cells. Ba2+ has been shown to block slow PIII12 as well

as other responses associated with Müller cell currents: the
M-wave60,101,252 and the STR.58 However, Ba2+ was far less
effective in blocking the b-wave.31,58,105,248,252

Even more definitive evidence came from the use of Ba2+

in combination with CSD studies in frogs252 and later 
in rabbits.106 As is illustrated in figure 12.22A, Xu and 
Karwoski252 measured depth profiles of ERGs before and
after application of Ba2+. Ba2+ removed the proximal nega-
tive-going responses at light onset and offset corresponding
to the M-wave, but the negative-going responses in more
distal retina that formed the b-wave remained. Xu and 
Karwoski also made local tissue resistance measurements
under both conditions so that they could calculated sources
and sinks for the frog b-wave based on microelectrode
recordings. As is shown in figure 12.22B, in the presence of
Ba2+, at least two thirds of the OPL sink was retained, and
the IPL source involved in generating the b-wave was
enhanced. Only the proximal sink-source activity associated
with the M-wave was removed. These results indicated that
the major b-wave generator is the bipolar cell itself rather
than the Müller cell.

F 12.18 CSD profile and the Müller cell-K+ hypothesis 
of b-wave generation. Left, CSD profile of the b-wave. Data 
are from a single penetration of the frog retina (eyecup 
preparation). The b-wave in this species is generated by current
sinks in IPL and OPL and by a large current source at the 
ILM. Right, summary of the Müller cell K+ hypothesis of b-wave
generation. Light-evoked K+ increases in the IPL and OPL 

generate an influx of K+ into Müller cells in these retinal layers
(open arrows). This current influx is balanced by a current 
efflux from the cell endfoot, which has high K+ conductance. The
return current flow through extracelIular space (solid lines) 
generates the b-wave (M, Müller cell; OPL, outer plexiform layer;
INL, inner nuclear layer). (Source: From Newman EA.152 Used by
permission.)
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D-A, R-D b-W Experiments in
which the PII component of the scotopic ERG was phar-
macologically isolated from other ERG components also
have lent support to the idea that bipolar cell current con-
tributes directly to b-wave. In the mammalian retina, the
scotopic ERG response to weak stimuli will reflect activity of
elements of the sensitive rod circuit, such as the STR (see
figure 12.9). With inner retinal contributions from the
amacrine and ganglion cells pharmacologically suppressed,
the isolated b-wave (PII) should reflect the rod bipolar cell

contribution, either directly as the bipolar cell current or via
K+ currents in Müller cells resulting from the depolarization
of the bipolar cell and the release of K+. Figure 12.23A
shows pharmacologically isolated PII from four normal
mouse retinas in response to a very weak stimulus; an intra-
vitreal injection of the inhibitory neurotransmitter g-
aminobutyric acid (GABA) was used to suppress inner retinal
activity.194,199 The isolated PII responses have been superim-
posed on an average of several patch electrode current
recordings in a mouse retinal slice preparation of responses
of rod bipolar cells to a stimulus of similar effect on the rods.
The time courses of the ERG and single-cell current are
remarkably similar. The similarity of the time course sup-
ports the view that the isolated PII reflects rod bipolar cell
activity. If Müller cell currents generated the PII response to
this stimulus in mouse retina, the signal would be expected
to be delayed, owing to the time necessary for accumulation
of K+ ions in the extracellular space. A similarity in time
course of the intracellular and extracellular recordings was
shown even more directly by Sheills and Falk, who compared

F 12.19 Intracellular Müller cell responses (right column)
and the ERG (left column) recorded from the mud puppy (eyecup
preparation). Both the negative a-wave and the larger, positive b-
wave are seen in the ERG records. The time course of the Müller
cell responses resemble those of the b-wave, particularly at the
lower stimulus intensities (-5 and -3.6). Stimulus intensity is given
to the left of the traces. (Source: From Miller RF, Dowling JE.138

Used by permission.)

F 12.20 Light-evoked variations in [K+]o recorded at differ-
ent depths in the frog retina (retinal slice preparation). Increases in
[K+]o are maximal within the inner plexiform (IPL) and the outer
plexiform (OPL) layers. The [K+]o increase in the IPL has both ON
and OFF components. The [K+]o increase in the OPL occurs only
at stimulus ON and is more transient. (Source: From Karwoski CJ,
Newman EA, Shimazaki H, Proenza LM: Gen Physiol 1985;
86:189–213. Used by permission.)
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intracellular recordings from rod bipolar cells and extracel-
lular recordings of the ERG b-wave in dogfish retina.202

Pharmacologically isolated PII in the cat (figure 12.23B)
(in this case, using NMDA to suppress inner retinal re-
sponses; see the figure legend) revealed a response similar to
that in mouse in its rising phase, but the response showed a
slower recovery to baseline. The cat PII response to a brief
flash can be analyzed into a fast component and a slow com-
ponent that is a low-pass-filtered version of the fast compo-
nent, and these are shown by the lines in the figure.
Intravitreal Ba2+ was used to test the hypothesis that the fast
component is the direct bipolar cell contribution and the
slow component is the K+ current in the Müller cell. The
inset to the figure shows that Ba2+ eliminated a slow portion
of the response that was very similar in time course to the
modeled slow component. This suggests that bipolar cell
current dominates the leading edge of PII in the cat ERG
and that the Müller cell current contributes at later times.
Pharmacologic isolation of macaque PII showed a similar
waveform to that in cat (not shown). It is interesting to note
that although the amplitude of the slower component (in
response to a brief flash) was lower than that of the faster
one, the area under the two curves was similar. With longer

stimulus durations, such as those used in early studies of the
b-wave origins, the contribution to the ERG of the two
sources would be about equal.193

C-D b-W The scotopic ERG response to
weak stimuli is predominantly rod-driven. When strong
stimuli are presented from darkness, cone signals also con-
tribute to the response (e.g., figure 12.12). This mixed rod
cone b-wave was as first described by Motokawa and Mita144

for the human ERG. A sharp positive peak was observed to
occur prior to the more prolonged major portion of the b-
wave in response to intense flashes from darkness. The sharp
peak due to cone signals, called the x-wave (or b1), could be
distinguished from the slower rod response (b2) by its sensi-
tivity to long-wavelength stimuli.1,2,144

The photopic ERG is more commonly measured in the
presence of a rod-suppressing background. The depth
profile of the rod b-wave measured under dark-adapted con-
ditions and the cone b-wave measured under light-adapted
conditions are similar in cat207,208 and monkey retinas,85 sug-
gesting a similar origin for the two responses, but in the case
of the photopic ERG, depolarizing cone rather than rod
bipolar cells would be involved in generation of the response.

F 12.21 Distribution of K+ conductance over the surface of
enzymatically dissociated Müller cells. The magnitude of cell depo-
larizations in response to focal K+ ejections are plotted as a func-
tion of ejection location along the cell surface. Responses are
normalized to response magnitude at the endfoot. In species with

avascular retinas (salamander, rabbit, guinea pig), K+ conductance
is largest at the endfoot. In vascularized species, conductance 
is largest near the cell soma (mouse, monkey) or at the distal 
end of the cell (cat). (Source: From Newman EA.153 Used by 
permission.)
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The origins of the photopic b-wave of the macaque retina
were studied by Sieving and collaborators using glutamate
analogues in the same series of experiments as those
described in the previous section, in which the a-wave was
examined. Figure 12.24 (from Bush and Sieving26) shows, on
the right, the macaque photopic ERG response to long-
duration flashes, before and after APB was injected intra-
vitreally (eye 1, left). APB removed the transient b-wave,
supporting an origin of this response in depolarizing bipolar
cells. However, when PDA was injected first in another eye 
(eye 2, right), to remove the OFF pathway (and horizontal
cell inhibitory feedback), a much larger and more sustained
b-wave was revealed. These findings indicate that transient
nature of the peak of the cone b-wave in control recordings
was due to truncation of a more prolonged depolarizing
bipolar cell response. The truncation under control condi-

tions was due either to addition of PDA-sensitive OFF 
pathways’ response of opposite polarity in the ERG (a push-
pull effect209) or to inhibition via PDA-sensitive horizontal
cell feedback onto cones of ON bipolar cell signals. The 
isolated photoreceptor response that remained after all
postreceptoral activity was eliminated by APB followed 
by PDA (or PDA followed by APB) was similar for the 
two eyes.

d.c. C   b-W The b-wave is only one
of the two positive ERG components that Granit74 called
PII. The other, which has been studied only in mammals, is
a sensitive steady potential termed the d.c. component.18,20 The
d.c. component continues at reduced amplitude after the
transient response (the b-wave) and then decays at stimulus
offset. As shown in a series of ERG records from the intact

F 12.22 Effects of Ba2+ on the b-wave in the frog retina:
Depth profiles and CSD analyses. A, Depth profiles: The electrode
was advanced to the RPE and then withdrawn in 16-mM 
steps (left). Then the electrode was advanced again, and Ba2+

(100mM) was applied for about 10 minutes until responses were
stable, and the withdrawal series was repeated. The retinal 
surface was at 0mm retinal depth. Note the reversal of the 
signal in proximal retina after Ba2+ consistent with the presence of
a dipole current generating the b-wave with a sink in the OLM 

and a source in the IPL. B, CSDs calculated at the time of the 
b-wave peak in the OPL: Mean (+/-) CSD profiles were obtained
before Ba2+ (predrug) and during Ba2+. The sink in IPL and the
source at the ILM that generate the M-wave were eliminated by
Ba2+. The findings show that the Ba2+-resistant OPL sink and IPL
source generated a large portion of the b-wave. The sink in 
IPL and the source at the ILM that generate the M-wave were 
eliminated by Ba2+. (Source: From Xu X, Karwoski CJ.252 Used by
permission.)
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cat eye (figure 12.25), the d.c. component is the most sensi-
tive positive component in the figure. It is only about 1.5 log
units less sensitive than the very sensitive negative, scotopic
threshold response (STR). For stronger stimuli, PII domi-
nates the ERG, and above 7.1 logqdeg-2 s-1, it peaks to form
the b-wave. The d.c. component has a similar depth distri-
bution to the b-wave in cats207,208 and monkeys,19 and in a
CSD analysis performed in monkeys, it also had a similar
source-sink distribution to the b-wave (see figure 12.385).
However, experiments in cats19,219 showed that d.c. compo-
nent was separable from the b-wave because (1) it was unaf-
fected by low doses of intravitreal lidocaine whereas the
b-wave was removed, (2) the d.c. component summed over
a smaller area than the b-wave, and (3) the d.c. component
was relatively less suppressed by light-adaptation than the b-
wave. In fact, in the monkey, the d.c. component was more
easily detected in the light-adapted retina, and it was under
light-adapted conditions that depth and CSD analyses84,85

(shown in figure 12.3) were performed. It is still unresolved
whether the b-wave and d.c.-components have separate neu-
ronal origins.

F 12.23 Pharmacologically isolated PII in mouse and cat
ERG. A, Mouse PII, isolated using intravitreally inected GABA com-
pared with an average of several patch electrode current recordings
from rod bipolar cells in a mouse retinal slice preparation (Courtesy
of F. Rieke); the time courses are remarkable similar. (Source: From
Robson JG, Maeda H, Saszik S, Frishman LJ.194 Used by permis-
sion.) B, Pharmacologically isolated cat PII (by inner retinal block-
ade). The response has been analyzed into a fast component,
proposed to be a direct reflection of the postsynaptic current, and a
slow component that is a low-pass-filtered version of the faster com-

ponent, believed to be the Müller-cell response, contributing mainly
to the tail of the response. Identification of the Müller-cell compo-
nent is corroborated by the observation (shown in the inset) that
intravitreal injection of Ba2+ to block K+ channels in Müller cells
removes a similar part of the total PII response. Note that if stronger
stimuli were used, to see the bipolar cell response alone, it would be
necessary also to remove the underlying negative (photoreceptor)
PIII signal, which can be done by subtracting the APB-sensitive com-
ponent. (Source: From Robson JG, Frishman LJ193 and unpublished
observations of Frishman LJ, Robson JG. Used by permission.)

F 12.24 Effects of APB and PDA on the light-adapted pho-
topic ERG of two monkey eyes. Drugs were given sequentially, APB
followed by PDA for eye 1, and PDA followed by APB for eye 2.
The vertical line shows the time of the a-wave trough in the control
response. The 200-ms stimulus was 3.76 log td (2.01 logcd/m2) on
a steady rod-saturating background of 3.3 log td (1.55cd/m2).
(Source: From Bush RA, Sieving PA.26 Used by permission.)
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Origins of the d-wave

The d-wave is a positive-going deflection in the ERG at light
offset that is a characteristic of the photopic ERG. The d-
wave of the primate (human and macaque) photopic ERG
can be seen in figure 12.1 and again for the macaque in
figures 12.9, 12.12A, and 12.24. Although positive d-waves
have been described in the scotopic ERG of some species,
they are probably not “true” d-waves that, as described
below, include a strong contribution from the depolarizing
response at light offset of hyperpolarizing (OFF) cone
bipolar cells. For example, in amphibians, Tomita et al.229

argued that the rod-specific positive “d-wave” has a long
latency and is probably the e-wave rather than the d-wave
(see the later section on the e-wave). In cats, Granit74

described a d-wave in the predominantly rod-driven ERG,
but an analysis by Brown17 showed that this “d-wave”
occurred only in response to the offset of very intense and
long-duration stimuli. For these stimuli, the decay of the rod
receptor potential appeared as a small positive deflection
that followed, at light offset, the negative-going offset of
PII.17

Although the d-wave is present in responses of vertebrates
from amphibians to mammals, it has received less study than
the prominent components at light onset (a- and b-waves).
In part, this may be because the d-wave is small in mixed
retinas that have more rods than cones. In animals in which
the d-wave is prominent, researchers have traditionally pre-

sented light flashes rather than dark flashes, and to see the
d-wave as a separate event, the duration of the flash must
be extended. Nevertheless, there is information regarding its
origin, originally from cold-blooded species and more
recently from pharmacological dissection experiments in
macaques.26,209

In cold-blooded species, the d-wave is positive-going when
recorded at the cornea or in the vitreous and negative-going
when recorded intraretinally in the distal half of the retina
(figure 12.26), which is consistent with the d-wave including
a prominent photoreceptor OFF-response. The positive
photoreceptor OFF response has also been in frog and mud
puppy transretinal recordings224,255 after pharmacological
blockade of postreceptoral neural activity. However, results
from these later studies, as well as others in amphibians,
agree that cells that are postsynaptic to the photoreceptors
also make a major contribution to the d-wave.6,252,253

CSD analyses by Xu and Karwoski253 using dark flashes
to evoke spatiotemporal profiles of the d-wave in frog retina

F 12.25 Dark-adapted ERG recorded from an intact cat eye
with an electrode in the vitreous humor. Responses are to diffuse
stimuli of increasing illumination. The b-wave (b) is indicated at
7.6 logqdeg2 s-1. The dc component (d.c.) of the PII-dominated
ERG is seen clearly in records 6.1, 6.6, and 7.1. An arrow marks
where the STR (truncated by the d.c. component) resembles the 
a-wave. (Source: From Sieving PA, Frishman LJ. Steinberg RH.207

Used by permission.)

F 12.26 Depth series recordings of ERGs in isolated frog
retina. The b- and d-waves are recorded at all depths, whereas the
a-wave is seen only in the receptor layer and the distal part of the
inner nuclear layer. The d-wave is relatively sharp at the depths
where the a-wave is present, which is compatible with the OFF
response of the late receptor potential contributing to the d-wave.
More proximally, where the d-wave is slower, the receptor contri-
bution may be less, and other postreceptoral contributions may 
be more important. (Source: From Yanagida I, Koshimizu M,
Kawasaki K.254 Used by permission.)
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clearly demonstrated a strong contribution from OFF
bipolar cells to the d-wave. In this study, the largest d-wave
current was similar to the b-wave current found in previous
work of the same investigators252 (see figure 12.22A). The d-
wave had a sink at the outer plexiform layer (OPL sink) and
a source at the inner plexiform layer (IPL source). As was
found for the b-wave, the d-wave current was relatively
insensitive to Ba2+ suggesting that it arose directly from OFF
bipolar cells rather than from K+ buffer currents in Müller
cells. A contribution of K+ buffer currents in amphibian to
the d-wave has been suggested,224and contributions to the d-
wave from inner retinal neurons, amacrine cells, or ganglion
cells also have been reported.6

In mammals, the d-wave is very prominent in the all-cone
retina of the ground squirrel (figure 12.27); in the monkey
retina with its mixture of rods and cones, the d-wave is not
quite as prominent but is still easily identified (e.g., figure
12.24). Intraretinal analysis of the monkey d-wave indicated
that it represents a combination of the rapid offset of the
cone late receptor potential (which is positive going), fol-
lowed by the negative-going offset of PII component.16 The
distinctive fast offset of the cone receptor potential was
viewed clearly by using long-wavelength stimuli under pho-
topic conditions in the monkey after clamping of the retinal
circulation to isolate the photoreceptors17,246 and was seen in
excised human retina in the presence of aspartate.257

Although the early work on primate ERG cited above did
not identify the hyperpolarizing (OFF) bipolar cell as a
major contributor to the d-wave, more recent work by
Sieving and colleagues has clearly demonstrated that it is 
an important element of the response.26,209 In experiments
described in previous sections (e.g., figure 12.24), PDA,
which blocks responses of OFF bipolar cells, reduced or,
when a large b-wave was present, eliminated the d-wave at
light offset. The effect of PDA was not replicated by block-
ade of inner retinal cells by NMDA, which also would have
been affected by the PDA, confirming the role of the OFF
bipolar cells themselves. PDA also will eliminate a small pos-
itive wave that occurs in the falling phase of the b-wave, or

just after it, in the brief flash ERG in monkeys and humans,
called the i-wave. This wave also is not eliminated by block-
ade of inner retinal cells.185

In summary, the corneal d-wave in primates is largely 
produced by the depolarization of OFF bipolar cells and 
the positive-going offset of the late receptor potential. It is
further shaped by the negative-going offset of PII. In con-
trast to cold-blooded species, for primates (and other
mammals not presented here), there is little evidence for a
positive-going d-wave component that originates in the prox-
imal retina, either directly by neurons or indirectly by K+

spatial buffering.

Origins of the photopic fast flicker ERG

Traditionally, the human (or macaque) photopic ERG
response to fast-flickering stimuli (nominally 30-Hz flicker)
was thought to reflect primarily the response of the cone
photoreceptors. However, pharmacological dissection
studies by Bush and Sieving27 have shown that most of the
response that would be seen clinically with a full-field stim-
ulus is generated postreceptorally. Evidence for the photore-
ceptor hypothesis in primates came mainly from intraretinal
recording studies in monkey fovea by Baron and Boynton8

and Baron et al.9 Baron and Boynton8 found that pharma-
cological isolation of the cone photoreceptor response by
Na+ aspartate did not alter the phase of the locally recorded
photopic fast flicker response. From this observation, they
proposed that the fast flicker response reflects cone pho-
toreceptor potentials. This proposal was supported by a sub-
sequent component analysis that indicated independence of
the flicker response from inner retinal contributions.9

Bush and Sieving27 used the glutamate analogues APB
and PDA to selectively remove postreceptoral ON- and
OFF-pathway response as had been done in studies of the
origins of the a-, b-, and d-waves described earlier in this
chapter (see figures 12.12 and 12.24). Figure 12.28A illus-
trates the contributions of the OFF pathway after the ON
pathway and hence the b-wave was eliminated by APB.
Flicker was still present, but the peak was delayed, reflecting
the residual contribution of the d-wave. When both APB
and PDA were used (figure 12.28B), the flicker response was
practically eliminated, similar to the effect of aspartate in
their hands (not shown). From experiments of this type, Bush
and Sieving concluded that postreceptoral cells that nor-
mally produce the b- and d-waves are strong contributors to
the photopic fast flicker response. Further experiments on
macaques have more thoroughly investigated the interaction
of the ON and OFF pathways in the photopic flicker
responses over a wide range of temporal frequencies and
stimulus conditions116 and have demonstrated small inner
retinal contributions to the response, particularly to the
second harmonic component.239

F 12.27 ERG from the all-cone retina of the squirrel.
Recordings were made under light-adapted conditions between 
a contact lens electrode on the cornea and an electrode on the 
forehead. (Source: From Arden GB, Tansley K: J Physiol 1955;
127:592–602.)
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Origins of the e-wave

The e-wave is a delayed field potential produced at light
offset (i.e., a delayed OFF response) that was first recorded
in the frog retina205 and has since been observed in the
tadpole,35 mud puppy (C. J. Karwoski, unpublished obser-
vations), and trout.44 It has been noted in proximal retinal
recordings to occur at long latency in amphibia (2 to 60 s fol-
lowing stimulus offset) and has been recorded transretinally
only rarely, for example, in frog retina.158 Because delayed-
OFF neuronal responses have been reported in the cat,220

the e-wave may be present in mammals as well.
The e-wave is present only in dark-adapted retinas, indi-

cating that it is rod-driven; in fact, Tomita et al.229 have
argued that the e-wave is essentially the scotopic version of
the d-wave. In response to very intense light flashes, rod pho-
toreceptors generate a large hyperpolarization that returns
back to baseline very slowly (rod aftereffect).220 Karwoski and
Newman102 proposed that this delayed decay of the rod
response causes delayed responses in proximal retina cells
that are involved in generating the e-wave. They have pre-
sented evidence that the e-wave arises, at least in part, from
Müller cell spatial buffer currents induced by K+ released by
proximal retinal neurons.

Proximal negative response

The proximal negative response (PNR) is a light-evoked field
potential that can be recorded in the inner retina. It was
named and most fully described by Burkhardt,23,24 although
recordings similar to it had been reported by a few groups
since the pioneering studies of Tomita and colleagues230,231

on the “intraretinal action potential.” The PNR consists of
a sharp, negative-going transient at the onset and again at
the offset of a small light spot (figure 12.29). The spot must
be centered precisely on the microelectrode tip. Annular and
diffuse illumination elicits complex waveforms that are
sometimes dominated instead by positive-going poten-
tials.24,172 The PNR can be recorded in all vertebrate retinas,
including the cat208 and primates.172

Dye-marking studies in birds and amphibians showed that
the PNR is maximal in the IPL.82,99,105 Several lines of evi-
dence suggest that the PNR in amphibians arises from prox-
imal ON/OFF neurons,105 probably amacrine cells24 rather
than ganglion cells. This proposal is supported by the pres-
ence of a normal PNR in rabbit in which ganglion cell
degeneration had been induced by optic nerve section (R. F.
Miller, D. A. Burkhardt, and R. Dacheux, unpublished
observations). The PNR in primates and cats208 may arise
from ON and OFF (amacrine) cells, because these retinas
contain relatively few ON/OFF neurons.

In retinas in which an M-wave (see the later section on
the M-wave) can be recorded in proximal retina (e.g.,
amphibians and cats), the PNR is thought to be the fast neu-
ronally generated portion of the response, while the M-wave
is the result of spatial buffer currents in Müller cells due to
release into the extracellular space of K+ by proximal
neurons (see figure 12.2).60,105

A PNR contribution to the transretinally recorded ERG
is uncertain and necessarily small because the PNR, which
is best developed intraretinally in response to a small spot,
will be shunted through adjacent low-resistance regions of
the retina that are not activated by the light, resulting in little
potential drop in the vitreous.

Origins of the m-wave

Like the proximal negative response (PNR), the M-wave is a
light-evoked field potential that can be recorded in the prox-
imal retina. It was named and most fully described in studies
of amphibians by Karwoski and Proenza,103,104 although pos-
sibly related responses have been reported by several groups
since the studies of Arden and Brown3 and Byzov.28 The M-
wave consists of a slow, negative-going response at both light
onset and offset to a small, well-centered spot (figure 12.29).
Annular and diffuse illumination elicits complex waveforms
in intraretinal recordings, sometimes dominated by the b-
wave. The M-wave has also been described in the cat,57,60,208

F 12.28 Postreceptoral origin of the photopic fast flicker
ERG of the macaque monkey. Photopic ERG responses to strong
(5.8 logTd) stimulus on a rod-saturating steady background of
3.3 logTd recorded before and after (a) APB in one monkey and
(b) APB + PDA in another monkey. APB eliminated the b-wave and
greatly reduced the flicker response, leaving a delayed response
from OFF postreceptoral cells. It had little effect on the a-wave. (b)
APB + PDA reduced the a-wave and the OFF response slightly, but
most of the leading edge of the a-wave was present. The drugs
further reduced the flicker from that observed with APB alone, so
very little response was left. (Source: From Bush RA, Sieving PA.27

Used by permission.)
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as shown in figures 12.30 and 12.31, and it may be a general
feature in the vertebrate retina.

Because the M-wave has maximum amplitude at the same
depth as the PNR,99 it is likely that it originates from events
in the IPL. In amphibians, the time course and stimulus
dependence of the M-wave are similar to those of intracel-
lular Müller cell responses as well as to light-evoked increases
in [K+]o in the IPL.99,103 These similarities are summarized
in the model of M-wave generation schematized in figure
12.29: Light evokes responses in proximal neurons, the
neurons release K+, and this increase in [K+]o generates
spatial buffer currents in Müller cells. The model explains
most intraretinal features of the M-wave, including its neg-
ative polarity. Figure 12.30 shows that certain key features of
this model also hold for the M-wave in the cat.57,60,208 The
model receives additional support from experiments in
amphibians101,102 with the K+ channel blocker Ba2+. That has
only minor effects on light-evoked neural activity. The light-
evoked increase in [K+]o in the proximal retina is also little
changed by Ba2+, but it blocks Müller cell K+ conductance,
K+ spatial buffering by Müller cells, and the M-wave.98a,101

F 12.29 Summary of events underlying generation of the
PNR and M-wave in the proximal retina of the mud puppy. A 
well-centered small-diameter light stimulus evokes depolarizing
responses in ON-OFF neurons (top) whose extracellular currents
generate the PNR. The PNR is seen in the extracellularly recorded
potential to the right as initial, sharp voltage transients at light 

onset and offset (negative is up in the extracellular potential). The
neurons also release K+, which accumulates in extracellular space
and, in turn, depolarizes the Müller cells (bottom). Müller cell
spatial buffer currents generate the M-wave, which is seen to the
right as slower negative transients at light onset and offset. (Source:
From Karwoski CJ, Proenza LM.104 Used by permission.)

In the cat retina in figure 12.31,60 Ba2+ can be seen to elim-
inate the M-wave but the light-evoked [K+]o increases in the
proximal retina are still present, indicating that light-evoked
neuronal activity was also present. The proximal [K+]o

increases were larger in the presence of Ba2+, but the more
distal increases were absent, consistent with blockade by Ba2+

of spatial buffer currents that normally would carry the K+

away from proximal retina to distal retina where [K+]o was
lower.

The M-wave contribution to the normal transretinal ERG
in amphibians is positive-going107 because, as was explained
in the section on the b-wave (see figure 12.21), in the avas-
cular retina of amphibian, spatial buffer currents in Müller
cells flow mainly toward the vitreal endfoot, which produces
a positive wave in the vitreous. In the cat, with its vascular
retina, the M-wave response to small spots may contribute a
small negative-going potential to the flash ERG, but any such
contribution is small208 because the local response to a spot
would make only a small contribution to the ERG.

The contribution of the M-wave to the ERG may be
greater when periodic stimuli such as grating patterns that
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stimulate large regions of retina are used. Sieving and 
Steinberg211 showed that the M-wave is tuned to a spot
diameter similar to the bar width of the optimal spatial 
frequency for the intraretinal pattern ERG in the cat and
suggested that the M-wave may also contribute to the
pattern ERG recorded at the cornea.

In contrast to the PNR (and M-wave), negative-going
responses from proximal retina to full-field stimulation 
are present in the light-adapted and dark-adapted corneal
ERG of several species, including cats, monkeys, and
humans.207,221,237,241 These responses, called the photopic nega-
tive response (PhNR), and scotopic threshold response (STR),
respectively, will be described in the next sections.

Origins of the photopic negative response

The photopic negative response (PhNR) is a negative-going
wave that occurs following the b-wave and again after the 
d-wave in response to a long flash. It is particularly easy to
see in responses to red flashes on blue backgrounds 
in monkeys,241 humans,240,241 and cats.237 The PhNR of the
normal macaque ERG is shown in figures 12.32 and 12.33
in the left-hand column for long duration (top) and brief
flashes (bottom).

Several lines of experimental evidence indicate that the
PhNR originates from the spiking activity of retinal ganglion
cells and their axons in these species. As shown in figure
12.32,241 in monkeys (and cats), the response is eliminated 
by intravitreal TTX, which blocks Na+-dependent action
potentials that occur in all ganglion cells and some amacrine
cells. In monkeys with laser-induced experimental 

F 12.30 The PNR, M-wave, and light-evoked increases in
extracelluar potassium concentration ([K+]o) recorded in the prox-
imal retina of the cat. A, Recording of the M-wave with an unusu-
ally large initial transient following stimulus onset that has the
appearance of the PNR in cold-blooded animals (arrow) (flash
diameter: 0.8 degree; background illumination: 9.7 logqdeg-2 s-1;
flash illumination: 10.8 logqdeg-2 s-1). (Source: Adapted from
Sieving PA, Frishman LJ, Steinberg RH.208) B, M-wave and VK+

recorded simultaneously with a double-barreled K+-selective micro-
electrode. The maximum K+ increase was about 0.18mM for the
ON response. Other details are similar to those in A. (Source:
Adapted from Frishman LJ, Sieving PA, Steinberg RH.57)

F 12.31 Effect of Ba2+ on the M-wave of the light-adapted
cat retina. Effect of Ba2+ (BaCl2+, 3mM) on the depth distribution
of field potentials and [K+]o changes in light-adapted retina. Record-
ings were made before (A) and 30–60 minutes after (B) Ba2+ was

injected intravitreally. The stimulus was a small spot (0.8 degree in
diameter), steady background illumination was 10.5 logqdeg-2 s-1,
flash illumination was 11.6 logqdeg-2 s-1. (Source: Adapted from
Frishman LJ, Yamamoto F, Bogucka J, Steinberg RH.60)
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F 12.32 Photopic full-field flash ERG responses to long
(upper row) and brief (lower row) red flashes on a rod-saturating
blue background (3.7 log sc td) from the control (left) and experi-
mental (middle) eye of a monkey with laser-induced experimental
glaucoma in the “experimental” eye and the difference between 

the control and experimental records (right). The arrows mark 
the amplitude of the PhNR. The MD (static perimetry,
C24-2 full threshold program) for the experimental eye was 
-2.65dB. (Source: Adapted from Viswanathan S, Frishman LJ,
Robson JG, et al.241)

F 12.33 Photopic full-field flash ERG responses to long
(upper row) and brief (lower row) red flashes on a rod-saturating
blue background (3.7 log sc td) from a monkey eye before (left) and

after (middle) intravitreal injection of TTX (6mM) in the same eye
and the difference (right). (Source: Adapted from Viswanathan S,
Frishman LJ, Robson JG, et al.241)
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glaucoma, a pathological condition that destroys ganglion
cells, the PhNR is reduced or eliminated, strongly implicat-
ing ganglion cell spiking activity in its generation (figure
12.33241). In intraretinal microelectrode recordings in cats,
local signals of the same time course as the PhNR were
largest in and around the optic nerve head.237 The PhNR
was disrupted in cats by Ba2+, indicating glial (perhaps astro-
cytes in the nerve head) involvement in mediating genera-
tion of the response.237

R   P ERG The pattern ERG
(PERG) has been the most common noninvasive measure of
ganglion cell activity. The negative N95 wave in the transient
PERG that is maximal about 95ms after each contrast rever-
sal of the stimulus pattern, is often reduced in glaucomatous
eyes. Because the PhNR has an implicit time similar to that
of the N95 and is likely to originate from ganglion cells,
Viswanathan et al.238 compared effects of experimental glau-
coma and effects of TTX on the two responses in macaques
and found similar effects on both, indicating common retinal
origins. Furthermore, the PERG waveform for a given stim-
ulation frequency (e.g., 2 or 8Hz) could be simulated ade-
quately by adding the ERGs at onset and offset of a uniform
field, mainly due to the presence of the PhNR. Given that
the two responses have similar origins, the PhNR has some
advantages over the PERG as a clinical indicator of ganglion
cell dysfunction. With appropriate stimulus conditions, the
PhNR is a larger response, does not require refractive cor-
rection, and will be less affected by opacities in the ocular
media than the PERG.

T PNR  H  R The PhNR is signif-
icantly reduced in human patients with primary open angle
glaucoma,32,46,240 anterior ischemic optic neuropathy,185 and
other optic nerve neuropathies,69 consistent with an origin in
ganglion cells or their axons in humans. In rats and mice,
however, the response might not be completely ganglion
cell–related, although it is dependent on TTX-sensitive
spiking activity of inner retinal neurons.21,128,141

W   S Most studies of the PhNR
in monkeys have used a red flash on a rod-saturating blue
background.51,241 However, in humans, in addition to the red
flash,240 stimuli have included a 12° ¥ 12° white field on a
computer monitor,32 full-field white flashes on a white back-
ground,69 and use of a silent substitution technique to isolate
S-cone ERG.46 Monochromatic full field stimuli (red or blue)
will produce a more distinguishable PhNR than will a broad-
band stimulus because the response to the broadband stim-
ulus includes another long negative wave (compare figure
12.09, right panel, with figures 12.32 or 12.33) in addition
to the PhNR (N. Rangaswamy, B. Dingle, and L. Frishman,
unpublished observations).

Origins of the scotopic threshold response

For very weak flashes from darkness, near psychophysical
threshold in humans,54,210 a small postreceptoral potential of
opposite polarity to the b-wave dominates the ERG. It has
been observed in the ERG of several mammals, including
humans,54,210 such as cats, monkeys, rats, mice,25,199,207,212 and
probably sheep.113 This negative-going response, which is
more sensitive than PII (or PIII) and saturates at a lower light
level than either component, was named the scotopic threshold
response (STR) by Sieving et al.,207 because of its sensitivity in
intraretinal recording studies. As shown in figure 12.25 for
the cat, the negative STR at stimulus onset dominates 
the dark-adapted diffuse flash ERG at intensities of 3.1 to
4.6 logqdeg-2 s-1. It grows in amplitude for the first 1.5 log
units of stimulus strength, and then the (d.c.) component of
PII, emerges. For stronger stimuli (e.g., 7.6 logqdeg-2 s-1) the
b-wave dominates the response. The negative STR is distinct
from the scotopic a-wave, although it can appear as a pseudo
a-wave in the ERG (e.g., the arrow at 5.6 in figure 12.25).
Aspartate, which isolates photoreceptor responses,214

removes this STR but not the photoreceptor-dominated a-
wave, showing that the STR originates postreceptorally.243

The STR appears in the ERG in response to stimuli that are
much weaker than those that elicit the a-wave (or b-wave;
see below) because convergence of the rod signal in the
retinal circuitry increases the gain of responses generated by
neurons in the inner retina.

The STR was initially shown to be generated more prox-
imally than PII, in the intraretinal depth analysis207 to be
described in more detail below, and subsequently, using
pharmacological agents to suppress inner retinal re-
sponses proximal to bipolar cells (GABA, glycine, or
NMDA146,147,191,199). These agents removed the STR but not
the b-wave. In contrast, APB eliminated both the b-wave and
STR. Because generation of the scotopic b-wave depends
on the glutamatergic transmission from rods to depolarizing
rod bipolar cells that is blocked by APB,191 this indicates that
the STR must depend on activation of rod bipolar cells.
Because it is generated more proximally than the scotopic b-
wave, it is believed to reflect activity of the amacrine
(perhaps AII amacrine cells) and ganglion cell portion of the
sensitive rod circuit that is specialized for handling quantal
events (see the retinal schematic in the inset in figure
12.9).58,59,147,199,207

Since the initial description of the negative-going STR, it
has become clear that there is an equally sensitive positive
potential in the scotopic ERG of the species for which the
negative-going response has been described. This wave has
been called the positive STR (pSTR).54,147,199 Because the
pSTR is small and of opposite polarity to the nSTR, it can
easily be cancelled out in the ERG. Such an instance can be
seen in the dark-adapted macaque ERG shown in figure
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12.9. The delay of the onset of nSTR for the weakest stim-
ulus is due to the presence of a sensitive positive wave that
is slightly larger than the negative wave at early times. In
response to a stimulus about 1 log unit more intense (just
above), the pSTR rides on the emerging PII as an early pos-
itive potential.

A linear model of the contributions of pSTR, nSTR, and
PII for the dark-adapted cat ERG response to weak stimuli
that has a small pSTR is shown in figure 12.34. It assumes
that each ERG component initially rises in proportion to the
stimulus strength and then saturates in a characteristic
manner, as has been demonstrated in single-cell recordings
in mammalian retinas.6,10 Only with the inclusion of a small
pSTR does the model accurately predict the whole ERG at
a given time in the response after a weak stimulus. The
model was fit in figure 12.34 to responses measured at 
140ms after a brief full-field flash (<5ms), which was the

peak of the nSTR in the cat scotopic ERG. Similar model-
ing has been published for mouse199 and human ERG.54 The
origins of the pSTR have not been investigated intrareti-
nally, but studies have shown that the pharmacological
agents listed above that suppress inner retinal responses and
the nSTR will eliminate the pSTR as well.147,199 For example,
NMDA eliminated the nSTR and pSTR for responses such
as those seen for the two weakest stimuli in figure 12.9.

E  STR   S R 
P R
Depth distribution Intraretinal depth analysis in the cat ini-
tially showed that the nSTR originates in the proximal
retina.207 Responses recorded at increasing retinal depths to
very low-intensity stimulus spots or diffuse stimuli were
maximal around 17% retinal depth at the border between
the ganglion cell layer and IPL. As is shown in figure 12.35,
the retinal response recorded in proximal retina was nega-
tive-going for the duration of the stimulus when stimuli of
durations less than 300ms were used and returned slowly to
baseline after light offset.

The STR recorded in proximal retina can be distin-
guished from the M-wave of the light-adapted retina208

in the following ways: (1) It is rod- rather than a cone-
dominated, (2) it lacks the prominent OFF response of the

F 12.34 Amplitude of cat dark-adapted ERG responses
measured 140ms after a brief flash at the maximum negativity of
the nSTR. Dashed lines show model curves for the pSTR, nSTR,
and PII. Explicitly, the pSTR rises as a linear function that satu-
rates abruptly at Vmax, while the exponential saturation of the nSTR
is defined by

V = Vmax (1 - exp(-I/I0)

where Vmax is the maximum saturated amplitude, and I0 is the inten-
sity for an amplitude of (1 - 1/e)Vmax, while the hyperbolic relation
used for PII is defined by

V = Vmax I/(I + I0)

where Vmax has the same meaning but I0 is the intensity at which
the amplitude is Vmax/2. The inset shows the pSTR and nSTR at
the lowest light levels that were used. (1qdeg-2 is equivalent to 
~-7.5 log sccdm-2 s). (Source: Adapted from Frishman LJ, Robson
JG: In Archer et al., Adaptive Mechanisms in the Ecology of Vision,
London/Kluver, Chapman and Hall Ltd. (eds): 1999, pp 383–412.)

F 12.35 The STR dominates intraretinal recordings and
the ERG at low stimulus intensities below the threshold for PII.
Left, the top trace is the surface ERG recorded about 25mm from
the retinal surface, and the bottom two traces are recordings of the
STR in the proximal retina (about 6% retinal depth) and the
inverted STR around 50% retinal depth. Right, the scaled STR
recorded in the proximal retina is superimposed on the surface
ERG to show the similarity of the responses. For the surface ERG,
a microelectrode was referenced to a wire in the vitreous to reduce
the effects of stray light. This minimized contributions to the ERG
of retinal regions distant from the recording site of the intraretinal
signals (spot size, 9.9degrees; spot illumination, 4.8 logqdeg-2 s-1).
(Source: Adapted from Sieving PA, Frishman LJ, Steinberg RH.207)
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M-wave, and (3) it sums over a large retinal area and does
not show the selectivity for small spots that is characteristic
of the M-wave. Because it sums over a large retinal ERG,
unlike the M-wave, the STR can be recorded in the vitreal
(and corneal) ERG. The similarity of the onset times and
time course of the proximal retinal STR and the negative
potential in the cat ERG is shown in figure 12.35. It was pos-
sible to match the threshold negative response in the ERG
by scaling the STR from proximal retina (offline on the com-
puter) at its recorded negative polarity.

For stronger stimuli, PII (d.c. component and b-wave) was
maximal near 50% retinal depth around the INL, as is well
documented.19 For stimuli that are too weak to elicit PII, the
STR reversed polarity in midretina (figure 12.35) and
became a positive-going signal in the midretina and distal
retina. This reversal suggests a source proximal to, and a sink
distal to, the reversal point, which was confirmed by current
source density analysis.213 For stronger stimuli, the reversed
STR signals in midretina and distal retina were replaced by
PII, which then dominated the ERG.

Sensitivity of the STR The plot in figure 12.36 shows peak
amplitudes, as a function of stimulus intensity, of the nega-

tive responses in the proximal retina, where the STR was
maximal, and in the midretina, where PII was maximal. The
plot shows that the first measurable response for the STR
(solid symbols) occurred for stimuli about 1.5 log units
weaker than the first measurable response for PII (open
symbols) in the same four cats. The STR also saturated at a
lower intensity, around 5.8 logqdeg-2 s-1 in the plot, which
was about 2.4 log units lower than saturation of the rod b-
wave in the cat.

Studies of the relative sensitivities of the STR and PII
based on corneal ERGs of other species show that sensitiv-
ity of the STR is similar across species in terms of the lumi-
nance (about 6.6 log sccd. s.m-2),199 even though the size of
their eyes and pupils and their retinal photoreceptor distri-
butions differ. In all species that were studied, the nSTR was
more sensitive than PII.56,147,199

A K+-M C M  G  
 STR The STR, like the M-wave, is associated with
Müller cell responses to [K+]o released by proximal retinal
neurons.58,59 Frishman and Steinberg59 measured light-
dependent changes in [K+]o in cat retina and identified a
proximal increase in [K+]o with obvious functional similari-
ties to the STR: The dynamic range from “threshold” to sat-
uration of the increase in [K+]o in the proximal retina was
similar to that of the field potentials (figure 12.37), and the

F 12.36 Amplitudes of dark-adapted responses in the
proximal retina (solid symbols) and in the midretina (open
symbols) as a function of stimulus illumination. Measurements
were made in the proximal retinas of four cats in which the STR
was maximal and in the midretinas of the same four cats in which
PII was maximal. In the midretina, measurements were made
from negative-going responses only, and they were made at the
peak of the responses, which means that the d.c. component of
PII was measured at low intensities and the b-wave was meas-
ured at high intensities. (Source: From Sieving PA, Frishman LJ,
Steinberg RH.207 Used by permission.)

F 12.37 Amplitude of dark-adapted responses in the prox-
imal retina and the light-evoked increase in [K+]o. Measurements
were made with double-barreled K+-sensitive microelectrodes in
the proximal retina where the STR was maximal. The plot includes
amplitudes of the proximal responses at 300ms after stimulus onset
(open symbols) and 4.0 s after stimulus onset (crossed symbols).
[K+]o was measured at the peak of the response. Measurements
were made in two cats. (Source: From Frishman LJ, Steinberg RH.59

Used by permission.)
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retinal depth maxima for the light-evoked increases in 
[K+]o coincided with that of the STR field potentials.
Comparisons of the latency and rise time of the [K+]o

increases with the kinetics of the field potentials were limited
by the slow rise time of the K+ electrode. Therefore, it was
not possible to determine whether an initial portion of the
response was directly neuronal in origin, corresponding to
the PNR. At later times in the response, the [K+]o increase
in proximal retina was more sustained than the local field
potentials, and the vitreal ERG contained a slow negative
response that matched the duration of the proximal [K+]o

increase.
A causative role for the [K+]o increase in generating the

negative STR was supported by the finding that Ba2+, a Kir
channel conductance blocker, eliminated the proximal field
potential in the cat and the negative potentials in the ERG
but did not initially eliminate the light-evoked increase in
[K+]o. The negative polarity of STR in the vitreous suggests
a strong K+ current directed toward the distal retina in the
cat Müller cell (similar to the M-wave and PIII current; see
figure 12.2). The distribution of K+ conductivity in the cat
Müller cell is consistent with a distally directed current
because the cat, with its vascularized retina, has a Müller cell
with high K+ conductances at both ends (figure 12.21), that
at the distal end being higher than the proximal end.154 As
illustrated for the effects of Ba2+ on the cat M-wave in 
figure 12.31, Ba2+ treatment of the dark-adapted retina 
also appeared to block K+ siphoning by the Müller cells.
Whereas the proximal [K+]o increase remained intact, the
distal [K+]o increase was eliminated by Ba2+, supporting 
the idea that the K+ released in the proximal retina was 
normally carried (siphoned) to the distal retina via the
Müller cell.58,59

N O   STR Although we do not know
the exact neurons that are involved in generation of the
nSTR and pSTR, we have some insights. Whether the neu-
ronal contribution (via glia in the case of the nSTR) is 
dominated by amacrine or ganglion cells can be 
species-dependent. In monkeys, it is likely that the nSTR
arises predominantly from ganglion cells. It was eliminated
in eyes in which all the ganglion cells were eliminated as a
consequence of laser-induced ocular hypertension55 as well
as by TTX intravitreally injected to block spiking activity of
those neurons. In contrast, in cats and humans206 as well as
in mice and rats,21,200 the response may be more amacrine
cell–based and not totally reliant on spiking activity of either
amacrine or ganglion cells. Following degeneration of gan-
glion cells due to optic nerve section or atrophy, the nSTR
was reduced, not eliminated. TTX was partially effective in
removing it in the animal studies.

In contrast to the nSTR, the pSTR, which is quite promi-
nent in rats and mice, does appear to originate from gan-

glion cells. It was removed both by ganglion cell degenera-
tion and by blockade of spiking activity.21,200

A characteristic of Müller/glial-mediated responses in the
ERG is their slow time course. Glial mediation of the STR
has been demonstrated only in cat, but the time course of
the STR is slow in other species as well. The glial mediation
of the nSTR may explain the similarity of its time course
and amplitude across species regardless of which particular
classes of local neurons produces the light-evoked changes
in [K+]o that generate the response in proximal retina. The
relative contribution from different neuronal classes might
depend on the density of the population of particular classes
as well as their local relationship to the retinal glial. For
example, the mouse retina96 has a lower peak ganglion cell
density than does the monkey retina,182,244 and this might
cause the proximally generated ERG to be more amacrine
cell–related.

Origins of oscillatory potentials

The oscillatory potentials (OPs) of the ERG consist of a
series of high-frequency, low-amplitude wavelets superim-
posed on the b-wave that occur in response to a strong stim-
ulus. OPs are present under light- and dark-adapted
conditions, with contributions from both rod and cone
systems.178 The number of OPs that are induced by a flash
of light varies between four and about ten, depending on
species and stimulus conditions; the frequency of the result-
ing OPs varies as well. Figure 12.38 shows the photopic flash
ERG of a macaque monkey (top); at least five OPs at fre-
quency of about 150Hz can be seen by filtering the response
to extract the high-frequency signals. In contrast, frequency
of the OPs in intraretinal recordings in the frog retina was
only about 20Hz in figure 12.39.255 There is consensus from
experiments in amphibians and mammals, reviewed briefly
below, that OPs are generated in proximal retina. Three
major questions regarding their origins are as follows:

1. Do all of the OPs have the same origin?
2. Which cells generate the OPs?
3. What mechanisms are involved in generating the OPs?

D A  OP H  S O? In amphibians,
the various OPs do not all have the same origin. Depth pro-
files such as the one illustrated in figure 12.39 from isolated
frog retina, have shown that the earlier OPs in the response
arise near the IPL, while the later OPs arise more distally,
perhaps within the INL. The finding that the various OPs
are differentially sensitive to pharmacological agents also
supports different origins for the potentials. Studies by 
Wachmeister and colleagues242 in mud puppy retina, where
OPs occur at about 15–30Hz, found that the earlier OPs are
depressed by GABA antagonists, the dopamine antagonist
haloperidol, b-alanine, and substance P. The later OPs are



174     

depressed by the glycine antagonist strychnine and by
ethanol.

In primates, early intraretinal studies using stimuli that
would elicit responses from both rod and cone systems did
not find differences in the depth profiles of the various
OPs.86,171 However, these studies were not combined with use
of pharmacological agents (other than TTX, which did not
block OPs171). However, considering the complexity of inner
retinal circuitry, the similarity in depth profiles does not nec-
essarily mean that the same neurons were involved in all
cases. For example, in the photopic flash ERG response to
brief stimuli, the major OPs are APB-sensitive,187 indicating
an origin in the ON pathways, but later ones, particularly
when the stimulus duration is increased, are not, indicating
an origin in the OFF pathway. Such a difference could show
up as a difference in depth of maximal response in record-
ings in the IPL, as ON pathway synapses occur more prox-
imally than OFF pathway synapses.

W C G  OP? The observations
described above indicate that proximal neurons are impor-
tant for generating OPs. Early clinical and experimental evi-
dence showed that the OPs are postreceptoral in origin.
They are suppressed in cases of occlusion of the central
retinal artery259 and experimental occlusion of the central

retinal artery in monkey.118 OPs (but not receptor signals)
also are abolished in excised human retina by application of
aspartate or glutamate to block photoreceptor synaptic
transmission.257 Pigment epithelial cells can be excluded as
generators of the OPs as well. No rhythmic wavelets were
observed in light-evoked responses from these cells,223 and
OPs are clearly observed in the isolated retina detached from
the RPE (see figure 12.39).

Most work indicates that OPs originate in the vicinity of
the IPL. Across species, the depth profiles that have been
measured provide evidence for this layer of origin,171 and a
current source density analysis in primate also points to the
IPL.86 As was described above for amphibians, application
of pharmacological agents that block inner retinal activity
remove OPs in mammals as well. For example, glycine, an
inhibitory neurotransmitter that is localized to the IPL,
selectively suppresses OPs in vivo (rabbit117) and in vitro
(rabbit,256,258 human256), and this suppression is antagonized
by strychnine.256,258 GABA (as well as glycine) also eliminates

F 12.38 Full-field flash photopic ERG of a macaque
monkey (top) and the OPs extracted from these records. Filtering
was between 90 and 300Hz for OPs that occurred between 100
and 200Hz. The stimulus was a xenon flash presented on a rod-
saturating blue background. (Source: Adapted from Rangaswamy
N, Hood DC, Frishman LJ.187 Used by permission).

F 12.39 Depth profile of OPs of an isolated frog retina. The
intraretinal electrode was introduced from the receptor side, and
the reference electrode was placed on the vitreal side. The depth
of the electrode tip within the retina is indicated relative to the
vitreal surface (0%) and the receptor surface (100%). When the
electrode was in the receptor layer (at 100% and 83% depths), five
OPs could be identified. As the electrode was advanced proximally,
the OPs with longer peak latencies disappeared. (Source:
From Yanagida T, Koshimizi M, Kawasaki K, et al.255 Used by
permission.)
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OPs in photopic ERG of monkeys, as does PDA.187 On the
other hand, genetic deletion of the main GABA receptor in
the IPL, the GABAC receptor, enhances the OPs135 in
GABAC (-/-) mice compared to wild-type mice.

The role of retinal ganglion cells in the generation of OPs
has been controversial. Under some stimulus conditions,
OPs remain normal in cases of long-standing optic nerve
atrophy259 and after optic nerve section in rabbit,247 condi-
tions that should result in ganglion cell degeneration. On the
other hand, in Ogden’s studies, optic nerve section in pri-
mates resulted in ganglion cell degeneration and disappear-
ance of the OPs,171 and antidromic stimulation of the
primate optic nerve resulted in a reduction in OP ampli-
tude.171 Furthermore, in the primate photopic ERG that was
elicited by using a slow sequence multifocal paradigm, both
TTX187 and experimental glaucoma186 removed or reduced
OPs. It is possible in primates that high-frequency OPs
under fully photopic conditions reflect activity in ganglion
cell axons and the manifestation of an optic nerve head com-
ponent of the ERG,225 whereas under conditions in which
rod signals are also involved,55,171 the ganglion cell contribu-
tion is less prominent.

W M A I  G OP?
Neuronal interaction/inhibitory feedback circuits Two mecha-
nisms are commonly thought to be involved in generating
OPs: neuronal interactions/feedback circuits and the intrin-
sic membrane properties of the cells. The case for the
inhibitory feedback mechanism is supported by involvement
of neurotransmitter receptors for GABA and glycine, which
are prominent in feedback circuits in the inner retina. Gap
junctions between inner retinal neurons also are involved.
When Connexin 36, which forms gap junctions between
both amacrine cells and ganglion cells of the inner retina, is
knocked out,78 OPs are reduced.201 A feedback model has
recently been proposed to account for the high-frequency
oscillatory, or “rhythmic,” activity that has been observed in
mammalian ganglion cell recordings.5,218 On the basis of
tracer coupling patterns in anatomical studies, Kenyon 
et al.108 proposed a circuit that includes negative feedback
coming from axon-bearing amacrine cells that are excited
via electrical synapses with neighboring ganglion cells.
These authors also allow that membrane properties of the
wide-field (spiking) amacrine cells could be involved.

OPs in intracellular responses from neurons In retinal intracellu-
lar recordings from many different species, high-frequency
oscillations have rarely been observed in the responses of
more distal neurons: rods, cones, horizontal cells, and
bipolar cells. Dark oscillations have been described in rods
and horizontal cells,165 but these are abolished by light onset.
A slight “ringing” is sometimes observed at the peak of the
ON responses of these cells, but it had only two to three

cycles at most, its duration was short, and its amplitude was
small. For one depolarizing and one hyperpolarizing bipolar
cell in the turtle retina, Marchiafava and Torre showed one
to two oscillations at about 20Hz.130

Oscillations in intracellularly recorded responses of inter-
plexiform cells that are radially oriented and feedback from
IPL to OPL have been reported in only two studies.
Hashimoto et al.81 showed a response from one depolarizing
cell with three to four oscillations occurring at about 40Hz
in the dace retina. In the mud puppy, R. F. Miller (personal
communication) found the responses to be much slower.

In contrast to the other cell types, there are numerous
accounts of oscillations in amacrine cell responses, particu-
larly from studies of turtles and fish retina. The oscillations
from depolarizing sustained-ON amacrine cells42,131,232 were
studied intensively by Naka’s laboratory196 (see figure 12.40).
Oscillations in these cells could number more than ten, and
they arose at a frequency of 30–50Hz, which is similar to
the frequency of OPs in the carp ERG (40Hz5). Depolariz-
ing ON/OFF amacrine cells show oscillations at the same
frequency, but their appearance is less reliable.42,130,131,196,232

Finally, hyperpolarizing amacrine cells do not show oscilla-
tions at light onset,42,196 but they may contribute to OPs at
light offset.196

Recently, studies of isolated wide-field amacrine cells from
white bass retina have provided strong evidence for the

F 12.40 Light-evoked intracellular responses that include
oscillatory potentials, recorded from amacrine cells in a catfish
retina. A, Sustained-ON, or type N, neuron. Oscillations are regu-
larly present during light onset. B, Transient ON/OFF, or type C,
neuron. Only some type C neurons (including this one) exhibited
oscillations (stimulus duration: 0.5 s). (Source: From Sakai H, Naka
K-I.196 Used by permission.)
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involvement of intrinsic membrane mechanisms in generat-
ing high-frequency OPs.236 Single GABAergic wide-field
ACs were shown to generate oscillatory membrane poten-
tials (OMPs) in response to extrinsic depolarization. The
OMPs increased in frequency as depolarization was
increased, reaching more than 100Hz for strong depolar-
ization (see figure 12.41). Analysis of the mechanism of gen-
eration of the OMPs in these isolated cells indicated that 

the oscillations arose from “a complex interplay between
voltage-dependent calcium currents and voltage- and
calcium-dependent potassium currents.”236 Such oscillations
may be the source of the oscillations that have been reported
in some ganglion cells.

S There is consensus that high-frequency OPs
originate from the inner retina and evidence, mainly from
amphibian, that all the OPs in a given series do not always
arise from the same cells. The exact cellular origin and
mechanism of generation may depend on species and stim-
ulus conditions. There is evidence for involvement of feed-
back circuitry, as well as the intrinsic membrane mechanisms
of amacrine cells.

Retinal extracellular potential responses 
not evoked by light

P E  O N S The
contribution of ganglion cells and inner retina to the ERG
has been explored by activating the cells via electrical stim-
ulation of the optic nerve. Ogden and Brown170,173 stimu-
lated the optic nerve in primates and found a retinal field
potential with a maximum positive amplitude in the IPL and
a smaller negativity in the ganglion cell layer. This response,
termed the P-wave, was also observed in primates by
Gouras,71 but he found a reversal point in the IPL and the
largest positivity in the INL. A similar response profile was
found by Miller et al.137 in the mud puppy.

The origin of the intraretinal P-wave is uncertain.
Gouras71 suggested that the P-wave in monkey arises directly
from antidromically activated ganglion cell spikes. Another
possibility is that it results from activation of inner retinal
neurons via efferent fibers in the optic nerve,173 but this
would occur only in the species in which retinal efferent
innervation has been clearly demonstrated. Other inves-
tigators have suggested a role for Müller cell spatial buffer-
ing of K+ released by ganglion cells137 or that activity of
retinal neurons that are postsynaptic to ganglion cells.170,197

Other mechanisms may also exist by which activity in gan-
glion cell axons may induce responses elsewhere in the
retina, such as “blue arcs.”16 It is possible that multiple mech-
anisms contribute to the P-wave, and the size of the contri-
bution of any particular mechanism may depend on the
species and experimental methodology. There is also dis-
agreement as to whether the P-wave can be recorded trans-
retinally. Early studies in primates failed to find such a con-
tribution, but a substantial negativity in the vitreous was seen
in the mud puppy.137 Given the recent association of the
PhNR and the STR with ganglion cells in primates,55,241 it
is possible that these potentials and the P-wave have
common origins.

F 12.41 Oscillatory potentials of isolated wide-field
amacrine cells in the white bass retina. Oscillatory membrane
potentials (OMPs) were elicited by depolarizing current steps of
increasing amplitude obtained in whole-cell recordings from iso-
lated amacrine cells that were maintained in culture. The duration
and frequency of the OMPs increased with depolarization. Voltage
traces are shifted vertically for visibility. Bottom, Application of
depolarizing pulse. The magnitude of depolarizing current is 
indicated with each trace. Holding potential was -70mV. (Source:
From Vigh J, Solessio E, Morgans CW, Lasater EM.236 Used by 
permission.)
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S D The phenomenon of spreading
depression (SD), first described by Leaõ120 in cerebral cortex,
consists of a slowly propagating and transient depression of
neural activity, and it is associated with a number of physi-
ological events, including a large, local field potential.
Gouras70 described SD in amphibian retinas, and it has since
been observed in the retinas of many species, including
mammals.136,190 The retina in which SD has been studied
most extensively is the chick retina (for a review, see Martins-
Ferreira et al.132), in which the phenomenon is pronounced
and prominent intrinsic optical signals accompany the SD.38

The field potential associated with retinal SD has a
maximum amplitude in the proximal retina, possibly at the
inner limiting membrane.142 Within the proximal retina, this
potential is negative-going, but the transretinally recorded
SD potential can be predominantly negative or positive,
depending on the species.61 SD is also associated with a large
increase in [K+]o in the IPL, and there is evidence to suggest
that SD potentials are related to the spatial buffering of this
increased [K+]o by glial cells.142,143,175 Propagation of SD also
depends on intercellular coupling through gap junctions; SD
waves in chick retina were blocked by common inhibitors of
gap junctions in the retina.148

The frequency of occurrence of retinal SD can be
increased by injury to a retinal region,70 mechanical stimu-
lation of the retina,37 anoxia,70 application of high concen-
trations of K+ ions87 or low concentrations of Cl-

ions,142,143,175 application of the excitatory amino acids glu-
tamate or aspartate,142,143 light offset,190 and antidromic stim-
ulation of the optic nerve.142,143

Because of the large number of pathological conditions
that facilitate or initiate SDs, it seems reasonable to assume
that SD will sometimes be associated with disorders of the
eye or retina in humans. Two difficulties in observing the
SDs in humans are that (1) the retinal SD may be a tran-
sient event, and so the clinician must be recording an ERG
or looking in the eye for the color change of the retina asso-
ciated with SD234 at the appropriate time, and (2) it is not
certain whether a local retinal SD could be detected by non-
invasive electroretinography.

In the brain, there is evidence that SD is involved in
migraine headaches and other neurological disorders,68,119

and SD can occur in conjunction with stereotaxic surgery.22

Somjen and Aitkin217 have suggested that SD be considered
a transient and propagating type of cortical depression that
is initiated at one point, while another type of depression is
diffuse and nonpropagating. The latter would possibly
include depressions arising during transient cerebral hypoxia
(due to asphyxia or to brief failure of cerebral circulation)
and during concussions. Events related to either category of
cortical depressions (spreading and diffuse) could also occur
in the retina.

 I am grateful to Chester Karwoski, Ed Griff,
and Eric Newman for the first edition of this chapter, which forms
the basis for the present one, and to John G. Robson for helpful
discussions and suggestions.
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T   from the retina (the electroretinogram,
or ERG) that is evoked by pattern stimulation is called the
pattern electroretinogram (PERG). Riggs and coworkers47

were the first to record a PERG after they had successfully
devised a local stimulus without stray light artifacts. Inter-
estingly, they did not yet know that the generators for PERG
and luminance ERG differ and did not call it PERG. While
the luminance ERG is evoked by changes in stimulus lumi-
nance, the PERG is evoked by changes of stimulus contrast
(in sign or magnitude). The PERG is therefore a retinal
response (figure 13.1) that is evoked in the absence of a net
change of stimulus luminance. This property has profound
implications for the generators of the responses, which are
mainly the retinal ganglion cells, as we will see in this
chapter. Consequently, the PERG is a valuable diagnostic
tool to examine diseases that are associated with a loss of
ganglion cell activity as described in chapters 12 and 77. The
ISCEV has developed a standard6 with the aim to make
PERG recordings comparable worldwide across laboratories
while still allowing extension into any new fruitful direction.
For an earlier comprehensive review of the physiological
basis of the PERG, see Zrenner.59

The difference between luminance and pattern 
stimulation or: What does this “second harmonic”
thing mean anyway?

Pattern stimulation without any change in net luminance
(space-averaged luminance) is of particular interest because
it helps to isolate nonlinear response properties, while linear
responses will cancel out. This would be only of theoretical
interest if it did not help in isolating a contribution to the
retinal response, which otherwise, because of its small size,
would be totally swamped by the luminance response. As
illustrated in figure 13.2, the cancellation of any linear
response component depends critically on two constraints.
First, during pattern reversal, exactly half the retinal area
covered by the stimulus has to be exposed to a light stimulus
patch, while the other half has to be exposed to a dark 
stimulus patch. Second, the responses to these two stimuli
have to be proportional to the local luminance step both in
magnitude and in sign, as empirically confirmed for a large

proportion of the response (see figure 13.3).5 A pattern-
reversal stimulus will then elicit responses from dark and
bright patches that are of the same magnitude but have a 
different sign. When “seen” from a corneal electrode, which
averages across the entire retina, these linear responses will
cancel out. Remarkably, any imbalance between the two
responses will not cancel out and will therefore be revealed
with pattern stimulation, as is schematically depicted in figure
13.2 and illustrated with real data in figure 13.3. The imbal-
ance of the two responses is due to nonlinear properties of
the underlying neural substrate such as a response with a
strong ON component, but no OFF component, or a gener-
ator with very rapid adaptation13,15,49 or a response from the
interaction of neighboring bright and dark regions. It is, as
was pointed out above, mandatory that equal retinal extents
are stimulated with dark and bright patches; otherwise, linear
response components will cancel out. Therefore, certain sym-
metry constraints have to be fulfilled while other aspects of
the spatial stimulus arrangement are not relevant. Proper and
improper stimulus patterns are illustrated in figure 1patt3.4.
The stimulus has to be composed of an equal number of
bright and dark patches, and these have to be symmetrically
arranged with respect to the fovea to take account of the
receptor density gradient across the retina. These conditions
are automatically met by balanced pattern-reversal stimuli
(figures 13.4A–13.4G are fine; figures 13.4I–13.4L are not
balanced). Pattern onset/offset (figure 13.4H) is also a possi-
bility because equal regions become bright and dark. It 
should be noted, however, that the local temporal contrast
change can never exceed 50% with onset/offset stimulation;
for reversal stimulation, it can be 100%. Furthermore, it is
mandatory that the average luminance of the gray field is the
same as that of the patterned field. This needs very careful
calibration of the stimulation system (e.g., a CRT monitor9,16)
and can be next to impossible for high contrasts.

We have now understood why the net luminance must not
change to isolate the nonlinear response components. But
why does this response occur at the second harmonic of the
stimulation frequency? Let us first assume luminance modu-
lation with a homogenous screen: For 0.5 s, it is dark; then
for 0.5 s, it becomes bright; and so on. This corresponds 
to a temporal frequency of 1Hz. The response will be 

13 The Origin of the Pattern

Electroretinogram

    . 
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apply. So the local generators will not be identical but will be
shifted to the neighbor square, but the same type of genera-
tor will respond. When results are superimposed to result in
a global response, this occurs at every change of the stimu-
lus and thus at twice the stimulus frequency. This is what is
referred to when one says that the PERG is the second har-
monic response. Since the response occurs at double the fre-
quency of the stimulation frequency, it is misleading to give
the stimulation rate in hertz and the term reversal per second,
or rev/s, or rps must be used. For onset stimulation, as opposed
to reversal stimulation, the frequency doubling does not
occur, because there is no symmetry between the two stimu-
lus states (patterned = ON, and homogenous gray = OFF).

Can we pinpoint the generator of the PERG?

Talking about the origin of the PERG implies that the
PERG itself is one entity with a common origin of all its
excursions, regardless of stimulus parameters such as check
size, temporal frequency, or contrast. As we will see, this
implication is indeed largely justified and will certainly do
for a first approximation: The generators of the PERG
clearly differ from those of the luminance ERG or the EOG.
A more refined view will be developed later.

Various techniques have been employed to identify the
generator of the PERG:

1. Physical source localization with microelectrode record-
ings. This identifies the retinal layer with the largest signal.

2. A knock-out of the generator with a corresponding loss
of the PERG. This can be examined either in pathophysio-
logical conditions or after pharmacological intervention.

3. The assessment of the parameter dependencies of the
electrophysiological responses. These ought to mirror the
physiological properties of their generators; for example,
ganglion cells show lateral inhibition and should therefore
cause low spatial frequency attenuation in the PERG.

All of these approaches have been tried, and each has some
particular advantages and shortcomings. After various
detours (e.g., using intricate stimulus modulation tech-
niques),46 a fairly consistent picture has formed.

Definition. The PERG is
. . . short for “Pattern ERG” (which, in turn, is short for “Pattern Electroretinogram”)
. . . the electrical signal

—recorded from the cornea (with appropriate electrodes)
—in response to visual pattern stimulation with constant mean luminance
—and averaged over many (ª 100) repetitions because of its small size relative to other sources such as eye move-

ment and myogenic artifacts.
The typical PERG Stimulus

Checkerboard pattern, check size 0.8°, contrast reversal £4rev/s (transient), ≥8rev/s (steady state), mean luminance
ª50cd/m2, high contrast, >90%

F 13.1 Top, The transient PERG with three major deflec-
tions (n35, p55, and N95). Bottom, The sinusoidally shaped steady-
state PERG with corresponding Fourier spectrum.

dominated by the receptors and occur at the temporal fre-
quency of the stimulus, which is 1Hz (figure 13.2). Now let
us envisage a patterned screen, a checkerboard pattern that
reverses with the same temporal sequence: The top left
square is dark for 0.5 s and will then become bright for 0.5 s,
and so on. Clearly, the stimulation frequency still is 1Hz, but
the responses appear at 2Hz! Why? When the top left square
becomes bright, we will see a (local!) ON response from its
area and some response from mechanisms that are sensitive
to changes in its border contrast. When this square becomes
dark, its neighbor becomes bright, and the same mechanisms
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Physical source localization

We have seen that change of net stimulus luminance will
result in a luminance ERG at the stimulus fundamental fre-
quency. If we use a pattern stimulus with no net change of
stimulus luminance, we obtain a pattern ERG response at
the second harmonic of the stimulation frequency. The
underlying mechanism of this response change is the can-
cellation of the local luminance ERG, which leaves the non-
linear components of the response. This happens because
the corneal ERG electrode integrates across the local
responses from the entire retinal area that is stimulated.
However, if we record the local ERG with a microelectrode
right at the retinal level, we should be able to obtain a local
luminance ERG with the main response at the stimulus 
fundamental frequency. This is exactly what Sieving and
Steinberg51 were able to demonstrate in cats (figure 13.5): At
a distinct retinal location, they recorded a luminance ERG
at the stimulus fundamental frequency. They then varied the
spatial cycle of the stimulus and obtained local ERGs for an
entire spatial grating cycle. An integration across these local
ERGs leads to a cancellation of the linear components and,
as a consequence, yielded a response at the second harmonic
of the stimulus frequency. The integration of local lumi-
nance responses therefore yielded a response that resembled
a PERG recorded with a corneal electrode. In the next step,

on-only
resp.

stimulus

stimulus

response

local
response

global
response

on
resp.

off
resp.

on
resp.

off
resp.

F 13.2 From luminance stimuli to pattern stimuli, from ERG
to PERG. Local luminance ERGs (A) cancel each other in the absence

of a nonlinear response (B). A response nonlinearity (C), such as
greater ON than OFF responses, is isolated by the pattern ERG (D).

F 13.3 Effects of luminance imbalance. Top, Fully sym-
metric stimulus with very large check size, reversing four times,
resulting in four PERG responses (with some overlap of N95 and
succeeding N35). Bottom, Covering one quarter of the screen, and
thus one check, results in a luminance response at every second
reversal.
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F 13.4 Proper and improper stimulus patterns. Patterns A
through G are inherently symmetric and fine. Configuration (H)
corresponds to pattern onset and requires good display calibration
to avoid net luminance changes. Pattern I has an unequal number
of light and dark checks. Pattern J has uneven areas for light and

dark checks. Pattern K may arise through spectacle artifacts, result-
ing in similar luminance changes as for pattern J. Pattern L, when
calibrated for cone density, may evoke an undiluted PERG even if
space-average luminance changes (an academic case, clearly, but
worth a thought).
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Sieving and Steinberg51 aimed to locate the generator of the
PERG and moved the electrode gradually from proximal to
distal retina. Current source density analysis revealed differ-
ent generators for luminance and pattern ERG, namely, the
distal and the proximal retina, respectively. In primates,
Baker et al.11 were able to locate the generators of ERG and
PERG at retinal locations similar to those determined by
Sieving and Steinberg.51 They concluded that the PERG is
generated in the proximal 30% of the retina, corresponding
to the ganglion cell layer, inner plexiform layer, and inner
nuclear layer (figure 13.6). Thus, synaptic and dendritic 
currents of ganglion, amacrine, and bipolar cells in these
layers are potential candidates for generation of the PERG.
However, the available spatial resolution of this technique is
not sufficient to distinguish between these alternatives.

Knock-out of ganglion cells or their activity

Ganglion cells can be lost through atrophy, both in human
disease and in animals by experimental intervention, or their
activity can be pharmacologically suppressed. With regard

F 13.5 From local responses to the global PERG: micro-
electrode recordings from an acute cat preparation. A grating stim-
ulus is depicted schematically. The left derivation shows local
responses, dominated by the luminance response within the center
of a grating stripe. Positioning this electrode at various positions in

the grating cycle changes the polarity (extremes at 90° and 270°)
with nearly PERG-like intermediate positions (at 0° and 180°).
Averaging across these positions (center) mimics the situation of a
corneal electrode. The luminance responses cancel, leaving the
nonlinearities: the PERG. (After Sieving PA, Steinberg RH.51)

F 13.6 Schematic generator sites as derived from current
source density analysis. The pattern response originates in the 
ganglion cell layer. (From Baker CL, Jr, Hess RR, Olsen BT,
Zrenner E.11)



190     

to the first possibility, Groneberg and Teping24 were the first
to demonstrate a dissociation of ERG and PERG changes in
(secondary) optic atrophy in humans. In the next year, Maffei
and Fiorentini41 reported a complete loss of the PERG in cats
four months after optic nerve section, while the luminance
ERG remained unchanged. In connection with careful his-
tological analysis,35 they related this PERG loss to the specific
degeneration of retinal ganglion cells, which is a conse-
quence of the section of the optic nerve, and discussed the
far-reaching consequences of this finding. Similar findings
have been reported in primates (monkeys42 and humans5,25,50)
(figures 13.7 and 13.8). These findings suggest that ganglion
cell activity is reflected by the PERG of cats and primates. It
should be noted that this relationship does not necessarily
hold across species. The PERG of pigeons, for example, is
not affected by optic nerve section and the subsequent degen-
eration of the retinal ganglion cells.10

Most studies on patients with unilateral (secondary) optic
nerve atrophy report a reduction of PERG amplitudes down
to about 30% (27% in Bach et al.5) (see also figure 13.8) com-
pared to the normal fellow eye. Consequently, we find a
severe but incomplete loss of the PERG after ganglion cell
atrophy. This prompts the question of the origin of the resid-
ual PERG. To tackle this issue, we need to take a closer look

at the single components that we can discern in the transient
PERG. It is dominated by an early positivity, P50, and a later
negativity, the N95 (see figure 13.9 for nomenclature).
Ganglion cell degeneration can affect both components to 
a variable degree5,25 (see figures 13.7 and 13.8), but there is
evidence that a loss of N95 is typical of optic nerve diseases.
(See figure 13.10 for a 30-year-old female with dominant
optic atrophy. The P50 is only mildly reduced, the N95 is
lost, and there was no VEP response left.34) A preferential
P50 reduction is associated with macular degeneration.32,33

This supports the notion that N95 is generated by ganglion
cells, but it questions whether the ganglion cells are the sole
generator of P50. Here, the pharmacological approach has
been able to provide valuable evidence in nonhuman pri-
mates.36,56 Tetrodotoxin (TTX) blocks the voltage-gated Na+

channels.43,44 Thus, it will suppress ganglion spikes but also
some amacrine activity. After TTX application, the N95
component is completely gone, while P50 is only weakly
affected56 (figure 13.11). This indicates that there is a non-
spiking contribution to P50. Another feature seen in figure
13.11 is the markedly differing shape between the monkey
PERG and the human PERG: In the normal recording, the
monkey N95 is about three times as large as the P50, while
in humans, the N95 negativity is about 75% of the P50 

F 13.7 PERG in a case of unilateral total optic atrophy.
PERG amplitude (ordinate, as derived from the inset traces) versus
check size (quantified as dominant spatial frequency, large checks

left). Apart from the unavoidable noise, the PERG from the
atrophic eye is markedly reduced. (Modified from Harrison 
JM, O’Connor PS, Young RSL, et al.25)
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F 13.8 PERG in five cases of unilateral total optic 
atrophy. Top, Replicated recordings from the normal (left) 
and atrophic eye (right), respectively. Responses are reduced in 
the atrophic eye with a wide interindividual variability. Bottom,

Grand mean amplitudes from Fourier analyses of the traces 
above. Responses to 0.8° and 16° check size are strongly 
reduced, with a slightly smaller effect for 16°. (Data from 
Bach M, Gerling J, Geiger K.5)

positivity (figure 13.9). This underlines the strong species
dependence of the PERG and cautions us about extrapo-
lating from animal models to humans.

A novel hypothesis on P50/N95 origin

We would like to offer a hypothesis that integrates the above
somewhat bewildering findings: The P50 is generated within
the ganglion cells but reflects the EPSPs/IPSPs, that is,
“prespiking,” activity or, in other words, the input into the
ganglion cells. The N95 is also generated by the ganglion
cells but reflects the ganglion cells’ spiking activity. Because
of the complicated interaction of distal dendritic activity
with the differential distribution of excitatory and inhibitory
synapses and their consequence at the axon hillock, they
might easily differ with respect to their electrical mass activ-
ity seen from outside the ganglion cells. The hypothesis

would reconcile the preferential affection of the N95 by
optic nerve diseases with the additional loss of the P50 with
ganglion cell loss or preganglionic lesions. We have devel-
oped this hypothesis while writing this chapter, and the
reader might view it as a proxy, successfully integrating the
current understanding but awaiting experimental challenge.

Experimental tests might be difficult to devise because of
the strong species differences previously mentioned.

Evidence from check size dependence (tuning), erroneously
presumed to directly reflect lateral inhibition

Up to here, we have seen that ganglion cell activity is the
main generator of the PERG. One should therefore expect
the parameter dependence of the PERG to reflect the phys-
iological properties of these neurons. The receptive fields of
ganglion cells are structured into ON and OFF regions that
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are integrated in ganglion cell output. This is well known as
lateral inhibition26 and probably serves to compress data for
efficient transfer along the optic nerve, as local changes of
luminance are encoded rather than simply the luminance
itself. When grating stimuli with different spatial frequencies
are presented to such receptive fields, a band-pass-like tuning
curve will result. This tuning curve probably underlies the
band-pass nature of the psychophysical contrast sensitivity
function,18 which is demonstrated in figure 13.12, a varia-
tion of the Arden grating.2 The high-spatial-frequency drop
is caused by the optical transfer characteristics of the eye19

and the finite receptor sampling density,20 both of which also
limit visual acuity. The low-spatial-frequency attenuation is
governed by the maximal receptive field size combined with
lateral inhibition, probably giving rise to phenomena such
as the Hermann grid illusion.3,12

On the basis of these ideas, it was assumed that the PERG
should mirror the low-spatial-frequency attenuation (LSFA)
of the ganglion cells. Implicitly, this was transferred to check

size, equating LSFA with amplitude attenuation for large
check sizes. A bewilderingly large number of papers have
addressed this issue, and the emerging picture seems equally
bewildering. To find our way through the jungle, let us
clearly discern between data and interpretation.

F 13.9 Peaks and components of the transient PERG. To
clarify nomenclature, this figure helps to discern between peaks and
amplitudes (e.g., P50 amplitude versus P50 peak). The components
P50 and N95 are named after polarity and peak time.

F 13.10 N95 loss. These traces demonstrate a complete
N95 loss and a moderate P50 reduction. (Modified from figure 15
of Holder GE;34 the thinner gray trace is from a normal subject).

F 13.11 Effect of tetrodotoxin (TTX) on the PERG of a
monkey (modified from Viswanathan et al.56). The top trace depicts
stimulus polarity, indicating two reversals. The center trace shows
the baseline PERG. The bottom trace shows the PERG after TTX
application. TTX blocks the voltage-activated Na+ channel and
thus the action potentials. It affects mainly the N95 (reduced to
23%) and moderately the P50 (reduced to 60%). Note the large
N95 trough in contrast to human PERGs (figures 13.9 and 13.10).

F 13.12 The normal human contrast sensitivity function
(CSF), slightly schematized. The background is an Arden grating
with increasing spatial frequency to the right and decreasing con-
trast to the top. The superimposed CSF curve depicts the upper
end of visibility of the grating stimulus (the exact value depends
on observer distance and possible rendering artifacts for the high
spatial frequencies). The attenuation of the CSF for low spatial fre-
quencies is due to lateral inhibition; the attenuation for high spatial
frequencies is due to optics and neural sampling and determines
the visual acuity.
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Some data first: Relatively strong LSFA is found with
stimuli that are sinusoidal in space,31 pattern onset rather
than reversal, low contrast (20%40), high temporal frequency
(>10rps), and low luminance.39 Any deviation from these
parameters will lead to a flatter tuning curve with little or 
no LSFA (too many references to cite; see, e.g., Bach and
Holder7) (see also figure 13.13).

The retinal stimulus, namely, its contrast, depends on
optics, especially for high spatial frequencies. Any conclusions
based on the effects of decreasing check size assume that the
optical imaging is optimal within the physiological limits (for
an overview, see Bach and Mathieu8). This implies correct
refraction for the stimulus distance and an electrode that does
not impair optical quality (e.g., gold foil or DTL,1,4,21,53 loop,27

or other kinds with appropriate optical properties). And, of
course, the electrodes need to be applied in an appropriate
and consistent manner to achieve good reproducibility.45

How can we interpret the dependence (and independ-
ence) of the PERG on check size? Equating lateral 
inhibition with LSFA with check size tuning curves is flawed
for three distinct reasons:

1. For intermediate and small checks (2°–0.1°), not only
check size decreases, but also the retinal contrast23,54 because
of the optical low-pass properties of the eye.17,37

2. Checkerboards, when Fourier analyzed, contain a wide
spectrum of spatial frequencies (see figure 15.10); therefore,
large checks (e.g., >2°) still have strong harmonics that can
excite small receptive fields. Yang et al.57 analyzed this quan-

titatively and found that the Fourier spectrum of checks
combined with the normal LSFA actually predicts a flat
tuning curve for check sizes above 2°. Consequently, the
absence of LSFA does not necessarily imply the absence of
lateral inhibition.

3. It is rarely realized that the ganglion cells also respond
well to spatially unstructured modulation, that is, flicker.
This has two reasons: The ON and OFF regions of the
receptive field are not necessarily of equal weight, so there
is some luminance encoded as well; and the temporal prop-
erties of center and surround are not equal—usually the
center properties are faster (e.g., Benardete and Kaplan14).
Thus, a full-field (or at least larger-than-receptive field) ON
stimulus will usually evoke a larger response than an OFF
stimulus in ON ganglion cells.

We conclude for check size tuning that for the typical
PERG stimulus with high-contrast transient reversal, the
tuning curve (amplitude versus check size) will result in a
marked decline of amplitude when check size becomes
smaller than ª0.8°; this is caused by optics and by the declin-
ing number of correspondingly small receptive fields. When
check size exceeds ª1°, there is only a shallow decline (LSFA,
only ª10%) even up to very large check sizes of 16°. As was
indicated above, for checkerboard stimuli, this small LSFA
does not indicate missing lateral inhibition. The following
stimulus modifications will increase LSFA: sinusoidal profile
in space and time,31 higher temporal frequency (>ª10rev/s),
and pattern onset rather than pattern reversal.

F 13.13 Check size tuning of the PERG. Left, Grand 
mean traces ± SEM for seven subjects at seven different 
check sizes. Right, Relative amplitude (normalized to the 

N95 at 1°) versus check size. Only a slight effect of low spatial 
frequency attenuation is apparent. (Data from Bach ME and 
Holder GE.7)
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Open questions

Many constraints force us to leave a number of alleys un-
explored. However, we would at least like to mention one
bewildering finding with respect to the contrast transfer func-
tion of the PERG, which does not follow from the generator
model developed above: It was well established by Thomp-
son and Drasdo52 that the PERG amplitude depends fairly
linearly on stimulus contrast, which is in striking contrast to
the VEP (figure 13.14). The Pa ganglion cells feed the magno
stream. The magnocellular system has a strongly saturating
contrast transfer function38,55 and dominates at higher tem-
poral frequencies.22 Thus one would have expected that the
PERG contrast function has a more saturating characteristic
in the steady-state region. However, Zapf and Bach58 found
the opposite: At 10 rev/s and higher, the contrast function has
an accelerating characteristic; for instance, using 21 rev/s and
50% contrast the PERG amplitude is only at 20% of full con-
trast amplitude. This is unexpected, strong, confirmed in
another laboratory, and so far inexplicable.

Finally, at least briefly, we would like to raise the aspect of
contrast dynamics. Most considerations above assumed con-
stant physiological properties with respect to time. However,
it is known that contrast gain control and/or contrast adap-
tation takes place on various time scales from milliseconds to
minutes.15,28,30,48 It may well be the case that the physiologi-
cal PERG properties are largely determined by very rapid
adaptation processes (which show up, for instance, in the
higher kernels of the mfERG). Furthermore, slower adapta-
tion processes can also have a sizable effect (20% PERG
reduction after 10 minutes of high-contrast adaptation29). All
of these effects are likely altered by pathophysiological con-
ditions, so currently unexplored effects could exist here.

Conclusion

As a rule of thumb, the PERG is generated by the retinal
ganglion cells. To avoid contamination with signals from the
outer retina, a pattern with full luminance symmetry on the
retina is required. The extent of the pattern allows a degree
of local resolution (i.e., to isolate macular function). The
PERG consists of two major components: the P50 and N95
components, named after polarity and peak time. The P50
component may represent the input activity in the ganglion
cells, while the N95 component represents their spiking
output activity. With increasingly large checks, the amplitude
stays fairly constant above 1° of check size, and the PERG
is still generated by the ganglion cells.

While mechanisms and locations of PERG generation
were topics of heated discussions 15 years ago, the field has
matured into a wide consensus yielding a tool that can reli-
ably address and answer appropriate questions from basic
research and clinical situations.
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Introduction

The electroretinogram (ERG) and the visual evoked poten-
tial (VEP) are massed electrical potentials, the result of the
summed electrical activity of the cells of the retina (ERG)
and the cells in the occipital cortex (VEP). ERGs and VEPs
have been recorded in both the clinic and the laboratory to
study the normal and abnormal activity of the retina and
visual pathways. Chapters 12 and 15 describe the basis of
the ERG and VEP, and the standard clinic tests are described
in chapter 20. However, it is often desirable to study the local
electrical activity of the retina or optic nerve. Conventional
ERG and VEP tests involve stimuli that stimulate relatively
large areas of the retina and therefore do not easily lend
themselves to the study of localized activity. With the multi-
focal ERG and VEP techniques,40,43 local ERG or VEP
responses can be recorded simultaneously from many
regions of the visual field. This chapter provides an intro-
duction to these techniques.

The multifocal ERG

The multifocal ERG (mfERG) technique, although relatively
new, is widely used to diagnose and study retinal diseases (see
Hood11 and the special issue of Documenta Ophthalmologica,
vol. 100, 2000, for a review). While the mfERG is a power-
ful clinical tool, it is also a useful way to study the local phys-
iology of the normal retina.

R mfERG The display contains an array of
hexagons, typically either 61 or 103 (figures 14.1A and
14.1B). The hexagons are scaled so as to produce local
responses of approximately equal amplitude in control sub-
jects.43 During the recording, the display appears to flicker
because each hexagon goes through a pseudo-random
sequence of black-and-white presentations. In the case of
the most commonly used software (VERIS from EDI, San
Mateo, CA), this sequence is called an M-sequence. (See
Sutter40 for details.)

A single continuous ERG record is obtained (figure 14.1C,
bottom) with the same electrodes and amplifiers that 
are employed for standard full-field ERG recording. For

technical details, see the ISCEV guidelines.35 The mfERG
responses are derived from the single continuous ERG
record. Sample records are shown in figure 14.1D. The
mfERG responses are derived as the first-order kernels of the
cross-correlation between the stimulation sequence and the
continuously recorded ERG. The responses in figure 14.1D
are positioned so that they do not overlap; the scaling is not
linear. (Notice the iso-degree circles in figures 14.1B and
14.1D.) For further details, see Hood,11 Hood et al.,19 Keating
et al.,30 Marmor et al.,35 Sutter,40,41 and Sutter and Tran.43

H D  mfERG C   F-F ERG?
As typically recorded, the mfERG is a cone-driven response
from the central 20° to 30° (radius) of the retina. The rods
do not contribute to the mfERG except under very unusual
circumstances.23,45 The sum of all the mfERG responses in
figure 14.1D is shown in figure 14.2A. The standard mfERG
shows an initial negative component (N1), a positive com-
ponent (P1), and a second negative component (N2) (figure
14.2A). The waveform of the mfERG differs from that of
the conventional, full-field, flash ERG (see figure 14.2B).11,22

These differences are not due to differences in the cutoffs of
the amplifier, as can be seen in figure 14.2C. Rather, the dif-
ferences in waveform between the mfERG and the full-field
ERG are due to both different methods of light stimulation
and different methods of deriving the responses.22 Unlike the
full-field ERG, the mfERG is a mathematical extraction. In
spite of these differences, N1 of the human mfERG is com-
posed of the same components as the a-wave of the full-field
ERG, and P1 is composed of the same components as the
positive waves (b-wave and OPs).22

When the rate of stimulation of the multifocal sequence
is slowed, the waveform of the human mfERG more closely
resembles the waveform of the full-field ERG.22 With the
slower sequence, considerable variation exists in the wave-
form of the mfERG as a function of retinal location.22,36

Figure 14.3 shows how the waveforms of the human
mfERG, obtained with both the fast (0F) sequence and 
the slow (7F) sequence, vary with retinal location. The 7F
sequence has a minimum of seven blank frames (93ms)
between flashes. It is clear from figure 14.3 that the full-field
ERG must consist of the sum of local responses that vary 

14 The Multifocal Electroretinographic 

and Visual Evoked Potential Techniques
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in waveform with eccentricity. Recently, the cellular 
contributions to these local variations have been 
examined with pharmacological techniques.13,36 (See also
chapter 15.)

T mfERG   A   O R The
standard mfERG is shaped largely by bipolar cell activity
with smaller contributions from the photoreceptor and inner
retinal (e.g., amacrine and ganglion) cells (see Hare and Ton8

and Hood et al.13 and chapter 15). For the standard mfERG
paradigm, the inner retina makes a relatively small contri-
bution to the waveform.15 The standard mfERG, like the
standard full-field ERG, provides a measure of the health of
the outer retina (i.e., cone photoreceptors and bipolar cells).

T mfERG  R D The most common
clinical use of the mfERG is to establish that a disease has
an outer retinal origin. Deciding whether a visual field defect
is due to damage to the outer retina (i.e., receptors and
bipolar cells) or to damage of the ganglion cells or optic
nerve is a common clinical problem. Typically, the issue can
be settled with a fundus exam, an angiogram, and/or a full-

field ERG. If one or more of these tests are abnormal, then
the site of the problem is assumed to be in the outer retina.
However, under some conditions, the results of these tests
can be normal when damage to the outer retina is present.
Figure 14.4B shows the mfERG responses from a patient
who had a 1-year history of difficulty reading. The sensitiv-
ity of her visual field was depressed centrally in both eyes.
Figure 14.4A shows the affected areas in the form of prob-
ability plots from the Humphrey 24-2 field test. The symbols
code the significance of the field loss, which ranged from 5%
(four dots) to 0.5% (black square). Her visual acuity was
20/25-2 and 20/60-1 for the right eye and left eye, respec-
tively. Both her fundus exam and her full-field standard ERG
were normal. The mfERG (figure 14.4B), however, estab-
lished that the problem was in the outer retina. The central
5° (the disc) evokes the upper response in 14.4C, the 5° to
15° annulus the central response in C (thin continuous line),
and the 15° to 25° degree region evokes the response indi-
cated by gray interrupted lines. The mfERGs resemble those
previously reported for patients with Stargardt disease in
that they showed reduced amplitudes accompanied by only
a modest increase in implicit time.33

F 14.1 A, The mfERG display as it might appear at any
moment in time and examples of the sequence of events at two loca-
tions. B, A schematic showing the mfERG display. C, A schematic of

the continuous ERG signal. D, mfERG responses, which are the first-
order correlations between the ERG signal (C) and the light sequence
(A) of each hexagon. (Source: Modified from a figure in Hood DC.11)
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T mfERG W  S/M  R
D The sites and/or mechanisms of a disease
process can often be inferred from the specific pattern of
amplitude and/or implicit time abnormalities. Since the
standard mfERG is largely a bipolar response,8,13 a disease
process that substantially decreases the mfERG amplitude
must be acting at, or before, the bipolar cell. Furthermore,
a large delay in the timing of the mfERG is associated with
damage to the receptors/outer plexiform layer.10,11,17 Figure
14.5 shows the visual field (figure 14.5A) and the mfERG
responses for a patient with retinitis pigmentosa (figure
14.5B). The responses from the central regions have normal
timing. However, the responses from the peripheral regions
show large delays in areas corresponding to those where the
sensitivity of the visual field is depressed. The abnormal
timing can be seen more easily in figure 14.5C, where the
average responses are shown for three regions. Although
retinitis pigmentosa (RP) is a disease of the receptors, the
retina can still produce large, but delayed, responses in some

patients. Since the mfERG is generated largely by the bipolar
cells, the site of the defect in these patients must be before
the bipolar cells respond. It has been speculated that these
delays are due to an abnormal adaptation process second-
ary to damage in the outer plexiform layer (see Hood11 for
a discussion). Various cytological and biochemical abnor-
malities have been reported in the outer plexiform layer of
patients with RP,4,34 including GABA-reactive and glycine-
reactive processes from amacrine cells that extend as far as
the external limiting membrane.4

S   mfERG The mfERG is a powerful clini-
cal tool for detecting local retinal abnormalities. The rela-
tionship of the mfERG to the activity of the retinal cells8,13,36

is reasonably well understood, and we are beginning to asso-
ciate various pathological processes with changes in the
mfERG waveform.11 Furthermore, when the sequence of
stimulation is slowed, the mfERG resembles the full-field
ERG.22 This provides a tool for studying the local charac-
teristics of the normal retina as well as the abnormal retina.

The multifocal VEP

The visual evoked potential (VEP), a gross electrical poten-
tial generated by the cells in the occipital cortex, has been
recorded in the clinic and the laboratory for many years.
With the multifocal VEP (mfVEP) technique, introduced by
Baseler, Sutter, and colleagues,1,2 VEP responses can be
recorded simultaneously from many regions of the visual
field.

R  mfVEP The same electrodes and ampli-
fiers that are used for conventional VEP recordings are used
in recording the mfVEP. However, the display, the method
of stimulation, and the analysis of the raw records differ.

Most of the mfVEPs that have been published thus far
have been recorded with pattern reversal stimulation using
the display in figure 14.6A, first introduced by Baseler,
Sutter, and colleagues.1,2 The display contains 60 sectors,
approximately scaled, based on cortical magnification. Each
sector contains 16 checks: 8 black and 8 white.

The VEP (EEG) is recorded with electrodes placed over
the occipital region. There is currently no agreement regard-
ing standard placement for the electrodes. All mfVEP
recordings include at least one midline placement of elec-
trodes with so-called bipolar recording. That is, two elec-
trodes, one serving as the active electrode and the other as
a reference, are referred to a third electrode, the ground,
on the forehead or the ear. It is not uncommon to record
more than one channel.14,26,31 For example, Hood and col-
leagues14,26 use three active electrodes, one placed 4cm
above the inion and two placed 4cm lateral to the inion on
each side. Every active electrode is referenced to the inion,

F 14.2 A, The sum of all 103 responses in figure 14.1D. B,
A full-field ERG elicited with about the same flash intensity and
recorded with the typically employed amplifier cutoffs. C, A full-
field ERG elicited with about the same flash intensity but recorded
with the same amplifier cutoffs used in the case of the mfERG in
panel A. (Source: Reprinted with permission from Hood DC.11)
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providing three channels of recording. This effectively pro-
vides six channels of records because with software the
recordings that would result from three additional channels
can be derived (see figure 14.6B). The best responses, defined
in terms of a signal-to-noise ratio from all six channels, can
be used for analysis.

Figure 14.6C shows mean mfVEP responses from 30
normal subjects. The display was viewed with one eye at a
time. Each of the individual mfVEP responses in the array
is derived via a correlation between the stimulation sequence
of a particular sector and the overall, single, continuous VEP
recording. The mfVEP responses are usually displayed as an
array, as shown in figure 14.6C, in which the responses are
positioned arbitrarily so that they do not overlap. The spatial
scale for this array is not linear, as the iso-degree circles indi-
cate. For example, there are 12 responses within the central
2.6° (5.2° in diameter).

I V As is the case of the conven-
tional VEP, the waveform of the mfVEP differs among
normal subjects. This intersubject variability is due to 

individual differences in the location and folding of the
visual cortex.14,25 As corresponding points in the visual field
are represented in the same location in the primary visual
cortex (V1), the responses from the two eyes of the same
individual are nearly identical. This can be seen in the aver-
aged data in figure 14.6C. Unilateral damage can be
detected relatively easily with interocular comparisons of
mfVEP responses.

I V Within a subject, there are at
least five variations in waveform that are of interest. First, in
general, the responses from the upper field are of opposite
polarity compared to those from the lower field.2,39 Second,
the responses from the nasal retina are slightly faster than
those from the temporal retina.14,26 There is a small interoc-
ular latency difference of about 4 to 5ms across the midline.
The left eye response leads to the left of fixation, and the
right eye leads in the right of fixation, as can be seen in the
insets in figure 14.6C. For corresponding points, the gan-
glion cells in the temporal retina are farther from the optic
disc compared to the cells in the nasal retina. The action

F 14.3 The mfERGs for a slow (7F) sequence and a 
standard (0F) sequence are shown for different retinal locations to

illustrate the variation in waveform across the retina. (Source:
Reprinted with permission from Hood DC.11)
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F 14.4 A, The OS (left panel) and OD (right panel) 
24-2 Humphrey visual fields (total deviation probability plots) 
of a patient with central visual loss. B, The OS (left panel) and 
OD (right panel) mfERG responses for this patient. The vertical
and horizontal calibration bars indicate 100nV and 60ms,
respectively. Bold dark gray, thin black, and dashed light gray 

circles indicate radii of 5°, 15°, and 25°, respectively. C, The OS 
(left panel) and OD (right panel) mfERG responses, expressed as
response density, for the area within 5° (dark gray), between 5°
and 15° (black), and between 15° and 25° (light gray). (Source:
Modified from a figure in Hood DC, Greenstcin VC, Odel 
JG, et al.19)
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potentials from the ganglion cells in the temporal retina
travel farther to the optic disc than do the action potentials
from corresponding points on the nasal retina. The differ-
ence in the conduction time along these unmyelinated axons
is of the right order of magnitude to account for the small
interocular latency difference.42

The responses that are shown as insets in figure 14.6C
illustrate a third intrasubject difference. On average, just
above the horizontal meridian, the responses from the tem-
poral retina are slightly larger than those from the nasal
retina.7 Hood and Greenstein14 speculated that this ampli-
tude difference reflected the small nasotemporal difference
in sensitivity (approximately 1 dB or less) that is measured
with perimetry.3,9

A fourth intrasubject variation is shown in the ellipses in
figure 14.6C. Although there is considerable intersubject
variability, responses from just above the horizontal merid-
ian are larger in most individuals than are responses from
just below the meridian.14 It has been suggested that, on
average, the horizontal meridian falls below the bend in the 
calcarine fissure rather than at the bend, as is commonly
assumed.14,46

Finally, the waveform of the responses along the 
vertical meridian differs from the waveform of the other
responses.14,25,31,32,46 This finding argues that there must be
more than one source of the mfVEP signal.14,46 The region
of V1 devoted to the vertical meridian is typically outside of
the calcarine fissure on the medial surface of the cortex and
adjacent to V2.18 This has led to the suggestion that extra-
striate regions may contribute more to the responses near
the vertical meridian. However, a second source in V1
cannot be ruled out.14,46

D S L D   G
C  O N Glaucoma, optic atrophy, ischemic
optic neuropathy, and multiple sclerosis are among the 
diseases that can produce spatially localized damage to 
the ganglion cells and optic nerve. A number of studies 
have shown that these defects can be detected with the
mfVEP and compared to visual defects measured with 
static, automated perimetry.6,7,14,16,21,25,26,28,29,31,47 For reviews
of this work, see Hood,12 Hood and Greenstein,14 and 
Hood et al.20

From the point of view of clinical neuroscience, two find-
ings are of particular interest. First, the local changes in the
mfVEP signal appear, to a first approximation, to be linearly
related to local changes in behaviorally measured sensitiv-
ity.14,16 This suggests that both the mfVEP signal and behav-
ioral sensitivity are linearly related to the number of
ganglion cells that are lost. This surprisingly simple rela-
tionship is consistent with a recent model relating behavioral
changes to hypothetical losses in ganglion cells.44

Second, the results from patients with optic neuritis
suggest that the effects of local demyelinization can be
studied.21,29 One of the earliest signs of multiple sclerosis
(MS) is optic neuritis. Optic neuritis is a clinical syndrome
characterized by an acute, unilateral loss of vision that par-
tially recovers within three months. In fact, it is not uncom-
mon for visual acuity to return to normal and for patients to

F 14.5 A, The 30-2 Humphrey visual field of a patient with
retinitis pigmentosa. B, The mfERG responses for this patient. C,
The mfERG average responses, expressed as response density for
the area within 5° (dark gray), between 5° and 15° (black), and
between 15° and 25° (light gray). (Source: Modified from a figure
in Hood DC.12)



:       203

have reasonably normal visual fields after recovery. The
mfVEPs from such a patient are shown in figure 14.7. The
patient noticed a “film” in the peripheral vision of her left
eye, but her visual fields and visual acuity were normal. In
addition, the conventional VEP was normal. An MRI scan
confirmed a diagnosis of MS. The mfVEP records in figure
14.7 show that the responses from the two eyes are the same
in most of the field. However, in some regions the response
from the left eye is markedly delayed in comparison to the
right (see inset). The mfVEP appears to be detecting local
demyelinization due to MS.21,29

mfVEP S The mfVEP technology allows for spa-
tially localized VEP responses to be recorded from the occip-
ital cortex. The mfVEP responses appear to be dominated
by a component that is generated in the primary visual
cortex (a.k.a. area 17 or V1).5,14,39,46 While the clinical 
utility of the mfVEP has already been demonstrated,
applications to basic neuroscience are only beginning to be 
explored.24,38

 This work was supported in part by grants
EY-02115 from the National Eye Institute.

F 14.6 A, The display employed for the mfVEP recordings.
B, The electrode locations employed for the mfVEP recordings. C,

The averaged mfVEP responses for 30 normal control subjects.
(Source: Modified from figures in Hood DC.12)
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Introduction

Nearly 50 years ago, it became possible to study in some
detail the electrical activity of the brain by recording evoked
potentials.22 This chapter begins by describing the growth of
this discipline and then summarizes how the evoked poten-
tials originate from activity transmitted from the retina to the
visual cortex and what aspects of cortical function they
demonstrate. This gives the framework against which clini-
cal tests may be developed and enables an appreciation of
their value in clinical diagnosis. The different modalities that
are used to evoke cortical potentials as well as the important
parameters that are involved are discussed. The different
types of evoked potentials are described, and the concept of
VEP latency is discussed. More technical issues of recording
and analysis are also covered.

B D The acronym VEP stands for “visual
evoked potential.” Some authors use the term visual evoked
response (VER) instead, some the term VECP. Auditory
evoked potentials (AEPs) and somatosensory evoked poten-
tials represent the analogous phenomena as evoked through
auditory or somatosensory stimuli, usually touch. Together,
these potentials form the family of (cortical) evoked poten-
tials (EPs). The VEP represents the response of the visual
cortex to stimuli presented in (the middle of) the visual field.
For the cortical response to the stimulation to be evaluated,
it has to be separated from the activities of the brain that
are unrelated to the stimulation, as recorded in the sponta-
neous electroencephalogram (EEG).

The EEG-based signal: Neuronal responses to extrinsic and intrinsic
activation The signal that is recorded on the scalp reflects
activity related to both external stimulation and intrinsic
activity in the neuronal networks of the brain. Using direct
visualization of cortical activity by means of optical record-
ing in animals, Arieli et al.6 demonstrated that intrinsic activ-
ity has a larger influence on cortical activity patterns than
external stimuli have, even in primary visual cortex. There-
fore, it is not surprising that the response to external stimu-
lation is often rather small in comparison to the “noise”
caused by intrinsic activity, and averaging over several stim-
ulus presentations is required (see “Signal averaging” and
“Temporal summation” for details).

Potentials are recorded from the scalp To record the cortical
activity, electrodes are attached to the intact scalp, and the
changes of electrical potentials over the (visual) cortex are
recorded after strong amplification and appropriate filtering
to remove external noise. Electrodal impedance below 
5 kOhms and closest possible match in impedance between
electrodes minimize interference from external sources.
Optimal signal quality (highest ratio between signal and
noise) is especially important given the extremely small
potential differences recorded over the scalp. Their ampli-
tudes are generally around 10 mV (i.e., around 1/100,000th
of a volt). Furthermore, the VEP is small in comparison to
the EEG in which it is buried, with a signal-to-noise ratio
that is typically around 1/10.

For VEP recordings, the electrodes are positioned at
defined locations over the occipital skull that overlie the parts
of the cortex that receive the input from the retina via the
thalamus. The electrode positions are named according to a
system adopted from EEG recordings, the most important
electrode sites for visually evoked potentials being called O1,
Oz, and O2 (from left to right). For details, see “Electrode
positions” below.

Different types of visual stimulation elicit (different types of ) VEPs
Not surprisingly, the visual cortex responds to a wide variety
of different visual stimuli, since this is what it was made for.
But to record the VEP, one often wants to stimulate the
cortex as strongly as possible. From animal research (e.g.,
Hubel and Wiesel43), it is known that neurons in the cortex,
unlike photoreceptors, are not strongly activated by stimuli
that are homogeneous over space (and time). Hence, to
produce a strong response, the stimulus has to be structured
in either space or time or both. In line with this argument,
the most common stimuli for VEPs are short flashes or else
the appearance or contrast reversal of a visual pattern. Addi-
tional newer methods aim to investigate brain responses that
are specific for stimulus color, motion, or depth and thus
require specific types of stimuli as described in the section
below on stimulus modalities.

Signal averaging over many stimulus presentations As was men-
tioned above, the potentials that are evoked over the skull 
by means of visual stimulation are minute and usually
smaller than the ongoing cortical activity, unrelated to the

15 Origin of the Visual Evoked Potentials
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stimulation. Hence, the stimulus has to be repeated over and
over again, usually about 100 times. A computer records the
electrode potentials for a defined period of time, starting
anew with each stimulus presentation. At the end of a
recording, around 100 traces have been obtained from each
electrode. In these traces, the cortical response to the stim-
ulus will always occur at the same time after the stimulus
presentation, say, 100ms after the presentation, which is
called the response latency. The spontaneous brain activity, on
the other hand, will by definition be unrelated to the stimu-
lus. Hence, in writing all traces in subsequent lines of a large
monitor, starting each trace at the left border, there will
always be a tendency of the trace to bend, say, upwards
around a latency around 100ms. At all shorter times, if only
spontaneous activity is present, there will be no clear ten-
dency of the traces to be either positive or negative. Now,
by averaging over all traces separately for each latency, the
amplitude of the spontaneous fluctuations will decrease
(since a positivity in one trace will be averaged with a nega-
tivity in another trace). The amplitude of the VEP, on the
other hand, will stay constant, and hence, the VEP will
become clearer due to a reduction of the noise (by the square
root of the number of presentations). Thus, after 100 
repetitions, noise could be reduced tenfold, and after 1000
repetitions, more than 30-fold.

VEPs mirror the function of the visual pathway up to the (primary)
visual cortex Obviously, for a VEP to arise, the stimulus has
to reach the retina, be detected by the photoreceptors, be
transmitted via the optic nerve and optic tract to the thala-
mus (lateral geniculate nucleus) and further via the optic
radiation. Any disturbance or defect anywhere in this chain
of events may change the form and/or latency of the
response recorded by the electrodes above the (primary)
visual cortex. Hence, the VEP certainly mirrors the function
of the visual system up to the primary cortex. It is less clear
to what extent “higher” visual processing areas contribute to
the VEP, and this contribution certainly depends on the type
of stimulus that is employed. (For details, see “Stimulus
modalities” and “The multifocal VEP” below.)

H: E W
Discovery of the EEG and the relationship between EEG and brain
activation Brazier16 compiled a number of excellent treatises
on the history of the EEG. Here, we will mention only a few
highlights of this history. In 1808, the French Academy
refused to admit Gall, who had proposed the concept of
localization of mental functions in the cortex, on the
grounds that the cortex has nothing to do with thinking. In
1875, Caton published observations of spontaneous and
evoked electrical activity at the exposed cortex of rabbits and
monkeys. Finally, in 1924, psychiatrist Berger recorded the
first human EEG from the intact skull. In 1929, Berger14

published the first report on the human EEG, describing and
defining the alpha and beta rhythms (figure 15.1) he had
recorded, and soon the electroencephalogram (EEG) was
under intensive study. The alpha waves were especially well
developed in recordings over the occipital cortex, and they
reduced considerably in amplitude when the eyes were
opened. The electrical storms that were recorded in epilep-
sies and the demonstration that, in many cases, they origi-
nated from focal regions underneath the scalp were of
considerable interest, as were the changes that were seen in
other cases of brain damage and during sleep. The rhyth-
mic activity was recognized, and it was deduced that waves
of electrical activity spread with a relatively slow velocity
over large areas of the scalp. There was much speculation
about how this finding related to the actual function of
neurons or how it could explain the way in which the brain
carried out its normal activity.

Initially, there were reservations in the scientific commu-
nity as to the significance of these new and most remarkable
findings. Even Berger’s own observations cast doubt on the
idea that these brain potentials were associated with the
mind. In a mentally relaxed state with eyes closed, the EEG
amplitude proved very large, showing mainly alpha waves
with a dominant frequency of around 10Hz. With mental
activity, such as arithmetic calculation, the EEG amplitudes
decreased markedly. Although it took considerable time, it
finally became clear that mental activity corresponded with
several ongoing forms of desynchronized cortical activity
with consequently lower mass potentials.1 Grey Walter76 sub-
sequently was the first to localize a brain tumor by means of
EEG recordings.

Evolution of cortical evoked responses: The flash response A series
of flashes (from a stroboscope) can evoke a series of occipi-
tal waves that are synchronized with each flash. This proce-
dure was named photic driving and became an integral part of
the EEG examination. The photically driven waves were no
larger in most people than the spontaneous EEG waves, and
the morphology of the response could not be studied at first.
At long last, it was appreciated that the waves were linked
in time to the stimulus, whereas the ongoing brain activity
was not, and hence superimposition of many records of the
response to individual flashes could provide an estimate of
the response waveform. The first efforts were made manu-
ally, by the use of repeated exposure photography, or by
mechanical devices. Only when averaging by electronic
means became available were the evoked responses properly
visualized. The memory capacity of the first equipment dic-
tated the possible precision of measurement, and the equip-
ment available to EEG clinics limited the types of stimuli to
be displayed. Thus, potentials evoked by stroboscopic flashes
were first studied.20 This was unfortunate because the retinal
illumination used was very high, and its localization on the
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F 15.1 Different rhythms of the EEG as first described by
Berger.14 (Source: Birbaumer N, Schmidt RF: Das Elektroen-

zephalogram [EEG], 1990/1991. In Biologische Psychologie, Berlin,
Springer-Verlag, 1991.)
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retina haphazard. In addition, clinically usable stroboscopes
had diffusers placed between the light source and the
subject’s eye. Some of these diffusers were ribbed, so the
subject, focusing on the screen, saw a variable but detailed
image. The first reports of the nature of the flash-evoked
responses were therefore very variable, and one center’s
“normative” data were entirely different from another’s.

Gradually, a few principles were recognized. The occipi-
tal activity that correlated with visual performance could not
begin at the moment of the stimulus onset. The major events
occurred between 70 and 250ms after the stimulus onset.
However, following the initial events, delayed responses
occurred even after more than 300ms, which were related
to the subject’s expectancy of another, repetitive stimulus.77

Although such events are not of practical significance in clin-
ical visual electrophysiology, there exists a large literature on
them. These and other evoked potential results and tech-
niques were extensively reviewed by Regan.64 It was realized
that the physiology of the retina and the experience of psy-
chophysicists were of importance in designing experiments
on evoked potentials. Single cells in the visual cortex respond
to bars and edges with more vigorous discharges than to
diffuse illumination, suggesting the use of structured rather
than homogeneous visual stimuli to evoke VEPs. Temporal
aspects of vision70 were being investigated, and the concept
of spatial frequency was introduced into psychophysics,26

opening the door to acuity testing. Analogous experiments
were performed on the human evoked potentials.63,72

Evolution of cortical evoked responses: Contrast and pattern reversal
The first outcome was that larger and often simpler
responses were obtained, either by using patterns appearing
(and disappearing) abruptly45 or by presenting a pattern that
changed in contrast (contrast reversal) using refined optical
techniques71 or electronic means on a TV screen.3,4 Cortical
potentials evoked by such techniques are still today the most
commonly (indeed almost universally) employed under clin-
ical circumstances because of various attractive features.
The first finding was that the electrical activity was greatest
over the midline near the occiput, implying that visual cortex
was predominantly involved. The second was that the
response amplitude decreased greatly when there was an
uncorrected refractive error.18,65,70 The blurred pattern was
far less apt to activate the cells in (primary) visual cortex that
are sensitive to sharp border-contrast.64 In the usual stimu-
lus, a checkerboard, it was found that for squares subtend-
ing less than 40 minutes, the response fell greatly with
refractive error, while for larger squares, this decrease was
less pronounced. The concept of luminance versus pattern
evoked potentials was hence introduced.

With standard electrode positioning of about 2cm above
the inion, the waveform that was elicited by patterned
stimuli was simple, consisting of a small surface-negative

wave peaking about 75ms, followed by a larger surface-pos-
itive wave peaking at 100ms (P100). This complex appeared
to be unitary and very uniform, but later components were
much more variable. The timing of the peak varied some-
what with the contrast of the stimulus and with the time
required to present an image. (This was at first limited to tel-
evision frame rate.) The usual practice is to initiate contrast
reversals at 500- or 250-ms intervals and to neglect later por-
tions of the response.

Origins of EEG potentials and transmission to scalp

S S: C (S) A
P D What types of sources generate the
EEG, and where are they? This important issue has received
surprisingly little attention and is currently not an active
research topic. The current understanding may be summa-
rized as follows24,49,56: Those dipoles oriented (near) per-
pendicular to the cortical surface produce net potentials.
Cortices running parallel (and closest) to the skull generally
produce the largest potentials on the skull. Subcortical struc-
tures such as the thalamus and basal ganglia are generally
too remote to influence electrodes on the skull. Dipoles that
are oriented in an oblique angle to the surface will usually
produce smaller dipoles. But depending on the direction of
the cortex relative to the skull, they may, in some instances,
produce larger potentials at certain positions on the surface
of the skull than do those dipoles that are oriented perpen-
dicular to the skull at the same cortical position. Moreover,
visual as well as other types of stimulation will generally
evoke not just one but a certain number of cortical dipoles
that superimpose to produce the potentials recorded on the
surface of the skull. Because of this superposition of differ-
ent sources, it is not mathematically possible to infer from
the potential distribution on the skull the exact distribution
of sources within the cortex. Still, by recording simultane-
ously from many electrodes and using sophisticated software,
certain inferences about cortical dipoles can be drawn. (See
“Number of electrodes and multielectrode recordings”
below.)

Experiments to determine the intracortical activity that
gives rise to evoked potentials have been performed. As was
expected, the inhibitory postsynaptic potentials (IPSPs) and
excitatory postsynaptic potentials (EPSPs) of large cells are
the generators, but except in conditioned recordings from
awake primates, it has been difficult to relate clinical wave-
forms to known cell types in the cortex.62 However, studies
on binocular interaction show that both the N75 and P100
waves of the potential evoked by contrast reversals increase
when both eyes receive an input.28

T S: S A  L
N P C B R   S
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The EEG is a mass phenomenon, the net outcome of a great
number of electrical processes adding or subtracting in
space and time (figure 15.2). For a measurable scalp poten-
tial to occur, a degree of synchrony between a large number
of sources is required. These sources are not the action
potentials (spikes) themselves. The spikes are too brief and
the probability is too low for sufficient synchronization to
add up. More likely candidates are the EPSPs and IPSPs,
which can add up to a sizable scalp potential with their
longer time constants and larger current loops. Probably, the
EEG is dominated by postsynaptic potentials in the large
pyramidal cells (figure 15.3), because only currents in their
elongated axial dendrites will build up sufficiently large
uncompensated current loops. Over cortical areas that
exhibit a convex fold (gyri) corresponding to a cortex
running parallel to the skull, the following rule of thumb
holds for neurons that are oriented at right angles to the cor-
tical surface. There, IPSPs generate scalp surface positivity,
while EPSPs generate negativity.56 EPSPs from thalamic
input (arriving in layer IVc) evoke surface negativity, and
intracortical input arriving in layer II/III evokes surface pos-
itivity.52 However, given our incomplete understanding as

F 15.2 EEG as a mass potential, the net outcome of a large
number of dipoles superimposing over space and time. Left,
Regular arrangement of neurons produces directed dipole. Right,
Concentration of cell bodies produces circular field. (Source: Stöhr
M: Physiologie und Pathophysiologie der lmpulsleitung. In Evozierte
Potentiale. Berlin, Springer, 1996.)

well as the complexities of cortical topology, it is best not to
draw too specific conclusions from the EEG polarity. Hence,
the VEP is the summation of a large number of cortical
EPSPs and IPSPs, not of the action potentials themselves.

L  C A P S
P As was indicated above, it is very difficult to dis-
criminate between activation of different cortical areas using
surface electrodes. Pattern appearance EPs are complex, and
while the earliest positive portion CI (see figure 15.4) arising
from the calcarine region (V1) peaks at ~90ms and inverts
across the horizontal meridian, there are further overlapping
components. All work except the most recent appears to have
underestimated the difficulties in assigning locations to the
various components of the evoked potential. A large number
of closely spaced electrodes are required,45 and one must use
small-subtense stimuli in each quadrant of the visual field to
obtain even an approximation to the true complexity. Several
attempts to describe these sources have been made, but the
one that is illustrated is the most recent and comprehensive.
Figure 15.5 shows the responses obtained for upper and lower
quadrants of the left visual field in such an experiment. The
separate waves are identified, and it is instructive to examine
the figure closely to see how the EP changes with electrode
position. (Note that the P1 component corresponds to Jef-
freys’s CII, but these responses are presented negative
upward.) The earliest component CI from central electrodes
(e.g., in the POz in figure 15.5) inverts across the horizontal
meridian, while other waves do not. The timing of second-
ary peaks varies (e.g., N150 at PO4). Complexities such as this
imply that the response has several principal components,
shown diagrammatically in figure 15.6. When the actual loca-
tions of the electrodes in the montage are determined very
precisely, software can be employed that localizes the sources
of the principal components within the skull. The assump-
tion is that these are relatively small dipoles, and figure 15.7
gives an example.

The location of the various gyri can be determined by
functional magnetic resonance imaging (fMRI) and applied
to the same data. Figure 15.8 shows the localization of the
dipole that indicates calcarine activity in the same subject,
for stimuli in each of the four quadrants of an individual
subject, superimposed on a diagram of the location of the
calcarine fissure as obtained from fMRI. The agreement
between the results of the two methods is impressive. Figure
15.9 shows a distorted topographic view of the fMRI image
of the cortical surface. The regions of activity shown in the
fMRI are indicated in color, along with the corresponding
localization of the electrophysiological component dipoles.
The distortion is necessary to display all successive visual
areas, as outlined and labeled in the figure.27

The VEP component named CI arises from V1. The 
early VEP component P1 peaking about 10ms later than CI
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F 15.3 The EEG as the product of postsynaptic potentials
in large pyramidal cells of cortex produced by either thalamic (left)
or cortical (right) inputs. (From Westbrook GL, Kandel ER,

Schwartz JE, Jessel TM (eds): Principles of Neural Science, 4th ed. New
York, McGraw-Hill, 2000.)

F 15.4 The VEPs caused by pattern onset (at time 0) and pattern offset (200 ms).
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F 15.5 Evoked potentials to checkerboard stimulation
placed in upper and lower quadrants of the left visual field. Sixty-
two channels are recorded from closely spaced electrodes. Note
how near Oz, the early responses invert across the horizontal
meridian, while later components do not. Note that in this figure,

unlike many in this book, positivity of the surface electrode is ren-
dered as a downward deflection. (Source: DiRusso F, Martinez A,
Sereno MI, et al: Cortical sources of the early components of the
visual evoked potential. Human Brain Mapp 2002; 15(2):95–111.)

probably arises from V2 and V3. Owing to the position of
areas V2 and V3, this component P1 does not invert across
the horizontal meridian, unlike the potentials generated by
V1. A further positive wave, late P1, peaking at ~140ms
seems to arise from V4 and the fusiform area. Finally, the
later component N155 originates more from regions in the
parietal cortex. There are still slower negative waves, char-
acterized by their approximate peak times, N180 and
N200.27 The early responses to color contrast are larger than
those to achromatic stimuli, suggesting that the slower par-
vocellular system generates these responses. Very large
responses have been reported with stimuli in which there is
a chromatic change only. (See chapter 47.)

T T   M I P
E S C A The sense
organs supply the brain with a huge number of signals about
the outer world. The optic nerve alone, with a spatial resolu-
tion of more than a million fibers, a temporal resolution of

50Hz or more, and a good luminance resolution (of, say, 8
bits), supplies an information content of 106 ¥ 50 ¥ 256, equal-
ing around 25 billion bits per second (2.5 ¥ 1010). This is clearly
too much information for the human brain to handle, given
its limited processing speed (around 100Hz at maximum).
Hence, relevant signals have to be selected for cortical pro-
cessing while less important ones have to be suppressed, dis-
carded, or dealt with by subcortical structures in an automatic
way. Thus, not all retinal stimulation seems to affect the cortex.
An important relay station on the way to the cortex is the thal-
amus, more specifically—for visual information—its posterior
part, called the lateral geniculate nucleus (LGN). The thalamus is
sometimes called “the gate to consciousness” because many
signals seem to be filtered out there before reaching the cortex
(and thus, finally, conscious processing). The exact nature of
these filtering and suppression mechanisms is still poorly
understood. One hypothesis states that failure to synchronize
inputs may lead to cortical suppression and/or failure of
awareness for the respective stimuli.
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F 15.6 Analysis of the principal components of the EPs 
for several electrode positions, derived from figure 15.5. Note that
in this figure, unlike many in this book, positivity of the surface
electrode is rendered as a downward deflection. (Source: DiRusso F,
Martinez A, Sereno MI, et al: Cortical sources of the early com-
ponents of the visual evoked potential. Human Brain Mapp 2002;
15(2):95–111.)

The thalamus may shortly buffer the signals that are
coming in from the sense organs and transmit to the cortex
only the apparently important ones in the form of synchro-
nous bursts. These bursts activate large numbers of cortical
neurons at approximately the same time, thus producing
large dipoles that can be recorded on the skull. The syn-
chronization of inputs to the cortex is especially pronounced
during sleep, leading to slow potentials (often below 10Hz)
with amplitudes that are larger than those usually recorded
during the awake state. It is thought that these large poten-
tials are based on rhythmic activity in the thalamus,
probably due to an opening of Ca2+ channels in the hyper-
polarized state of neurons only. The opening of Ca2+ chan-
nels leads to a depolarization of thalamic neurons, thus
closing the charge-dependent channels, causing a renewed
hyperpolarization of the membrane potential. This internal

oscillating activity obviously blocks, at least to a certain
degree, sensory input from activating cortical areas. In a
similar way, periodic changes of smaller amplitude may
rhythmically create and close a window of excitability for
sensory inputs to activate cortical neurons, thus synchroniz-
ing the arrival of sensory inputs in cortical neurons.

A M  R B A I
MEG, PET,  fMRI The EPs that are predominantly
discussed in this chapter are not the only way to record the
activity of the living brain through the intact skull. There are
a number of additional methods based on different physical
parameters of the nervous system. The first one to be pre-
sented here is the MEG, short for Magneto-Encephalo-
Gram. This method records the magnetic rather than the
electric potentials produced by cortical EPSPs and IPSPs. All
electric currents produce magnetic fields, so recordings of the
EEG and MEG refer ultimately to the same underlying cor-
tical events. However, there are important differences
between the two methods and the results they supply. First,
the magnetic field runs perpendicular to the electric field.
Hence, those cortical areas that run perpendicular to the
skull and that produce the largest VEPs will contribute far
less to the MEG, while those in the foldings of the sulci will
generally produce small VEP amplitudes but larger MEGs.
A second difference, which is a clear advantage of the MEG,
is that magnetic fields are less distorted by the inhomoge-
neous conductance of brain tissues, liquor, and skull than the
electric fields are. A third difference, this one a disadvantage,
is that the MEG is much more expensive to record because
it requires ultra-low-temperature sensors to be employed.

A second type of method is based on monitoring changes
of brain activity through changes in metabolism (SPECT,
PET) or by changes in local blood flow as indicated by O2

concentration in tissues (fMRI). In SPECT (single photon
emission computed tomography) and PET (positron emit-
ting tomography), radioactive substances are injected into
the bloodstream, and their distribution in the body is mon-
itored. These radioactive substances decay at different
speeds. For fast-decaying isotopes with half-life times of tens
of minutes, which give best spatial resolution, as are often
used in the PET, a nearby cyclotron is required, making this
type of investigation expensive in addition to slightly haz-
ardous for health. Radioactive sugars are employed to detect
increases in local cortical activity while observers perceive
specific (visual) stimuli. SPECT has a clearly lower spatial
resolution and is used mostly to search for tumors in patients.

Functional magnetic resonance imaging (fMRI) uses mod-
ulations of strong magnetic fields rather than radioactivity
and poses no known health risks to most patients. It monitors
the changes of blood flow by measuring the amount of
oxygen-laden hemoglobin locally in the brain under different
stimulus conditions. The underlying assumption is that more
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F 15.7 Applying dipole analysis to the separate components
of figure 15.6. There are seven dipoles, and the EP waveforms of
each are shown next to the representations of the brain, for each

visual field quadrant separately. (Source: DiRusso F, Martinez A,
Sereno MI, et al: Cortical sources of the early components of the
visual evoked potential. Human Brain Mapp 2002; 15(2):95–111.)

active neurons need a larger oxygen supply, and hence, the
local blood supply has to be increased. This method has an
excellent spatial resolution, on the order of a few millimeters,
but a much poorer temporal resolution than EEG and MEG
have, and so far it is not used routinely in clinical practice.

Stimulation techniques: Modalities and parameters

S M
Modulation in space The visual cortex is far less interested in
homogeneous stimuli than the photoreceptors are. Its
neurons respond to contours but hardly to homogeneous,
static areas—unlike the retinal photoreceptors, as was men-
tioned above.46 Hence, contours are better suited to evoke a
large VEP than homogeneous fields are. Basically, two types
of spatially structured fields are generally used to evoke 
cortical potentials by visual stimulation, with either a 

one-dimensional or a two-dimensional structure. One-
dimensional stimuli consist of gratings that are usually
defined by differences in luminance or color. The transitions
between the dark and bright stripes (or between the two
colors) can be either abrupt, in the form of a square wave,
or else in the form of a sinusoid, that is, as a smooth transi-
tion. The latter form contains only a single spatial frequency
(see “Modulation of spatial frequency” later), which is seen
as an advantage by some. Two-dimensional stimuli consist
most often of checkerboards (figure 15.10) and sometimes of
radially structured dartboards that accommodate the fact
that visual resolution decreases fast toward the periphery 
of the visual field (with little gain in VEP amplitude67).
Checkerboards, on the other hand, are easily programmed
and pose fewer problems with aliasing of oblique lines (their
apparent “raggedness”). In the spatial frequency domain,
they contain many different spatial frequencies. This may be
an advantage because it tests the system in a wider range of



input values. Interestingly, most dominant with these stimuli
are spatial frequencies at the 45-degree direction (assuming
a square checkerboard), as can be seen when employing a
blurred version of a checkerboard. The dominant frequency
can be calculated as follows.

Let d be the width = height of one checkerboard square.
The diagonal of one square is the longest spatial period p.
Thus, invoking Pythagoras, . Since frequency is the
inverse of the period, we arrive at

To give an example, for a check size of 0.5° = 30 arcmin,
the dominant spatial frequency is 1.4c.p.d. The next higher 
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frequency would be three times this value (4.2 c.p.d.), since 
symmetric square wave modulation does not contain any
odd harmonics.

Modulation in time To optimally stimulate neurons in the
visual cortex and to produce a defined start of the stimulus (a
prerequisite to separate the VEP from the background noise;
see preceding “Signal averaging over many stimulus presen-
tations”), stimuli have to be modulated in time. The easiest
stimulus to produce is a flash of light (see “The normal flash
VEP”, following), but this is a suboptimal stimulus for several
reasons, which were discussed in the preceding subsection. A
better stimulus consists of the appearance and subsequent
disappearance of a structured stimulus such as the checker-
boards mentioned previously. (For details, see “The EPs to
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F 15.8 Diagram of MRI outlines of the calcarine sulcus,
showing the position of the V1 dipole (large circle) and its 
major vector superimposed. Note that the upper field stimulus is
located to the lower lip of the calcarine, and the lower field is

(approximately) located to the upper lip. (Source: DiRusso F,
Martinez A, Sereno MI, et al: Cortical sources of the early com-
ponents of the visual evoked potential. Human Brain Mapp 2002;
15(2):95–111.)
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F 15.9 This figure shows agreement between imaging and
electrophysiological techniques in placing cortical activities. The large
“unfolded” fMRI images of the cortical surface show areas of activ-
ity caused by two visual stimuli, and the locations of the differing 
electrical dipoles are translated to the MRI image. The outlines of

V1–V4 and the location of fusiform and parietal cortex are indicated.
(Source: DiRusso F, Martinez A, Sereno MI, et al: Cortical sources of
the early components of the visual evoked potential. Human Brain
Mapp 2002; 15(2):95–111.)

appearance/disappearance” later.) Instead of these stimuli
defined by appearance and disappearance, others can be used
that are defined by contrast reversal. (See “The EPs to pattern
reversal” later) While the appearance of a stimulus means
that new contours are presented, contrast reversal means that
the direction of contrast in spatially stable contours reverses.
For example, changing all dark squares of a checkerboard to
bright ones and vice versa reverses the direction of contrast
at all the borders between bright and dark squares.

From the earliest recordings, stimuli have been employed
in which the blank screen converts to a pattern containing
contrasting edges in various forms. It is important that such
a stimulus not alter the overall luminance of the display, and
many commercial stimulator systems are unable to achieve
this. When true “appearance stimuli” are produced, an
entirely different waveform of EP emerges. The responses
to appearance stimuli are usually labeled C0, CI, CII, and
CIII.45 Even though the same checkerboard pattern is gen-
erated, its subjective appearance is quite different from that

of a pattern reversal: There is no impression of motion, and
a typical motion detector model, such as the Reichardt
detector,37 does not respond to a pattern-onset stimulus. If
each pattern is displayed very briefly (e.g., during just a single
frame of a high–speed monitor), the image appears gray
because contrast is integrated over a considerable period
(20–30ms), during most of which the screen is effectively
blank owing to the fast decay of the monitor’s phosphor.

Modulation in time and space: Motion Moving stimuli combine
changes in time with changes over space (e.g., Clarke21).
Technological development as well as intriguing findings
rejuvenated this field. For example, Müller and Göpfert57

showed that very low-contrast motion evokes a motion VEP,
linking it to the magnocellular system. Initially, there was a
controversy over what type of potential to expect from pure
motion stimulation. It turns out that pure motion stimuli can
indeed produce visual evoked potentials. However, their
appearance depends critically on the duty cycle of stimula-
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tion, that is, on the percentage of time during which the
stimulus moves as opposed to being stationary. Because the
visual system strongly adapts to motion, the stimulus must
be stationary between trials for considerably longer than it
moves during each trial to avoid such adaptation processes
distorting the results.13 A typical motion-evoked potential
and its change with duty cycle are presented later in the
chapter. Retinal potentials can also be evoked by motion, but
these responses are probably from non-directionally sensitive
detectors (e.g., flicker detectors) and therefore are not veridi-
cal motion responses.8

Modulation in color space Not only changes in luminance but
also changes in color can evoke cortical sum potentials, for

example, by presenting a grating or checkerboard that is
defined purely by differences in color or by reversing or 
otherwise changing its color. (For an example, see the sub-
section entitled “EPs to chromatic stimuli” later in the
chapter. For further details, see chapter 47.)

Modulation in depth Changing the binocular disparities
between stimuli presented to the two eyes changes their
apparent depth, that is, their distance from the observer. It
could be shown that motion in depth produces VEPs in addi-
tion to those evoked by pure motion without any change in
apparent depth. A simple demonstration consists of moving
the dots in both eyes in vertical but opposite directions. This
does not change disparity and hence produces no apparent

F 15.10 Fourier components of a checkerboard (Bach,
unpublished calculations). On the left, a normal checkerboard with
0.5-degree square checks is seen at the top (A), and the same
pattern rotated by 45 degrees is seen at the bottom (C); on the right
are the corresponding Fourier spectra (magnitude only, B and D).
In the spectrum, only isolated dots are seen because a regular
pattern contains only discrete frequencies. The lowest (and domi-
nant) spatial frequency is at horizontal = vertical = 1 cpd; thus, the
distance from the origin corresponds to cpd. The higher2 1 4ª .

harmonics decrease rapidly in amplitude; here, the size of the dots
corresponds to the root of magnitude to make them more visible.
Obviously, a wide range of spatial frequencies are contained in a
checkerboard pattern, but none of the horizontal or vertical fre-
quencies. The spectrum (D) of the rotated checkerboard (C) does
contain horizontal and vertical spatial frequencies, as can be seen
by slightly blurring (= spatial-frequency low-pass) pattern C. The
slight scatter around the spatial frequency peaks is due to aliasing
effects resulting from rotating a square on a rectangular pixel raster.
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change in depth. Moving the dots again in opposite direc-
tions in both eyes, but this time both in the horizontal direc-
tion, will produce an apparent shift in depth, resulting in an
additional depth-specific VEP component when compared
to the VEP that is elicited by vertical motion.

Modulation of spatial frequency It is clear that a regular, peri-
odic grating can be described by the width of its stripes. Two
stripes, one dark and one bright, define the width of one
period of this grating. The number of periods per degree of
visual angle defines the spatial frequency of this grating. For
example, a grating consisting of dark bars of 0.25-degree
width and bright bars of the same width has a period length
of 0.5 degree and a spatial frequency of 2 periods per
degree. Often, the expression cycles per degree is used rather
than periods per degree. Gratings, and stimuli in general, with
high spatial frequencies stimulate neurons with small recep-
tive fields, while the majority of neurons with large recep-
tive fields cannot resolve the small lines of the gratings and
are unable to discriminate such a grating from a homoge-
neous field. Gratings with low spatial frequencies will appeal
to neurons with large receptive fields, while when neurons
with small receptive fields are stimulated by a sinusoidal
grating of low spatial frequency, the slow increase or
decrease of luminance taking place within their small recep-
tive field will not be an effective stimulus. It turns out that
neurons with medium-sized receptive fields are the most sen-
sitive to the difference in luminance between the bright
versus dark stripes of a grating (and indeed any pattern).
This is to say that these neurons require the least contrast
for activation. Moreover, these neurons produce the largest
VEP responses to appearance or contrast-reversing stimuli,
while both coarser and finer gratings (and other patterns)

produce smaller VEP amplitudes. For high spatial frequen-
cies, the properties of the eye’s optics markedly reduce
retinal contrast, contributing to the decline in amplitude and
the increase in latency. Gratings that are too fine to be
resolved will not evoke a VEP when reversing their contrast.
This fact forms the basis for assessing visual acuity in babies
and patients who are unable to cooperate. (See “Uses of the
Flash VEP” and following sections.)

Figure-ground segregation and the VEP Some cortical cells
respond not to low-level features of the retinal image such
as luminance contrast, color, motion, depth, or spatial fre-
quency but to more complex features, such as the form of
contours or figures. In an early stage of figure-ground 
discrimination, the visual system has to combine the local
contour elements that together define a figure. Such activity
produces an evoked potential. Presenting a stimulus consist-
ing of line elements with random orientations such as in
figure 15.11A and comparing the results with those evoked
by another stimulus that contains the same line elements 
but arranged in a way to mark, say, a circle (figure 15.11B)
yield significantly different VEPs. Thus, the VEP reflects the
recognition of a figure. Figures may also be defined by 
differences in texture. Stimuli consisting of segregated ele-
ments, forming a checkerboard, consistently evoke potentials
that differ significantly from the potentials that are evoked
by random, nonsegregated presentation of the same ele-
ments, for elements defined by luminance, color, motion,
texture, orientation, or depth.9–12,33,50 Hence, the most widely
used clinical VEP employing a checkerboard stimulus is
based both on local differences of luminance and on the 
segregation between different parts of the stimulus. It is still
under debate whether different types of segregation stimuli

A B

F 15.11 A, A contour defined by good continuation of line orientations. B, Randomized arrangement of the same elements as in A.
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such as color-, luminance-, and motion-defined checker-
boards all stimulate the same “master” map or are detected
in partly different cortical structures.11,31

S P At the time of writing, a new docu-
ment has been published58 after prolonged consultations in
the International Society for Clinical Electrophysiology of
Vision (ISCEV). The basis for this standard rests on the uses
that are envisaged for such a test and on the types of patients
who are referred to the clinic. Work in pediatrics, in which
the question is whether visual maturation is proceeding 
normally, evidently has quite different requirements (see
Thompson and Drasdo,74 as well as chapters 23 and 52) from
the investigation of older children or adults, in which the
common reason for referral is unexplained loss of vision.
Procedures for incorporating EP testing with other electro-
physiological procedures are described in other chapters (see
chapters 36, 49, 56, and 79).

Field size Not all retinal positions are equally represented
in the (primary) visual cortex. Visual resolution falls steeply
from the fovea to the periphery, and the same is true for the
density of retinal ganglion cells. The size of cortical projec-
tions of any given area in the visual field is roughly propor-
tional to the number of ganglion cells that are sampling this
area of visual field. The so-called magnification factor 
indicates the size of cortical representations as a function 
of position in the visual field.25,29,68 As a direct consequence,
the representation of the central 10-degree radius represents
more than half of the overall cortical representation of the
visual world and dominates the VEP.42 A stimulus diameter
of 15 degrees will therefore suffice to elicit VEPs of near
maximal amplitude.

Check size Optimal amplitudes require the optimal stimulus
size, as we saw in the last section. But what is the optimal
check size? Given the varying resolution of the retinal areas
that a stimulus of size 15 degrees covers, optimal check size
differs between the center and the periphery of the area that
is stimulated. One measure to compensate for this inhomo-
geneous nature of the receiving parts of the retina is to use
as stimuli “dartboards” whose element size increases with
increasing distance from the center (see above). But in addi-
tion, patients’ visual resolution varies, sometimes dramati-
cally, from one to the next. To yield good results, at least two
sizes of checkerboard elements should be used sequentially
in every patient, for example, element side lengths of both
0.25 degree and 1 degree; this helps, for instance, to distin-
guish between optical and neural problems: Neural prob-
lems, such as demyelination of the optic nerve, tend to
influence results for all check sizes while optical problems will
have less impact on coarser checkerboards than on finer
ones.

Luminance Of course, stimuli have to be bright enough for
observers to perceive them. This statement might not be as
unnecessary as it appears because some patients may require
higher stimulus luminances than others owing to distur-
bances of the optic media or retinal disorders. In any case,
stimulus luminance should be in the upper realm of the
range possible for raster monitors, around 75cd/m2. Stan-
dardization of stimulus luminance (and contrast) is manda-
tory, since the transfer time of retinal photoreceptors
depends on stimulus luminance.7 Therefore, the stimulus
luminance should be checked at regular intervals—monitors
age!17 Latency between stimulus onset and the occurrence 
of discernible potential changes in the evoked response 
is one of the main parameters used in the evaluation of
EPs. Using an insufficient stimulus intensity will distort the
results, mimicking a delayed transmission of the stimulus.
The good news is that the luminance dependence of VEP
potentials as well as retinal photoreceptors is most pro-
nounced for low luminances, approaching an asymptote 
for luminances above around 50cd/m2 (see figure 12 in 
Bach et al.7). To ensure optimal comparability between the
results of different laboratories, the flash intensity should 
be normalized. Therefore, and for practical reasons, use of
the ERG standard flash to evoke flash VEPs is strongly 
recommended.

Contrast The common pattern-reversal stimulus with
checks subtending about 40–50 minutes of arc at the pupil
is used with a high contrast. Experiments in which the con-
trast is reduced show that the response saturates at about
20% contrast.

When check size is reduced with a high-contrast stimulus,
the response diminishes, and attempts have been made to
graph response amplitude as a function of check size and to
determine whether extrapolation to zero voltage gives a check
size commensurate with other measures of visual acuity. In
general, there is a correlation with the result of this extrapo-
lation, but the correlation is not as close as one would wish
(see the section entitled “Uses of the Flash VEP”). Decrease
in contrast below 35% increases the peak time of the VEP.
Such slowing of the response also occurs in retinopathies. In
these cases, the delay occurs in the retina, either in photore-
ceptors or in bipolar and amacrine processing. Hence, both
luminance and contrast can have a distinct influence on the
latency of VEPs. Use of stimuli at moderately high contrasts
above around 60% is recommended.

Temporal frequency The visual cortex responds more strongly
to changing stimuli than to homogeneous stationary ones, as
we saw above. So stimuli for VEP recordings may not just
change in time to mark an onset on which to trigger the aver-
aging but may be presented at higher frequencies. But let’s
start with the standard presentation of single stimuli. The
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rate of repetition should not exceed two reversals per second
(rps) to allow a sufficient interval for the currents produced
by the visual cortex to return to baseline. This will minimize
any interactions between the responses to successful stimuli.
Longer intervals would unnecessarily extend the time
required for the test. The same holds true for flash stimula-
tion: The repetition rate should be below 2Hz. For appear-
ance/disappearance stimuli, we recommend presenting the
stimulus for 200-ms periods, each followed by a 400-ms
pause.

Stimuli may also be presented at much higher frequencies
or reverse at much higher frequencies, a stimulation type
that is called steady state. In that case, the cortical responses
to the individual stimuli superimpose and are no longer
typical for single stimulation (see figure 5.12). Hence, simple
averaging of the stimuli will lead to distorted results. In prin-
ciple, two ways to evaluate the EPs are possible under these
circumstances. First, a temporal Fourier analysis is per-
formed. The Fourier analysis can be thought of as a large
number of filters each transmitting a single temporal fre-
quency. Hence, the Fourier analysis indicates the signal
amplitude for each temporal frequency. The amplitude for
the frequency corresponding to the stimulus repetition rate
immediately indicates the signal strength of this stimulus.
The second way to obtain the cortical response to a single
stimulus from repetitive superimposed responses is based on
a mathematical technique called deconvolution analysis. Basi-
cally, it supposes that the interactions between subsequent
stimulations superimpose in a linear way. Then it is possible
to subtract the late part of a response to one stimulus from
the early part of the response to the next stimulus (see next
section).

The multifocal VEP If later portions of the EP are recorded
or the response is generated by cortical regions outside the
striate cortex (V1), the situation becomes more complex, but
this will not be the case in most clinical situations. Many
attempts have been made to measure visual fields with the
EP. However, it was shown early that most of the evoked
response comes from the cortex connected to the central 3
degrees of the visual field (see “Field size” previously) and
the convolutions of the visual cortex are quite variable;
hence, the early work was largely unsuccessful. Recently, this
idea of objective visual field testing has been revived by using
multifocal techniques (see chapter 21). The multifocal tech-
nique presents a temporal pattern of stimulus that is unique
and identifiable to each of a number of different adjacent
retinal areas. The response (in the cortex) is identified by a
cross-correlation technique, and the signal strength can be
calculated separately for different visual field positions. The
concept of perimetry by means of EPs, so to speak, is quite
exciting, but a number of technical problems have so far
limited its application in clinical practice (see chapter 26).

One of the main problems is the convoluted cortical folding
and the small amplitude for peripheral stimulation, a
problem that is far less present for multifocal ERGs.

Stimulation: Physiological targeting and response(s) to
adequate stimulation

D T  E P Various more
complex stimuli have been employed to evoke VEPs. Pattern
appearance and disappearance EPs have been investigated
with long exposures,73 and the EPs that are generated by
motion detection as distinct from appearance/disappear-
ance have been distinguished.54 Binocular interactions have
also proved to be of interest, and good methods exist for 
controlled investigations of such features.28 The mechanisms
that detect coherent motion and moving objects formed by
random dots evoke their own characteristic EPs. The rela-
tionship between auditory and visual stimulation has been
investigated as well as how the spatial characteristics of com-
bined visual and auditory stimuli are reflected in occipital
EPs, indicating that part of the initial occipital complex is
related to the subject’s consciousness.51,66 All these findings
raise the possibility that EPs could be used for a variety of
neurological and perceptual investigations in clinical condi-
tions, but such recordings will not be routine for some time.

The responses to contrast-reversing achromatic stimuli
are larger than those for chromatic stimuli. In the case of
checkerboard stimuli, the contrast reversals can lead to the
subjective impression that the squares of the stimulus
“stream” across the screen as though they were moving.
These observations are (weak) evidence that cells of the mag-
nocellular pathway may primarily contribute to the genera-
tion of the EP, since this pathway is specialized for motion
detection. In addition, the relationship between stimulus
contrast and EP amplitude is very nonlinear, again compat-
ible with M-pathway activation. Isoluminant color-defined
checkerboards, on the other hand, should stimulate pre-
dominantly the parvocellular pathway, since the magnocel-
lular stream is nearly color-blind.

The normal flash VEP Short flashes of bright light are able
to strongly influence EEG activity, as was mentioned earlier,
for example, in “photic driving.” The flash VEP is useful to
examine whether there is any cortical reaction to illumina-
tion of the retina, especially in patients who are unable to
cooperate, since refraction and fixation problems are mini-
mized. Today, the flash stimulus is not considered the first
choice to evoke VEPs, since spatially structured stimuli evoke
potentials that are much more consistent between subjects,
allow the stimulation of restricted parts of the visual field
(e.g., half-field), and are less disturbing for the patient. An
example for a VEP evoked by flash stimuli of different inten-
sities is shown in figure 15.12B.
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The EPs to appearance/disappearance By and large, the VEPs
that are evoked by the appearance of a structured stimulus
or else by its disappearance resemble those evoked by the
contrast reversal of the same type of stimulus. In both types
of stimuli, it is important to ensure that the overall lumi-
nance of the stimulus stays constant, in order not to include
a small “flash stimulus” into the pattern reversal. While this
condition is easily met by the contrast-reversal stimuli, in
which the luminances of the bright and dark elements are
exchanged (as long as the number of dark elements equals
the number of bright elements), the problem is more diffi-
cult in the case of appearing or disappearing stimuli. Obvi-
ously, the background luminance from which these stimuli
appear or into which they disappear cannot correspond to
the luminance of either the dark or bright elements but must
be in between. A straightforward solution is to use the arith-
metic mean of the luminances of the dark and bright ele-

ments. However, given the logarithmic gradient for human
luminance perception, it may be more adequate to use the
geometric mean.

Pattern-onset stimuli produce potentials with markedly
higher interindividual variability than pattern-reversal
stimuli do. Thus, they are preferred only in special situations
such as diagnosis of albinism, for patients with nystagmus,40

and for assessment of visual acuity. An example for a VEP
evoked by a disappearing stimulus is presented in figure
15.13.

The EPs to pattern reversal The pattern-reversal stimulus is
very widely employed, partly because the technique of gen-
erating the pattern is simple but also because the response is
simple and is stable within and between subjects. The major
positive component is generated in V1, and the time to peak
of the major surface positive response (P100) varies very little

A

B

F 15.12 A, Dependence of VEP amplitude and latency on
stimulus frequency. B, Dependence of VEP and pattern ERG on
stimulus luminance. VEP latency decreases with increasing lumi-
nance (A, “the brighter, the faster”). This is due to retinal origin,
as shown by the nearly parallel luminance dependence of the
PERG (B). Above ª100cd/m2, the decline begins to be arrested.

(Source: A, from Altenmüller E, Ruether K, Dichgans J: Visuell
evozierte Potentiale (VEP) und Elektroretinogramm (ERG). In
Evozierte Potentiale. Berlin, Springer, 1996, pp 289–409. B, Modified
after Bach M, Bühler B, Röver J: Die Abhängigkeit der visuell
evozierten Potentiale von der Leuchtdichte: Konsequenzen für die
Elektrodiagnostik. Fortschr Ophthalmol 1986; 83:532–534.)



Pattern Reversal

F 15.13 Examples of VEPs evoked by contrast reversal
versus onset/offset. Recordings from 11 visually normal subjects,
average of stimulation of the two eyes. Top, Pattern reversal (2
rev/s). Bottom, pattern onset/offset (200ms ON, 413ms OFF).
Left, 0.25-degree check size. Right, 1.0-degree check size. The
upper response in each of the four panels is from a stimulus limited
to the central macula. The other responses are from a checkerboard
that stimulated a much larger retinal area. For the bottom two
traces of the pattern reversal panels, the stimulus frequency was

8 Hz.The wide variability between subjects is clearly seen and is
obviously much more expressed for onset as compared to reversal
(the corresponding traces in the top and bottom graphs correspond
to identical subjects). Variability occurs both in absolute amplitude
and in shape (e.g., the relative size of the peak troughs,
N70/P100/N160). Changing the check size has less influence.
(Source: From Altenmüller E, Ruether K, Dichgans J: Visuell
evozierte Potentiale (VEP) und Elektroretinogramm (ERG). In
Evozierte Potentiale. Berlin, Springer, 1996, pp 289–409.)
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from person to person. Even minor damage to the neural
pathway is frequently associated with increases in the peak
time of this P100 potential. Contrary to the flash stimulus,
the patterned stimulus allows hemifield stimulation, which
usually will activate only the contralateral visual cortex. (The
only exception is albino patients, who show a sizable anom-
alous projection of the nasal hemiretinae to the ipsilateral
visual cortex.) With small field stimuli consisting of small
checks, half-field stimulation produces larger VEP ampli-
tudes on the contralateral occipital skull. However, large field
stimuli with large checkerboard elements evoke a paradoxi-
cal lateralization on the ipsilateral skull. The explanation is
based on the geometry of the primary visual cortex, which
is folded in the calcarine fissure, close to the midline between
the two hemispheres. The dipole resulting from activation of
the primary visual cortex hence can point to the contralat-
eral side, depending on the type of stimulation. Figure 15.14
presents some examples.

The EPs to moving stimuli Motion onset or offset of a struc-
tured stimulus can evoke a VEP, as outlined above (“Modu-
lation in time and space: Motion”). Motion offset typically
results only in a very small response. An example for a VEP
evoked by motion onset is shown in figure 15.15A. The stim-
ulus was a dartboard, which began an expanding motion 
at time zero for 200ms, then rested for 1300ms, and under-
went a contracting motion for 200ms followed by another
stationary phase of 1300ms. As a major response structure,
a negativity at 160ms after motion onset is seen. Motion is
a more complicated stimulus than flash/pattern onset/rever-
sal, and the stimulus paradigm described above avoids two
major problems with motion stimuli:

1. Eye movement artifacts: Motion onset of any extended
field typically evokes optokinetic nystagmus, which is not
easily suppressed but is avoided by radially symmetric
motion.

2. Motion adaptation: This phenomenon, well known
from the motion aftereffect (a demonstration can be found at
<www.michaelbach.de/mae.html>), is amazingly strong in
motion VEPs. It can even lead to a (seeming) polarity rever-
sal of the N160 (figure 15.15B, after Bach and Ullrich13).
Since the adaptation time constant (about 3 s) is shorter than
the recovery time constant (two to three times as long), even
when the stimulus moves only half of the time, the subject is
typically driven into 70–80% of motion adaptation.39

EPs to chromatic stimuli VEPs to chromatic stimuli are dom-
inated by a negativity when the colors are fully equilumi-
nant, that is, when the elements differ only in hue while
having identical luminances (identical intensities for the
normal human visual system). It is usually not possible to
completely adjust the luminances of two colors in a way to
ensure equiluminance in both the fovea and the (near)

periphery of the retina, but the remaining luminance con-
trast would be too low to elicit proper EPs given careful 
calibration of the monitor.

L  VEP: M T J T T 
R, O N,  O T Several factors
contribute to the latency between stimulus onset and the
appearance of the large potentials that are usually used to
evaluate the VEP in clinical practice. The first factor is trans-
formation of electromagnetic waves by means of photo-
chemical processes to neuronal potentials and eventually
action potentials in the retinal ganglion cells. Depending on
stimulus intensity, retinal photoreceptors require about 
1–3ms under optimal conditions to catch enough photons to
produce a generator potential of sufficient size to be trans-
mitted to the bipolar cells and to generate action potentials
in ganglion cells. Retinal potentials in the electroretinogram
(ERG) start a few milliseconds after a flash stimulus and peak
(negatively) around 10–20ms after stimulus onset. The first
action potentials arise around 20–30ms after stimulus onset
in the retinal ganglion cells. Subsequently, the action poten-
tials travel via the optic nerve and optic tract to the lateral
geniculate nucleus, are transmitted to the neurons forming
the optic radiation, and arrive at the visual cortex probably
around 50ms after stimulus onset. Indeed, the first changes
of cortical activity are recorded after about 50ms.32 This
delay fits rather well with the delay caused by retinal pro-
cessing plus the conduction time of optic nerve, optic tract,
and optic radiation. Moreover, reaction times to presentation
of a flash stimulus decrease by about 40ms in monkeys if the
flash is substituted by a local stimulation of the visual cortex.55

Given these latencies, it is surprising that the so-called early
potentials of the VEP have latencies on the order of 100ms,
especially the P100. Hence, the latency of these large poten-
tials does not reflect just the transmission time of signals arriv-
ing at the retina and traveling to the primary visual cortex.
Quite to the contrary, the latency of these large early poten-
tials is higher by about a factor of two than the pure trans-
mission time. The reason for this massive additional delay is
unclear at present. One possible explanation is that the visual
cortex has to elaborate, by means of sequential processing,
the information supplied by the retina before a strong and
synchronous excitation of a sufficient number of neurons
results. (See, for example, Palm60 for a neuronal network
model of visual cortex showing peak activity at 100ms.) An
alternative explanation would suppose that only after top-
down feedback arrives at the primary visual cortex are the
neurons there sufficiently synchronized to produce potentials
with amplitudes such as that of the P100.

I   C S
Attention, arousal, and expectancy The discharge rate of single
neurons at all stages of cortical signal processing can be
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F 15.14 Examples of paradoxical lateralization with half-
field stimulation. The stimulus was a checkerboard divided by a 
1-degree-wide gray strip, which reversed at time zero on the right
side and at 500ms on the left side (indicated by the numbers on the
small checkerboard insets; this is one of the stimulus paradigms in
EP2000). This is a stimulus paradigm further explained at
www.michaelbach.de/ep2000.html. The top trace was recorded

from O1 (left hemisphere), the center trace from Oz, and the bottom
trace from O2. In the top trace, the downward structure around 
100ms is small, the one around 600ms is large, and the reverse holds
for the bottom trace. This is contrary to what would be expected if
the O1 response were dominated by activity in the right visual field.
(The correctness of the stimulus was checked with cardboard 
partially covering the screen.)
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F 15.15 Examples of a VEP evoked by motion onset.
Motion VEP evoked by (A) expanding (left) and contracting (right)
a dartboard pattern (Molnar and Bach, unpublished data). The
major response structure is a negativity at 160ms after motion
onset. Motion direction cannot be deduced from the potentials (but
by selective adaptation, it could be8). The slight difference in ampli-
tude between expansion and contraction is not significant. B, Effect
of the duty cycle (% of motion versus total time) on the motion
VEP. The hatched part in the horizontal bars represents the time
where the stimulus pattern (here: sinusoidal gratings) moves; the
gray part represents the stationary epoch. With a 5% duty cycle
(top), there is a marked negativity (N2 or N160/N180), which
decreases at 50% and vanishes at 80%, where the high duty cycle
has caused strong motion adaptation.

modified by top-down signals reflecting the top-down influ-
ences that are commonly attributed to factors such as atten-
tion and arousal. While arousal denotes the general level of
activation in the central nervous system, attention is a far more
specific structure, reflecting the result of a focused direction
of “processing power” to a specific portion of the visual field
or to a specific feature of a (visual) stimulus.53,61,75 Most
studies employing flash VEPs demonstrate a small decrease
in VEP amplitude with decreasing attention but constant
latency.36 Components of the VEP with larger latencies,
above around 200ms, depend more strongly on attentional
influences and stimulus novelty.23 With pattern-induced
VEPs, the influence of the attentional factor is principally
larger, not least because decreasing attention may lead to
nonoptimal accommodation and fixation, leading to smaller
amplitudes of the VEP. Latencies seem to be rather unin-
fluenced. We recommend limiting individual takes to 3–5
minutes at maximum to minimize the influence of fatigue
and decreasing attention.

Preparation, motivation, and emotion Motivational and emo-
tional factors influence predominantly the later portions of
evoked potentials, at latencies beyond 200–300ms, but even
the early parts of the EPs may be influenced to a small
degree. The P300 is especially sensitive to information
regarding penalties or rewards. Motivational instructions
increased the amplitude of the P300 evoked by an auditory
stimulus, while its latency decreased nonsignificantly.19 The
P300 over the occipitotemporal and frontotemporal cortex
is sensitive to reward magnitude but insensitive to its valence
(penalty or reward),47 while the error-related negativity, or
feedback negativity, is sensitive to stimulus valence while not
rewarding magnitude.41,79 Both unpleasant and pleasant
visual stimuli of low arousal content evoke widespread tran-
sient frontal steady-state VEPs over both sides.48

Derivation, electrode positions, equipment, and procedures

E
Electrode positions A difficult problem arose in experiments
to determine the best electrode positioning around the
occiput, the most suitable size of the stimulated part of the
visual field, and the part of the field to be excited. Even 
the polarity of the response could invert with variation in
stimulus size and electrode position.34 The reason was soon
shown to be the convolutions of the visual cortex in the cal-
carine fissure, as was mentioned above. The depth of the
fissure represents a segment of retina that is approximately
on the horizontal axis, or meridian. The superior surface of
the fissure, facing downward, is connected to the upper part
of the retina; that is, it represents the lower visual field. The
lower lip of the fissure, which is opposed to the upper lip, is
activated from the upper visual field. Recording above and
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below the horizontal axis evokes similar currents, but they
flow normally to the cortical surface, and therefore, when
monitored by surface electrodes that are somewhat remote,
the voltage reverses when a small stimulus crosses the hori-
zontal meridian. For this reason, the response becomes more
stereotyped, and the interobserver variation is reduced if the
stimulus field is large (10 degrees or more, despite most of
the response originating from the visual field within 3
degrees of the fovea). However, for particular purposes, this
might not be the best way to detect abnormalities.

The question of the “ideal” electrode position previously
led to considerable debate. For a start, it must be realized
that there is no absolute zero for potentials and that only
potential differences are meaningful. Electrophysiology
measures the potential at any point on the scalp and com-
pares this to a hopefully inactive reference. Inactive or 
indifferent electrode positions on the body are only approx-
imations to zero. An EEG channel represents the voltage 
difference between the two inputs of its differential input
amplifiers connected to two electrodes.

Thus, the electrode positions (the montage) should be
ruled not by dogmatic beliefs but rather by the specific exper-
imental or clinical question. Typically, one wants to link the
electrode position to an underlying cortical area. Here, the
International 10/20 System44 has proven useful: Standard
easily detectable bony landmarks on the head (nasion and
inion as front-back measures and the vertex and the preau-
ricular points for lateral measures) serve as references.
The electrodes are positioned at relative distances of 10%
or 20% between these landmarks—hence the name 10/20
System. This technique takes varying head size into account
and has been shown to correlate with underlying brain 
morphology.

The current ISCEV VEP standard58 suggests for prechi-
asmal diseases the use of a single channel, recording from
Oz versus Fz. Because chiasmal and retrochiasmal diseases
may be missed by using a single channel, it is useful in neuro-
ophthalmological settings to add to this at least two lateral
active electrodes.58

Problems of electrode placement Cortical potentials are gener-
ated as though from the ends of a dipole occupying the
thickness of the cortex. Thus, for a large field, the signal is
generated by equivalent dipoles tangential to the electrode
over a considerable region of activated cortex, and the polar-
ity, waveform, and response in general are less dependent on
precise electrode placement. However, the maximum voltage
is recorded between an occipital electrode and a remote elec-
trode over the opposing hemisphere. When the occipital pole
is stimulated by a small central target, the equivalent dipole
is radial and is therefore maximal at the electrode directly
above it. However, the voltage and even the polarity of the
response are sensitive to electrode placement. To overcome

these problems, a large target is usually recommended for
clinical VEPs.35,59 In practice, placement of a single elec-
trode at the midoccipital point (Oz in the International
10–20 System) can present a problem (figure 15.16). The
position of Oz is determined by dividing in half the cir-
cumference of the head. It has been shown44 that this loca-
tion may be either on the midline or over either of the
cerebral cortices, reflecting the amount of lateral shift or
skew of the cerebral hemispheres. For any individual, there-
fore, Oz may be actually located on the midline, over the
right visual cortex, or over the left visual cortex. Oz is hence
placed in the worst position to record the response from all
but the smallest visual targets. It will not be possible to know
whether the potential generated by a small target is derived
from the whole stimulus or from the part in the right or in
the left visual field.

In addition, a single electrode placed on the midline
should record the sum of the potentials from right and left
visual cortices at the occiput. Unfortunately, this summing
process is not simple, and an absence of evoked activity of
one side of the cortex will still result in an apparently normal
response. Equally, an asynchrony between the two visual cor-
tices will result in apparent waves or “beats” that do not actu-
ally exist in each individual cortex. Such a complication will,
of course, affect the apparent latency of the main peak.

It should also be remembered that the Oz-Fz potential
depends not just on the potential at Oz, but also on the
potential at the apparently inactive remote reference Fz.
Many studies have shown that Fz is not inactive but has a
strong negative potential concurrent with the positive poten-
tial at Oz.38

It is an established fact in electrophysiology that with two
recording electrodes on the scalp, it is impossible to attrib-
ute the signal to either electrode. All forms of multichannel
recording utilize a common reference form of VEP record-
ing. With more than one channel, activity from the reference
can be deduced because it is common between the two chan-
nels. With even more channels, the more precise potential
gradient at the active electrodes can be plotted.30 The only
other method of locating potential peaks is using bipolar
recording in which a chain of electrodes is connected in a
bipolar manner.35

Number of electrodes and multielectrode recordings The number of
electrodes that are employed in (clinical) studies varies from
2 to 128. For early evoked potentials, two may suffice. For
clinical EEG interpretation, 12–16 channels are routinely
used. For mapping and source derivation, 16 would be con-
sidered too few. Previously, there was debate whether a
bipolar derivation (difference between equivalent positions
on the two hemispheres) or a “linked-ear” reference or else
an “average reference” is more advantageous. With current
equipment, the debate has become nearly irrelevant, as any
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F 15.16 The 10/20 System of electrode placements for
EEG recordings. (Source: Birbaumer N, Schmidt RF: Das Elek-

troenzephalogramm [EEG], 1990/1991. In Biologische Psychologie,
Berlin, Springer-Verlag, 1991.)
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montage can be simulated by appropriate postprocessing.
The main requirement is that the electrode(s) used for ref-
erence be noise-free and preferably carry little activity; a
popular choice is the average (not galvanic linkage!) of A1
and A2.58 In a bipolar montage, an epileptic focus may be
most evident.

A C Clinical electrophysiology is
mainly concerned with the transient, or fast, responses of the
visual cortex to visual stimuli. However, apart from these fast
transient stimuli, far slower responses occur as responses to
visual stimuli. Recording these stimulus responses requires
d.c. amplifiers that are able to faithfully represent slow
changes in signals and hence do not suffer from relatively
fast drifts of amplification. Amplifiers that are used in clini-
cal practice, on the other hand, usually remove in the filter
module both slow and very fast changes of electrode poten-
tials, a property that is called band-pass characteristic. These
amplifier/filter combinations usually allow signals to pass
(and to be amplified) that have frequencies between 1 and
100Hz.

F, S,  U The output
signal of the amplifier has to be filtered to remove, to the
greatest extent possible, all noise in the electrode signal that
is unrelated to the signals to be detected. As was mentioned
above, a common range of temporal frequencies to be
recorded (while all others are removed or at least attenuated)
is the one between 1 and 100Hz. In case of such a filter, the
signal has to be sampled at least about 300 times per second
to ensure that more than two samples are collected by the
computer during each cycle of the highest frequency present
in the signal. Only if these conditions of the so-called sam-
pling theorem69 are met can the computer reliably recon-
struct the original signal. If, on the other hand, the signal is
sampled less than twice the highest frequency present in the
signal, so-called undersampling may occur, distorting the
signal that the computer reconstructs from the individual
data points.

E P C Given the strong decline of visual
resolution toward the periphery of the visual field, it is
important that fixation be in the center of the stimulus
during all types of visual stimulation. Fixation may be con-
trolled by means of two electrodes glued to both sides of the
eyeballs, thus recording the vector, that is, the direction of
the eye’s dipole that is created by the electrical properties of
the retina and pigment epithelium. Movements of the eye
will produce changes in the direction in space of this dipole
and hence changes in the potential recorded at the electrodes
on both sides of the eye. Other methods to control fixation
include monitoring of the patient’s eye position by the inves-
tigator, either directly, via a mirror, or via a video camera
plus monitor; presenting a number in the center of the

screen, to be reported by the subject; or giving the subjects
a laser pointer and having them point it to the center of the
screen. Recently, video-based eye tracking devices have
become widely available that analyze and record eye posi-
tion continuously and automatically.

S   S M There are a
number of options to define the start of a stimulus on a
raster (TV) monitor. One possibility is to use the start of the
scan, that is, the point in time when the new image starts to
be displayed. But given the limited speed of raster monitors,
it takes some time for the scan of the electron path to reach
the middle of the monitor, where the observer fixates.
Hence, it appears to be more logical to use the presentation
time of the new stimulus at the center of gaze as the syn-
chronization time rather than the start of scan. In some
equipment (e.g., Veris), the local screen timing is taken into
account for latency calculations for the multifocal ERG and
VEP. For standard VEP (monofocal), at this time, most
researchers still use the start of the scan as zero time refer-
ence (an exception is EP2000, Freiburg Evoked Potentials;
see <www.michaelbach.de/ep2000.html>). There is cur-
rently a strong trend toward LCD monitors. While their
switching times have improved (currently as low as 4ms,
which is fine), there is a sizable problem, because it is not
currently possible to synchronize the monitor’s1 screen
update with the computer’s screen update. Thus the ensuing
marked latency jitter of ±16ms makes them currently
unsuitable for electrophysiological stimulation.

Analysis techniques

L An important parameter of all evoked potentials
is the latency, that is, the time between stimulus onset and
clearly recognizable potentials in the averaged cortical sum
potential. In visually evoked potentials, the first large, well-
defined potential is the so-called P100, though there are
earlier potentials, as was explained previously (“Latency of
VEPs”). Thus, the term latency is misleading. “Peak time”
would be more appropriate, but as of now, the term latency
is used pervasively. The letter “P” in the P100 stands for pos-
itive deflection, and the number “100” stands for a latency
around 100ms. The latency is usually measured between the
start of the raster scan on the monitor for the first presen-
tation of the stimulus (see “Synchronization of the stimulus
monitor” above) and the highest positive peak in the EP
occurring between around 80 and 130 or 140ms after stim-
ulus onset. Low-contrast stimuli usually lead to higher laten-
cies than high-contrast stimuli do, and several disorders,
especially inflammation of the optic nerve (often as part 
of multiple sclerosis; see “Optic nerve dysfunction”), lead to
significant delays of P100 latency, typically by more than
15–25ms.



A The most pronounced early potential, the
P100 mentioned above, is characterized not only by its
latency, but also by its amplitude. The amplitude can be
measured in different ways; most often, a baseline is pro-
duced by drawing a line between the lowest potentials, that
is, the most negative parts of the EP just before (latency
around 75ms: N75) and just after the P100 (latency around
140ms: N140; figure 15.17). The vertical distance between
the peak of the P100 and this line corresponds to the ampli-
tude of the P100. It depends on a large number of param-
eters, such as the exact geometry of the stimulus; its size,
contrast, luminance, and speed; and the subject tested.
Under optimal conditions, the amplitude of the P100 is up
to 20–25mV, but it is usually much lower, typical values being
between 5 and 12mV.

F The typical form of a visually evoked potential can
be seen in figures 15.12, 15.13, 15.14, 15.15, and especially
15.17. After a small variable positivity with a latency around
50 ms after stimulus onset and a relatively small negativity
thereafter, the typical EP features a large P100 followed by
a distinct negativity, N170. As is to be expected from the
information given above, the exact form of the VEP differs
significantly between subjects and between different stimuli,
while the general form shown in figures 15.12, 15.13, 15.14,
15.15, and especially 15.17 is usually preserved in all healthy
observers.

F C (F A) As was men-
tioned earlier (“Modulation of spatial frequency”), stimuli
can differ in the spatial frequency contents. For example, fine
gratings contain higher spatial frequencies than coarse grat-
ings do. The frequency contents of stimuli can be calculated
by means of Fourier analysis. For gratings with a sinusoidal
variation of luminance over space, the frequency content is
rather straightforward: They contain only a single spatial fre-
quency, defined as the reciprocal of their spatial period, that
is, the distance between two subsequent peaks or troughs of
the luminance distribution.

L D It should be remembered that all
EPs are voltage differences between the skin near the visual
cortex and another, more remote location, usually in the
midline near the frontal cortex or by (linked) earlobes. (There
are many variations.) Current flowing in one visual cortex
flows out of the calcarine fissure, and the return current
pathway covers a larger area and is complex. It is commonly
assumed that the early waves of the VEP represent activity
only of the primary cortical areas, and refined experiments
provide considerable evidence for this view (though see
below). Thus, if a single scalp electrode is symmetrically sur-
rounded by a number of other similar electrodes and all are
connected to the same common reference, the average
response of the surrounding electrodes will be less than the
response of the central electrode if and only if the response
is generated in the cortex beneath the central electrode. This
technique is sometimes referred to as recording a Laplacian
derivation, and in practice, four surround electrodes are suf-
ficient.64 The waveform of the Laplacian is essentially
similar to that of a single electrode but indicates sources (i.e.,
additional current) or sinks (loss of current) within the array
rather than a potential difference. However, with single
occipital electrodes, it is not possible to be sure in all cases
that the recording point always bears the same relationship
to the underlying brain in each individual. Consequently, the
waveforms that are recorded can vary with the stimulus
parameters and the site of the recording electrodes. Such
factors were responsible for what was called “paradoxical
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F 15.17 The form of the evoked potential depends greatly
on the spatial and temporal properties of the stimulus, as illustrated
above by three examples. Note that in this figure, unlike many in
this book, positivity of the surface is rendered as a downward 
deflection.
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localization.”15 Binocular stimulation of one visual hemifield
should produce early activity in only one cortex; for
example, the right hemifield produces activity in the left
visual cortex only. A contralateral pathway from the right
nasal retina and an ipsilateral pathway from the left tempo-
ral retina meet at the chiasm. The response from a series of
electrodes placed across the back of the head should reflect
this. However, an early “paradoxical” result showed that the
response to right hemifield stimulation appeared to come
from the right cortex. It was found that this does not occur
if the area of retina that is stimulated is small and/or if the
square size is small and the contrast is less than maximal.
The reason is that small subtense fields and small squares
are resolvable only by the smaller area of retina near the fovea
and excite cortex at the occipital pole, so the size and posi-
tion of the active cortex are reduced.

Applications: Turning knowledge about basic physiology
into clinical tests

Quite a number of different tests exist. The reasons for such
a diversified approach are evident in the collections of
acronyms that are used to describe clinical tests (VEP, VER,
VCEP, etc.) and the number of different clinical protocols
that have been advocated, each linked to different forms of
stimulation. Here, we will give a short overview of a number
of applications that evolved mainly from insights into the
basic physiology of the visual system. More details are to be
found in other chapters of this book (e.g., chapters 14, 23,
24, 36, 49, 51, and 52).

P V A: M O  R
D Media opacities will decrease the contrast
of the retinal image and introduce blur. As a result, the
potentials that are evoked by fine gratings and checkerboards
consisting of small squares are decreased in a more pro-
nounced manner than for coarser stimuli. Juvenile macular
degenerations and optic neuropathies of various sorts can
lead to loss of visual acuity before fundoscopy becomes
abnormal. Under these circumstances, delays in the time to
peak of the EP can be revealing, and recording an abnor-
mal pattern electroretinogram (PERG) or multifocal ERG
(mfERG) localizes the abnormality. Of course, the VEP,
especially for fine stimuli, can be pathological as a result of
age-related macular dystrophies, but these are better diag-
nosed morphologically. Recently, we78 found a significant
decrease in VEP amplitudes for a fine checkerboard in a
patient whose retina appeared normal after a macular
edema but who suffered from reduced visual acuity (Fahle et
al., unpublished results).

O N D, S  D,
I, C,  I This finding

leads to another difficulty: the possible influence of other
intracerebral lesions on the EP. It is not possible to record a
single-channel VEP and be sure that such pathologies are
excluded. Chiasmal abnormalities can be detected by 
techniques described for analysis of albinism (chapter 25).
Lateral displacements of the hemisphere(s) as a result of
space-occupying lesions can be detected by multiple-
electrode techniques. Asymmetries in both the amplitude
and timing of occipital-temporal current flows can be
detected. Such recordings cannot be carried out with the
minimal two-channel ERG equipment that is sometimes
purchased for office use but require multiunit recordings and
appropriate software.

C ( R) D Disorders
of the chiasma and/or the optic tract as well as the optic
radiation lead to changes similar to those that occur with the
corresponding disorders of the optic nerve, with one impor-
tant difference: The EPs that are elicited through both eyes
will be changed in a similar way, making a diagnosis more
difficult because a comparison between the potentials of
both eyes with one serving as the normal control is impossi-
ble. As was mentioned above, chiasmal abnormalities can be
diagnosed by specific techniques described in the chapter on
albinism (see chapter 25).

O A  V A One common
cause of referral is “hysteria” in a broader sense, or “func-
tional visual loss.” This can occur, for example, as a result of
stress (at home or school) in children. Typically, there are no
clinical findings, but this does not rule out juvenile macular
degeneration. The EP is an important diagnostic test in these
cases. If appearance VEPs are recorded and a response can
be seen to the finest stimuli, relatively normal visual acuity
must be present at the cortical level even if the history and
the sight test chart suggest otherwise2 (figure 15.18). Chil-
dren who present at an electrophysiological department have
already seen various medical and paramedical personnel
and have had repeated eye tests, and one factor reinforcing
the complaint is parental anxiety. The authors have found it
useful to show the parent the screen that evokes a minimal
appearance EP, taking care that the parent is placed slightly
behind the child, that is, farther from the screen. The parent,
who usually cannot resolve the pattern at all, thus receives a
graphic illustration that the child’s vision is not impaired.
This is the only time when recording EPs can cure a condi-
tion! With practice, it is possible to detect mild abnormali-
ties (e.g., anisometropic amblyopia) and still be certain that
the slightly reduced VA shown by EP recording does not cor-
respond to the previous test with an ordinary optotype.
Other important diagnoses in children are developmental
amblyopias, albinism, and S-cone syndromes. In all these
cases, the presenting symptom may be reduced visual acuity,
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and a VEP may be requested. These are dealt with in other
chapters.

In adults, functional losses of vision are often related to
malingering or insurance claims, and the clinic must take
great care that the person who is being tested has not devel-
oped a strategy to hoodwink the tester. Eyes may be closed
during the test, or the image may be deliberately defocused.
To avoid such spurious results, the EPs may be recorded with
paralyzed accommodation, and proper refractive compen-
sation, and precisely placed artificial pupils. It is helpful if
the patient is under continuous closed-circuit television sur-
veillance. In addition, active defocusing of pattern appear-
ance cannot be performed by naïve subjects, since this is an
entirely natural stimulus, whereas it is relatively easy to
defocus a reversing stimulus. It is of use to project a colored
isoluminant image (e.g., an animation) together with an
achromatic flashed stimulus for evoking the EP. Of course,
the ability to see properly depends on higher levels of the
visual system than V1 and V2 (it has been shown that late
activity in V1 is related to attention and perception).5,51,66

Therefore, in reporting on functional loss, one should
emphasize the level at which the normal response has been
recorded. Recent work has demonstrated that part of the EP
that is recorded from the primary cortex reflects the percept
experienced by the subject. In the future, it might be possi-
ble (e.g., by the use of reverse correlation techniques; see
chapters 25 and 32) to test psychological functions.

Note that the pattern VEP is usually abnormal in macular
dysfunction. Inversely, a latency increase of the VEP does
not necessarily imply optic nerve affection.

In summary, by changing the spatial frequency of the
stimulus and registration of the amplitude of the visual

evoked response, it is, in principle, possible to assess the
patient’s visual acuity, although the results are often not as
clear as one would expect and are subject to a number of
artifacts. However, as is described in detail in chapter 52,
certain modifications, such as the sweep VEP with rapidly
changing element sizes, may improve the validity of the
method and lead to a more general use of this method in
clinical practice.

U   F VEP Cortical neurons respond to the
onset (and offset) of diffuse light stimulation quite vigorously,
though somewhat less than they do to strongly structured
stimuli such as luminance-modulated gratings or checker-
boards. Hence, the flash VEP is not usually used anymore
in most clinical settings. However, as is outlined below, it has
a number of applications under special circumstances. (See
also the sections that follow.)

Poor patient compliance Patients are sometimes unable to
fixate steadily on a monitor, often owing to physical prob-
lems or limitations, such as nystagmus, muscular problems,
or general weakness. Patients who are suffering from func-
tional disorders may also fail to fixate properly. In these
cases, the flash VEP may be a better choice, since the inte-
rior of the eyeball will reflect a large amount of light and
hence ensure that the fovea and parafovea are stimulated
even during imperfect fixation.

Babies and infants Babies and infants may be considered a
special case of patients with poor compliance. While it is 
certainly possible to record VEPs from small children and
infants, even newborns, and assess visual acuity, other babies
will fail to fixate. For the same reasons as are outlined above,
a flash VEP will be preferable to a pattern VEP in these
cases.

Coma or reduced level of consciousness Patients may suffer from
a reduced level of consciousness or even coma, for example,
after head trauma. Especially if there is no pupil response,
the function of the optic nerve can be assessed by means of
a flash VEP even in comatose patients. Such an assessment
may, for example, guide the surgeon regarding whether or
not to embark on a decompression of the optic nerve after
bleeding or a fracture of the orbit.

 We are extremely grateful to Geoffrey Arden
for contributions to the text regarding (not only) the history of the
field.
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Data-recording systems

Equipment for performing visual electrodiagnostic testing of
the visual system is described in this chapter. In acquiring
information for this chapter, a limited survey was sent to a
number of those performing electrodiagnostic testing in the
clinic and laboratory to determine what equipment was
being used for testing. On the basis of the responses to this
survey, a broad array of equipment descriptions and sources
has been collected. What was surprising was the lack of con-
sensus about equipment for both clinical and laboratory
applications. This chapter is intended as a starting resource
for those who are interested in either purchasing a com-
mercial system or designing and building their own.

A significant number of respondents to the survey indi-
cated that their laboratories use systems that were designed
and built in their own laboratories for their own specific pur-
poses and that undergo modification as required. The need
for self-built systems, it was reported, stemmed from finding
that commercial systems were inadequate for the specific
purposes of the laboratory or did not allow sufficient 
flexibility for experimental work. The cooperation between
systems designers and clinical/research laboratories has led
to a rapid improvement in the quality and design of com-
mercial electrodiagnostic systems. As a result, these stand-
alone systems have increasingly found their way into testing
laboratories, particularly in clinical electrodiagnostic 
services, where they seem to dominate. However, research-
oriented facilities continue to use their own systems. In
acquiring a recording system, therefore, the main message
that was derived from the survey seemed to be “know what
you want to do with the system, and make sure that the
system has enough flexibility to meet the needs of the labo-
ratory for the expected life of the equipment.”

C  D A S Modern
recording systems for use in clinical visual electrophysiology
laboratories generally follow a standard format, be they for
routine clinical work or more complex research applications.
They are almost inevitably built around a personal computer
(Macintosh or Windows), although in some cases, this may
not be apparent on casual examination.

This equipment configuration is defined largely by the
problems inherent in the task.

In simple instrumentation terms, the task or objective is to
record small signals in an environment that is far from ideal.
These signals generated from the various structures of
the visual system fall within the range of 10nV to 1000 mV
in terms of amplitude and 0.1–300Hz for frequency. As a
signal generator, the patient is not ideal, having a low signal-
to-noise ratio and no direct connection points to the system
under investigation. The recording environment is also noisy
electrically and becomes increasingly degraded with the pro-
liferation of electronic equipment. Instrumentation systems
are designed in part to circumvent these problems.

The main stages of a typical system are described (figure
16.1), along with some of the specific problems associated
with each stage.

S O The first component is the stimulator,
commonly either a Ganzfeld bowl or a pattern stimulator,
which provides a controlled light source that may be syn-
chronized with the data acquisition components. These units
are dealt with in more detail elsewhere.

Regardless of which stimulus source is used, it is essential
that it is calibrated correctly and that the calibration is
repeated at suitable intervals. If this is not done, there can
be no certainty that variations from the norm are due to the
patient and not to changes in stimulus parameters. Most
visual stimulators (including monitors, simple xenon flashes,
or LCD screens) cannot be assumed to be stable. All
responses are sensitive to variations in stimulus parameters,
many in a nonlinear fashion. Therefore, without precise def-
inition of the stimulus, uncertainty relating to the responses
that are produced is inevitable. For details of stimulus cali-
bration, refer to the ISCEV guidelines.1

T P In some tests, the patient must remain immo-
bile in the same position for extended intervals, and care
should be taken to ensure that the patient is not only cor-
rectly positioned for delivery of the stimulus, but also in a
comfortable position that can be maintained for the dura-
tion of the examination. Incorrect positioning of the patient
will mean that the stimulus varies between patients and with
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time in the same patient. In addition, the quality of the
recorded signals will deteriorate. A patient who is comfort-
able, relaxed, and well supported will generate much lower
levels of artifact.

E The electrodes through which signals are
recorded are, superficially at least, the simplest piece of
equipment in the chain. They generally consist of a piece 
of metal or other conductive material attached to a length
of wire with a plug on the other end. This piece of equip-
ment, frequently dismissed so briefly, is the most critical link
in the chain after the patient. Any lack of care in the main-
tenance or attachment of the electrodes will render any data
recorded at best suspect and at worst misleading and is by
far the most common cause of obtaining poor results.

Although the complex electrochemistry involved in the
electrode-patient interface is beyond the scope of this article,
whichever of the numerous types of electrodes used for
visual electrophysiology are selected for a specific applica-
tion, the importance of rigorous standards of care in the
application and maintenance of electrodes cannot be over-
stressed. The importance of good electrode application tech-
nique cannot be overstressed. If this stage of preparation is
not carried out to the highest possible technical standards,
then the best equipment available will not give good reliable
results. The same can be said of the care and maintenance
of electrodes. (See chapter 17.)

A An amplifier is simply a device for increasing
the level of a signal (figure 16.2). To cover the range of visual
evoked potentials that are normally investigated, a gain
ranging from 1000 to 100,000 times is required. Electro-
physiology amplifiers have a high input impedance and low
output impedance. Although the input impedance is high, it
is not infinite, and therefore, it will draw current from the
signal source. The amplifiers used in visual electrophy-
siological applications are differential or balanced input
devices. These differ from the more common type of ampli-
fier in that they have two signal inputs rather than one. The

first is the active input, while the second is the reference, and
the voltage difference between these two is amplified.

In the single-ended amplifier, the signal between ground
and the input is amplified; this is adequate in an environ-
ment in which the noise signal is of such a low level that it
may be neglected. In a biological setting, the noise signal,
that is, any signal other than that which one wishes to record,
is one or more orders of magnitude greater than the signal
to be recorded, so the single-ended amplifier is of little prac-
tical use.

The differential amplifier amplifies the difference in
signals between its two inputs. Any common mode signal,
that is, a signal occurring equally at both inputs, is rejected.
This common mode signal will, for example, by virtue of the
relative distance of its source from the recording site, appear
with identical amplitudes at both inputs to the amplifier and
therefore will not be amplified, as would the true signal.
The ability of an amplifier to reject common mode signals
is known as the common mode rejection ratio (CMRR).
Modern amplifiers will have a CMRR of >100dB. However,
this is for idealized inputs, in which the electrode impedances
are equal and near zero. In real conditions, CMRR can drop
significantly.

It is generally the case that a small (d.c.) offset voltage will
exist between a pair of electrodes, whatever the materials
used, and small offset voltages will be present within the
input stages of an amplifier. These signals, once amplified,
represent a significant proportion of the amplifier’s dynamic
range. (The dynamic range of an amplifier is the maximum
input voltage that can be applied to the inputs at a given gain
setting without overdriving the amplifier. If the amplifier is
overdriven, the signal will be distorted or clipped.) A milli-
volt of d.c. offset becomes 20 volts after amplification of
20,000. Few electrophysiological amplifiers can produce an
output as large as this, so no signal can be transmitted. To
overcome this problem, most amplifiers are designed with
capacitatively coupled stages to block the d.c. component of
the signal. This is a.c. coupling. But suppose that the signal
varies only very slowly with time; then it too will be blocked.

Displayscreen

Control program

Lamp Pre ampPatient

Electodes

Main Amp.

Stimulus
control

Filters ADC Computer Mass storage

F 16.1 System overview.
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Thus, a.c.-coupled amplifiers filter out the lower frequencies
in a signal. A good example of this is the elimination of the
c-wave of the ERG in most clinical recording situations. The
inclusion of multiple a.c. coupling stages in an amplifier can
lead to further quite specific problems.

If the input signal multiplied by the amplifier gain exceeds
the dynamic range of any stage of the amplifier, then the
output of that stage will be driven to the maximum voltage
that can be delivered from the power supply. This will lock
up the amplifier for a time that is determined by the time
constant of that stage. The recovery will not begin until the
source of the overdriving is removed. If a subsequent stage
of the amplifier recovers more rapidly, then the output of
the amplifier will return to the normal mean level, but no
signal will be able to pass. Thus, each time an artifact (such
as that produced by a blink during an ERG recording)
occurs, it is possible, with poor amplifier design, to add a
number of blank or zero records to the stored record, thus
reducing the recorded signal amplitude. Pattern elec-
troretinogram (PERG) recordings are particularly prone to
this problem because of the small signal amplitude and large
amplitude that eye movement artifacts present.

F To reduce the amount of data that must be col-
lected and processed and the difficulties of recording, the
incoming signal is usually filtered to limit the frequency
range to that of specific interest. For example, to record a
PERG the band-pass of the amplifiers is set to 1.0–100Hz.
The exact effect of these filters on the signal will be affected
by a number of parameters associated with the filters that
are used. The normally stated value of a filter is the cutoff
point or shoulder frequency of the filter. It should be remem-
bered that the filter frequency value that is normally quoted
is the frequency at which the signal is reduced by 3dB, that

is, reduced to 70% of its normal unfiltered amplitude.
Therefore, a low-pass filter should be chosen that has a cutoff
point sufficiently removed from the frequencies of interest.
(A high-pass filter will remove frequencies below those of
interest.) Another factor is the rate of attenuation with
increase in frequency, or roll-off, of the filter. For an ideal
filter, all frequencies above a given frequency would not be
amplified, but most filters cannot achieve such a perform-
ance. For a simple resistor/capacitor (RC) network such as
the decoupling capacitor used to block d.c. signals, there is
an attenuation of 6dB per octave (roll-off). Cascading mul-
tiple stages can increase this comparatively shallow roll-off,
although the complexity of the required circuitry increases
dramatically with increase in the number of filter stages
because buffers need to be inserted between stages. However,
there is an added difficulty. At or near the frequency at which
the filter begins to operate, the phase of the signal alters,
sometimes dramatically, depending on the filter used. To
produce a filter with an improved “roll off ” characteristic
without the complexity of cascaded RC stages and buffers,
a tuned amplifier circuit or active filter is used. There are
three major categories of active filter: Bessel, Butterworth,
and Chebyshev. Of these, the Chebyshev has the better
amplitude versus frequency characteristic, that is, a steep
roll-off and sharp shoulder (see the graph in figure 16.3).
The Bessel has the better time domain characteristics, that
is, minimal phase change with frequency, although this is
achieved at the cost of frequency domain performance. The
Butterworth is a compromise between the two; it is gener-
ally used in audio equipment. For the purposes of electro-
physiology, the time domain characteristics are important
because the transient responses contain numerous frequency
components, which will be affected to varying degrees by
these phase changes. For example, the PERG P50 peak time

F 16.2 Single-ended and diferential amplifiers.
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is of clinical significance, and this can be changed by the
injudicious choice of filter (see figure 16.3). The sacrifice of
frequency domain performance becomes obviously worth-
while. Thus, the filter of choice is the Bessel filter.

Another filter that is often found on modern equipment
is the notch or line frequency filter. This is the inverse of a
band-pass filter; that is, it attenuates only a very narrow band
of frequencies, centered on-line or power supply frequency.
Such a filter has a very high Q value, that is, a very steep
roll-off. One problem with the use of this type of filter is that
the line or mains frequency is relatively close to the fre-
quencies that are to be recorded. This means that the phase
changes that are introduced around the shoulders of this
filter may well extend into the frequency band of the signal
under investigation. Another problem that is encountered
with notch filters but is often overlooked is the loss of an
early warning of imminent electrode failure; that is, one does
not pick up mains interference from an electrode in which
the resistance is increasing. A preferable solution is simply to
apply the electrodes correctly and set up the system prop-
erly, in which case a notch filter to remove mains frequency
signals is not needed.

Real-time digital filters are becoming available, imple-
mented using high-speed digital signal processors, a tech-
nology that was until recently very costly. While these filters
are often used to mimic conventional filter designs, almost
any filter configuration can be programmed. However,
conventional analog filtering is still needed on the input 
stages.

Filters, correctly used, improve the signal-to-noise ratio.
Another form of filtering, which behaves quite differently
from these “real” filters, is conditioning of responses by soft-
ware after they have been recorded. Various techniques are
available, from three-point smoothing to Fourier decompo-
sition of the signal, removal of power in selected frequen-
cies, and signal reconstitution. The effect on phase
information of this type of smoothing is not insignificant. It
is not a substitute for predigitization filtering or good record-
ing technique.

A--D C (ADC) Once amplified 
to manageable levels and filtered of unwanted frequency
components, the signal is converted from the analog into 
the digital domain for processing by the computer. The 
two main characteristics of the analog-to-digital con-
verter (ADC) are the voltage resolution, defined in terms 
of the number of discrete levels (bits) available, and the 
frequency at which this subsystem can make these 
conversions.

The minimum acceptable resolution on modern equip-
ment is 12 bits, giving 4096 levels. It should always be
remembered that this is the maximum resolution of the con-
verter. While this degree of resolution might appear exces-
sive, it should be considered how much of this range is
actually used for the response. Thus, suppose the effective
amplifier input to give full range input to the ADC is set at
±0.5mV and a 2-mV PERG is to be recorded. This signal
voltage is only twice the voltage separating each level of a

F 16.3 The effect of low-pass filter settings on the PERG.
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10-bit ADC; therefore, only 2 bits of resolution are available
for the waveform to be recorded.

The temporal resolution or conversion rate of an ADC
subsystem is quoted in terms of its maximum throughput.
With a good-quality converter, this will represent the true
speed of operation, but this is not necessarily achievable
under program control. The maximum signal frequency 
that the unit can convert is sometimes quoted as the data
throughput rate divided by 2. This is the case only for a
signal that is both digital in nature and synchronous with the
conversion clock. Analog signals require more than the
maximum and minimum points to resolve the waveform in
a satisfactory fashion.

A common source of error with converters is aliasing. This
occurs when the sampling frequency is inappropriate for the
signal under examination. This can result in a signal appear-
ing to be of a totally different frequency, that is, aliasing
(figure 16.4).

Because most systems use a single ADC, another device
is required in multiple-channel systems; this is the sample
and hold amplifier (figure 16.5). The purpose of this com-
ponent is to freeze in time the input to the ADC across all
channels so that, as the converter scans across the inputs, the
channels are in effect, all sampled at the same time. Without
the sample and hold, the output would be slewed by the
channel number multiplied by the channel read time.

S E At this point, the digital signal may
still be concealed within a considerable amount of noise. To

extract the signal from the noise, some form of signal extrac-
tion technique is required. A number of such techniques are
available. Phase-sensitive (lock-in) amplifiers extract the level
of the fundamental frequency from the incoming waveform.
If a stimulus is repetitive and of a frequency such that the
visual system can respond to each stimulus, the incoming
voltage has repetitive changes. Fourier theory states that this
signal can be decomposed into a number of different sine
waves (see chapter 31). In a lock-in amplifier, the input is
multiplied by a sine wave of exactly the input frequency. In
most equipment, there are two such amplifiers, and the
internally generated sine wave in one is 90 degrees out of
phase with the other. The outputs of the two amplifiers are
squared and added, and this output is a measure of the
amplitude of the input signal (because of the identity cos2q
+ sin2q = 1), either of its fundamental or of the second har-
monic (for parts of the visual system that give ON-OFF
responses). This is a powerful method and can give a rapid
result, because all information about the actual waveform of
the response is lost. It is an example of the general technique
of cross-correlation. Full-scale Fourier analysis can now be
used to similar effect by recording continuously into memory
and analyzing off-line after the period of stimulation ends.
The computer returns the result almost instantaneously. The
power and phase that are contained at a particular frequency
can be analyzed. (The fundamental here is the total dura-
tion of the record.) Such techniques have pitfalls for the inex-
pert user. For example, the slightest change in stimulus or
internally generated sine wave frequency can have disastrous

F 16.4 Aliasing. The light line represents the actual signal,
a high-frequency sine wave; the vertical bars represent the 

sampling points; and the heavy line is the perceived 
signal.
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results, and when stimuli are generated by the computer,
glitches occur owing to the vagaries of operating systems.
Again, if the stimulus is produced on a slow raster display
and the response comes from the fovea, eye movements 
can alter the real frequency of the stimulus. For further
analyses, see chapters 18 and 34.

The most commonly used technique is that of signal aver-
aging. This relies on the fact that the response to be recorded
is synchronous with the stimulus that is used to evoke it,
whereas the background noise is random with respect to the
stimulus. The technique is to record for a fixed time interval
following and triggered by the stimulus, for example, a
pattern reversal. When the next reversal occurs, another time
interval is recorded and added to the first, and the result is
divided by the number of time intervals (sweeps). The noise
being a random with respect to time, the stimulus should, as
the process is repeated, cancel out, leaving only the signal
evoked by the stimulus. The extent to which averaging
enhances the signal-to-noise ratio is given as , where N
is the number of sweeps or repetitions. From this formula, it
can be seen that the law of diminishing returns applies.

A R One problem that can occur with
signal averaging is the contamination of the “good” record-
ing with artifacts caused, for example, by a blink or other
movement. The solution to this problem is to utilize an arti-
fact rejection system, whereby before data are passed into 
the signal averager, they are examined to ensure compliance
with preset conditions, typically, given that the signal ampli-
tude does not exceed preset limits at any point. If the con-
ditions are met, then the data are passed to the averager; if
not, then the entire sweep is rejected. A wide range of rejec-
tion criteria have been tried; the most successful in general

1 N

use and found on most equipment is the simplest, and is
given above. The upper and lower preset limits should be
variable by software. Other limits sometimes encountered
include a maximum rate of change of voltage.

C S Two main approaches to this vital
component of the recording system exist, to allow either full
control of every parameter for both stimulation and data
acquisition or a series of preprogrammed tests with minimal
opportunity for the operator to vary the parameters. Which
option is preferred will depend on the application. An ideal
solution is to have both options available so as to encompass
the requirements of routine clinical examination and research.

The recording from the patient should be stored either on
the local machine’s fixed disk or on a network device in
larger installations. Data is normally held in database form,
which enables a record of all settings used during the record-
ing to be stored attached to the traces, along with any anno-
tation that is made during the recording. All this information
should be available on printed records produced by the
system, along with detailed cursor displays and measure-
ments of timing and amplitude. An advantage of storing
data in database format rather than discrete patient files is
the ability to search a large number of records on specific
criteria. Raw data files that can be exported for complex
manipulation with third party software is a distinct advan-
tage, although some manufacturers work with impenetrable
proprietary data formats that prevent this. Adequate data
backup provision on removable media is essential.

C A E S
Table 16.1 lists many of the currently known commercial
manufacturers of visual electrophysiology systems. A

F 16.5 The sample and hold amplifier.
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Commercial Visual
Electrodiagnostic Systems

Caldwell Laboratories
909 N. Kellogg Street
Kennewick, WA 99336
www.caldwell.com

Diagnosys LLC
410 Great Road, Suite 6
Littleton, MA 01460-0670
www.diagnosysllc.com

Electro-diagnostic Imaging
1206 W. Hillsdale Boulevard, Suite D
San Mateo, CA 94403-3127
www.electro-diagnostic.com

Global Eye Program
Finspangsvagen 5
SE-610 14 Rejmyre, Sweden
www.globaleyeprogram.com

Jaeger-Toennies
Leibnizstrasse 7
D-97204 Hoechberg
info@jaeger-toennies.com

LKC Technologies
2 Professional Drive
Gaithersburg, MD 20879
www.lkc.com

Nicolet Biomedical, Inc.
5225-4 Verona Road
Madison, WI 53711
www.niti.com

Oxford Instruments
Manor Way
Old Woking, Surrey, GU22 9JU
United Kingdom
www.oxinst.com

Roland-Consult
J. Finger
Friedrich-Franz-Str. 19
14770 Brandenburg—Germany
www.roland-consult.de

Tomey Corporation Japan
2-11-33 Noritakeshinmachi
Nishi-ku, Nagoya 451-0051, Japan
www.tomey.de

Data Acquistion Boards 
and Drivers

Adept Scientific, Inc.
7909 Charleston Court

Bethesda, MD 20817
www.adeptscience.co.uk

Analog Devices
Contact: Local sales office
www.analog.com

Azectech, Inc.
123 High Street
Ashland, OR 97520
www.azeotech.com

Cambridge Research Systems Ltd.
www.crsltd.com

Data Translation, Inc.
100 Locke Drive
Marlboro, MA 01752
www.datx.com

IOTech, Inc.
25971 Cannon Road
Cleveland, OH 44146
www.iotech.com

iWorx
One Washington Street, Suite 404
Dover, NH 03820
www.iworx.com

Measurement Computing (formerly
ComputerBoards)

16 Commerce Blvd
Middleton, MA 02346
www.computerboards.com

National Instruments
11500 N Mopac Expressway
Austin, TX 78759-3504
www.ni.com

NeuroScan
7850 Paseo Del Norte, Suite 101
El Paso, TX 79912
www.neuro.com

Nicolet Biomedical, Inc.
5225-4 Verona Road
Madison, WI 53711
www.niti.com

Tucker-Davis Technologies
11930 Research Circle
Alachua, FL 32615

Data Acquisition Software
Packages

iWorx
One Washington Street, Suite 404
Dover, NH 03820
www.iworx.com

T 16.1
Commercial manufacturers of visual electrophysiology systems

Neurobehavioural Systems
www.neurobehavioralsystems.com

MatLab
The MathWorks, Inc.
3 Apple Hill Drive
Natick, MA 01760-2098
www.mathworks.com

National Instruments
11500 N Mopac Expressway
Austin, TX 78759-3504
www.ni.com

Tucker-Davis Technologies
11930 Research Circle
Alachua, FL 32615

Visual Stimulators

Cambridge Research Systems Ltd.
www.crsltd.com

Grass Telefactor
Astro-Med Industrial Park
600 East Greenwich Avenue
West Warwick, RI 02893
www.grass-telefactor.com

Nicolet Instrument Technologies, Inc.
5225-4 Verona Road
Madison, WI 53711
www.niti.com

Physiological Amplifiers

A-M Systems, Inc.
PO Box 850
Carlsborg, WA 98324
www.a-msystems.com

Grass Telefactor
Astro-Med Industrial Park
600 East Greenwich Avenue
West Warwick, RI 02893
www.grass-telefactor.com

Michigan Scientific Corporation
08500 Ance Road
Charelvoix, MI 49720
www.michsci.com

Unfinished Acrylic Domes

Spherical Concepts
12 Davis Ave.
Frazer, PA
www.sphericalconcepts.com

Warner Instruments, Inc.
1141 Dixwell Avenue 
Hamden, CT 06514
www.warneronline.com
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number of commercial systems were originally designed for
electromyographic (EMG) use and have had evoked poten-
tial capabilities added and then visual evoked potential capa-
bilities added. A small number are designed specifically for
visual electrophysiology. This situation is brought about by
the very high cost of designing, manufacturing, and then
marketing systems that comply with regulatory demands and
the relatively small number of units carrying out visual elec-
trophysiological examinations worldwide.

In selecting equipment, many factors need to be taken into
account. High on the list of selection criteria should be the
availability of technical support from the manufacturer to
deal with basic system questions, setup, resolution of software
bugs, and assistance with developing new protocols that are
specific to the needs of the laboratory. The frequency and
availability of software and equipment upgrades are impor-
tant in light of the continuous evolution of testing protocols
for specific disease entities. Should a system that is being con-
sidered not immediately fulfill your laboratories current and
foreseeable requirements, it is advisable to treat any promise
of future development with a degree of skepticism.

Systems must be user-friendly, reliable, and cost-effective,
although cost is surprisingly less of a concern if it is eclipsed
by the power of the system. Adherence to International
Society for Clinical Electrophysiology of Vision (ISCEV)
standards for all packaged testing protocols is obviously 
a requirement for any clinical laboratory, although the 
ability to exceed these standards by a significant margin is
advisable.

Appropriate calibration of stimuli so that they conform 
to laboratory and international standards is a major
concern, and some manufacturers offer calibration services
and equipment for this purpose. While manufacturers are
encouraged to incorporate calibration devices that auto-
matically execute on system startup and alert users to poten-
tial calibration failures, few do, and additional independent

calibration equipment is preferable and should be included
in budget proposals.

Finally, data should be stored in a form that is easily
exportable to other software packages. Some systems are
designed with proprietary data formats, which make the raw
data almost impossible to extract for further analysis.

As with any major purchase, the opinions of one’s more
experienced colleagues will be helpful and generally freely
available.

B Y O It is a relatively easy task to assem-
ble a data acquisition system from individual components,
provided that one possesses a moderate level of electronics
and computer programming skills. The major advantage of
such home-built systems is that they are relatively cheap to
assemble and they can be designed to meet the specific needs
of a laboratory or clinical facility. However, a major disad-
vantage is that the writing and debugging of the software
code that makes the systems function is extremely time-
consuming and laborious, frequently evolving over many
years. Some device manufacturers will provide sophisticated
software function calls and/or prepackaged nonspecific soft-
ware code that can make the job of programming much
easier. In addition, any home-built system that will be used
in a clinical setting must meet all safety and locally mandated
regulatory regimes.

A listing of some of the major manufacturers of specific
hardware and software components needed for a typical
electrodiagnostic system was given earlier in the chapter in
table 16.1.
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Electroretinographic electrodes: general introduction

Today, many designs of electroretinographic (ERG) elec-
trodes are available, including contact lens, gold foil, gold
wire, corneal wick, wire loop, microfiber, and skin electrodes.
The clinical ERG is obtained with an electrode placed at
some distance from the neural elements that are producing
the signals of interest. The electrical current induces an elec-
tric field within and around the eyeball and orbit, with both
spatial and temporal variations.34 The ERG signals are con-
ducted from their retinal generator sites through various
tissues to the surface electrode. Each electrode type has its
own characteristic impedance, recording characteristics, and
inherent artifacts. Clinical electroretinographers should be
aware of electrode characteristics and should carefully
choose the electrode type that is most practical for their
recording situation. Typically, an ionic bridge is used to
establish an electrically conductive medium between the
metallic electrode and the surface of the eye or skin.

Artifacts during ERG recording can almost always be
traced to the electrode system.25,71 Characteristically, these
electrode-related recording artifacts fall into one of three
categories: those related to electrode polarization, those
related to electrode slippage or movement, and the photo-
voltaic artifact. Care must be taken so that the active ERG
electrode and its reference electrode are of the same metal-
lic type. When two electrodes are made from the same metal,
the potential difference between them is usually around zero,
but slight impurities in the metal and possible surface con-
tamination can cause differences in electrical potential.
Potential differences between metals can be very large in
comparison with the magnitude of the ERG activity meas-
ured at the cornea or surface of the skin.

Fortunately, when a.c.-coupled amplifiers are used, these
steady potentials are blocked by the coupling capacitors in
the input circuit, thus reducing the effect of electrode poten-
tials. However, motion artifacts are more troublesome. But
when d.c.-coupled amplification is used, the electrode poten-
tial artifacts are very important; they may cause amplifier
blocking and can give rise to baseline drift that may be
reduced only by using more stable electrodes. Electrode
potentials can be minimized by careful preparation, by
ensuring that all electrodes are of the same metal and by
avoiding contamination of the electrode surfaces. Eye

movement and electrode movement are two sources of
potential artifact that can greatly affect the quality of ERG
recordings. Electrode movement or uneven fitting of contact
lens electrodes on the cornea can produce artifacts in the
ERG recording. Unfortunately, ERGs recorded from any
electrode can be contaminated by eye movement artifact.
Techniques for the digital subtraction of eye movement arti-
fact from flash ERGs19 as well as pattern ERGs20 have been
described and found useful for obtaining pure ERG tracings.
An additional source of artifact occurs when photic stimu-
lation strikes the electrode surface and generates a photo-
voltaic signal that appears as a spike early in the ERG
recordings. Fortunately, photovoltaic artifacts can be dealt
with quite easily by shielding the electrode surface from the
light source.

C L E The use of contact lens elec-
trodes for clinical ERG recording was first described by
Lorrin Riggs, who developed a clear, nonirritating lens that
could be fitted to the subject’s eye for prolonged ERG
recording sessions.59 Several variants of contact lens elec-
trodes have been developed over the years.13,37,38,63,65,66

Because of their ability to give reliable and reproducible
recordings,49 contact lens electrodes are the recommended
standard for clinical ERG recordings to flash stimulation.
However, they are not recommended for pattern ERG
recording, as they can degrade image quality on the retina.7

The most frequently used contact lens electrodes are the
Burian-Allen (Hansen Ophthalmic Laboratories, Iowa City)
and Henkes Lovac (Medical Workshop, Groningen,
Holland) assemblies as illustrated in figures 17.1A and
17.1B.13,29 Recently, the Goldlens (Diagnosys LLC,
Littleton, MA) has enjoyed popularity as a well-designed 
low-noise contact lens electrode (see figure 17.1C). The
Burian-Allen assembly makes use of a large speculum that
holds the eyelids apart and contacts the scleral surface. A
smaller clear corneal contact lens is held against the cornea
with a spring assembly. The force exerted on the cornea by
the spring mechanism of the Burian-Allen speculum contact
lens has been measured at 10g.69

A circular silver wire around the circumference of the
contact lens makes the actual contact with the cornea and
provides an active electrode. A reference electrode is formed
by a coating composed of silver granules in polymerized

17 Electrodes for Visual Testing
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plastic within the surface of the scleral speculum for bipolar
ERG recordings. For monopolar ERG recordings, a fore-
head or indifferent ear electrode reference is used.

Although uncomfortable, the Burian-Allen electrode
assembly can be used for a period of several hours, though
a session of no more than 30 minutes is recommended. Dis-
advantages of this lens include the possibilities of corneal
abrasion, conjunctival abrasion, and irritation produced by
movement of the lens assembly. Although frank abrasions
are uncommon, they do occur, and minor trauma can be
seen in some cases if the patient’s cornea is stained by fluo-
rescein. In cooperative patients, corneal staining is often
directly proportional to the skill of the examiner in inserting
and removing the lenses. A 1% methylcellulose solution drop
on the contact lens prior to insertion helps to protect the
cornea. Naturally, contact lens electrodes are poorly toler-
ated by young children, who often require sedation for ERG
recording.

Glass contact lens electrodes employing a dome or cup
containing isotonic saline and methylcellulose have been
reported.29,33,64–66 In 1951, Henkes described an electrode
that enjoys popularity today among clinical electroretinog-
raphers.29 This corneal contact lens electrode maintains elec-
trical contact with the surface of the cornea through a dome
containing isotonic saline and methylcellulose. A low
vacuum is maintained by suction, and this ensures a good
electrical contact with the surface of the eye.

While the Burian-Allen and Henkes corneal contact lens
electrodes have similar impedance and recording character-
istics, a significant difference in the degree of susceptibility
to corneal injury has been demonstrated in diabetic patients.
Vey et al. investigated a series of 57 diabetic patients who
underwent standard ERG recordings with subsequent slit-
lamp examination utilizing fluorescein strips and cobalt 
blue light.69 Twenty-eight patients were examined with the
Burian-Allen speculum-type corneal electrode, and 29
patients had ERG recordings performed by using the
Henkes bipolar low-vacuum corneal electrode. Subsequent
biomicroscopy with fluorescein demonstrated that over 30%
of the patients who were examined by using the Burian-
Allen electrode demonstrated disruption of corneal epithe-
lium, whereas corneal changes were observed in only 7% of
the patients who were tested with the Henkes electrode
assembly. The authors concluded that owing to the abnor-
mal susceptibility to corneal injury displayed by diabetics,
the Henkes low-vacuum electrode was their recommenda-
tion for standard ERG testing in these patients. However, it
should be noted that many investigators have not found sig-
nificant corneal changes from the use of Burian-Allen lenses
when they are placed carefully and not left in for excessive
amounts of time. Recently, there has been a reported study
of the use of contact lens electrodes for recording the ERG
in extremely small immature preterm infants within the
nursery setting.47 By using infant monkey size 4 bipolar

F 17.1 Contact lens electrode assemblies for clinical electroretinography. Electrodes illustrated are the Burian-Allen (A), Henkes
Lovac (B), Goldlens (C), and ERG Jet (D).
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contact lens electrodes (Hansen Ophthalmic Laboratories),
flash ERGs were recorded in seven infants with correspon-
ding conceptional ages of 32–34 weeks. The authors con-
cluded that ERG recording using contact lens electrodes in
preterm infants is a safe and practicable procedure.

The use of a soft contact lens under a hard lens to cushion
and disperse the direct pressure on the cornea has been advo-
cated, and comparable recording characteristics have been
demonstrated.10,23 Schoessler and Jones have described a soft
hydrophilic contact lens electrode with excellent recording
characteristics.62 This electrode was formed by a fine gold or
platinum wire sandwiched between two soft contact lenses.
These investigators claimed that their recording electrode
was more comfortable and stable than hard contact lens elec-
trodes and provided minimum obstruction to vision. A com-
parison of the recording characteristics of the standard
Burian-Allen speculum-type electrode assembly and a soft
contact lens electrode revealed that while the amplitude of
the b-wave recorded with the soft contact lens assembly was
comparable, the signals were less stable over recording ses-
sions lasting several hours.17 This lack of recording stability
was evidenced by increased high-frequency noise superim-
posed over the ERG waveform. Rehydration of the soft
contact lens system with 0.9% saline only temporarily
reduced the high-frequency noise artifact. While the soft
lenses were more comfortable to wear, they required frequent
rehydration, since the outer soft lens was not in contact with
the moistened conjunctiva and would rapidly dehydrate. As
the outer lens desiccated, it began to deform and allow air to
enter the interlenticular space, thereby producing an increas-
ingly noisy ERG recording.17 The soft lens electrode assem-
bly was less stable and did not remain centered on the cornea.
In addition, the hydrogel lens sandwich was too delicate to
be useful in clinical ERG recording situations. Other
attempts at hydrogel lens construction have been more suc-
cessful.9 The ERG-Jet (Universo S.A. La Chaux-De-Fonds,
Switzerland) gold foil corneal contact lens electrodes have
been advocated, as they are light and relatively inexpensive
and are disposable following testing. The ERG-Jet electrode
is illustrated in figure 17.1D. The recording characteristics
compare favorably with the Burian-Allen system.26 However,
a photoelectric artifact with longer-duration light flashes has
been described.25 As with all corneal lenses, topical anesthe-
sia was required. While all corneal electrodes generally give
excellent-quality ERG waveforms in cooperative adults, with
a few exceptions,48 they may be poorly tolerated by younger
children, who may require restraint or sedation. A simple
modification of the standard ERG-Jet contact lens recording
electrode for use in infants and small children was developed
by Brodie and Breton.12 A small Plexiglas cylinder was fixed
to the front surface of the electrode, thereby preventing lid
closure and facilitating insertion and removal. The authors
reported the use of this modified ERG-Jet electrode in over

400 patients and claimed that with its use, there was seldom
need to use anesthesia or oral sedation in their pediatric pop-
ulation.

L-H E In addition to corneal contact lens
electrodes for recording ERGs, there are circumstances in
which it is preferable to use other ERG recording electrodes.
An electrode that employed a polyethylene film (Mylar) strip
coated on one side with aluminum and bent into a J shape
was first reported to produce high-quality ERG recordings
without the use of topical anesthetic.15 Unfortunately, the
aluminum coating was less than ideal because it tended to
unbond from the Mylar surface at low levels of alternating
current.4,11 A gold-coated Mylar electrode was first described
in which the gold surface did not unplate and with which
excellent ERGs were obtained.11 The curved tail of the J
shape rode on the cornea and produced some changes in the
corneal epithelium of 35% of the patients who were tested.

A low-mass, inexpensive gold foil electrode (C. H.
Electrodes, Bromley, Kent) described by Arden and associ-
ates4 was constructed from gold foil applied to Mylar (see
figure 17.2A) and provided ERGs that were very similar to
those obtained by more conventional contact lens electrodes.
The gold foil electrode (GFE) was very flexible and, when
inserted into the lower fornix and bent to lie on the cheek,
barely touched the corneal margin. A junction wire was con-
nected to the gold foil electrode and led to an insulated stan-
dard electrode wire that was also taped against the cheek.
The uninsulated junction wire was not allowed to touch the
skin. Although initial corneal anesthetic was recommended
in the past, current practice is to use no anesthetic. In any
case, once the anesthetic wears off, no additional topical
anesthetic is usually required. Arden reported that the GFE
produced slightly smaller responses than the Karpe lens did
and had some higher-frequency components superimposed
on the ERG waveform.4 One problem with gold foil elec-
trodes is their flexibility, in that they may shift or fall out
during testing, especially in elderly patients with lid laxity,
and if they are uncomfortable to the patient, tearing may
effectively short the electrode and give no signal. The GFE
is better tolerated by patients than standard contact lens elec-
trode assemblies are, and this makes it possible to more easily
record ERGs using the GFE on young children with con-
genitally malformed or narrow palpebral fissures as well as
patients immediately following cataract or corneal surgery.
While gold foil electrodes would appear to be less injurious
to the cornea than contact lens electrodes, a small propor-
tion of patients still suffer transient symptoms, including
blurred vision, ocular discomfort, and tearing, which occa-
sionally persists. Aylward et al. described the corneal
changes in a consecutive series of 50 normal subjects under-
going electroretinography with gold foil electrodes.6 Tran-
sient corneal changes were observed in 31 subjects (62%),
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which included punctuate epithelial keratitis, corneal ero-
sions, and stromal thinning. There was a significant associa-
tion between the severity of corneal changes and the
subject’s age and the use of topical anesthetic. Because
topical anesthetics typically reduce the frequency of blink-
ing and reduce the amount of lacrimation, these may be sig-
nificant factors in relation to the corneal changes.

The fact that the GFE does not interfere with the optics
of the eye makes it ideal for pattern ERG recording.7 There
have been numerous reported studies in which gold foil elec-
trodes have been compared to contact lens systems.24,26,50,53

Gjotterberg compared several contact lens electrodes with
the gold foil lid-hook assembly in 11 healthy eyes recorded
on two occasions.26 It was reported that 9 of the 11 patients
preferred the GFE to the Burian-Allen or low-vacuum
contact lens electrodes, although these latter electrodes pro-
duced larger-amplitude responses to scotopic flash with
smaller intertest amplitude variability and therefore were
deemed better for research protocols. Other disadvantages

of the GFE included the fact that it was easily blinked out,
and the junction was fragile, so after several usages, the elec-
trode became noisy. If it was placed more than 15mm from
the medial fornix, the voltage recorded declined.

Since the pattern ERG is a small evoked response, the
question of an electrode’s intrasessional variability and its
test-retest reliability is important. Odom et al. reported a
two-center study of the intrasessional variability of the
pattern ERG using gold foil recording electrodes.56 The coef-
ficient of variation and the coefficient of repeatability were
used as measures of intrasession variability or precision.
They observed that for pattern ERGs recorded using gold
foil electrodes, the intrasession pattern ERG reliability was
0.95 or higher, and intrasession coefficients of variability
could be 0.05 or less.

Several investigators have looked at the test-retest reliabil-
ity of the GFE in recording the pattern ERG.5,57,58 Prager in
two studies reported that while gold foil electrodes produced
larger pattern ERG amplitudes than microconductive

F 17.2 Lid-hook, microconductive fiber, and skin electrodes used in clinical electroretinography.
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threads, their test-retest reliability was low.57,58 These initial
results,57 which were repeated in a three-center study, showed
that the reduction in pattern ERG amplitude and an increase
in variability occurred when recordings were made with used
GFEs.58 For new gold foil electrodes, pattern ERGs were
recorded with higher amplitudes than electrodes used three
times in 90% of the trials. Electrodes that were used three
times demonstrated an average change in the coefficient of
variation of 14%. At two of these study sites, test-retest
pattern ERGs on a total of 18 patients demonstrated a test-
retest coefficient of variation of 30% and 47% for new and
used electrodes, respectively. It was deemed that these sources
of variation could have resulted from the presence of small
cracks, the number and configurations varying in each elec-
trode. Light microscopy demonstrated these small cracks,
and it was proposed that constant flexion and variation would
result in significantly different impedances over time. Thus,
the more an electrode is used, the lower is the pattern ERG
amplitude, and the resulting poorer test-retest reliability
would occur. The authors recommended that gold foil elec-
trodes be used only a single time.58 These findings were in
stark contrast to those reported in a two-center study of GFE
test-retest reliability.5 When similar gold foil electrodes were
inserted in the same fashion but without using topical anes-
thesia, pattern ERGs were recorded after either the first or
the third or fourth use in four normal subjects. The test-retest
interval on the normal subjects was five to six working days,
and the same electrodes were used on routine clinical patients
in the interim. In these trials, the GFEs were extensively
examined before and after the tenth use. The authors
reported that in the results from three separate experiments,
the P50 and N95 components of the transient pattern ERG
do not alter significantly with electrode use. Interestingly, in
some cases, the pattern ERG amplitude increased, although
not significantly, with electrode use. The investigators were
unable to replicate the results described by Prager et al.57,58

In addition, they were unable to observe any cracks in the
gold surface of the electrode similar to those reported by
Prager et al.57,58 Arden et al. suggested that the main source
of variation was likely to be either subject related or the tech-
nical expertise of the tester rather than GFE aging.5 Wong
and Graham examined qualitative defects in gold foil elec-
trodes and resistances in 94 used gold foil electrodes.71 They
divided the electrodes into four groups of varying resistances
and gold coating defects. In addition, they measured pho-
topic flash ERGs in a single subject with GFEs randomly
selected from each group. They reported no significant dif-
ference among electrode groups for ERG peak implicit times
or amplitudes, although a slightly greater amplitude vari-
ability was observed for electrode groups with more defects.
Their data suggested that whether or not to use a GFE
depends not on the degree of visible defects on the electrode,
but rather on the overall resistance of the electrode.

Gold foil electrodes are also suitable for multifocal elec-
troretinography. Mohidin et al. recorded multifocal elec-
troretinograms (mERGs) from 12 subjects on three separate
days to investigate the repeatability and variability of the
mERG using four different electrodes.53 They reported a
coefficient of variation of 0.19 for the GFE, which was
similar to the coefficient of variation of 0.21 reported by
Prager et al. for the pattern ERG.57 Prager’s findings were in
contrast to a two-center study reported by Odom et al.,56

who reported a coefficient of variation as low as 0.05 for the
gold foil electrode. They claimed that their low coefficient of
variation was attributable to stringent technical control and
use by experienced experimenters.

Other materials have been used to develop lid-hook elec-
trodes, including carbon fiber and polyvinyl (PV) gel. Honda
et al. developed a disposable electrode for ERG recording
that was made from anomalous polyvinyl alcohol (PVA)
gel.32 This new PVA hydrogel electrode was made of low-
cost material that could be discarded after use. The electrode
was cut in the shape of a lid hook and could be inserted in
the lower fornix like the gold foil lid-hook electrode. The
PVA electrode was considered to be very stable without elec-
trical polarization because it contains no metal. It was
claimed that patients felt no discomfort during recordings
and that the electrodes produced no corneal injury.18,32

The C-glide (Unimed Electrode Supplies, Farnham,
Surrey, UK) is a carbon fiber lid-hook electrode that has
been popular among some for ERG recording for some time
(see figure 17.2B).8 Unlike the extremely flexible gold foil lid-
hook electrodes, the C-glide electrode is more rigid in con-
struction, and it has been reported to require longer
insertion time.50 This greater rigidity may be an advantage
in that the C-glide electrode may be more difficult to blink
out of the eye than the highly flexible gold foil lid-hook elec-
trode. Esakowitz et al. compared the C-glide carbon fiber
electrode with other standard contact lenses, GFE, DTL,
and skin electrodes for recording scotopic and photopic elec-
troretinograms.24 They reported that the coarse recording
tip of the C-glide electrode and its preshaped plastic hook
inevitably touched the eyelashes and made it the most
unpopular of the eye contact electrodes tested, whereas the
GFE was well tolerated and relatively simple to insert. When
compared to the Burian-Allen electrode, the b-wave ampli-
tudes produced by the C-glide were approximately 77%.
The gold foil electrode produced b-wave amplitudes that
were only 56% as great as those produced by the Burian-
Allen contact lens electrode.24 McCulloch et al. compared a
number of electrodes including the Burian-Allen contact
lens, the C-glide, and GFE in recording pattern ERGs.50

They reported that the Burian-Allen recorded the largest
amplitude pattern ERGs, whereas the C-glide and GFE gave
significantly better within-session quality of recordings.
From their studies, they found no compelling reason to 
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recommend a particular type of foil or fiber electrode for
pattern ERG recording, as each electrode type had advan-
tages and disadvantages.50 The C-glide electrode gave the
largest amplitude but had the longest time for insertion and
a significantly lower comfort rating than the GFE. Mohidin
et al. examined the repeatability and variability of the C-
glide electrode compared to several other electrode types
and found that the C-glide electrode produced a signifi-
cantly larger coefficient of variation of 0.31 compared to the
contact lens (0.15) and GFE (0.19) when recording multifo-
cal ERGs.53

A novel disposable ERG electrode was developed by Hiroi
et al.31 consisting of a thin gold filament 0.12mm in diam-
eter. The gold wire could be bent and placed in the lower
fornix or touching the cornea. They reported electrode per-
formance equal to that of the ERG-jet for flash and pattern
ERG recording.31 Another novel and popular noncorneal
electrode for clinical ERG was developed that consists of a
thin wire forming a loop modeled to fit in the lower con-
junctival sac (see figure 17.2C).27 The HK-loop electrode
(HK Med, Ljubljana, Slovenia) is formed from a loop of thin
stranded or monofilament silver, gold, or platinum wire that
is Teflon coated over its entire length except for three small
windows, which allow exposed portions of the metal. The
loop is bent so that it appears U-shaped in side view, similar
to a lid-hook electrode, and this portion is placed in the 
lower conjunctival sac, making electrical contact with the
sclera, while the Teflon insulation provided shielding from
unwanted extraneous potentials. The HK-loop is adaptable
to unusual anatomic configurations of the patient’s eye or
eyelids. The ERGs that are obtained with the HK-loop elec-
trode are similar in amplitude to those recorded with gold
foil electrodes.27,50

DTL F E Dawson, Trick, and Litzkow
(DTL) described a very low-mass, silver-impregnated
microfiber corneal electrode for clinical electroretinogra-
phy.21 This DTL electrode was based on an extremely low-
mass conductive thread that makes contact with the tear film
of the eye and is electrically coupled to an insulated wire.
The individual fibers of the nylon thread are approximately
50mm in diameter and are impregnated with metallic silver.
The thread is usually draped in the lower fornix, although
alternative methods using a holder to position the electrode
across the eye have been described.52,68 Simultaneous flash
ERGs recorded from DTL fiber and Burian-Allen electrodes
have been compared, and the DTL b-wave amplitudes are
generally lower than the corresponding responses recorded
with the Burian-Allen corneal contact lenses.22,23,25,51

The advantages of the DTL electrode lie in the area of
subject comfort, optical quality, and reduced electrode
impedance.23 The DTL system is well tolerated by children
and by adults with keratitis. Like the gold foil lid-hook elec-

trode, the DTL does not obscure the optics of the eye and
therefore is superior for recording the pattern ERG. It is not
blinked out of the eye like the gold foil electrode, but this
may not be an advantage, for if the fiber is displaced toward
the lower fornix, the signal size is reduced.52 Hebert et al.28

examined the reproducibility of flash ERGs recorded with
DTL electrodes. Subjects were tested on two occasions 
separated by an interval of 7–14 days, and Naka-Rushton
parameters were derived from DTL-recorded ERG
responses. The Naka-Rushton parameters Vmax, the
maximum b-wave amplitude observed at the saturation
point of the luminance curve, and logK, the intensity nec-
essary to produce the semisaturation of Vmax amplitude, were
examined. It was found that there was a high test-retest in-
traclass coefficient of r = 0.97 for Vmax and r = 0.91 for logK
in their subjects. The authors concluded that the DTL elec-
trode yields stable and reproducible ERG recordings, pro-
vided that care is taken to ascertain proper electrode
positioning.

While DTL electrodes have been found to yield highly
reproducible signals for flash and pattern ERG, they were
thought to represent an interesting challenge to record
reproducible oscillatory potential signals.46 Suprathreshold
photopic oscillatory potentials were recorded with either a
DTL electrode or a Henkes corneal contact lens electrode.
While the summed oscillatory potential amplitude index
recorded with the DTL electrode was one half of that
obtained with the Henkes electrode, the timing and ampli-
tude ratios were consistent for all the oscillatory potential
peaks.46 Other investigators have also found that DTL elec-
trodes provide robust and reproducible ERG recordings
compared to corneal contact lenses and gold foil electrodes
for flash ERG recording,8,24,30,45 pattern electroretino-
grams,50,57,58 oscillatory potentials,46 and multifocal elec-
troretinograms.51,53

Recently, the DTL electrode has been modified, and it is
now commercially available (DTL-Plus, Diagnosys LLC,
Littleton, Massachusetts) and is illustrated in figure 17.2D.
The DTL-Plus electrode is composed of 7-cm-long, low-
mass spun nylon fibers impregnated with metallic silver.
Small sponge pads at each end with adhesive backing are
secured to the nasal and temporal canthi, securing the elec-
trode and positioning the microconductive thread at the
limbus.

S E The possibility of recording ERGs in
response to flash and pattern stimulation without placing
electrodes in the eye has specific advantages, especially in the
testing of children and infants. Although skin electrodes are
in general not recommended as active recording electrodes,
there are situations in which there is no other method of
obtaining a reliable ERG from a patient. ERGs recorded
through the periorbital skin surface have been
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described.1,18,35,36,61,63,67 Tepas and Armington used skin elec-
trodes placed on the nasal and temporal canthi and reported
that averaged ERGs could be reliably recorded in a wide
range of stimulus conditions.67 Larger-amplitude ERGs have
been reported with subsequent head rotation to displace the
cornea toward the active electrode. The ERG signals that
were produced were smaller in amplitude, noisier, less reli-
able, and more variable than corneal ERG recording. Signal
averaging can significantly improve the signal-to-noise ratio
of ERGs recorded with skin electrodes. Standardized place-
ment of the skin electrodes is important to an individual lab-
oratory’s ability to give reliable interpretation when using
this technique. The dermal electrodes (see figure 17.2E) are
better tolerated, and the recording quality may be accept-
able for many clinical recording situations in infants and
young children, particularly if the patient will not allow
testing with a corneal contact lens.51

While skin electrodes have been used for ERG recording
for some time, there are few reports that directly compare
their performance against standard contact lens assem-
blies.24,44,50 The advocates of the use of skin electrodes for
ERG recording have primarily been those experienced who
are in pediatric electroretinography. While most, though not
all, adults will accept insertion and prolonged wearing of
contact lens electrodes, the majority of infants, toddlers, and
young preschool children are by no means impassive and will
not willingly allow insertion and wearing of contact lenses.
Typically, restraint with forcible electrode placement is nec-
essary, or electrode placement is performed while the child
is sedated or anesthetized. It is in the infant population with
apparently poor vision that clinical electroretinography
probably plays its most crucial diagnostic role, and many
pediatric electrophysiologists have turned to the skin elec-
trode, which has allowed them to record reliable ERG
recordings.44 Kriss reported the great Ormond Street expe-
rience of over 4000 recordings using skin ERGs in a wide
variety of ophthalmological and neuro-ophthalmological
conditions.44 In this study, four healthy young adults had
ERG recordings from one eye using six electrode types,
including skin electrodes. The researchers reported that for
flash ERGs, the b-wave amplitude of skin ERGs was about
14% that recorded to a Burian-Allen electrode.24,44 As has
been previously described, several ocular and technical
factors can affect skin ERGs, but the authors concluded that,
provided that one recognizes these confounding factors and
deals with them accordingly, skin ERGs can provide reliable
and diagnostically useful information in young children.44

Coupland and Janaky had previously compared the per-
formance of dermal electrodes against the popular DTL
fiber and the PVA hydrogel electrode in 32 eyes,18 where
ERGs were simultaneously recorded with skin electrodes
along with either DTL or PVA gel electrodes under four
standardized flash conditions. The use of simultaneous skin

ERG recordings ensured that any differences observed were
not due to adaptation, endogenous, or environmental
factors. Under all four stimulus conditions, the skin ERGs
had consistently shorter a- and b-wave implicit times. This
was attributed to the positioning of the skin electrode on the
infraorbital ridge, the active electrode being closer to the
posterior pole of the eye. Generally, the skin ERGs were
about half as large in amplitude as the averaged DTL or
PVA ERG recordings.

Because of the advantages of signal-averaging techniques
in increasing the signal-to-noise ratio, skin electrodes have
been used in detecting retinal oscillatory potentials61 as well
as in recording the pattern ERG.1,35,36 Wali and Leguire 
compared skin and ERG-Jet electrodes over a wider range
of luminances and compared the b-wave amplitudes for
each electrode fitted by the Naka-Rushton equation.70 As
expected, Vmax for the skin electrode was smaller than that
for the corneal electrode. The value of log K differed by 0.3,
with the skin electrode giving a lower value of logK. There
was no significant difference between the values of n for the
two electrodes. A comparison of electrodes in terms of
general variability as measured by the coefficients of varia-
tion showed that while the skin electrode yielded less b-wave
implicit time variability, the corneal contact lens yielded less
b-wave amplitude variability.70 While skin electrodes have
worked well in experienced hands, the problem of increased
variability and a lower signal-to-noise ratio in ERG record-
ing has led the ERG standardization committee of ISCEV
to recommend that they should be used only in exceptional
circumstances.

ERG electrode use in the world

In recent times, we have all been affected by the Internet.
Instrument manufacturer Web sites for marketing and 
servicing have recently been implemented. A newsgroup for
clinical electrophysiology of vision called CEVNet has been
established by Scott Brodie. This has allowed ISCEV
members to converse about challenging clinical cases, seek
information about equipment and clinical practices, and
communicate information of interest to the worldwide com-
munity of clinical electrophysiologists in vision. On January
6, 2003, the first international survey on ERG electrode was
presented to CEVNet members, garnering over 50 individ-
ual responses from members all over the world.

Members were queried as to which electrode system they
used most often and which was their second choice. Over
80% of respondents used two or more different ERG elec-
trodes in their clinical practice. Clearly, 52% of respondents
used the contact lens electrode as their first choice in clini-
cal electroretinography. The Burian-Allen electrode was
most often reported, followed by the ERG-Jet and Henkes
Lovac lenses. Of interest is the fact that 36% of respondents
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use DTL fiber electrodes and 12% use lid-hook electrodes
as their electrode of first choice. Of those using lid-hook
electrodes, the majority were using gold foil electrodes, fol-
lowed by C-glide carbon fiber and HK-loop configurations.
There were no respondents who used skin electrodes as their
electrode of first choice in all their patients. Two respondents
indicated using them only in children under 5 years of age.

Of the 80% of respondents who use a second ERG elec-
trode, lid-hook electrodes were chosen by 44%, whereas
21% of these respondents used DTL fibers or contact lens
electrodes as their second choice. Interestingly, 12% of these
respondents used a skin electrode as their second choice; all
of these respondents were involved in testing pediatric
patients.

When asked whether clinicians were using the best ERG
electrode recording system, 72% of respondents expressed
agreement, whereas 20% of respondents weren’t sure and
8% of respondents thought that they were not using the best
electrode available. The chief impediments to changing to a
better ERG electrode recording system were listed as the cost
and time needed to collect new normative data, the time for
training staff to use the new electrode effectively, and the
inability to find consistent supplies of disposable electrodes.

Respondents were also asked why they preferred the ERG
electrode they were using. Those who were using contact
electrodes preferred the better signal-to-noise ratio, quality,
and consistency of recorded ERGs; the durability and con-
venience of the lid speculum were also considered impor-
tant. The respondents who chose the lid-hook electrode
preferred better patient acceptance, good ERG recording
results, the unaltered optical quality provided by lid-hook
electrodes, and their ease of use. The respondents who
expressed a preference for DTL fiber electrodes were
impressed with patient acceptance, the electrode’s ease of
use, the unaltered optical quality provided, the fact that it
cannot be blinked out, the fact that the electrode is dispos-
able, and the fact that no sterilization is needed. Skin elec-
trodes were preferred because of ease of use, patient
comfort, and the fact that no sterilization was needed.

Electrodes for d.c. electroretinography

To faithfully record the slow ocular potentials such as the c-
wave and the h-wave (the “off c-wave”) of the ERG, a d.c.
recording system must be used. Unlike the recording of the
flash and pattern ERG, for which commercial equipment is
available, most laboratories that are recording the slow
ocular potentials have designed apparatus specifically for this
purpose. Nilsson and Andersson have described a method
for d.c. recordings of slow ocular potentials.54 Their equip-
ment can also be used for recording the light peak and dark
trough of the electro-oculogram. These investigators
describe the use of a polymethylmethacrylate (PMMA)

contact lens electrode filled with a combination of methyl-
cellulose and saline. A similar PMMA-saline-filled chamber
is attached to the forehead, and the lenses are connected by
means of a saline-agar bridge to matched calomel half-cells.
Electrode movement was reduced by applying suction on the
contact lens. This method has been used previously for
studying the c-wave in both humans41,55 and animals.42,43

With increasing concern about HIV and hepatitis C infec-
tions, the need for disposable electrodes for d.c. recording
should be considered. Carlson et al.14 have described a d.c.
ERG method that enables the recording of a-, b-, and c-
waves with a disposable corneal wick electrode. Because the
corneal wick electrode is disposable, easily made, and inex-
pensive, it was thought to be more suitable for clinical work
than contact lens electrodes. While there are advantages to
using the d.c. electroretinography, there are numerous tech-
nical problems related to both the electrodes and the stabil-
ity of the recording system in humans limiting the value of
routine clinical recording of d.c. potentials.41,55,60

Electro-oculogram electrodes

The electro-oculogram (EOG) was first introduced in its
clinical form by Arden and colleagues to indirectly measure
the standing potential of the eye.2,3,39,40 This group pioneered
the use of EOG to document retinal pigment epithelium
function in normal and clinical populations. The electrodes
that were used were nonpolarizable silver chloride balls sunk
in plastic flanges pressed against the skin and held in place
with adhesive tape. The authors claimed that bared silver
wire secured by collodion gauze was equally effective but
that normal electroencephalographic electrodes were not
recommended; because of their large size, they could not be
placed close to the canthi.3 Since that time, subminiature Ag-
AgCl skin electrodes have been developed and are most
commonly used in EOG. The Arden method of using skin
electrodes and a.c. recordings has become the conventional
technique for recording the EOG. The standing potential of
the human eye can be studied by means of d.c. recordings
using a combination of suction contact lens, calomel 
electrodes, and d.c. amplification.54 This procedure was
described in more detail in the previous section on d.c.
recording techniques.

Visual evoked potential electrodes

The visual evoked potential (VEP) is usually recorded with
scalp electrodes composed of gold or silver. The best record-
ing electrode is chlorided silver, and the worst is stainless
steel.16 Although reversible Ag-AgCl electrodes are probably
better than nonreversible electrodes for a.c. recording, they
are not essential unless the electrode surface area is small.
Care must be taken to ensure that all electrodes are made of
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the same metal because potential differences between dif-
ferent metals can be very large when compared with the
magnitude of the electrical activity of the brain.16 Most lab-
oratories that are recording clinical VEPs use either gold
electrodes, silver disk electrodes, or chlorided silver elec-
trodes held against the scalp with collodion-impregnated
gauze or paste.16 Isotonic electrode jelly is used to maintain
the bridge between the electrode surface and the scalp. Clin-
ical visual electrophysiologists and technicians must be aware
that the electrodes are a vulnerable but vital part of the
recording system and should be treated with care.
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N  offer practical assistance in understand-
ing and choosing amplifiers and special-purpose systems.
Some of the most practical are informational pamphlets by
manufacturers. Other sources include general texts on elec-
tronics,1 signal processing,2,3 and electroencephalography
(EEG)3–5 and other guides.6,7

Amplifiers

The electrical potentials that are elicited by visual stimula-
tion are too small to drive most recorders or to be accurately
detected by the analog-to-digital converters (ADCs) that
form the initial stage of most commercial systems for pro-
cessing physiological signals. Therefore, a system of pream-
plifiers and amplifiers is required to increase the voltage of
the signal. In the following sections, amplifiers and their
characteristics will be described.

In discussing amplifiers, it is also necessary to consider the
characteristics of the signals they will amplify and the noise
that must be minimized or eliminated by them. Ideally, the
signals to be amplified would only be those generated by
neural activity of interest, and all other electrical features
would be filtered out. To amplify the signals of interest and
filter out the unwanted signals, it is helpful to consider the
visual signals and the major sources of physiological and
electrical noise. Table 18.1 gives the major biological signals
elicited by visual stimulation, their frequency range, their
amplitude range, and the gain or amplification that is
required to have an output peak-to-peak voltage of 1V. Also
listed are the characteristics of other biological signals that
may be noise relative to visual signals, such as the elec-
troencephalogram and electromyogram. Naturally, these
values can be only approximate. Table 18.2 presents
common sources of electrical interference, their origins, and
methods to minimize them.

P Generally, the subject’s electrodes are con-
nected to a preamplifier. The purpose of the preamplifier is
to provide initial amplification (10¥ to 1000¥) as the signal
is transmitted along cables to the final amplification stage so

that the effects of long cables can be minimized. Frequently,
preamplifiers provide minimal filtering.

An essential concern is the patient’s safety. While attached
to the electrophysiological equipment, the patient is poten-
tially part of a 110- to 220-V circuit. The several pieces of
equipment in that circuit may or may not share the same
ground. Many large buildings, such as hospitals, have several
grounding circuits. In the unlikely event of major electrical
failure of the recording equipment, the main’s electricity
could pass through the patient, and a ground fault could
prove fatal. Consequently, the patient should be protected
from the improbable event of such a major accident by elec-
trical isolation from the equipment during the entire test.

The most frequent means of protecting the patient is to
use an isolation preamplifier. Isolation amplifiers isolate the
power supply of the amplifier from the power supply of the
input stage or from the power supply of both the input and
output stages. One must ensure that the isolation amplifier
is able to isolate voltages equal to or greater than the largest
voltage that is expected should an electrical accident occur.
The technique that is used is to pass the input signal through
a voltage-to-frequency converter. This stage uses little
current, which can be provided safely. Then, by using optical
means or magnetic transformers, which isolate the input
from the main electronics, the frequency is transmitted to a
demodulating filter, which returns the frequency to its cor-
responding voltage. To modulate and demodulate the input
voltage, an oscillator or chopper is required. An isolation
amplifier cannot handle frequencies greater than one
quarter to one tenth of the oscillator frequency, depending
on the quality of the amplifier. The frequency of mechani-
cal oscillators or choppers is usually limited to the line fre-
quency (60Hz in the Americas, 50Hz in Europe and Asia),
but electronic choppers operate easily to several hundred
kilohertz.

In addition to protecting the patient from grounding
faults, isolation amplifiers can improve signal-to-noise ratios
by interrupting ground loops and eliminating capacitance
problems, but they may also introduce problems. At high
amplifications, the carrier frequency may be seen as noise

18 Amplifiers and Special-Purpose
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added to the signal. In poor-quality filters, the higher har-
monics or subharmonics of the carrier or chopper frequency
may be amplified.

A second means of isolating the patient in the case of a
major electrical disaster is to employ low-current, fast-acting
fuses in the circuit connecting the patient to the amplifiers.
The use of fuses introduces minimal alteration of the fre-
quency or phase information of the signal. However, by
increasing the number of connections or junctions through
which the unamplified signal passes, the use of fuses may
attenuate the signal or introduce noise. Humans can gener-
ally sense 1mAmp at 60Hz, and 5mAmp is the maximum
“harmless” current. Therefore, the fuses should be 1mAmp
or slightly lower and able to disconnect the circuit in no more
than several milliseconds.

D C  A C A
Amplifiers are characterized by a number of parameters,
including bias, frequency response, input impedance, output
impedance, gain (sensitivity) versus noise, slew rate versus
linearity, and roll-off or attenuation versus common mode
rejection ratio (CMRR).

Most amplifiers have a resistor and capacitor to separate
one stage of the amplifier from the other. One consequence
of the resistor-capacitor network is that direct current (d.c.)
cannot be transmitted from one stage of the amplifier to the
other. Very low frequencies are also attenuated.

If the stages of an amplifier are coupled directly (direct-
coupled amplifiers), d.c. and higher frequencies are trans-
mitted from one stage of the amplifier to another. Most
amplifier output voltages are not zero, even when the input

T 18.1
Visual signals and physiological noise

Signal Frequency Range (Hz) Amplitude range (Peak) Amplification for 1-Volt Output
Electro-oculogram d.c.–100 10mV–5mV 500
Electroretinogram

a- and b-wave 0.2–200 0.5mV–1mV 1000
Oscillatory potentials 90–300 0.1mV–100mV 10,000
c-wave d.c.–2 0.5mV–1mV 1000
Pattern ERG 0.1–200 0.lmV–10mV 100,000

Visually evoked potentials
Standard 1–300 0.lmV–20mV 50,000
Fast wavelets 90–300 0.1mV–5mV 200,000

Electroencephalogram d.c.–100 2 to 100mV 10,000
Electromyogram 0.01–500 50mV–5mV 500
Electrocardiogram 0.06–1000 <5mV 500
Galvanic skin response d.c.–5 <lmV 1000

(electrodermal response)

T 18.2
Electronic noise sources

Noise Type Sources Frequency Characteristics Reduction Methods
Extrinsic noise Electrostatic Mains frequency Serial grounding

Magnetic Mains frequency Eliminate ground loops
Radio frequency >1kHz Shielding; low, equal

electrode resistance

Thermal noise Sensors and amplifiers Broadband and random Differential amplification
1/f Noise Amplifiers <100Hz inversely related Differential amplification

to frequency
Blocking (saturation) Amplifiers All frequencies Reduce gain or noise
Analog-to-digital converters and averaging Quantization <1kHz Choice of analog-to-digital

algorithms Sampling jitter Broadband, nonrandom converters
Aliasing Filter high frequencies
Round-off errors

Trigger Trigger jitter >10Hz inversely related Stabilize trigger
to jitter
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leads are connected together. This is called an offset and
occurs at all stages in a d.c. amplifier; any offset voltage that
is present in an earlier amplifier stage is amplified along with
the signal by subsequent amplifier stages; and with high
gains, the amplifier may be useless.

This problem is minimized by using a differential amplifier.
In a differential amplifier, two inputs are provided to the
amplifier, and its output is the algebraic difference of the two
input signals. Practically, there is always some difference
between the two circuits and their offset voltages; therefore,
a bias compensation is usually provided to equalize the two
halves of the amplifier.

C M R R Whether d.c. or alter-
nating current (a.c.), almost all contemporary physiological
amplifiers are differential. In most amplifiers, the subtraction
of one input from the other occurs at several of the stages
of amplification. Any signal that enters both inputs is
thereby drastically reduced, such as the mains or line fre-
quency. The CMRR is determined by inputting a signal to
one amplifier input and then inputting a common signal of
the same amplitude to each of the two inputs. The output
amplitude should be minimized when the same signal is
applied to both inputs. The ratio of the input from one signal
input and two signal inputs is the CMRR. With proper
adjustment, a CMRR of 100,000 :1 is achievable in many
amplifiers. Because mains’ interference (50 and 60Hz) is a
common source of artifact that may be eliminated by a high
CMRR, it is often determined for these frequencies. CMRR
is reduced at higher frequencies. Also, the figure given is for
identical inputs. If the inputs are not identical, for example,
if a corneal lens has a higher resistance than skin, the
CMRR will be reduced. Hence, a major source of mains
noise in modern amplifiers are differences in impedance
between electrodes or other differences that lead to greater
mains interference entering on one lead than another.

B The bias of an amplifier refers to the voltage output
of the amplifier when the input voltage is zero. Amplifier
bias should be zero. Frequently, the bias of an amplifier
varies with temperature. Therefore, it is wise to measure and
if necessary to adjust the bias of an amplifier only after it
has been operating for several minutes (or, in extreme cases,
one-half hour). A stable amplifier has a minimal variation
in bias over time.

L, G,  D R The output
voltage of an amplifier should be a linear function of the
input voltage. The slope of that linear function represents
the gain of the amplifier. Real amplifiers are linear only over
a range of input voltages at any one gain. The range of input
voltages over which a linear function is valid is the dynamic
range of the amplifier; 80–100dB is possible.

I  O I The input impedance of a
physiological amplifier must be at least 100 times greater
than that of the electrodes to avoid attenuation of the signal
or the introduction of extraneous noise. If the impedance of
the electrodes is 10kW, the input impedance of the ampli-
fiers must be 1–5MW. For these same reasons, the output
impedance of the amplifier should be low in relation to the
input impedance of the averager or oscilloscope that serves
as the final stage of signal processing. The characteristics of
high-input impedance and low-output impedance are a
common feature of all commercially available amplifiers for
physiological signals.

F R F For a specified gain and
input voltage, an amplifier’s frequency response function is
its output voltage as a function of its input frequency. On
the basis of its frequency response function, amplifiers may
be classified into one of four categories based on their filter
characteristics: low-pass, high-pass, band-pass, and band-
reject (or notch) filters. Figure 18.1 illustrates these categories
of filters. Low-pass filters pass frequencies below a certain
level and reject higher frequencies. High-pass filters reject
frequencies below their cutoff and pass higher frequencies.
Band-pass filters pass frequencies between a low and a high
frequency and reject others. A band-reject filter rejects fre-
quencies between a high and a low cutoff frequency and
pass frequencies lower than the low-frequency cutoff and
higher than the high-frequency cutoff.

F 18.1 The four categories of filter characteristics: low pass,
high pass, band pass, and band reject.
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An ideal filter would have a sharp cutoff. Physically real-
izable filters have a range of frequencies over which the
response is progressively attenuated. The characteristic fre-
quency is where the attenuation is either 1/2 or 1/e (e is the
base of natural logarithms). The steepness of the change or
the roll-off is quantified by the rate of change of attenua-
tion in decibels per octave or decade, outside the character-
istic point at which the voltage is reduced by 50% (-6dB) or
by -3dB (70.8%). (A decibel is 10 times the base 10 loga-
rithm of the ratio of two powers. Alternatively, a decibel is
20 times the base 10 logarithm of the ratio of two energies
or voltages. Power is energy squared—hence the difference
between decibels of power and energy. An octave is the base
2 logarithm of the ratio of two numbers, that is, a halving
or doubling is one octave. A decade is the base 10 logarithm
of the ratio of two numbers. A 3-dB attenuation (-3dB) of
output voltage amplitude is equivalent to a voltage ampli-
tude reduction of 29.2%. A 6-dB-per-octave roll-off indi-
cates that the voltage amplitude decreases by 50% as the
frequency doubles or halves. A 24-dB-per-octave roll-off
indicates that the voltage amplitude decreases by a factor of
15.8 as the frequency increases or decreases by a factor of
2.) The roll-off of a filter consisting of a single capacitor and
resistor is 3dB per octave. To obtain steeper roll-offs, several
strategies can be employed. Complex passive networks or
active filters that incorporate amplifiers to “shape” the filter
characteristic or that use variations on digital techniques
may be employed. The penalty that is paid for roll-off
includes phase changes near the characteristic frequency(s),
noise, and ringing. Bessel-function filters maintain a constant
phase change-versus-frequency characteristic at the expense
of a shallow shoulder. The number of active stages in a filter
is referred to as the number of poles. For example, a quadru-
ple filter has four active stages.

D  A F The first stage of converting
the analog signals into digital voltage levels that can be inter-

preted by the computer is an analog-to-digital converter
(ADC). ADCs are the simplest digital filters. The char-
acteristics of these and more complicated digital filters are
important because they have become a progressively more
common feature of the clinical electrophysiology laboratory.
A summary of the characteristics of analog and digital filters
is presented in table 18.3. Digital filters may be implemented
by either hardware or software.

Any digital filter samples the incoming signal at some fre-
quency. The accuracy of that sampling (quantization and
rounding errors) and the appropriateness of the sampling
frequency (aliasing and leakage errors) are important. The
highest frequency in the input signal cannot be higher than
half of the sampling frequency, or lower frequencies will 
be introduced into the signal (aliasing). Even if aliasing is
avoided by appropriate low-pass filtering before the digital
filter and if the sampling frequency is low relative to the 
frequencies of interest, voltage from some frequencies will
leak or spread across several frequencies.

Despite these considerations, a well-designed digital filter
has several advantages over an analog filter. Digital filters are
generally more flexible. Both gain and frequency roll-offs 
are limited only by the digital resolution of the filter. Because
the signals are digitized, noise introduced by variations in
resistance, capacitance, and inductance in the various 
stages of the amplifier is eliminated. Finally, in most digital
filters that are used for physiological applications, phase is
undistorted. At high-frequency cutoffs below 60Hz, analog
filtered visual evoked potentials (VEPs) are reduced in 
amplitude and prolonged in latency (figures 18.2A and
18.2B). Digitally filtered signals are merely reduced in 
amplitude.8

Digital filters may be particularly useful in eliminating
noise from averaged signals. For example, responses elicited
by pattern reversal contain power mainly at the harmonics
of the reversal rate (even harmonics of the reversal fre-
quency). By employing digital filters, it is possible to elimi-

T 18.3
Analog and digital filters

Property Analog Digital
Variables Continuous in time Discrete time (samples) discrete magnitudes

Continuous in magnitude
Mathematical operations d/dt, dt, Xk + Delay, Xk, ± 
Characteristic equations Linear differential “Linear” difference (occasionally logical difference)
Characteristic responses Damped sinusoids, cosinusoids Samples of damped sinusoids, cosinusoids
Speed To optical frequencies To MHz
Imperfections Initial tolerances Coefficient rounding
“Components” Drift Absolutely stable

Nonlinearity and overloading Quantization and overflow
Noise Thermal, shot, etc. Quantizing, aliasing; low-level limit cycles
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nate the noise at other frequencies (Vance Zemon, personal
communication, 1988).

One consideration that is frequently ignored is when an
experimenter increases amplification by placing two ampli-
fiers in cascade. (If amplifiers are cascaded, the lower-noise
amplifier should be the first stage.) The roll-off of the cas-
caded amplifiers will be steeper, and the -3-dB points will be
different from that of each device on its own. If the high-fre-
quency cutoff fh and the low-frequency cutoff f1 are the same
for each cascaded filter, the high-frequency -3-dB point of

the system will be fh = f ¢h ¥ [(21/n) - 1]-2. The system’s low
frequency -3-dB point will be f1 = f ¢1/[(2I/n) - 1]-2. The
number of stages that are cascaded is represented by n.

Amplifiers that are used in clinical visual electrophysiol-
ogy should amplify the entire frequency range of interest in
a specific response. If recording the d.c. ERG or d.c. electro-
oculogram (EOG), one should use a band-pass from 0 to at
least 100Hz. For normal a.c. coupling, a band-pass of
0.3–250Hz is adequate. However, if recording oscillatory
potentials, one might choose to record from 90 to 300Hz.

F 18.2 A, Effects of high-frequency cut-offs on flash VEPs.
All records are of 400-msec duration. The lowest trace on the right
indicates the time of flashes. The figure illustrates the effects of the
high-frequency cut-off on VEPs elicited by two and ten flashes per
second (Grass PS-22, I-2). Notice that with increased analog filter-
ing responses are (1) less noisy, (2) smaller in amplitude, and (3)

delayed. B, Effects of low-frequency cut-offs on flash VEPs. All records
are of 400-msec duration. The lowest trace on the right 
indicates the time of flashes. The figure illustrates the effects of
low-frequency cut-offs on VEPs elicited by two and ten flashes per
second. Note that higher low-frequency cut-offs (1) reduce noise, (2)
reduce amplitude, (3) decrease peak latencies, and (4) alter waveforms.
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Therefore, one must alter the amplifier’s1 settings to suit the
response to be recorded.

The consequences of choosing inappropriate filter set-
tings can be dramatic alterations in response amplitude
and/or waveform. Selective attenuation of the high fre-
quencies in a response eliminates high-frequency noise.
However, it may also result in a big change in waveform,
latency, and amplitude of the response. A reduction of the
higher frequencies will generally reduce the amplitude and
prolong the latency of a response. Figure 18.2A presents the
effects on averaged VEPs of variations in the high-frequency
filter settings. Low-frequency attenuation will eliminate the
slowly occurring changes in baseline that may be caused by
eye movements or electrodermal responses. Figure 18.2B
indicates the changes in VEPs that are introduced by
increasing the amplifier’s low-frequency filter setting.
Increasing low-frequency settings will typically reduce the
amplitude and latency.

A  P D Amplifiers impose a
delay in the input signal. Unfortunately, the delay is not con-
stant as a function of signal frequency. Generally, within the
frequency range that is unattenuated, the phase is relatively
constant across frequency. As frequencies are attenuated,
large phase shifts are usually introduced. The changes in
phase relationships can introduce latency changes and
changes in waveform and amplitude.3 The magnitude of
phase distortion is increased as roll-off is increased. Extend-
ing the high-frequency range increases noise, and extending
the low range permits slow large oscillations to be recorded,
which are thought to be due to eye movements. Therefore,
it is desirable to use low- and high-pass filters that have char-
acteristic frequencies outside the region of interest.

The variations in filter settings by different laboratories
and their effects on amplitude, phase, and waveform are
among the major reasons explaining variation in the
absolute values of amplitudes and latencies of responses
obtained in different laboratories. One consequence of
efforts to standardize conditions across laboratories has been
the development of standards by the International Society
for Clinical Electrophysiology of Vision (ISCEV) for the
most common electrophysiological responses.

Special-purpose data acquisition systems

The amplifiers are usually connected to a special-purpose
data acquisition system for recording a visually elicited
response. The final stage may be a storage oscilloscope with
camera in the case of ERGs, a chart recorder, a lock-in
amplifier, or a signal-processing system such as an averager.
Although the amplifiers are at the heart of the system, some
means of display and storage of data must be found, and
there is an increasing need for systems that analyze the visu-

ally elicited responses. This has led to the increased sophis-
tication of the equipment that is available. In the past, much
work was done with simple oscilloscopes, and data were cap-
tured on film. Chart recorders were also used, but in general,
the frequency response of the pens is too low for sophisti-
cated purposes. Now that digital computers are cheap and
available, these are commonly used for display and can be
used for analysis. They have generally displaced the dedi-
cated averagers and lock-in amplifiers that were previously
used.

An averager consists of a computer memory of many
cells, typically 1012, that are filled sequentially at fixed inter-
vals after a trigger; thus, the cells could be filled at 2-ms
intervals, and a segment of record of just over 2 s could be
obtained. When the trigger is repeated, the contents of each
cell are recalled, the new voltage level is added, and the
entire value is stored. At the end of N such cycles, the value
in each cell is divided by N, so the contents represent the
average. If the records contain both signal plus noise and
the noise is random with respect to the signal, the signal-to-
noise ratio is reduced by the square root of N. The limit of
noise reduction is determined by the patient’s endurance; for
a stimulus that occurs twice a second, 100 repetitions occur
in about a minute, and the noise is reduced by a factor of
10; to reduce it 20-fold would require 4 minutes, and to
reduce it 100-fold would require over an hour.

However, much of what is normally considered noise may
be electrical signals that are synchronized to the main’s fre-
quency, which may be phase-locked to the stimulus. Most
noise is due to bad technique, and prolonged averaging is no
substitute for this.

Lock-in amplifiers are averagers that basically contain two
or four cells. They are used on the assumption that the stim-
ulus is repetitive and that the response not merely is repeti-
tive but approximates a sinusoid. If so, then one can imagine
that one cell could be arranged to contain the 180 degrees
of the signal that was positive and the second to contain the
180 degrees that was negative. The difference between the
two would be a measure of the amplitude of the signal.
However, in general, the phase relation between stimulus
and response is not known. The problem is overcome by
using two more cells that are filled cosinusoidally, that is, at
90 degrees of phase angle to the first pair. Now two ampli-
tudes of signal have been determined, and by taking advan-
tage of the relationships Sin2 a + cos2 a = I and sina/cosa =
tana, the amplitude and phase of the signal can be deter-
mined. In practical instruments, the incoming voltage from
the patient is multiplied by a sine or cosine wave generated
in the device, and the continuous output is summed with an
integrating amplifier with a variable time constant. The
amplifiers have a very high dynamic range, and their careful
design ensures the success of the instrument. The assump-
tion is that phase remains stationary; this might not be true
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of cortical signals, particularly when they are generated on
the face of a device like a TV monitor, which is basically
intermittent. The lock-in amplifier is potentially faster than
an averager in reducing the signal-to-noise ratio because all
waveform information is discarded, but in practice, the best
results are obtained for high-frequency signals in physical
systems, and the results in a slow visual system may be 
disappointing.

G C  S-P D
A S Some of the major components of a
visual signal processor are presented in figure 18.3. In con-
sidering special-purpose data acquisition systems, one must
consider the entire system. Even the best item is useless
unless it is compatible with other parts of the system. The
major considerations are how the system’s components work
together and whether the system satisfies the needs of the
individual electrophysiological laboratory. As the ISCEV has
developed standards for electrophysiology, one consideration
is whether the equipment can record responses that are 
consistent with the standards for the responses that the 
laboratory will record.

To pass information from an amplifier to a computer, one
requires an ADC. With the exception of some lock-in ampli-
fiers, all contemporary data acquisition systems are based on
a digital computer. The incoming amplified and filtered
analog signal is converted to a digital signal by using an
ADC. The digitized input may then be filtered further, be
averaged, or be acted on in any fashion for which the system
is programmed.

An ADC is characterized by its number of bits of resolu-
tion. The term bit refers to a binary exponent. For example,

an 8-bit ADC has 28, or 256, steps in its voltage range. If the
range is programmable, the gain of the ADC may be varied.
If the voltage range is ±1V, the ADC can resolve 0.0078125
V (1/256). Given an amplification of 10,000, this corre-
sponds to a resolution of 0.78mV for a single sweep. For most
purposes, an 8-bit resolution for the ADC is adequate,
although 10- or 12-bit resolution is desirable (a resolution of
0.2 and 0.05mV respectively, assuming a ±1-V range, a gain
of 10,000, and a single sweep). Because the analog signal is
quantized, additional noise may be introduced into the
signal and may reduce the signal-to-noise ratio. In addition,
the full range of the ADC cannot be employed. Thus, the
amplifier gain is set so that the trace always remains on the
screen. Therefore, the signal of interest will be much smaller
and will extend only over, for example, one fourth of the
screen, or 64 levels or fewer. This will mean that disconti-
nuities can be seen in the waveform.

Most of the currently available commercial systems
provide a software package for signal processing. The signal
will be averaged or, in some older systems, summed. Signals
greater than the ADC range or some predetermined smaller
range may be rejected. On better systems, this artifact rejec-
tion can be turned on or off and can be adjusted within the
ADC range. One or more cursors will be available, and 
one can determine the amplitude and latency of individual
locations on the waveform. Frequently, one can trans-
form the waveform by using a variety of mathematical 
functions such as adding or subtracting a constant, integrat-
ing, or differentiating the waveform, performing Fourier
transforms, performing autocorrelation or cross-correlation
functions, and adding or subtracting one waveform from
another.

F 18.3 Major components of a typical clinical electrophysiology data acquisition system.
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Artifact rejection may be accomplished in several basic
ways, including filtering and subtraction of known artifacts.
The most common method of artifact rejection available on
commercial systems is amplitude rejection. Acquired sweeps
containing voltages larger than some preset value are
rejected. If the rejection level is adjustable, consideration of
information in table 18.1 may be a useful guide in selecting
a rejection level. The basic strategy is to choose a rejection
level that rejects no real responses (or some very small per-
centage) and rejects any large-amplitude artifacts associated
with eye movement, blinks, head movement, or muscle
tension.

Particular care must be exercised in choosing and using
the less common signal-processing options such as Fourier
transforms. Data are not always presented in easy-to-use
forms, and sometimes information is transformed. For
example, the old Nicolet Med-80 failed to provide 360
degrees of phase information, and some older LKC systems
report different amplitude values than those in their print-
outs. A useful feature of some systems is a statistical spread-
sheet that allows the data to be manipulated so that one can
sum the amplitudes (or powers) of various frequencies, cal-
culate means and standard deviations, and so on.

A certain portion of the computer’s memory is allocated
for signal processing. The exact algorithm that is used to
perform signal processing varies. Depending on the com-
puter’s speed and memory size, some unexpected effects 
can occur. Some computers have different data channels 
to divide the same region of memory. For example, if 1024
data points are allocated for data memory, one channel will
have 1024 data points, two channels will have 512 data points
each (1024/2), and four channels will have 256 each. Other
systems have a fixed memory size per channel, so one channel
occupies 1024 memory addresses, two channels occupy
2048, and so on. If a system has multiple channels, each data
channel may be sampled simultaneously, or the channels may
be multiplexed. If they are multiplexed, the ADC of each
channel is sampled in sequence. Because the order of sam-
pling is fixed, there may be slight but possibly significant
phase or time differences between the channels.

Other portions of computer memory will be dedicated to
graphics, analysis, and output of the data. Some systems
provide cathode-ray tube or video displays of the incoming
signal and/or averages in real time as they occur. Other
systems must switch between recording data and displaying
data. Therefore, one can obtain only periodic updates of the
average without greatly increasing the averaging time.

Many manufacturers offer complete ERG or VEP
systems. These include amplifiers, recorders, stimulators,
and means of calibration and data analysis. They are often
expensive and, because of the time required for develop-
ment, are also often obsolete. A state-of-the art commercial
system should have software control of amplifier character-

istics; at least 12-bit ADCs with an upper throughput of
>30,000 samples per second; 32-bit central processing units
(CPUs); super video graphics array (VGA) or better with a
graphics coprocessor allowing screen updates at >4/sec; a
command file structure that permits the user to generate 
a sequence of changes in stimulus and recording parameters
to be used in routine tests; a data file structure that permits
the storage of multiple records from one patient in a single
file; methods of analysis that permit automatic cursoring
and trace measurement; recall and comparison of several
records from one or more files; and deletion, addition, sub-
traction, and scaling of records from the same or different
files. Many commercial systems do not provide these facili-
ties, even though they may boast of features that are less
important. Some obsolete systems are, however, so well engi-
neered that they are more reliable and easy to use than their
more sophisticated rivals (and they may be less expensive).
The prospective purchaser should attempt to get manufac-
turers to loan the equipment for a real clinical trial before
placing a firm order.

An alternative path is to purchase a microcomputer and
special-purpose boards and connect them into a system.
Several manufacturers not only provide the boards but also
provide software so that data will appear in designated areas
of computer memory. The code for this software is complex,
for the boards must run under interrupt control, which is
often very difficult to implement. The ADC boards usually
contain clocks and counters and digital and analog outputs
for controlling laboratory data. It is advisable to buy special
graphics display boards with basic software supplied.

Some of the systems come “boxed,” and the software will
complete averaging routines. Then all the user has to do is
to implement relatively simple routines that need not take
place in real time. The advantage of this course is that the
system can be combined with databases and arranged
according to the user’s particular requirements. However,
even this software development can be time-consuming and
should be attempted only by knowledgeable enthusiasts.
Several centers have, however, followed this path and
provide their colleagues with the programs.

The time required to perform one operation such as aver-
aging is dependent on the speed of the computer’s CPU, the
design of the system, and the efficiency of the algorithms
used to perform the operation. For example, after a sweep
is acquired and manipulated (e.g., divided and added to the
previous average), there will be some limited delay between
the time the last data point of one sweep is acquired and 
the time the next data point can be acquired. Across 
averaging systems, this can vary from microseconds to 
milliseconds.

S Q  A A sample set of questions to ask
oneself when examining a system is given below. These ques-
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tions are appropriate for both commercial special-purpose
systems and personal computers. They are based on prob-
lems and needs that a number of users have mentioned.
One’s needs may be classed into several broad areas: (1)
financial and physical limits, (2) equipment compatibility, (3)
stimulus suitability, (4) recording suitability, and (5) analysis
suitability. Each is considered briefly below. The most
general and basic question is “Does the system meet your
needs?” An excellent strategy is to see a system do every-
thing one wants it to do before one purchases it. Does the
system physically fit into one’s laboratory? Is the system
within one’s financial limits?

When one buys a system, even if it seems complete apart
from the cupola, one must determine whether the various
components of the system are compatible, whether they can
be modified, and whether they perform as desired. For
example, if a xenon flash photostimulator serves as the
major visual stimulus, does the central computer accept 
the flash trigger, or alternatively, can the computer trigger
the photostimulator? Some newer systems accept only 
transistor-transistor logic (TTL) inputs. If one analyzes
single-flash ERGs, can the signal-processing system analyze
a single signal? Does the stimulator provide the types of con-
ditions one needs? Frequently, commercial pattern stimula-
tors provide only square-wave pattern reversal of
high-contrast checkerboards. Pattern appearance, if pro-
vided, is often accompanied by a change in mean luminance.
Contrast is often not variable. If one records the ERG with
patients in a reclining position, can the cupola be tilted to
accommodate this position?

Does the system permit averaging of enough channels to
record the responses of interest? Most laboratories seldom
use more than two channels, one for each eye or one for the
eye and one for the cortical signals. Less frequently, one
might wish to record three, four, or more channels. Does the
system have a satisfactory automated EOG system? Most
commercial systems either do not perform the EOG or do
a poor job of EOG analysis.

Does the system provide the analysis routines that you
need? Almost every system that averages will provide ampli-
tude and latency information for at least one point. For how
many points can it provide this information? Can it set up
ratios or means of points or their latencies? Do you need to
do spectral analysis or perform cross-correlations to calcu-
late kernels? How does the system output the data? Are they
plotted? Is a numerical output available?

Can the numbers be manipulated if needed? For example,
can the values of only stimulus harmonics be presented?
Last, if the system does not perform as one wishes, how dif-
ficult is it to customize the system’s operation? Is the opera-
tion modifiable? If frequency information is provided, is it
in useful units? One may wish to have access to the real and
imaginary components in addition to amplitude (or power)
and phase information.
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Stimulators for visual electrophysiology 

Many different light sources can be used for stimulating the
visual system (with varying degrees of success). Here, we will
concentrate on those in common use in visual electrophysi-
ology at the time of writing.

Regardless of the source of stimulus energy, the peak
intensity or brightness, contrast, spectral content or color,
duration and enveloped shape, repetition rate, field or image
size, and element size will all affect the recorded response to
varying degrees and must be appropriately calibrated. The
ISCEV produces guidelines for stimulus calibration, and
these form a good starting point for the electrophysiologist
who wishes to characterize a stimulus.2

Stimuli can be subdivided into two broad categories:
unstructured or spatially structured. The Ganzfeld stimula-
tor that is routinely used in the majority of laboratories for
electroretinography is an example of an unstructured 
stimulus, to be contrasted with any device that displays a pat-
tern. These two categories can then be further subdivided
on the basis of light source or technology employed.

A Ganzfeld stimulator is simply an approximation to an
integrating sphere, the object of which is to illuminate the
entire retina evenly, a task that cannot be achieved by having
the patient view a lamp directly. Other techniques are 
sometimes employed to provide an approximation to
uniform retinal illumination. These include 100-diopter
lenses mounted on a corneal contact lens electrode, diffus-
ing screens or contact lenses, and half a table tennis ball held
in front of the eye and back-illuminated.4

The Ganzfeld stimulators (figure 19.1) generally consist 
of a bowl of around 500-mm diameter, with ports for the
injection of light from whatever source is to be utilized,
commonly a xenon flash lamp for the stimulus and an 
incandescent bulb for background illumination. There is
another, larger aperture, the exit port, for the patient’s head,
which is positioned in such a way that the entire visual field
is occupied by the inner surface of the bowl. The bowl
surface is coated with a high-reflectance white matte paint.
In a true integrating sphere, light enters the bowl through

one port and is subject to multiple reflections (>200) before
exiting the (small) output port, thus smoothing out any irreg-
ularities in the illumination. The clinical Ganzfeld stimula-
tor exit port must accommodate the head of a patient and
is therefore as large as 300 by 250mm for a typical adult.
This significantly reduces the efficiency of a 500-mm sphere.
If the sphere is made much bigger to improve the efficiency,
more light is required to illuminate the interior. The dimen-
sions given are a practical trade-off between cost and 
performance.

Ganzfelds for clinical use are generally equipped with
filters for modifying the color and intensity of the stimuli,
fixation targets and a chin rest to maintain patient position,
and closed-circuit infrared video cameras to monitor the
patient during the test.

The majority of Ganzfeld stimulators are powered by
xenon flash lamps, such as the ubiquitous Grass PS22,
although in both custom-built and commercial systems,
other sources are used—mainly light-emitting diodes (LEDs)
or incandescent lamps and shutter systems.

Xenon flash tubes are essentially arc lamps. They consist
of a glass tube, which may be either straight, U-shaped, or
coiled. An anode and a cathode (the larger electrode) are
placed through the ends of the tube, and a trigger electrode
is mounted on the outside of the tube between the main 
electrodes. The tube is filled with xenon gas at a pressure of
several atmospheres.

In operation, energy is stored on a capacitor at high d.c.
voltage (several hundred volts), connected in parallel with the
tube. To initiate the flash, a pulse of typically 10–20kV is
applied to the trigger electrode from a step-up transformer.
This causes the xenon gas to ionize and thus become elec-
trically conductive, and the energy stored in the capacitor is
rapidly discharged in the form of an arc through the gas,
producing a brief, high-intensity flash of light. The wave-
length composition of the light depends on the gas and on
its pressure. Typically, the light is of a broad spectrum, con-
taining significant quantities of both ultraviolet (UV) and
infrared (IR) radiation in addition to the visible spectrum.
(While this UV and IR radiation is beyond the human visible

19 Stimulus Devices, Calibration, and

Measurement of Light
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spectrum, it is capable of causing damage to the eye, so the
output should be filtered accordingly.) The duration of the
flash can vary from microseconds to milliseconds depending
on the size of the capacitors and the impedance of the dis-
charge circuit. This impedance consists not only of the tube,
but also of the capacitors’ internal resistance and that of any
connecting cables.

The energy stored in the capacitors is given as

where E is joules, C is capacitance (in farads), and V is
voltage.

The efficiency of xenon discharge systems varies consid-
erably, but a typical conversion rate (electrical energy to
visible light) of 10–20% can be expected. The error sources
associated with xenon tubes are numerous and complex. In
the short term, the path of the arc through the bore of the
tube may vary, resulting in a variation in the light output
between flashes of apparent equal input energy. As the tube
ages, the arc will erode metal from the electrodes, which will
be deposited on the walls of the tube, where it will act as an
optical filter. The seal around the electrode wires is subject
to considerable thermal stress, which may result in the loss
of gas pressure. Capacitors will age, the value of the capac-
itance and the internal resistance changing with time. All of
these factors will affect light output to varying degrees, and
several strategies have been developed to minimize these
effects. The most effective methodology is to measure the
light output of the tube and use this value to switch the
current flowing through the tube off when the appropriate
amount of light has been emitted. This may be done either
by switching the power from the flash tube through a very
low-impendence quench tube, thus removing power from

E CV= 0 5 2.

the light source, or by briefly switching off the power to the
tube for enough time to allow the arc to collapse, thus lim-
iting the duration of the flash and therefore its power
content. Both these techniques require power in excess of
that nominally required by the flash to be available.

The energy output of the flash can be controlled by three
means. The method of pulse width modulation may be used,
as in the Metz MecablitzTM range of photographic flash
lamps, where longer-duration (<20–1000ms) flashes are
used. The older PS22 range of Grass photic stimulators used
switched capacitors to generate a range of output intensities
(1.2 log units), while the more recent PS33 models use a vari-
able voltage across fixed value capacitors to the same effect
(1.0 log units).

Given periodic calibration, the author’s experience is that
the feedback control of flash lamps is largely unnecessary for
routine ERG use. It is also the case that better alternative
sources are available (see below). Assuming a stable light
output, there are a number of potential problems with the
use of xenon flash systems for visual electrophysiology.
The first consideration must be safety; the voltage across the
tube is high, typically 300–800V, and this in itself leads 
to a potentially serious safety risk, as the tube can be very
close to the patient. The trigger voltage is typically 10,000–
20,000V, while the peak current flow through the flash tube
can be in excess of 100amps, so all cables and connectors
must be insulated and screened to an appropriate standard.
Even with a well-constructed system, the potential for the
generation of electrical artifacts is significant. The high-
frequency and high-energy pulses in the xenon flash system
are capable of radiating large amounts of electromagnetic
energy both from the tube itself and transmission cables.
The very fast rise and fall times of the current pulse make
it difficult to filter out, a problem that is compounded by the
fact that the artifact is naturally phase-locked to the trigger
signal for the averager.

Because of the short duration of the flash produced by
xenon flash lamps, calibration requires a photometer
capable of tracking the very fast rise and fall times of the
light pulse and producing an output proportional to the total
emission of the source. Although a slow device that inte-
grated light output with time could theoretically be used, the
characteristics of many devices are not suitable for meas-
urement of short, intense flashes. Lists of recommended
devices are published on the ISCEV Web site.2

The spectral output of a typical xenon discharge system
is illustrated in figure 19.2.

Incandescent lamps and shutter systems have, as was men-
tioned previously, been used by a number of authors12 to 
illuminate Ganzfeld stimulators. Incandescent bulbs, while
not having the very high output of xenon flash tubes or arc
lamps, can provide a relatively high-energy output from low-
voltage power supplies. Unlike the xenon flash systems, an

F 19.1 The Ganzfeld stimulator.



:  , ,     267

electro-optical feedback system to stabilize the light output
is easily implemented, and the power supplies themselves are
readily available commercially.

The drawback for routine clinical use is, however, the
shutter mechanism. While large-area ferroelectric liquid
crystal shutters are available, they present a number of dif-
ficulties for use in switching large amounts of light necessary
for Ganzfeld illumination, such as transmission efficiency
and poor contrast ratios. It should be noted that LCD
switching systems are used to great effect in projection
systems and may be available in suitable form in the near
future. Currently, however, an electromechanical shutter is
generally used to gate the light path. The disadvantages that
affect electromechanical shutters are simple. Because the
shutter blade has mass, it requires energy to accelerate and
decelerate. With a good drive amplifier, the acceleration can
be fast, but a linear shutter will still give a definite rise and
fall time to the light pulse. Very fast mechanisms are avail-
able that will, with suitable maintenance, provide an effec-
tively rectangular pulse of light from a continuous source.
One major advantage of such systems is the ability to
prolong the light pulse, the benefits of which are mentioned
elsewhere in this book. While lamp and shutter devices have
been used to good effect in several ERG research applica-
tions, they have limited application in the clinical laboratory.

Light-emiting diodes (LEDs) are also used to illuminate
Ganzfeld and other stimulators. These devices are described
in detail elsewhere in this chapter.

C-R T Cathode-ray tubes (CRTs) consist of
an evacuated conical flask shaped glass vessel, the wide front
surface of which is coated internally with a phosphor that is
excited by an electron beam emitted from a heated cathode
in the neck of the flask and accelerated toward an anode by

a high voltage (figure 19.3). When the phosphor coating is
excited by this stream of electrons, light is emitted.

CRTs are driven in one of three ways. In its simplest
mode, an unfocused beam of electrons excites the entire
phosphor-coated area of the screen, causing this surface to
be illuminated. These glow tubes can be electronically 
modulated relatively simply, the rise and fall times being 
governed by a combination of the switching speed of the
electron gun and its drive circuitry and the characteristics of
the phosphor used.

When used as a vector display, the electron beam is
focused to a small spot, and the beam deflected in both the
horizontal and vertical axis by an electrical field. In oscillo-
scopes, the electrodes that focus and deflect the electron
beam are internal, and the field is electrostatic. Electrostatic

F 19.2 The spectral distribution of the light emitted by a typical xenon flash tube. The insert shows its physical appearance.

F 19.3 Schematic and cathode-ray tube showing the elec-
tron beam, lens, and deflector plates.
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displays are no longer in general use. In the common TV
tube, the electrodes are external coils, and a magnetic field
is generated by modulating the current flowing in these coils
that deflects the beam. By modulating the current in the
coils, the beam can be moved about the phosphor surface.
All TVs and monitors develop a raster. The horizontal deflec-
tion is relatively fast, and repetitive while a much more
slowly increasing current in the vertical coils deflects the
beam downward, so a series of illuminated lines is drawn on
the viewing surface from left to right across the screen. The
beam is switched off while the scan returns from right to left.
After each line scan the beam moves a step down the screen,
progressively writing the entire visible area of the display
(figure 19.4). Light emission from any point on the screen is
proportional to the beam strength and lasts only for the
duration of the excitation (plus the decay time of emission
of the phosphor). Various phosphors are used, depending on
the characteristics required from the tube. For tubes with
slow refresh rates, a phosphor with a long persistence will
give a high luminance output, but this would not be appro-
priate for high raster rate tubes, in which the long decay time
would obscure subsequent scans by residual emission during
the following frame.

The phosphor also determines the color of the emitted
light. By utilizing three separate electron guns and three sep-
arate phosphors (red, green, and blue), a color display can
be achieved. The phosphors can be placed on the surface of
the tube in the form of either dots or vertical stripes
arranged in triads (figure 19.5). In either case, the points on
the screen (pixels) are addressed sequentially through a per-
forated mesh in the case of the dot phosphor or shadow
mask tube, or a vertical array of fine wires in the aperture
grill tube first popularized by the Trinitron tube from Sony.
The shadow mask tube is generally being replaced by the
aperture grill system. In the former arrangement, a signifi-
cant area is inevitably covered by the masking grid arrange-
ment; while this produces more precisely defined pixels, it

inevitably reduces the effective emitting area of the display
and, with this, the luminance that is available. The striped
array in the aperture grill allows for a far greater area of
phosphor and thus higher luminance, while advances in
control electronics largely mitigate the greater tendency to
blur the pixels. A minor problem, in most applications, with
the aperture grill tubes is the visibility of the grill support
wires running horizontally across the display surface.

F 19.4 The raster pattern employed in all TV tubes. The
external field coils move the electron beam horizontally from left
to right. During the flyback (dotted lines), the electron beam is sup-
pressed and the position deflected downwards. The number of lines
in a television raster is greater than indicated. In standard 625-line
TV transmission, the frames are interleaved, odd and even lines
being transmitted in alternate frames. At the end of the frame, the
spot returns to the upper left hand corner.

F 19.5 A diagram showing how pixels are produced by the
electron beam in color TV. A, The colored  phosphor dots on the
face of the tube. The red, green, and blue dots are  shown as differ-
ing shades of gray. Behind them are the holes of the shadow mask.
The electron beam passes through the holes and excites the dots to

the required extent. The current must be changed rapidly. B, The
Trinitron system. The phosphors are laid down in stripes, and the
electron beam traverses a support meshwork aperture grill. The hor-
izontal size of the spot is limited to determine the color emitted. With
this arrangement a larger proportion of the screen emits light.
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The way the display area of the CRT is scanned leads to
a number of potential pitfalls in the use of this type of stim-
ulus display. Although none is overly serious, they need to be
considered. The time taken for the electron beam to com-
plete a scan of the display area is given as the vertical refresh
rate is normally specified in hertz. Older television displays
operate at a nominal 50 or 60Hz, depending on the region,
and use an alternate-line interlaced scan, whereby the system
writes half the lines of the display on alternate vertical scans
or fields; thus, in a display made up of a nominal 625 lines,
262 odd-numbered lines are written in the first vertical field,
and the next field writes the 263 even-numbered lines (the
remaining 100 lines being used for various signaling tasks).
Thus, a complete image on a 50-Hz 625-line interlaced
system is written at a real rate of 25Hz. Modern stimulus
systems utilize computer displays operating in a noninter-
laced mode at vertical refresh rates of typically 100Hz,
giving an image refresh rate of 10ms.

If a stimulus is to be frame-locked, that is, the change in
stimulus always occurs at a fixed point, usually the start of
the sweep, to give a stable image, then the stimulus rate must
be in multiples of the frame period. If the stimulus is not
frame-locked, then an irregularity will be seen periodically
traversing the screen. The result of using non-frame-locked
stimuli affects the responses that are obtained. Assuming that
the patient maintains fixation on the center of the screen but
the trigger can occur at any point within the frame time,
there is a jitter of plus or minus 50% of the frame period
introduced. With a 100-Hz vertical refresh rate, a 10-ms
period of uncertainty is introduced into the implicit time of
the response. Therefore, if responses are averaged, the
resultant waveform will be broadened, and the peak ampli-
tude will be reduced. This is in some respects approximately
equivalent to using a low-pass filter in the amplifier and
removes the high-frequency components of the response.

A number of viewpoints exist as to the optimal trigger
location and methodology with CRT displays. The ideal
should be that the trigger occurs as the scan crosses the fix-
ation point. In most cases, this will be center of the screen
and can easily be achieved by adding a delay of half the
frame interval to the frame initialization pulse on the
monitor synchronization signal. This is readily achievable in
a system in which the operator has adequate direct access to
either the hardware or the software but is very difficult to do
in many commercial systems. An alternative is to specify the
vertical refresh rate of the stimulus display and the point at
which the trigger pulse is generated with the laboratory
normal values for the test in question.

Considerable effort has been applied to the development
of CRT-based monitors for the television and computer dis-
plays, such that a wide range of specific characteristics are
readily available, with high vertical refresh rates (>200Hz),
high luminance output, or precise color control, making
these various devices readily adaptable for the display of
specialized stimuli.

L C D (LCD) LCDs are in effect vari-
able transmission optical filters. The principle of operation
is that liquid crystals rotate the plane of polarization of light
to a degree that depends on the voltage across the liquid
crystal layer. The two surfaces of the LCD are coated with a
linear polarizer, arranged at 90 degrees to each other (extinc-
tion) (figure 19.6). This attenuates the transmission through
the device. When a voltage is applied, the plane of polariza-
tion within the liquid crystal rotates, and more light is trans-
mitted. A practical LCD device has a matrix of electrodes,
in rows and columns, each of which applies charge to a very
small area of the filter. Therefore, complex patterns can 
be displayed by altering the voltage across each pixel. In 
practice, color filters are incorporated into the display,

F 19.6 Principles of LCD systems. Each cell of an LCD
system is coated back and front with a linearly polarizing layer, but
the directions of polarization are at 90 degrees. Light transmitted
through the back plane is therefore polarized, and if the LCD

causes no change in the plane, transmission through the front 
plane is extinguished (right). However, the LCD can rotate the
angle of polarization, so light passes through the front plane 
(left).
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so each pixel consists of a triad of red-, green-, and blue-
transmitting regions. The light transmition can be spatially
modulated to display an image. With appropriate masking to
prevent light spillage, a colored display is produced. Modern
versions of these displays have individual transistors built
onto the glass substrate to drive each subpixel.

LCD displays of the type commonly used as computer
displays and televisions currently have two major drawbacks
that limit their application as stimulus displays. The first and
less problematic of these concerns color rendition. The LCD
panel is normally illuminated with a cold cathode fluores-
cent lamp. These lamps give a very uneven spectral output,
with a number of pronounced peaks. This output is then
passed through RGB filters, to provide the colored display.
The resultant output, while a reasonable color match, is
composed of an irregular makeup of wavelengths.

Figure 19.7 shows the output spectra for a conventional
CRT display and an LCD screen, both giving a white output
of x = 0.33, y = 0.33 at approximately 60cd.m-2 or 60cd/m2.
Although these two outputs are metameric, this means that
the white is the same for both devices in humans; this is not

necessarily true for other species. Furthermore, the change
in the output when the color is varied will be quite different
for the two displays. Therefore, the color system must be
adjusted so that it is consistent with the type of display used.
While this is unlikely to be problematic for black-and-white
stimuli, accurate color stimulation could be difficult.

The second and more serious problem is that of response
time. While high-resolution CRTs can readily sustain refresh
rates in excess of 100Hz, the refresh rate of most LCD dis-
plays is significantly slower. Most of them currently achieve
a quoted rate of 40Hz (25ms), while the faster unit can the-
oretically achieve a vertical refresh rate. These figures are
bound to improve with time (until recently, 34ms was the
best achievable). These low rates limit the rate of change of
any stimulus. Moreover, there is a marked nonlinearity
between the degree of light transmission and the rate of
change to another gray level, so pixel switching times are not
constant. This can, for example, result in a “fast” luminance
transient on the reversal of a checkerboard display. However,
an even more serious problem is the efforts of the designers
of these displays to provide a smoother motion display. With
a CRT display, the signal is passed directly to the screen,
albeit through a significant amount of electronics. With the
LCD display, the signal is held in memory until it is possible
to refresh the screen, in effect a “frame grabber.” The com-
bined result of the low refresh rate and the frame delay
mechanism is to introduce an unacceptable degree of uncer-
tainty into when a transition sent from the stimulus genera-
tor will actually appear on the screen. As the display
technology matures and temporal characteristics improve,
such problems will become less severe, but without signifi-
cant improvements in the operating characteristics, LCD
displays are unsuitable for most forms of stimulus display.

Furthermore, although surmountable, problems with
LCD panels relate to the comparatively narrow optimum
viewing angle, which leads to both contrast and chromatic
distortions experienced as the subject moves off the optical
axis of the display. Contrast ratios were comparatively low
with earlier displays, although this is no longer a major issue.

At the time of press, major technical advances in LCD
technology are becoming available, such as 4-ms refresh
rates and nonlinear pixel switching, which may make these
displays suitable for use as stimulus devices.

LCD shutter devices are also commonly used in data pro-
jection systems. The color distortions that are introduced by
the use of cold light fluorescent illumination in display mon-
itors are largely overcome by the use of halogen illumina-
tion, although the temporal considerations still apply. These
data projectors are capable of providing a high-luminance,
large-area stimulus display and are therefore of great inter-
est, although care should be taken with respect to the timing
considerations. It should also be noted that there are 
wide variations between different makes and models of

F 19.7 Comparison of the spectral variation in emission of
a TV screen and an LCD screen, both of which appear “white” to
the human observer.
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projectors, and operating characteristics data are difficult to
obtain.

Data projectors are also based around both CRTs and the
Texas Instruments digital light projection system (DLP). The
CRT-based projectors, while generally large and expensive,
approach the conventional CRT display in temporal and
chromatic performance, being based on a triplet of very
high-output CRTs (one each for red, green, and blue).

Digital light projection projectors are based on a novel
chip technology from Texas Instruments. The chip at the
heart of these devices consists of a large number of micro-
mirrors, each mounted on an individual memory cell. When
the state of the cell changes, the angle of the mirror changes,
thus deflecting the illumination beam through the projection
lens. Intensity modulation is generated by varying the duty
time each pixel is on. Almost all of the current systems based
on this technology, with the exception of professional theater
systems, use a single chip. The RGB separation is provided
by a rapidly rotating filter wheel modulation, while the inten-
sity variation of each color is generated, varying the duty
cycle of the individual pixel mirror.

P D P Large-area, high-resolution
plasma screen video displays are available. The technology
that is utilized in these displays is phosphor-based, as in a
color CRT device. The display consists of an array of ver-
tical and horizontal electrodes overlaying pixel cells con-
taining xenon or neon gas. When the electrodes that
intersect either side of a specific cell are energized, the gas
fluoresces (in the same way as in a fluorescent lamp), emit-
ting mostly UV light. This UV radiation is used to excite
phosphors to produce the visible light. By arranging RGB
phosphor triplets of these cells, a color display similar to that
on a shadow mask color CRT is produced.

Input circuitry similar to that utilized in LCD panels is
needed to control the electrodes arrays. Although the refresh
rate is higher than that in LCD panels, this can lead to tem-
poral problems. While large-area plasma displays offer some
advantages for stimulus display, a cautious approach to their
application is required.

A  I F Filters may be
used to modify the characteristics of a stimulus by absorb-
ing or blocking the passage of a portion of the light, thus
reducing the energy of all or selective parts of the spectrum,
thereby changing the intensity or color of the stimuli.
Excluding some of the more specialized filters, such as 
polarizing types, two types of filters are in common use:
absorption and interference filters. Neither of these is ideal.
Interference filters provide very narrow pass bands but are
sensitive to the direction of the incident light, the transmit-
ted wavelengths varying with the angle of incident of the
light. They are also expensive, and the largest size that is

commonly available is 50mm in diameter. There are a
limited number of colored glasses that can be used as filters,
but most absorption filters are made of dyes incorporated
into a plastic (or gelatin) base. These absorption filters, such
as those from Wratten, are relatively low in cost, are well
defined, and are available in a range of sizes. However, they
are subject to aging at a rate that depends on the energy they
absorb. Many of the filters have quite complex absorption
spectra and may pass energy at wavelengths outside the main
transmission band.

For simply attenuating light intensity, without altering the
wavelength composition, several alternatives to neutral
density filters exist. One of the simplest and most stable
alternatives is a simple aperture to reduce the area of the
source that is able to transmit light into the system, a refine-
ment being a variable aperture similar to that used in
cameras. A pair of polarizing filters can be used in which
the angle between the planes of polarization increases
toward 90 degrees, the amount of light transmitted is
reduced. This is the basis on which liquid crystal devices
operate, and large-area LCD filters (as opposed to shutter
mechanisms) are available as both colored and neutral elec-
tronically variable filter mechanisms, although at the time of
writing, they are of limited availability, and as with other
LCD mechanisms, they are subject to temperature-related
variability.

As with the light source itself, calibration of filters is 
essential.

L-E D (LED) Light-emitting diodes
(LEDs) are nearly ideal light sources for many purposes.
They are small, require low voltages and currents to drive
them, and can be controlled by simple electronic means to
give either continuous light outputs, extremely brief flashes,
or complex waveforms (or a mixture of these) over a wide
range of intensities. Their light output changes by little in
intensity or relative spectral emission over extended use.5

These properties not only simplify calibration but also
reduce the frequency with which it is needed. Many differ-
ent spectral outputs are available, ranging from the near
ultraviolet through white to infrared in a variety of different
packages with differing optical properties. The majority of
the available devices are inexpensive. Until recently, the 
limiting factor to the use of LEDs for visual stimulation has
been the relatively low outputs available; however, white
LEDs are now being introduced as automobile lamps, in
which a cluster of six devices gives an equivalent output of
a 20-watt filament lamp. The available output energy is fore-
cast to rise significantly over the next few years, possibly to
the point at which these devices may be used as headlights.
Nevertheless, even when considerable quantities of light are
required (e.g., in electroretinography), LEDs can be used to
advantage.
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LEDs are members of the family of epitaxial semicon-
ductor junction diodes. A junction is formed by growing a
very thin crystal of a semiconductor directly onto another,
slightly different, semiconductor surface. The two layers of
semiconductor material (frequently gallium aluminum
arsenide) contain different impurities (dopants). As a result
of these impurities, one layer contains an excess of free elec-
trons, and the other contains an excess of holes (positive
charge). The energy that is required to move a charge across
the junction against the concentration gradient of free elec-
trons or holes is considerable and larger than in other types
of diode (approximately 3 : 1). This energy band gap must
be exceeded if current is to be passed through the junction.
When the device is forward biased, electrons move from the
negative material to the positive, and a corresponding move-
ment of positive charge or “holes” occurs in the reverse
direction. When an electron and hole pair recombine,
energy is emitted as a photon. The characteristic wavelength
of the photon is determined by the energy band gap. Thus,
it is more difficult to produce short-wavelength LEDs, since
the higher energy gap must be maintained with the con-
trolled flow of charges. The construction of the epitaxial
layer determines the direction of light that is emitted, and
the absence of a resonating (reflective) cavity prevents the
stimulated emission of radiation (lasing) by the photons, so
the light is not coherent and contains a number of differing
wavelengths. However, light is emitted over a relatively
narrow bandwidth. For a typical red LED (for illustrative
purposes, a Stanley HBR5566X), the peak is at 660nm, and
the half-power bandwidth is ±30nm. This is a purer red than
is readily obtainable with gelatin filters, though expensive,
multilayer, complex, band-pass interference filters can
produce a better approximation to a monochromatic light.

The construction of a typical LED is shown in figure 19.8.
The semiconductor is mounted on a lead frame and encap-
sulated in a plastic (epoxy) housing with an internal spheri-
cal lens. The combination of junction structure, epoxy, and
lens type determines the spatial output characteristics of the
device, and for many LEDs, including all the “brightest,” the
light is concentrated in a cone, which can be represented in
a polar diagram (figure 19.9) with a half-power spatial polar
distribution of ±7.5 degrees.

A typical device requires 30 mA at around 2 V to produce
its maximum output, so it is both easy to control and intrin-
sically safe to use in a clinical environment. The junction of
most modern devices thus exhibits low electrical impedance
but is nevertheless fairly robust, being able to tolerate signif-
icant overloads for short periods.

An exception and extension to this construction method-
ology is the white LED. In these devices, a short-wave-
length-emitting junction (approximately 470nm) is
encapsulated in a phosphor material, similar to that used on
the inner surface of black-and-white monochrome CRTs.

The diode emits blue light, which excites the phosphor,
which in turn emits white light. While this “white” light is a
continuous broad-spectrum emission, it normally contains a
major peak at the primary wavelength of the diode. The
spectrum of a typical device of this type is illustrated in
figure 19.10. While this continuous spectral output may offer
significant advantages for ERG use when compared to white
light simulated by three narrow spectral lines of red, green,
and blue light, some care is required, as the phosphor, like
that used in CRTs, will have a definite decay time, prolong-
ing the trailing edge of a light pulse.

Light-emitting diode technology is advancing at a consid-
erable pace, to the effect that devices that only a few years
ago were used as indicator lamps and little else outside the
laboratory are expected to be utilized as vehicle head lamps
within the next two to three years. Some street lighting
systems are already being installed, including an array of
fewer than ten devices with suitable heat sinks potentially
capable of matching the output of the current generation of
xenon lamps.

F 19.8 Construction of a typical LED.

F 19.9 Polar diagram showing the spatial concentration of
light from an LED.
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Recent work suggests, however, that phosphor-enhanced
white devices will age rather more rapidly than other LEDs
due to a decay of the phosphor with use, similar to that
which occurs in CRTs. This decay effect aside, these high
output devices have the capability of producing the high
luminous flux necessary for electroretinography in standard-
sized Ganzfeld stimulators.

Organic LEDs (O-LEDs) are beginning to appear in
numerous guises. This family of polymer-based LEDs can
be printed to a plastic or glass substrate using inkjet tech-
niques, thereby producing a low cost, high-luminance, high-
resolution, RGB color display with none of the geometric 
limitations of LCD-based devices. It is possible that display
devices based on O-LEDs will become the obvious replace-
ment for large format CRT displays, bypassing those prob-
lems associated with the current generation of LCD-based
monitors.

Various types of LEDs are available. Some are devised for
special purposes—for example, alphanumeric display com-
ponents or indicators. There is a great range of shape, size,
and intensity. A number of devices are packaged with addi-
tional circuitry that provides a constant current flow or
flashes the device on and off. Other devices contain more
than one junction and can produce two or even three colors,
but these are so specialized that their value for purposes
other than those for which they were designed, that is, for
instrument displays, is limited.

The colors that are quoted by manufacturers vary from
ultraviolet to infrared, with many wavelengths being avail-
able across this range. A recent review of devices available
showed that steps of 10nm across the visible spectrum were
easily achievable, although outputs varied considerably.

Until recently, the longer visible wavelengths (yellow to red)
have been the brightest devices available. However, at the
behest of the lighting industry, much development has been
focused on the shorter (blue) end of the visible spectrum.

Certain problems and their solutions are common across
the range of devices available. The relationship between
applied current (or voltage) and light output of a typical
device is shown in figure 19.11. For a region of about 1.5
decades, it can be seen to be approximately linear. Above or
below this region, marked nonlinearities occur. Since in
general, users wish to control the intensity over a much
larger range, a variety of drive circuits have been devised.

For a simple flash stimulator, a voltage drive circuit may
be used quite effectively (figure 19.12), and the relationship
between light output and applied voltage can be determined
by calibration. Better performance can be obtained by
replacing the voltage drive with a current source or ideally
by placing the LEDs in the feedback loop of a current drive
(figure 19.13). This technique, while a significant improve-
ment over the simple circuit in figure 19.17 still limits the

F 19.10 The emission spectrum of a typical “white” LED.
Note the peak in the blue, which is the primary emission, and the
second peak, due to the phosphor emission (see text).

F 19.11 Relationship between applied voltage (Vf), current,
and relative light output (Int) of a typical LED.

F 19.12 Voltage drive circuit of a simple flash stimulator.
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range of linearity available to around 2.5 decades. Thus, if
a true sinusoidal output is required, the depth of modula-
tion can never be 100%.

Two alternative techniques may be used to obtain linear
control over intensity. The first consists of pulse density mod-
ulation.7 The LEDs are driven by pulses of short duration
(100-ns pulses have proved readily achievable in the author’s
experience), each of fixed power content. Light intensity is
altered by changing the repetition rate of the pulses. An
upper pulse frequency limit of 5MHz is readily attained. For
low intensities, a rate of 50Hz is well above the critical fusion
frequency of the human eye; thus, a wide range of intensity
of an apparently continuous source can be achieved. If these
pulses are derived from a linear voltage-controlled oscillator
(VCO), a device in which the frequency of the output is
related to the applied voltage, the output pulses are shaped
and used to drive the LEDs through a fast switching circuit.
Although good VCOs with the required range are difficult
to produce, several are available as either integrated or
hybrid circuits and can be driven from any waveform source
so that very complex temporal changes can easily be pro-
duced. The light intensity may also be simply controlled
without changing the waveform by passing the output of the
VCO through frequency divider circuits. These may be
readily produced by using standard logic components. Thus,
a visual stimulator with a dynamic range of six orders of
magnitude, consistent modulation capability, high stability,
and fine control of intensity may be easily produced.

A similar effect can be achieved by using pulse width mod-
ulation, as opposed to pulse frequency modulation. This
technique has gained favor recently, partially owing to the
ease with which control circuits from switch mode power
supplies can be utilized to control pulse width, thus elimi-
nating the need for expensive VCOs.

One major drawback to pulse density or pulse width mod-
ulation systems derives from the high-speed switching of
LEDs, especially if an array dissipating large amounts of
energy is required. Each pulse contains frequency compo-
nents much greater than the pulse repetition rate (5MHz)

that are caused by damping inadequacies of the power
switching circuits. Thus, the LED array acts as a very high-
frequency (VHF) radio transmitter and may radiate tens of
watts. (This effect can be more easily reduced in the pulse
width modulation systems as the control circuits often
include control of the respective rise and fall times of the
pulses, thus reducing the tendency to emit the higher har-
monic frequencies.)

Because the source is usually very close to both the patient
and the preamplifier and because modern clinical amplifiers
use high-input impedance field effect transistor input stages,
which in practice make very effective FM radio receivers (the
common mode rejection ratio is relatively low at very high
frequencies), large stimulus artefacts are generated. There-
fore, the pulse frequency modulation technique is of use 
primarily for psychophysical experiments.

An alternative approach is to use a low-frequency current
source to drive the LEDs and continuously measure their
output with a photo-sensing circuit. The output from the
detector circuit is compared with the waveform input signal,
and any difference is used to modify the LED drive current
and thus the light output. This current modulation approach
will operate effectively only over a range of three to four
orders of magnitude; to go beyond this would require an
unduly complex drive circuitry.

There are two significant defects affecting LEDs that the
user should be aware of. The first primarily affects some
older short-wavelength devices (GaN blues being a case in
point), namely, a variation in emitted wavelength with
current and therefore intensity. This change in wavelength
can be in the region of 5–10nm over the usable drive current
range. It is, however, largely eliminated on modern devices.
The shorter-wavelength blue devices also emit some energy
in the ultraviolet, which can degrade the epoxy compounds
that are used to encapsulate the devices, causing a loss of
output through the imposition of a yellow filter. The second
and potentially more serious problem affects the longer-
wavelength devices. Because of the robust nature of the
device junctions, it is always tempting to overdrive them for
short periods and thus increase the available light intensity;
indeed, most manufactures quote two maximum forward
currents; one for continuous use and another significantly
higher figure for reduced duty cycle operation. However,
even at the maximum continuous forward current, there is
a progressive fall in light output for a fixed current due to
heating effects within the junction. This effect is very notice-
able in the orange and red devices, becoming much less of
a problem as the emitted wavelength shortens toward the
green portion of the spectra.

Arrays The low power requirements and general ease of
use make LEDs an ideal choice for many types of stimula-
tor. Because of both the size of the radiating area and the

F 19.13 Feedback loop of a current drive to enhance the
performance of an LED.
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relatively low radiant energy of many types of LED, it is
generally necessary to use a number of devices to construct
an effective stimulus. Here again, the low drive requirements
make it a simple matter, provided that some care is taken in
the design to interconnect a number of the diodes in an
array. By using either the pulse or constant current modula-
tion approach, an array of several hundred LEDs can be
assembled to provide the required stimulus. They can be
connected in series, parallel, or a combination of both.
Thus, if nine devices are required for the stimulus and the
power unit has an output of 9V, three LEDs, each with a
forward voltage drop of 2V at 50mA, could be connected
in series (figure 19.14A), then three identical chains con-
nected in parallel (figure 19.14B) will give a stimulus with
maximum light output at three times the maximum contin-
uous forward current of each device. Care should be taken
to ensure that the forward voltages of the diodes are closely
matched, or, preferably, select a resistor to balance the
current through the three chains. This resistor will have the
added benefit of protecting the drive circuits should an LED
fail and short-circuit.

Applications Since Drasdo and Woodall6 first employed
LEDs for scotometry, a wide range of equipment has been
described. The earlier examples are predominantly for psy-
chophysical testing owing to the lower light intensity require-
ments, readily provided by the earlier generations of LEDs.
Thus, LEDs have been used for determining de Lange
curves in clinical circumstances, for analyzing rod-cone
interactions, for measuring dark adaptation8 and spectral
sensitivity, for field screening, and for many other psy-
chophysical and electrophysiological applications.

Commercially available stimulators include LEDs
mounted in goggles similar to those used by swimmers. (A
small array of red LEDs is used.) They are designed for mon-
itoring the visual evoked response (VER) in special condi-

tions, such as in operating theaters in which the small size and
low voltages that are used are advantageous. Arrays of square
red LEDs used to produce small high-contrast checkerboard
displays suited to transportable recording systems are avail-
able from some manufacturers. In another application, LEDs
were used to produce a stimulator that could be used inside
an oxygen incubator for premature infants.11

Krakau, Nordenfelt, and Ohman10 described the use of
yellow LEDs to produce mixed rod and cone responses.
Kooijman and Damhof 9 mounted red, green, and blue
LEDs on a contact lens to obtain a greater range of stimu-
lus intensity with the comparatively low light output that is
available from these early devices. However, these LEDs do
not generate light of intensity equivalent to that of common
discharge lamps and were therefore unsuitable for illumi-
nating Ganzfeld spheres.

Large arrays of devices were used to supply sufficient light
for noncontact lens “Ganzfeld” stimulators. Arden et al.13

used an array of 250 devices in a direct view mode to
produce a 12-cm stimulator bowl capable of stimulating a
full range of responses, from scotopic threshold responses 
to saturated b-wave ERGs, without the use of optical filters.

Other authors1,7,12,13 have described a range of stimulus
systems for the isolation of S-cones, ON–OFF bipolar cells,
and retinal ganglion cells,13 all utilizing LED-based stimula-
tion, several of which would not be readily achievable, cer-
tainly in a clinical environment, with other light sources.

The current generation of LEDs can produce sufficient
light from a moderately sized array to adequately illuminate
full-size Ganzfeld spheres, with single colored or broadband
white illumination, both with the considerable advantages 
of stability and flexibility provided by these illumination
sources.

It is vital to note that several of the technologies discussed
in the preceding section are advancing rapidly, to the extent
that some statements may be redundant by the time of pub-
lication. Those areas most likely to be affected are the use of
LEDs, which are being produced with output powers and
efficiencies far in excess of those available only one year ago.
Display technology is also changing rapidly: large format
CRT displays are being replaced by LCD devices in con-
sumer applications, and thus the CRT monitor is becoming
a rarity. While LCD, currently the preferred format for most
replacement displays, is not ideal for use as visual stimula-
tions; new developments in LED-based technologies,
however, are rapidly developing, and will offer an alterna-
tive in the future.

Amplifiers and artifacts

An amplifier is simply a device for increasing the magnitude
of one or more characteristics of a signal, for example, voltage.
Amplifiers that are used for routine visual electrophysiology

F 19.14 Series and parallel connections of LEDs.
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are differential devices, sometimes referred to as instrumentation
amplifiers. These differ from normal amplifiers in that they have
two active inputs rather than one. As the name implies, they
amplify the voltage difference between the two inputs, as
opposed to the difference between ground and the input in the
more common single-ended design. An appreciation of the
operation of these devices will help the electrophysiologist 
to understand and ultimately remove many of the artifacts 
that can plague the recording of low-amplitude biological
signals.

The differential input configuration does not preclude the
need for a ground connection, as a current return path is
still required for both inputs.

The basic design of the differential amplifier utilizes a pair
of transistors arranged as a long-tailed pair (figure 19.15A).
The more common three-operational-amplifier design is
shown in figure 19.15B.

It is this basic amplifier design and the resultant charac-
teristics that make routine electrophysiological recordings
possible, for without the noise rejection characteristics of the
differential amplifier, most signals would be irretrievably
masked by noise.

Consider the operation of the circuit in figure 19.15A.
With a differential input, a small signal applied on the base
of Q 1 results in an identical but inverted signal being applied
to Q 2. In this case, the gain is determined by the emitter
resistance:

Differential gain = RC/2 (RE + re)

However, if an identical signal is applied to both Q 1 and Q 2,
that is, a common mode signal, then the gain is largely deter-
mined by the long-tailed resistor RT:

Common mode gain = RC/2 (RT + RE + re)

A

B
F 19.15 A, Basic long-tailed pair. B, Operational amplifier solution.
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Because RT is large with respect to RE, the differential gain
is much higher than the common mode gain.

In both of these basic designs, the key factor is the ampli-
fier’s ability to selectively reject common mode signals. Thus,
by placing two recording electrodes close to the source of the
signal of interest, the target signal is seen as a differential
mode signal by the amplifier, while other signals, by virtue
of their distance from the recording site, appear as common
mode sources.

C   A A modern amplifier
that is designed for use in a visual electrophysiology labora-
tory will have an input impedance of at least 100 Mohms
(100,000,000 ohms). While this is very high, it is not infinite;
therefore, the amplifier will draw a small current from the
signal source.

The gain of the amplifier may be as high as 200,000,
although much of this will be applied at later stages within
the amplifier rather than at the differential front end. If the
majority of the signal gain were to be applied at the differ-
ential stage of the amplifier, then the dynamic range of this
stage would have to be impractically large, owing to offset
voltages present on the electrodes. To avoid these large offset
voltages, other features of amplifiers are needed (see below).
The dynamic range of the amplifier is the peak-to-peak
signal amplitude that the amplifier can handle without dis-
tortion. (This is usually around 1.5V less than the power
supply voltage at either supply rail.) So far, these considera-
tions have applied only to the input stage, or front end, of
the amplifier; if we want higher amplification (more than a
few hundred times), then we have to introduce a further
factor: a.c. coupling.

If a signal is applied that exceeds the dynamic range of
the amplifier, then the amplifier will lock up or block. To
prevent this occurring, decoupling capacitors are inserted
into the circuit. The capacitor has the effect of restoring the
signal mean level to zero voltage as shown in figure 19.16.

This capacitor, which forms a simple high-pass filter,
removing low frequencies from the signal, exemplifies the

problem of amplifier lockup. A modern amplifier will have
multiple stages with decoupling capacitors separating each
stage of the amplifier circuit. The problem occurs when a
relatively high-amplitude artifact signal is injected into the
amplifier, for example, an eye movement while recording a
PERG. Because this signal exceeds the dynamic range of the
amplifier, the decoupled stages are all driven to the supply
rail and lock up in this position for a length of time deter-
mined by the time constant of the particular stage. (The time
constant is determined by the values of the capacitor and
resistor that form the basic filter [T = 0.7RC].) If a late stage
of the amplifier recovers before the earlier stages, then a zero
signal is passed forward into the signal averager. The decou-
pling capacitor or any cascaded high-pass filter stages should
therefore be selected with care.

The common mode rejection ratio (CMRR) of the ampli-
fier is the ratio differential to common mode gain and is nor-
mally expressed in decibels (dB). For a modern amplifier with
balanced inputs, the CMRR should be in excess of 100dB,
or 100,000 to 1. This is with balance inputs, however. The
effect of electrode impedance on the amplifier’s ability to
reject common mode signals is demonstrated in figure 19.17.
In this figure, we have two electrodes: one good with an effec-
tive impedance of 1000 W and the second with failing elec-
trode with an impedance of 50,000W. If a common mode
signal exists in the circuit of, say, 1mV, then Ohm’s Law dic-
tates that a differential voltage of 0.5mV will exist at the inputs
due to the voltage drop across the electrode impedance.

The net effect of the imbalance in the electrode imped-
ances is to significantly reduce the amplifier’s effective
common mode rejection ratio (CMRR). Therefore, it is
important not only to reduce the impedance between any
pair of electrodes to less than 5000 W, but also to ensure that
all impedances are of approximately the same value. This
effect also suggests that an amplifier’s CMRR should be
measured with an imbalance of 5000 W in the circuit, rep-
resenting a more realistic scenario.

All modern amplifiers intended for clinical use should be
isolated; that is, there should be no possible direct pathway

F 19.16 Simple high-pass filter.
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between the patient connections, including ground, and any
other system components, including the low-voltage d.c.
power supply rails. In the absence of isolation, if some com-
ponent of an amplifier failed, the patient might be con-
nected to a source of electrical current that could cause
serious harm to the patient. While this galvanic barrier is
primarily a safety requirement, it has additional benefits in
terms of isolating the signal source, that is, the patient, from
the noise with the electronic recording equipment.

This galvanic safety barrier (currently specified within the
European Union and the United States, as being required
to withstand 4000V for 60 s), can be achieved by a variety
of methods. The most common is the use of transformer
isolation, in which a small isolating transformer is placed in
the signal path and the power required for the thus isolated
head stage is transferred over a separate isolation trans-
former, having been modulated at a high frequency and then
rectified on the isolated side. Alternative isolation techniques
include capacitive or optocoupled isolators to decouple the
signal pathway. With optoisolation, the head stage energizes
an LED source, the light output being proportional to the
signal voltage, and the main amplifier contains photodiodes
to convert the optical signal back to an electrical one. These
LED-photodiode pairs can be obtained in a single unit, or
the LEDs can be separated by several meters of fiber-optic
cable. With optically coupled systems, power is usually pro-
vided by either batteries within the head stage or a separate
d.c.-to-d.c. converter.

A An artifact can be defined as a gardener would
define a weed, that is, any signal (plant) other than the signal
that we are intending to record (grow). The sources of arti-
factual signals are virtually limitless. First of all, there are
superfluous signals of biological origin, such as electrocar-
diographic and muscle activity, and contamination of the

target signal by components from other parts of the visual
pathway; then there are the indirect biologically originating
signals such as movement or perspiration effecting the elec-
trode circuit; and finally, there are signals of a nonbiological
origin. These signal sources range from the recording equip-
ment itself to almost any device that uses electromagnetic
energy.

The majority of artifactual signals not only are recorded
through the electrodes, but also are generally recorded as a
direct result of poor electrode technique. While improve-
ments in amplifier design and specification, such as increas-
ing input impedance and common mode rejection, has made
electrode technique, superficially at least, less critical, the
importance of electrode technique cannot to stressed too
highly, both for the reduction of artifacts and for the relia-
bility of recorded responses.

Electrodes and electrode technique are covered in detail
elsewhere in this book, but a brief recap of some of the
factors that will help to reduce artifacts may be helpful.
Assuming that the electrode is in good condition and has
been cleaned and maintained correctly and that the site of
attachment has been correctly identified, then the skin
should be cleaned. This is usually carried out with a propri-
etary cleaning compound, which both degreases the skin and
gently abrades away the surface layers. Excessive abrasion
leading to slight bleeding is to be avoided. The residue from
the paste should then be wiped away, as the abrasive residue
can prevent good adhesion. The electrode, in the case of a
standard EEG disk electrode, is then filled to slightly over
tilled with saline-based electrode gel and is secured to the
attachment site using adhesive tape. (In the case of scalp
electrodes, a combined adhesive paste and gel or colliodin
adhesive and gel are used.) The electrode should be firmly
in contact with the skin and secured in such a way as to
prevent any movement with respect to the skin. Air bubbles

F 19.17 Effect of electrode impedance.
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in the electrode gel should be avoided. The electrode lead is
then routed in such a way as to minimize movement and
prevent the weight of the cable pulling on the electrode. For
example, outer canthi electrode leads can be laid over the
external ear. Once the surface electrodes are attached, the
impedance can be measured, this should have a value of less
than 5000W. Depending on the type of electrode that is
used, a high impedance may be reduced by manipulating
the electrode, abrading the skin with a blunt canula through
a hole in the electrode, or removal and replacement.

The impedance of electrodes should, when measured in
situ, be tested only using an a.c. impedance tester, rather
than a d.c. resistance meter. The latter will polarize the elec-
trodes, rendering them useless.

With well-positioned and securely attached electrodes,
many of the sources of artifact will be significantly reduced.
However, other patient-related causes of signal contamina-
tion include movement and muscle tension, the latter result-
ing in contamination of the recording by high-frequency
electromyographic signals, observed as free-running spike
activity on the real time trace. Both of these problems can
be dealt with by simply positioning the subject comfortably
in the correct position to observe the stimulus.

Perspiration and the presence of even very small amounts
of blood have the effect of contaminating the electro-
chemistry of the skin-to-electrode interface. This can result
in unpredictable high-amplitude, low-frequency signals
being superimposed on the response under investigation.
While the degree of perspiration can be reduced with a
simple electric fan where air conditioning is not available,
any microbleeds caused by overly aggressive skin abrasion or
preexisting wounds will result in serious electrode contami-
nation and resultant artifacts. Tears will cause significant and

continuously varying changes in the effective conductance
between the electrodes.

While air conditioning is an expensive option in building
a laboratory, it should be remembered that for some testing,
the patient and possibly an accompanying person and the
operator (each equivalent to approximately 300W) and
around a kilowatt of electrical equipment, all generating a
significant amount of heat, will be held within a closed box-
like room, possibly for an hour or more. Apart from the
comfort factor, the resultant conditions can make it very dif-
ficult to obtain satisfactory recordings.

Artifacts arising from sources other than the patient
present a more diverse and interesting set of problems.
While the majority of these artifacts are picked up through
the patient electrode circuit, some may be transmitted
directly to the recording equipment though power cabling.
The sources of these signals may be within the recording
equipment or room or could be some distance removed from
the laboratory. Figure 19.18 illustrates four of the more com-
monly observed artifacts.

Figure 19.18A is by far the most commonly observed
interference pattern. In this instance, 50- or 60-Hz power
line noise is shown contaminating a rod ERG. While there
are numerous causes for this type of interference, most of
them related to poor electrodes or poor electrode technique,
this is by no means the only cause of such problems. Perhaps
the most difficult to trace is a ground loop. This is caused
when separate components of the recording system are con-
nected to power outlets with a difference in ground poten-
tial measured at the power sockets. For this to happen, all
that is needed is a difference in the impedance of the power
supply paths to ground, and this can be comparatively small.
The usual causes would be having more than one power

F 19.18 Common artifacts.
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supply circuit in the room, fed from different sections of a
building’s electrical supply. The problem can then occur
when equipment is moved from one power outlet to another.
If the problem is not resolved by returning the power supply
to its previous configuration, then the only effective method
of tracing the cause of the problem is to disconnect all the
supply grounds, at which point the system is not safe to use
on patients, and reconnect these lines one by one until the
noise returns. Then, with the cause of the problem located,
appropriate remedial action can be taken.

Power supplies or power cables that are close to sensitive
amplifiers or the electrodes are another source of line noise,
the noise being radiated from one to the other. Power cables
laid along the same cable pathway as signal cables may pick
up hum by capacitive coupling. Equipment with poor or
faulty earth connections can be a major source of such prob-
lems as well a significant safety risk.

This “line noise” may even be a true response, as it is pos-
sible, with older display monitors using a 50- or 60-Hz ver-
tical refresh rate, to record both retinal and cortical signals
in response to the raster pattern on a blank white screen.
This type of signal is comparatively rare, as it requires very
stable fixation and can easily be identified by simply placing
a sheet of opaque paper between the screen and the subject.
If this suppresses the signal, then it is a true evoked response.
However, if it fails to do so, then it is probable that the high
voltages that are used with the display are causing the trans-
mission of electromagnetic signals to the electrodes. Where
this is the case, there are several steps that can be taken. The
first is obviously to ensure good closely matched electrode
impedances; the second is to keep the separation between
electrode leads to a minimum, reducing the volume of space
enclosed by the wires and thus the magnetic flux change
across the “coil” formed by the electrode circuit. Where the
display is mounted on a metal table or trolley, this can act in
a similar fashion to a transformer’s core, especially when it
is not grounded; a patient’s legs under the table or trolley
may then form a “secondary winding” for this effective
transformer.

Line noise is not always a bad thing, however. If during a
recording session a channel begins to be contaminated by
line noise, this is an early warning that an electrode in that
circuit is failing and requires attention. (This early warning
will be lost to people who use notch filters at line frequency
to conceal poor electrode technique.)

Figure 19.18B shows a PERG contaminated by “drift” or
a low-frequency distortion. The more common causes for
this type of distortion are blink or eye movement artifact and
tears. Eye movement artifacts can be quite reproducible, in
some cases mimicking a rod b-wave remarkably well during
ERG recording. Tearing affecting corneal electrodes can
cause this pattern of drift, as could heavy perspiration,
causing a variable offset voltage on the surface electrodes.

The passage of tears from the lacrimal sac to the face may
also affect the bulk tissue conductance, causing additional
voltage changes.

Figure 19.18C shows an ERG contaminated by a fast neg-
ative spike. This type of current switching artifact is fre-
quently, although not exclusively, seen on responses recorded
using xenon flash lamps.

Xenon lamps are typically driven by a d.c. supply of
350–750 volts, and on discharge, pulse currents of high
amperage can flow through the tube circuit, triggered by a
pulse in excess of 10,000 volts. These pulses are dissipated
in what is generally a poorly damped spark gap circuit, all
mounted a few centimeters from the patient and electrodes.
With good amplifiers and well-fitted electrodes, these spikes
are rarely seen (a testimony to the design of modern 
equipment).

When good electrode technique fails to alleviate this
problem, a common mistake is to increase the low-pass filter
setting on the amplifier to remove this fast spike. However,
the effect of the filter is usually to integrate the pulse, reduc-
ing the peak amplitude while prolonging the duration, in
effect further distorting the important first few milliseconds
of the trace. The preferred and obvious solution is to remove
the source of the problem. Having eliminated the electrodes
as the source of the fault, the next item to check, as with any
equipment problem, is whether anything has been changed
or moved. Cables from a power unit remote from the lamp
head in close proximity to amplifier signal cables are a likely
source, as are grounding problems within the xenon lamp
system or the rest of the recording apparatus.

A further possible source of such artifacts is the photo-
voltaic effect. This can occur with very intense flashes, in
which the light changes the energy state of the electrons in
the material of the electrode, resulting in charge separation
and therefore a voltage across the electrodes. If it is sus-
pected that the origin of the discharge artifact is photo-
voltaic, then a simple test will isolate the problem. Interpose
a sheet of opaque, although not electrically conducting
material between the light source and the electrode, and
record another response. If the artifact disappears, then it is
likely to be photovoltaic. However, the previously mentioned
causes will be found to be responsible in the vast majority of
cases.

The signal in figure 19.18D might not immediately
appear as one that would normally be considered an artifact
as such, that is, the absence of a signal. However, in the case
of an amplifier locking up and blank records being accu-
mulated by the averager, the true nature of the signal will be
distorted. Numerous potential causes other than a blocked
amplifer exist for the absence of signal, ranging from power
failure or other failure of a system component through an
absence of stimulus or loss of connection to pathological
damage of the system under investigation.
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Figure 19.19 is an example of a frame pulse artifact from
a CRT stimulus display. In this instance, the fast impulselike
waveform of the artifact eliminates most biological signals
as a possible cause, although muscle spike activity can give
a similar appearance. It is, however, regular in nature 
(87.5Hz—the CRT frame rate in use) and frame locked.
Various solutions to this type of artifact have been tried,
including grounded sheets of metalized glass between the
subject and the monitor or metal cowling around the
monitor, both effectively screening the patient from the
source of the signal. Alternatively, adding some few mil-
liseconds dither to trigger signal to remove the frame locking
and allow the noise to average out can be beneficial in
removing the noise but will have some degrading effect on
the sharpness of the response. Reducing the tube current by
lowering the brightness of the display will often help, espe-

cially when the display is being driven beyond the levels for
which it was designed.

The recordings in figure 19.20 are presented as an inter-
esting demonstration of several points. These are an ERG
recording from an 8-year-old child. The noise on channel 2
(left eye) is measured at 400Hz and is also present at a much
lower amplitude on channel 1 (right eye). The electrodes
were known not to be the cause of the problem. The second
set of traces was recorded after the child’s cochleal implant
was switched off.

The first point is that the frequency of the artifact, meas-
ured at approximately 400Hz, is considerably lower than the
transmission frequency of a cochleal implant (>20kHz). The
second issue is that of the high-frequency transmission signal
being recorded while the system has used a 3-kHz low-pass
filter. Finally, why does the high frequency appear on the left
channel only at a much higher amplitude?

The first issue is related to the sampling rate of 2kHz
employed for the recording. Because this is inadequate to
accurately display the transmission frequency, an alias of the
true signal is recorded. Second, a filter will progressively
attenuate signal of increasing frequency; but with adequate
amplitude in the original signal, some breakthough will
occur. Finally, the implant is in the left ear and thus close
enough to those electrodes to appear in part as a differential
signal, while the increased distance to the right eye electrodes
is sufficient that the greater part of the signal appears as a
common mode signal and is therefore rejected by the ampli-
fier’s CMRR.

Sources of electromagnetic contamination of signals do
not necessarily have to be in close proximity to the record-
ing laboratory, although airborne radiation is attenuated
with distance. For this reason, the proximity of high-
powered electrical equipment to the laboratory should be
avoided. Such equipment includes any that uses significant
amounts of energy, especially electric motors (elevators, air-
conditioning fans and compressors, etc.), as the motors can
become very noisy as they age. One possible solution toF 19.19 CRT frame breakthough.

F 19.20 Aliasing.
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external electromagnetic contamination is the use of
Faraday cages or fully screened rooms, although this can be
costly.

If the power supply to the laboratory is shared with other
sections of the hospital, then noisy equipment can transmit
along the power line for considerable distances, so a faulty
floor polisher several rooms or floors away, for example, can
interfere with recordings. Again the solution can appear
expensive, but a dedicated power supply to the laboratory
back to the power inlet room will help to ensure a clean
power supply. Alternatively, the power can be cleaned as it
enters the laboratory with specialist equipment (uninter-
ruptible power supplies). Do not ignore simple issues such as
lighting; a.c. dimmer switches can be a serious noise source
when new, degrading still further as the rheostat wears. Fluo-
rescent lighting is employed in most large buildings, and
while modern electronic units operating at high frequency
(>20kHz) have been found to cause few problems, the older
50/60-Hz units can transmit significant amounts of noise at
harmonics of the base frequency and should be replaced at
the earliest opportunity.

The majority of artifacts are recorded through the patient
electrodes, and a significant proportion of these can be
resolved by improving the electrode quality or technique. To
localize the source of these problems, electophysiologists
should equip themselves with a simple device known as a
dummy patient. This simple resistive-only equivalent patient
circuit is illustrated in figure 19.21. It consists of three resis-
tors of 5000W connected in a simple triangular formation,
attached to three redundant electrode cables. This represents
the simplest acceptable electrode circuit. (An alternative
approach favored by some authors is to utilize three 
2500-W resistors in a T configuration.) If a problem is

proving intractable, then disconnect the patient electrodes
and connect the dummy patient in their place. If the
problem persists, then it is not electrode related but is most
likely an equipment or environmental issue. In subsequently
investigating the cause of the problem, due attention must
be given to patient safety, as some fault-finding techniques
may impair the effectiveness of in-built safety features.
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C  should be aware that 
international standards or guidelines exist for the major 
clinical electrophysiologic responses.1,5–7,9 These standards,
established and sanctioned by the International Society for
Clinical Electrophysiology of Vision (ISCEV), describe a set
of basic stimuli that give rise to standard responses that
should be recorded whenever electrophysiologic tests are
performed clinically. Other responses or protocols may be
added freely at the discretion of the examiner, but the 
standard responses should always be included. This ensures
that electrophysiologic testing will always produce a core of
data that is recognizable and comparable everywhere,
whether for clinical or research purposes. This program of
standardization has been highly successful. Most of the pub-
lications on clinical electrophysiology in recent years display
or refer to the standard responses, and the major manufac-
turers of clinical electroretinographic equipment have incor-
porated the standards into their stimulus protocols. The
standards that were current at the time of writing are
reprinted in this book, but these are living documents that
are revised every few years. Therefore, readers are urged to
check the ISCEV Web site (www.iscev.org) to see the latest
versions. There is also a useful set of ISCEV-sanctioned cal-
ibration guidelines,2 which give advice about the evaluation
and calibration of equipment for electrophysiologic testing.

Clinical electrophysiological testing became practical in
the middle of the twentieth century, but a wide variety of pro-
cedures were used by different laboratories to elicit responses.
Some of this variability related to changing technology, as
amplifiers and recording equipment improved with the
advent of transistors and later computers. By the 1970s and
1980s, the major electrophysiological tests (ERG, EOG, VEP)
were established procedures, but reading the clinical electro-
physiological literature was still a major challenge because the
tests were performed under many different conditions. The
ERG, for example, was recorded in different units after dif-
ferent periods of dark adaptation, with different types of
lenses, with different electrical filtration settings, with differ-
ent intensities and durations of light flashes, and with differ-
ent colors of light. To compare data among research or
clinical reports was very difficult, and this impeded both clin-
ical care and the interpretation of clinical research.

ISCEV had recognized the need for standardization at its
founding in 1961,3,9 but serious discussions of standardiza-
tion did not take place until 1987, when the National Retini-
tis Pigmentosa Foundation (now called Foundation Fighting
Blindness) joined with ISCEV to form an international com-
mittee that collated views and practices from around the
world and wrote the first standard, for clinical electrophysi-
ology (ERG), in 1989.4

Once published, the ERG standard had an immediate
impact. Within just a few years, most clinical electrophysiol-
ogy papers incorporated the standard ERG tests or
described any variations in technique relative to the ISCEV
standards. Data from different patients and from procedures
around the world became immediately comprehensible and
comparable. This success prompted ISCEV to develop stan-
dards for the EOG and VEP and then to write guidelines
for newer procedures, the pattern ERG (PERG) and multi-
focal ERG (mfERG). Because all of the standards rely on
accurate calibration of the light stimuli and of the record-
ing equipment, ISCEV formulated a set of calibration
guidelines to summarize the best available techniques.

It is important to recognize both the power and the limi-
tation of these ISCEV standards. The standards provide a
basic core of tests that can be performed with readily avail-
able instrumentation and that are relevant to the most
common clinical indications for each test. However, the stan-
dards cannot cover all possible clinical situations, all variants
of testing procedure, or all of the options within the tech-
nology of testing. The introduction to each of the standards
or guidelines acknowledges that there are many other test,
or more specialized test, that could be performed—and
indeed that should be performed in certain clinical situa-
tions. The standards responses should be obtained as a part
of virtually every electrophysiological testing session but not
to the exclusion of other procedures that individual clini-
cians or laboratories may choose to do, either routinely or
as an add-on for specific patients. Furthermore, the existence
of standards should not stifle innovation with respect to the
development of new procedures that may eventually become
standards.

The ERG standard6 was the first to be written, and it
defines five basic waveforms: dark-adapted rod response,

20.1 Introduction to the ISCEV

Standards

 .     (     
  )
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dark-adapted maximal response, oscillatory response, light-
adapted cone response, and flicker cone response. These
serve to separate rod and cone function, to document inner
versus outer retinal function, and to allow evaluation of
waveform timing. The ERG standard uses only white-light
stimuli, although some laboratories use colored stimuli as
well. Additional ERG procedures, such as following
responses during dark adaptation or recording responses to
high-intensity flashes to show photoreceptor activity more
accurately, are not included at present and remain at the dis-
cretion of individual laboratories. In clinical practice, the five
standard responses will suffice to answer most diagnostic
questions, but they will be amended as research shows that
additional or modified responses are clinically important.

The EOG standard7 shows the basic technique for record-
ing the standing potential across the RPE indirectly, as the
voltage changes between lid canthus electrodes when the eye
looks alternately left and right. The EOG response, or light
response, represents the rise in this voltage in light relative
to darkness. Because there have been two established ways
of setting a dark baseline, the standard allows either for the
recording of a dark trough (after room illumination) or for
dark-adapting over a longer time to a steady baseline level.

Establishing an effective VEP standard8 has been a chal-
lenge because of the wide variety of clinical recording con-
ditions that are used by different laboratories for different
clinical questions. Because it is impractical for a standard to
have too many variations, ISCEV settled on one basic con-
figuration of electrodes on the scalp (central inion) and three
common stimulus configurations (flash, alternating pattern,
on-and-off pattern). Depending on the clinical indications,
at least one of these standard responses should be included
as a part of every VEP examination, even if other electrode
locations or other stimuli are used as well.

As the PERG was developed and its usage increased,
ISCEV elected to publish a set of guidelines that represented
good practice by established laboratories. After several more
years of experience, clinical expectations were codified suf-
ficiently that standards1 could be written. In this same spirit,
guidelines have now been prepared for the mfERG,5 which

is an even newer procedure that is gaining acceptance
rapidly and is proving to have many applications in clinical
ophthalmology. These guidelines provide information on
how to record a basic good quality mfERG and avoid arti-
facts. They reflect procedures that are followed by many of
the major laboratories around the world, even if it is still too
early to establish binding standards.

The calibration guidelines2 that ISCEV has prepared are
intended to aid electrophysiologists in the practicalities of
standardizing stimulus and recording equipment. These
include recommendations on how to measure stimulus lumi-
nance, check electrodes, calibrate amplifiers, and so forth.
These procedures are necessary for all types of electrophys-
iological recordings, since a display of standard responses
has little meaning unless the stimulus and recording condi-
tions were truly what they were intended to be.
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S   and reporting in clinical elec-
trophysiology are important so that clinical measures of
visual function can be obtained accurately, and compared
accurately, anywhere in the world. In 1989 the International
Society for Clinical Electrophysiology of Vision (ISCEV)
developed an International Standard for the Electroretino-
gram (ERG) (revised in 1994)1 and over the ensuing decade,
standards or guidelines were published for the electro-ocu-
logram (EOG)2, pattern electroretinogram (PERG)3, visual
evoked cortical potential (VECP)4 and the calibration of
electrophysiologic equipment5. These standards and guide-
lines show how to perform the core basic procedures for each
type of electrophysiologic investigation, in a manner that 
will give reproducible and recognizable results anywhere.
However, individual laboratories may choose to supplement
the Standard responses with additional specialized proce-
dures, or to modify a protocol to meet special needs of a par-
ticular patient.

The EOG is a widely used test which measures the light
response of the retinal pigment epithelium (RPE), a slow
change in the voltage of the basal RPE membrane. This
signal requires light reception by the retina, and is mediated
by a chemical messenger that probably comes from the pho-
toreceptors. The EOG requires integrity of the RPE mem-
branes, but is not a pure test of RPE function since retinal
photoreception is required and since the light response is not
known to be correlated with any specific RPE or retinal func-
tion (including RPE water transport, visual pigment regen-
eration and vision). The EOG is most specific as a marker
for Best’s vitelliform dystrophy, a dominantly inherited
macular dystrophy in which a severely depressed light
response is found more consistently with the genetic abnor-
mality than lesions in the fundus. The measured value of the
EOG (the ratio of light peak amplitude to either the dark
trough or dark baseline amplitude) can vary with conditions
of light- and dark-adaptation, and the EOG Standard
defines a range of stimulus conditions that will make results
as consistent as possible. Because the essential features of an

EOG response can be elicited in several ways, the Standard
allows use of either dilated or undilated pupils, and the
measurement of either dark trough or dark baseline. Each
laboratory should choose one of these methodologies and
establish a set of normal values under their own recording
conditions.

The ISCEV standards for electrophysiologic tests have
been highly successful in improving the quality and compa-
rability of data reporting in the clinical literature and the
EOG is no exception. However, all of these standards are
subject to quadrennial review to insure that they are up-to-
date and relevant clinically. A careful review of the EOG
Standard was undertaken by ISCEV in 1996–7, but no
changes were recommended, and the Standard was reap-
proved at the Asilomar, California meeting of ISCEV, on
July 24, 1997.

Thus, the ISCEV EOG Standard for Clinical Electro-
oculography2 remains active as written for another four
years.
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20.2 EOG Standard
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Introduction

Full-field electroretinography (ERG) is a widely used ocular
electrophysiologic test. In 1989 a basic protocol was stan-
dardized so that ERGs could be recorded comparably
throughout the world1. This standard was updated most
recently in 19992. Standards for five commonly obtained
ERGs were presented:

1. ERG to a weak flash (arising from the rods) in the dark-
adapted eye

2. ERG to a strong flash in the dark-adapted eye
3. Oscillatory potentials
4. ERG to a strong flash (arising from the cones) in the

light-adapted eye
5. ERGs to a rapidly repeated stimulus (flicker)

This document is an updated version of the standard.
There are no major changes in the basic ERGs, but readers
should note the intensity range of the “standard flash (SF)”
which had been printed differently in the 1999 version. An
additional dark-adapted ERG to a higher-intensity stimulus
is also suggested to users, as it is now being used widely and
has diagnostic value. However, it has not yet been charac-
terized sufficiently to be considered a required part of the
standard. Because the stimulus for this additional ERG is
brighter than the SF, we no longer use the term “maximal”
for the dark-adapted ERG to a SF.

This standard is intended as a guide to practice and to
assist in interpretation of ERGs. The five basic ERGs rep-
resent the minimum of what an ERG evaluation should
include. The standard describes simple technical procedures
that allow reproducible ERGs to be recorded under a few

defined conditions, from patients of all ages (including
infants). Different procedures can provide equivalent ERGs.
It is incumbent on users of alternative techniques to demon-
strate that their procedures do in fact produce signals that
are equivalent in basic waveform, amplitude, and physiologic sig-
nificance to the standard.

Our intention is that the standard method and standard
ERGs be used widely, but not to the exclusion of other ERGs
or additional tests that individual laboratories may choose 
or continue to use. There are also specialized types of ERG,
which may provide additional information about retinal func-
tion (see table 20. 3.1), that are not covered by this standard.
We encourage electrophysiologists to learn about and try
expanded test protocols and newer tests to maximize the 
diagnostic value of the ERG for their patients. ISCEV guide-
lines for the calibration of electrophysiologic equipment3,
guidelines for recording the multifocal ERG4, and standards
for the pattern ERG5, electro-oculogram6 and visual evoked
potentials7 have also been published.

Because of the rapid rate of change of ERG techniques,
this standard will be reviewed every four years. We have made
recommendations that commercial recording equipment
should have the capability to record ERGs under conditions
that are outside the present standard but that are neverthe-
less either widely used or likely to be needed in the future.
Note that this document is not a safety standard, and does not
mandate particular procedures for individual patients.

The organization of this report is as follows:

Basic technology
Light diffusion
Electrodes
Light sources
Light adjustment and calibration
Electronic recording equipment

Clinical protocol
Preparation of the patient

Specific ERGs
Rod ERG
Standard combined ERG

20.3 Standard for Clinical

Electroretinography*

 . ,  . ,  . ,   † ( 
      )

*This document was approved by the International Society for
Clinical Electrophysiology of Vision in Nagoya, Japan on April 4,
2003.
† The authors represent the ERG Standardization Committee (Dr.
Marmor, Chair) of the International Society for Clinical Electro-
physiology of Vision (ISCEV).
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Topical anesthesia is necessary for contact lens electrodes but
may not be required for other types of corneal and con-
junctival electrodes. It is necessary that all electrophysiolo-
gists master the technical requirements of their chosen
electrode, to ensure good ocular contact, to ensure proper
electrode impedance, to ensure that waveforms are compa-
rable to standard ERGs, and to define both normal values
and variability (which may be different with different elec-
trodes) for their own laboratory. Skin electrodes are not gen-
erally recommended as active recording electrodes.

Reference electrodes Reference electrodes may be incorpo-
rated into the contact lens-speculum assembly to make
contact with the conjunctiva (“bipolar electrodes”). This is
the most stable configuration electrically. Alternatively, elec-
trodes can be placed near each orbital rim temporally as a
reference for the corresponding eye. The forehead has also
been used as a reference electrode site, although there is a
theoretical risk of signal contamination by ocular cross-over
or from cortical evoked potentials. Users are advised to avoid
other positions.

Ground electrodes A separate skin electrode should be
attached to an indifferent point and connected to ground.
Typical locations are on the forehead or ear.

Skin reference electrode characteristics The skin should be pre-
pared by cleaning, and a suitable conductive paste or gel
used to insure good electrical connection. Skin electrodes
used for reference or ground should have 5kW or less imped-
ance measured between 10 and 100Hz3. If more than one
skin electrode is used (e.g., for reference and ground) they
should all have similar impedance.

Electrode stability The baseline voltage in the absence of
light stimulation should be stable, whatever corneal and ref-
erence electrode system is used. Some reference electrode
systems may need to be made of non-polarizable material
to achieve this stability.

Electrode cleaning Recording the ERG involves the exposure
of corneal electrodes to tears and exposure of the skin elec-
trodes to blood if there has been any abrasion of the skin
surface. We advise that electrodes (if not disposable) be 
suitably cleaned and sterilized after each use to prevent
transmission of infectious agents. The cleaning protocol
should follow manufacturers’ recommendations and current
national standards for devices that contact skin and tears.

L S
Stimulus duration The standard is based on stimuli of dura-
tion considerably shorter than the integration time of any
photoreceptor. Thus, the light stimulus should consist of
flashes having a maximum duration of about 5ms.

Oscillatory potential
Single-flash cone ERG
30Hz Flicker ERG

ERG measurement and reporting
Pediatric ERG recording

Basic technology

L D Full-field (Ganzfeld) stimulation should
be used. With focal flashes, the area of retinal illumination
is not uniform, and its extent is unknown (although focal
flashes may be used for certain specialized ERG tests). Full-
field dome stimulators are generally preferable to ocular dif-
fusers (e.g., 100-diopter or opalescent contact lenses) since it
is difficult with the latter to measure the extent and intensity
of retinal illumination. It is incumbent on manufacturers
and users of lens diffusers to verify true full-field stimulation
of determinable strength.

E
Recording electrodes Electrodes that contact the cornea or
nearby bulbar conjunctiva are strongly recommended for
basic full-field recording. These include contact lens elec-
trodes, conductive fibers and foils, conjunctival loop elec-
trodes and corneal wicks. For most users, contact lens
electrodes will provide the highest amplitude and most stable
recordings; such electrodes should be centrally transparent
with an optical opening as large as possible, and incorporate
a device to hold the lids apart. The corneal surface should
be protected during use with a non-irritating and non-
allergenic ionic conductive solution that is relatively non-
viscous (e.g., no more viscous than 0.5% methyl cellulose).
More viscous solutions can attenuate signal amplitude.
Other types of corneal and conjunctival electrodes require
more skill to use but may have certain advantages. Users
should be aware that signal amplitude is reduced as the point
of ocular contact moves away from the corneal apex.

T 20.3.1
Specialized types of ERG (not covered by this ISCEV standard)

Macular or focal EFG
Multifocal ERG (see published guidelines [4])
Pattern ERG (see published standard [5])
Early receptor potential (ERP)
Scotopic threshold response (STR)
Direct-current ERG
Long-duration flash ERG (on-off responses)
Bright-flash ERG
Double-flash ERG
Chromatic stimulus ERG (including S-cone ERG)
Dark and light adaptation of the ERG
Stimulus intensity–response amplitude analysis (Naka-Rushton)
Saturated a-wave slope analysis
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Stimulus wavelength Most flash stimuli in use have a color
temperature near 7000°K, and they should be used with
domes or diffusers that are visibly white. Colored filters can
be used to enhance the separation of rod and cone ERGs,
but this is not part of the standard [Note 1].

Stimulus strength–standard flash A standard flash (SF) is defined
as one of stimulus strength (in luminous energy per square
meter) at the surface of the Ganzfeld bowl of 1.5–3.0 pho-
topic cd · s ·m-2 (candela-seconds per meter squared) [Note
2]. This is equivalent to luminance · time, measured as cd ·
m-2 · s. Note that these are photometric units and that 3.43
cd ·m-2 = 1 fL (foot-Lambert).

Background illumination In addition to producing flashes, the
stimulator must be capable of producing a steady and even
background luminance of 17–34cd ·m-2 (5 to 10 fL) across
the full field. A white background is used for this standard,
but we recognize that colored backgrounds may also be used
for special purposes.

L A  C
Adjustment of stimulus and background intensity Methods of
modifying both the stimulus and background intensity must
be provided. We recommend that a recording system be
capable of attenuating flash strength from the SF over a
range of at least 3 log units, either continuously or in steps
of not more than 0.3 log unit. The method of attenuation
should not change the wavelength composition of either the
flash or background luminance. We recognize that the stim-
ulus and background requirements for a full range of other
ERG tests will be more extensive and more stringent, and
we recommend that equipment manufacturers exceed the
minimum standard [Note 3].

Stimulus and background calibration The stimulus strength (in
luminance · time) produced by each flash within the full-field
stimulus bowl must be documented by the user or manufac-
turer, ideally with an integrating photometer (luminance
meter) placed at the location of the eye. The light output per
flash of most stroboscopes varies with the flash repetition
rate; therefore, separate calibrations will need to be made for
single and repetitive stimuli. The photometer should also
record the background luminance of the stimulus bowl’s
surface, in a non-integrating mode. The photometer must
meet international standards for photometric measurements
based on the photopic luminous efficiency function (pho-
topic luminosity curve), and must be capable of recording
the total output of very brief flashes. Users should consult
the ISCEV guidelines for calibration of electrophysiologic
equipment3 for a more detailed treatment of calibration pro-
cedures. We recommend that manufacturers of stimulators
supply a suitable photometer with their equipment.

Recalibration See the ISCEV guidelines for calibration3.
Light output from the dome varies with time from changes
in the flash tube, the tube power source, line voltage, the
background light bulbs, the attenuation systems, or the paint
in the dome. This may be especially critical for background
illumination provided by incandescent sources. Responsibil-
ity for electronic stability and warnings about sources of
instability should rest with the manufacturers of the equip-
ment; however, at present this cannot be presumed. A sta-
bilizing transformer will minimize line voltage variations if
they are a problem. The frequency with which recalibration
of flashes and backgrounds is required will vary from system
to system and could be as high as weekly for some units. Self-
calibrating units are encouraged.

E R E
Amplification We recommend that the bandpass of the
amplifier and preamplifiers include at least the range of 0.3
to 300Hz and be adjustable for oscillatory potential record-
ings and special requirements. We advise that the input
impedance of the preamplifiers be at least 10MW. Ampli-
fiers should generally be AC (alternating current) coupled
(i.e., capacitively coupled) and capable of handling offset
potentials that may be produced by the electrodes [Note 4].

Patient isolation We recommend that the patient be electri-
cally isolated according to current standards for safety of
clinical biologic recording systems in the user’s country.

Display of data and averaging We strongly recommend that
the equipment that provides the final record be able to 
represent, without attenuation, the full amplifier bandpass.
Good resolution can be achieved with oscilloscopes or 
computer-aided (digitizing) systems but not with direct pen
recorders. To avoid a loss of information, digitizers should
sample ERGs at a rate of 1kHz or higher per channel. With
computer-aided systems, it is important that ERG wave-
forms be displayed promptly so that the operator can con-
tinuously monitor stability and make adjustments during the
test procedure. Recording units that digitize ERG signals 
can usually average them as well, which may sometimes be
useful.

Clinical protocol

P   P
Pupillary dilation We recommend that pupils be maximally
dilated for all ERG recordings in this standard and that pupil
size be noted.

Pre-adaptation to light or dark The recording conditions out-
lined below specify 20min of dark adaptation before re-
cording rod ERGs, and 10min of light adaptation before
recording cone ERGs. The choice of whether to begin with
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scotopic or photopic conditions is up to the user, as long as
these adaptation requirements are met. If contact lens elec-
trodes are used, the wearing time can be minimized by dark
adapting first, and inserting the electrodes under dim red
light at the end of the adaptation period. However, care
should be used to avoid too bright a red light, and an addi-
tional 5min of dark adaptation may be needed for recovery
after lens insertion.

Pre-exposure to light We advise that fluorescein angiography
or fundus photography be avoided before ERG testing, but
if these examinations have been performed, a period of dark
adaptation of at least one hour is needed. It is usually prefer-
able to record scotopic ERGs to weak flashes before the
mixed and cone ERGs to more intense flashes, to minimize
light adaptation, and to reduce the time that the patient
wears an electrode.

Fixation A fixation point should be incorporated into stim-
ulus domes. A stable eye is important so that eye movements
do not alter the optimal corneal electrode position, produce
electrical artifacts, or allow blockage of light by the electrode
or eyelid. Patients who cannot see a fixation target may be
instructed to look straight ahead and keep their eyes steady.
Patients should be monitored to assess compliance, and
account for difficulties in eye opening or fixation.

Specific ERGs

R ERG We recommend that the patient be dark-
adapted for at least 20min before recording the rod system
ERG (and longer if the patient had been exposed to unusu-
ally bright light). The rod ERG should be the first signal
measured after dark adaptation, since it is the most sensitive
to light adaptation. The recommended stimulus is a dim
white flash of strength 2.5 log units below the white SF (see
above); we advise a minimum interval of 2 s between flashes.
A blue stimulus is equally appropriate if equated to the white
standard [Note 1].

S C ERG The standard ERG from com-
bined rod and cone systems is produced by the white SF in
the dark-adapted eye. We recommend an interval of at least
10 s between stimuli. This ERG is normally produced by a
combination of cone and rod systems.

H-I ERG (S O) Since publica-
tion of the last version of the ERG standard, the origins of
ERG components have become better understood. It has
become apparent that only the first 10–20ms of the a-wave
reflect photoreceptor activity. A number of laboratories have
found that the dark-adapted a-wave is shown more clearly
with the use of a brighter stimulus than the SF (approxi-
mately 10cd · s/m2). Measurement of both a-wave ampli-

tude and implicit time is simpler as there is generally a very
well-defined single peak. There is not yet sufficient experi-
ence or universality of usage to mandate this ERG as a
required part of the ERG standard, but users should be
aware of its increasing acceptance and value, and consider
adding it to their protocols after the standard combined
ERG. An interval of 20 s is recommended between flashes
of this intensity.

O P Oscillatory potentials are gener-
ally obtained from the dark-adapted eye, using the same
white SF. They may also be recorded from the light-adapted
eye. The high-pass filter must be reset to 75 to 100Hz, so
that an overall bandpass of 75 to 100Hz on the low end and
300Hz or above at the high end is achieved. Filters should
attenuate sufficiently to achieve this result. Users should be
aware that there are several types of electronic and digital
filters, which may have different effects upon physiologic
signals (e.g., phase shifts or ringing). More information about
filter selection and use is presented in the ISCEV guidelines
for calibration3.

The oscillatory potentials vary with stimulus repetition
rate and change after the first stimulus. To standardize the
oscillatory potentials, we recommend that white SF stimuli
be given 15 s apart to the dark-adapted eyes (1.5 s apart to
light-adapted eyes), and that only the second or subsequent
waveforms be retained or averaged. The conditions of adap-
tation should be reported.

S-F C ERG We propose the white SF as the
stimulus, and advise that to achieve stable and reproducible
cone system ERGs the rods be suppressed by a background
with a luminance of 17 to 34cd ·m-2 (5 to 10 fL) measured
at the surface of the full-field stimulus bowl. We recommend
that the higher value of the background be chosen if the
stimulus flash is at the upper end of the allowable SF range
and the lower background value chosen if the flash stimulus
is at the lower end of the range. We recommended that
patients light-adapt to the background luminance for at least
10min before recording the cone ERG, since the cone ERGs
may increase during this period. Stimuli should not be
repeated at intervals less than 0.5 s. Note that the term
“single-flash cone ERG” is used to distinguish this signal
from flicker ERGs; it does not preclude averaging (if neces-
sary) to improve the signal-to-noise ratio.

30-H F ERG Flicker ERGs also represent the
cone system, and should be obtained with SF stimuli, under
the same conditions of light-adaptation as the single-flash
cone ERG. Recording the flicker ERG in the light-adapted
state reduces discomfort and allows the photopic adaptation
to be standardized. We advise strongly that flashes be pre-
sented at a rate of approximately 30 stimuli per second, and
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the rate that is chosen should be constant for the laboratory.
The first ERG to the flickering stimulus will be a single-flash
waveform; thus, the first few waveforms should be discarded
so that stable conditions are reached. Some flash tubes do
not produce full output while flickering, and separate cali-
bration or a change in neutral density filtering may be
needed to keep as closely as possible to the standard.

ERG M  R
Measurement of the ERG In general, b-wave amplitude and
time-to-peak (implicit time) should be measured for all ERGs
(except oscillatory potentials), and the a-wave should also 
be measured when recognizable as a distinct component.
According to current convention, the a-wave amplitude is
measured from baseline to a-wave trough, the b-wave ampli-
tude is measured from a-wave trough to b-wave peak, and
the b-wave time-to-peak is measured from the time of the
flash to the peak of the wave (see figure 20.3.1).

Oscillatory potentials There is considerable debate in the lit-
erature about how to measure and describe oscillatory
potentials [Note 5]. Their appearance is highly dependent
upon stimulus conditions, adaptation and amplifier filter
characteristics, but most authors describe three major peaks
often followed by a fourth smaller one. Simply observing the
presence of these peaks, and their normality relative to the
standards of the laboratory, may be adequate for many clin-
ical purposes at our present state of knowledge.

Averaging Averaging is not ordinarily required to record
quantifiable ERGs with the recommended types of elec-
trodes. Averaging a limited number of ERGs may decrease

variability and help to reduce background noise if present.
Averaging may also be used to identify and measure very
weak pathologic ERGs. Artifact rejection must be a part of
any averaging system. Signal repetition rates should not
exceed the recommendations in the standard for each type
of ERG.

Normal values We recommend that each laboratory estab-
lish or confirm normal values for its own equipment and
patient population giving attention to an appropriate sample
size. All ERG reporting (whether for local records, publica-
tion, or even for nonstandard ERGs) should include normal
values and the limits of normal. Some manufacturers distrib-
ute norms for their standard protocols, and several large
series have been published recently that give normative data.
However, ERG norms for amplitude may have to be scaled
up or down depending on where the user’s electrode rests
on cornea or conjunctiva. Note that ERG parameters
change rapidly during infancy and modestly with age there-
after. Because some ERG parameters (such as b-wave ampli-
tude) are not necessarily normally distributed, calculations
of standard deviation may be misleading. To describe the
limits of normal, we recommend listing the median value
(not the mean), and the actual values on either side of the
median that bracket 95% of the normal ERGs (in other
words, the 95% confidence limits determined by direct tab-
ulation of ERGs). Although circadian variations of the ERG
appear to be small under ordinary recording conditions, we
recommend that the time of ERG recording be noted on all
records since it could become relevant for certain diseases or
repeat measurements.

F 20.3.1 Diagram of the five basic ERGs defined by the
Standard. These waveforms are exemplary only, and are not
intended to indicate minimum, maximum or even average values.

Large arrowheads indicate the stimulus flash. Dotted arrows exem-
plify how to measure time-to-peak (t, implicit time), a-wave ampli-
tude and b-wave amplitude.
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Reporting the ERG Standardization of ERG reporting is crit-
ical to the goal of having comparable data worldwide. We
recommend that reports or communications of ERG data
include representative waveforms of each of the standard
ERGs displayed with amplitude and time calibrations and
labeled with respect to stimulus variables and the state of
light or dark adaptation. We suggest that when single flash
stimuli are used without averaging, two waveforms of each
ERG be displayed to demonstrate the degree of consistency
or variability. The strength of stimulation (cd · s ·m-2) and the
level of light adaptation (cd ·m-2) should be given in absolute
values. The reporting forms should indicate whether the techniques of
recording meet the international standard. We recommend that
patient measurements be listed along with normal values
and their variances (that must be provided on all reports).
Finally, reports should note the time of testing, pupillary
diameter, and any conditions that are not specified by the
standard, including type and position of electrode, sedation
or anesthesia, and the level of compliance.

Pediatric ERG recording

The ERG can be recorded from infants and young children
but some care must be taken to account for immature eyes
and limited cooperation.

S  A Most pediatric subjects can be
studied without sedation or general anesthesia (topical anes-
thesia is necessary for contact lens electrodes). Small infants
can be restrained if necessary. Uncompliant children (espe-
cially ages 2–6 for whom containment can be difficult) may
become compliant with oral sedation or anxiolysis. Medical
guidelines should be followed with respect to indications, risks,
medical monitoring requirements and the choice of a seda-
tive/relaxant versus general anesthesia. Considering the vari-
ability of pediatric records, there will generally be little effect
on ERG amplitude or waveform with sedation or brief very
light anesthesia, although full anesthesia may modify the ERG.

E Contact lens electrodes are applicable to
infants and young children, but pediatric sizes will be
required with speculum-containing models, and care must
be used to minimize corneal and psychological trauma.
Non-contact lens and skin electrodes vary in their applica-
bility to children, and their greater comfort is often offset by
greater movement or small signals that create difficulty with
electrical noise or artifacts. Special care is required with chil-
dren to monitor electrode position and compliance in order
to avoid artifactual recordings.

N V  M The ERG matures
during infancy, and newborn and infant signals must be
interpreted with great caution. Later infantile and young

childhood ERGs approach adult waveform and size. Pedi-
atric ERGs should ideally be compared to those from normal
subjects of the same age, even though there may be little
normative data available. Because movement and poor fix-
ation can make pediatric records variable in amplitude and
waveform, we recommend that several repetitions of each
ERG be recorded in order to recognize reproducible wave-
forms and choose the best examples. Standard protocols may
occasionally need to be abbreviated in order to obtain the
ERGs most critical to the diagnostic question under investi-
gation. More intense stimuli may sometimes help to reveal
poorly developed ERGs. Reports should note the degree of
cooperation and any medications used.

Notes

1. Chromatic stimuli offer certain advantages in the sep-
aration of cone and rod ERGs, but the calibration of colored
stimuli and the relation of the ERGs produced by them to
the standard ERG requires special procedures. We recom-
mend that white flashes be used for the standard ERGs,
whether or not other stimuli are used in addition.

2. White stimuli produced by a combination of narrow
band sources, such as red, green and blue light-emitting
diodes (LEDs), may not be equivalent to broad-band 
white light as a stimulus for rods and cones. Manu-
facturers must ensure that appropriate photopic and scotopic
filters are incorporated into their stimulation and calibration
systems so that stimulus output is of equivalent intensity to
the standard for all conditions. Separate scotopic calibration
may be necessary for these LED systems, and if so the
proper stimulus for eliciting rod ERGs will be 2.5 log units
below a scotopically-calibrated standard flash.

3. We recommend that the flash source of commercial
instruments be capable of generating strengths at least 2 log
units above the SF and be attenuable through 6 log units
below the SF. Regardless of whether attenuation is achieved
by filters or electronic means, we also strongly recommend
that commercial units incorporate a means of inserting addi-
tional colored and neutral density filters. These capabilities
will allow electrophysiologists to perform a variety of useful
protocols beyond the Standard, and meet possible future
changes in the Standard. We also suggest that background
luminance be adjustable to perform electro-oculography
with the same equipment. Commercial units should also
allow the insertion of colored and neutral filters into the
background illumination system to meet a variety of
needs.

4. DC (direct-current) amplification can produce signals
identical to those from AC amplification, but it is extremely
difficult to use because of drift in baseline and offset poten-
tials; we strongly advise AC recording except for laborato-
ries with special requirements and expertise.
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5. An overall index of oscillatory potential amplitude can
be obtained by adding up measurements of the three major
peaks, preferably from lines spanning the bases of the adja-
cent troughs, but alternatively from the adjacent troughs
directly (to allow use of measuring cursors with digitized
systems). Some authors advise measurement of individual
peaks.

REFERENCES

1. Marmor MF, Arden GB, Nilsson SE, Zrenner E: Standard for
clinical electroretinography. Arch Ophthalmol 1989; 107:816–
819.

2. Marmor MF, Zrenner E (for the International Society for 
Clinical Electrophysiology of Vision): Standard for Clinical 
Electroretinography (1999 Update). Doc Ophthalmol 1999; 97:
143–156.

3. Brigell M, Bach M, Barber C, Moskowitz A, Robson J: Guide-
lines for calibration of stimulus and recording parameters used
in clinical electrophysiology of vision (Revised 2002). Doc Oph-
thalmol 2003; 107:185–193.

4. Marmor MF, Hood DC, Keating D, Kondo M, Seeliger MW,
Miyake Y (for the International Society for Clinical Electro-
physiology of Vision): Guidelines for basic multifocal elec-
troretinography (mfERG). Doc Ophthalmol 2003; 106:105–115.

5. Marmor MF, Holder GE, Porciatti V, Trick GI, Zrenner E (for
the International Society for Clinical Electrophysiology of
Vision): Guidelines for basic pattern electroretinography. Doc
Ophthalmol 1996; 91:291–298.

6. Marmor MF, Zrenner E (for the International Society 
for Clinical Electrophysiology of Vision): Standard for 
clinical electro-oculography. Arch Ophthalmol 1993; 111:601–
604.

7. Odom JV, Bach M, Barber C, Brigell M, Holder G, Marmor
MF, Tormene AP, Vaegen: Visual evoked potentials standard.
Doc Ophthalmol 2004; 108:115–123.

Note: Printed reprints of this standard are not available, but the doc-
ument is available on the ISCEV website <www.iscev.org>.



  .:     297

Introduction

The pattern electroretinogram (PERG) is a retinal biopo-
tential that is evoked when a temporally modulated pat-
terned stimulus of constant total luminance (checkerboard
or grating) is viewed. The PERG is most often evoked by
alternating reversal of a checkerboard pattern. It may be
altered in dysfunction of the macula or of the inner retina
selectively, which do not significantly affect the conventional
full-field ERG. The PERG receives clinical and research
attention in both neurological and ophthalmological prac-
tice. However, the PERG is a very small signal, typically in
the region of 0.5–8mV depending on stimulus characteris-
tics, and PERG recording is technically more demanding
than the conventional ERG. Recordings published in the lit-
erature vary considerably in technical quality as well as tech-
nique, and new users may find it difficult to choose which
technique to use.

The International Society for Clinical Electrophysiology
of Vision (ISCEV) feels that there is now a sufficient body
of knowledge and clinical experience to propose a standard
for performing a basic PERG. This document evolved from
the “PERG Guidelines”1 and is intended as a guide to prac-
tice and to assist in interpretation of PERGs. Transient
PERG as described below represents the minimum of what
a PERG evaluation should include. The standard describes
simple technical procedures that allow reproducible PERGs
to be recorded under a few defined conditions. Different 
procedures may provide equivalent PERG responses. It is
incumbent on users of alternative techniques to demonstrate
that their procedures do in fact produce signals that are
equivalent in basic waveform, amplitude, and physiologic
significance to the standard. Our intention is that the stan-
dard method and responses be used widely, but not to the
exclusion of other paradigms that individual laboratories
may use, tailored to their own requirements.

The standard is based upon equipment and analytic 
capabilities currently found in most neurophysiological or
ophthalmological electrodiagnostic clinics. This document

addresses recording conditions and technology specific to the
PERG, and presumes that readers already have basic under-
standing and skills in clinical electrophysiology. Although
much of this document will apply equally to adults and chil-
dren, the standard is not necessarily appropriate to paedi-
atric applications. The standard will be reviewed by ISCEV
every four years.

Waveform nomenclature and measurement

The waveform of the PERG evoked by pattern-reversal
stimuli depends on the temporal frequency of the stimulus.
By convention, positivity is displayed upward.

T PERG At low temporal frequencies (6 reversals
per second or less, equivalent to 3Hz or less) a transient
PERG is obtained (figure 20.4.1). The waveform is charac-
terised by a small initial negative (N) component, at approx-
imately 35ms, which will be referred to as N35. This is
followed by a later and larger positive (P) component (45–
60ms) which is typically denoted as P50. This positive
portion of the waveform is followed by a large negative com-
ponent at about 90–100ms (N95).

For the transient PERG, amplitude measurements are
made between peaks and troughs: The P50 amplitude is
measured from the trough of N35 to the peak of P50. In
some patients the N35 is poorly defined; in these cases N35
is replaced by the average between time zero and the onset
of P50. The N95 amplitude is measured from the peak of
P50 to the trough of N95. It should be recognised that meas-
ured in this way, N95 includes the P50 amplitude.

Latency measurements should be taken from the onset of
the stimulus to the peak of the component concerned; inex-
perienced workers should note that the highest absolute
amplitude point on a waveform will not always be appro-
priate for the definition of the peak if there is contamina-
tion from muscle activity or other artifacts. The peak should
be designated where it would appear on a smoothed or ide-
alised waveform.

20.4 Standard for Pattern

Electroretinography

 ,  ,  . ,  . ,  , , 
  (        )
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tiva, about 5mm under the limbus. Loop electrodes should
not touch the cornea. To achieve this, the limbs of the loop
should be diverged widely (15–20mm) before entering the
fornix. The lead is then taped to the cheek.

The appropriate techniques for individual electrode types
are very important to achieve stable and reproducible PERG
recordings. Additional sources should be consulted in rela-
tion to the specific electrode used.

Reference electrodes Surface reference electrodes should be
placed at the ipsilateral outer canthi. Mastoid, earlobe or
forehead locations may result in contamination of the PERG
from cortical potentials or the fellow eye. If monocular
PERG recording is performed, the electrode in the occluded
eye may be used as a reference.

Ground electrodes A separate surface electrode should be
attached and connected to the amplifier “ground input”; the
forehead would be a typical location.

Surface electrode characteristics The impedance between the
skin electrodes used for reference and ground, measured on
the subject, should be less than 5kW. The skin should be 
prepared with a suitable cleaning agent, and a suitable 
conductive paste should be used to ensure good electrical
connection. Since the electrode in the eye will have a very
low impedance, low impedance of the reference electrode 
is especially important for optimal rejection of (common-
mode) electrical interference.

Electrode cleaning and sterilisation See ISCEV Standard for
full-field flash ERG2.

S P This standard outlines only a basic
protocol for PERG recording. Laboratories may choose to
test more conditions or parameters than are described
herein.

Field and check size For the “basic PERG”, we recommend
using a black and white reversing checkerboard with a 
stimulus field size between 10° and 16°, and a check size of
approximately 0.8°. For some applications, such as glaucoma
assessment, a larger extent such as 30° may be more 
appropriate.

Contrast For the “basic PERG” the contrast between black
and white squares should be maximal (close to 100%) and
not less than 80%.

Luminance PERGs are difficult to record with low stimulus
luminance, and a photopic luminance level for the white
areas of greater than 80c.d.m-2 is recommended. Overall
screen luminance must not vary during checkerboard 
reversals.

S-S PERG At higher temporal frequencies, i.e.
above 10 rev/s (5Hz), the successive waveforms overlap and
a “steady-state” PERG is evoked. The waveform becomes
roughly sinusoidal, and Fourier analysis is required to deter-
mine the amplitude and temporal phase shift (relative to the
stimulus).

Basic technology

E
Recording electrodes Electrodes that contact the cornea or
nearby bulbar conjunctiva are recommended. This does not
include contact lens electrodes or any other electrodes that
degrade image quality on the retina. Thin conductive fibres,
foils and loops can usually be positioned without topical
anaesthesia. Those who perform the test should be aware of
possible causes of artifact. Electrode integrity should be
checked prior to insertion, to meet guidelines for each elec-
trode type. Note: Some instruments can cause patient harm
when impedance is measured in situ. Electrodes should be
carefully positioned to minimise instability (a major source
of artifact or interference).

• Fibre electrodes should be placed in the lower fornix.
Draping the electrode across the lower eyelashes at the
medial canthus, or taping it to the cheek, may help to sta-
bilise it.

• Foil electrodes should be positioned directly under the
centre of the pupil so that there is minimal or no movement
of the electrode when the patient blinks. This is best
achieved by having the foil curve over the lower eyelashes
without contacting them, and then tethering the lead to the
cheek. The junction of the electrode and lead should form
as straight a line as possible and the junction should not
touch the skin.

• Loop electrodes should be hooked into the lower fornix.
Loops should be folded so that the contact windows on oth-
erwise insulated wire are positioned on the bulbar conjunc-

F 20.4.1 Transient PERG. Parameters: check size 0.8°, field
size 15° ¥ 15°, contrast 98%, mean luminance 45cd/m2,
4.5 reversals/s.
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Frame rate Raster-based CRTs are typically used to present
the pattern stimuli. The frame rate of the CRT is a signifi-
cant stimulus parameter for PERUs, and a frequency of
75Hz or greater is recommended.

Background illumination The luminance of the background
beyond the checkerboard field is not critical when using the
suggested PERG technique as long as dim or ordinary room
lighting is used; ambient lighting should be the same for all
recordings. Care should be taken to keep bright lights out of
the subjects’ direct view.

Transient and steady-state recording As a “basic PERG” proto-
col, we recommend that laboratories record the transient
PERG as it allows separation of the P50 and N95 
components.

There are also situations in which the steady-state PERG
is useful; some laboratories favour it for glaucoma studies.
Since little extra time is required, laboratories should con-
sider recording it as well. Keep in mind, however, that the
proper interpretation of steady-state PERGs requires meas-
urement of amplitude and phase shift (relative to the stimu-
lus) of the second harmonic by Fourier analysis. A significant
first harmonic indicates technical problems. We do not rec-
ommend steady-state PERG recording without instrumen-
tation for such analysis, and we caution that steady-state
stimulation at reversal rates below our recommendation 
(16 rev/s) requires special equipment to modulate contrast 
sinusoidally.

Reversal rate For transient PERG we recommend 2–6 rever-
sals per second (1–3Hz); for steady-state PERG, we recom-
mend 16 reversals per second (8Hz).

Recalibration We advise regular stimulus recalibration3.

R E
Amplification systems AC-coupled amplifiers with a minimum
input impedance of 10MW are recommended. Amplification
systems should be electrically isolated from the patient
according to the current standards for safety of biologic
recording systems used clinically. We recommend that the fre-
quency response of bandpass amplifiers should include the
range from 1–100Hz, and that notch filters (that suppress
signals at the alternating current line frequency) not be used.

Some users may encounter severe electromagnetic inter-
ference that makes it difficult to obtain responses with these
filter recommendations. Ideally, such interference should be
eliminated by shielding or modifying equipment; rearrang-
ing the electrode leads may be of benefit.

Laboratories using stronger filtering or a notch filter must
recognise that their responses may not be comparable to
those from other laboratories, and should note in reports that
extra filtering was applied.

Averaging and signal analysis Because of the small amplitude
of the PERG, signal averaging is always necessary. For 
transient PERGs the analysis period (sweep time) should 
be 150ms or greater. A Fourier analysis program will be 
needed if steady-state PERGs are to be recorded, and the
analysis period must be a multiple of the stimulus interval
(e.g. 8).

Artifact rejection Computerised artifact rejection is essential,
and we recommend that this should be set at no higher than
100mV peak-to-peak, and preferable less. The amplifiers
must return to baseline rapidly following artifactual signals
to avoid inadvertent storage of non-physiological data.

Data display systems Display systems must have adequate 
resolution to represent accurately the characteristics of this
small amplitude signal. Optimal conditions allow for simul-
taneous display of input signal and average. In the absence
of a simultaneous display, the system should allow a rapid
alternation between input signal display and average display.
Thus the quality of the input signal can adequately be mon-
itored. Even with a computerised artifact rejection system, it
is important that the input signal be monitored for baseline
stability and the absence of amplifier blocking.

Clinical protocol

P   P
Positioning The patient should be positioned as comfortable
as possible and leaning against a head-rest.

Pupils The PERG should be recorded without dilatation of
the pupils, to preserve accommodation and thus retinal
image quality.

Fixation A fixation spot in the centre of the screen is essen-
tial. If there are any doubts about the quality of fixation in
an individual patient, an effective method is to give the
patient a pointer and have them point at the middle of the
screen throughout.

Excessive blinking during recording should be discour-
aged, pauses may be advantageous.

Refraction Because of the nature of the stimulus, PERG
examination should be performed with optimal visual acuity
at the testing distance. Patients should wear the appropriate
optical correction for the test distances.

Monocular and binocular recording Proper positioning of
recording and reference electrodes will permit either monoc-
ular or binocular recording of the PERG. Binocular record-
ing of the PERG is recommended for the “basic PERG”
because it is generally more stable, it reduces examination
time and it allows fixation by the better eye in cases of
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asymmetric visual loss. Monocular stimulation is required to
simultaneously record the PERG and the VEP.

Recording Typically, 150 responses should be averaged, and
more may be needed with a “noisy” subject. At least two full
recordings of each stimulus condition should be obtained to
confirm responses (i.e. one replication).

PERG R
Reporting It is recommended that all reports contain meas-
urements of P50 and N95 amplitude (see above), and P50
latency (the peak of N95 is often rather broad precluding
accurate latency measurement of this component). If steady-
state PERGs are performed, amplitude and phase shift of
the second harmonic should be reported. All reports should
also contain the stimulus parameters and the normal values
for the laboratory concerned. Whenever practical, reporting

of PERG results should include representative waveforms
with appropriate amplitude and time calibrations.

Clinical norms Each laboratory should establish normal
values for its own equipment and patient population. It
should be noted that there are PERG changes with age.
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Introduction

This document presents the current (2004) standard for 
the visual evoked potential (VEP). The VEP is an evoked
electrophysiological potential that can be extracted, using
signal averaging, from the electroencephalographic activity
recorded at the scalp. The VEP can provide important diag-
nostic information regarding the functional integrity of the
visual system.

The current standard presents basic responses elicited by
three commonly used stimulus conditions using a single,
midline recording channel with an occipital, active electrode.
Because chiasmal and retrochiasmal diseases may be missed
using a single channel, three channels using the midline and
two lateral active electrodes are suggested when one goes
beyond the standard and tests patients for chiasmal and
retrochiasmal dysfunction.

Pattern reversal is the preferred technique for most clini-
cal purposes. The results of pattern reversal stimuli are less
variable in waveform and timing than the results elicited by
other stimuli. The pattern onset/offset technique can be
useful in the detection of malingering and in patients with
nystagmus, and the flash VEP is particularly useful when
optical factors or poor cooperation make the use of pattern
stimulation inappropriate. The intent of this standard is that
at least one of these techniques should be included in every clin-
ical VEP recording session so that all laboratories will 
have a common core of information that can be shared or
compared.

Having stated this goal, we also recognize that VEPs may
be elicited by other stimuli, including moving, colored, spa-
tially localized, or rapidly changing stimuli. These stimuli
may be used to stimulate neural subsystems or to assist in
localizing visual field defects. VEPs may be recorded using
a full montage of electrodes covering all head regions to

enable source localization. In addition to the commonly used
technique of signal averaging, a variety of procedures in-
cluding kernel analysis and Fourier analysis may be used to
extract the VEP from background EEG activity. Some of
these specialized VEPs, not covered by the standard, are
listed in table 20.5.1. Equipment manufacturers are encour-
aged to produce equipment that can perform as many of
these specialized tests as possible. We particularly encourage
the ability to record a minimum of five channels.

It is clear that this standard does not incorporate the full
range of possibilities of VEP recording. However, in adopt-
ing the current standard for VEPs, the society, following a
principle established in earlier standards1–5, has selected a
subset of stimulus and recording conditions which provide
core clinical information and which can be performed by
most of the world’s clinical laboratories.

By limiting the standard conditions, the intention is that
the standard method and responses will be incorporated uni-
versally into VEP protocols along with more specialized tech-
niques (table 20.5.1) that a laboratory may chose to use. The
standard does not require that all stimuli should be used for
every investigation on every patient. In most circumstances
a single stimulus type will be appropriate. However, it is not
the purpose of the standards to impede research progress,
which might demonstrate that other tests are of equal or
greater usefulness. This standard will be reviewed periodi-
cally and revised as needed.

The organization of this report is as follows:

Basic Technology
1. Stimulus parameters

A. Pattern stimulus
i. Pattern reversal stimulus
ii. Pattern onset/offset stimulus

B. Flash stimulus
2. Electrodes

A. Electrode placement
3. Recording parameters

A. Amplification and averaging systems
B. Analysis time

20.5 Visual Evoked Potentials

Standard*

.  ,  ,  ,  ,  . , 
  ,  . ,   (     
   )

* This document was approved by the International Society for
Clinical Electrophysiology of Vision in Nagoya, Japan, on April 4,
2003.
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phery of the field. We recognize that some optical and 
electronic systems do not provide truly uniform fields and
may vary by up to 30%. We encourage those following the
standards to use systems that come as close to uniform as
possible. The surround of the stimulus should be homoge-
nously lit, with an average luminance equal to or below the
average stimulus luminance. Practically, this can be achieved
by subdued room lighting with no bright sources visible to
the subject.

The Michelson contrast ({[Lmax - Lmin]/[Lmax + Lmin]} ¥
100) should be at least 75%, where L = luminance, max =
maximum and min = minimum. The stimulus field size
should be expressed in degrees of visual angle, with an indi-
cation of field shape, i.e., rectangular field a deg ¥ b deg or
a circular field of c deg diameter or radius. The location of
the fixation point should also be defined in relation to this
field; i.e., in the center or d deg to the left or right of the
center. The fixation point should be positioned at the corner
of 4 checks when located at the center of the field.

Pattern reversal stimulus The pattern reversal stimulus consists
of black and white checks that change phase (i.e., black to
white and white to black) abruptly and repeatedly at a spec-
ified number of reversals per second. There must be no
overall change in the luminance of the screen. This requires
equal numbers of light and dark elements in the display.
Background luminance of screen and room should approx-
imate the mean for onset/offset of each check. The stimu-
lus should be defined in terms of the visual angle of each
check, the reversal frequency, the number of reversals, the
mean luminance the pattern contrast and the field size. For
standard responses, at least two pattern element sizes should
be used: 1deg and 15min per side checks. The visual field
diameter should exceed 15deg in its narrowest dimension.
Reversal rates between 1 and 3 reversals per second (i.e.,
0.5–1.5Hz) should be used to elicit the standard pattern
reversal response. The lower portion of this range is pre-
ferred. Stimulus rate should be reported in reversals per
second to avoid the potential confusion related to the
number of cycles (Hz) of a reversal stimulus being half of
the number of reversals per second.

Pattern onset/offset stimulus For pattern onset/offset a pattern
is abruptly exchanged with a diffuse background. The
pattern stimulus should be defined in terms of the visual
angle of each check. At least two pattern element sizes
should be used: checks of 1deg and 15min per side. The
visual field stimulated should exceed 15deg. The mean lumi-
nance of the diffuse blank screen and the patterned stimuli
must be the same so there is no change of luminance during
the transition from pattern to diffuse blank screen. This 
may be difficult to achieve. Background luminance should
have this same value. We recommend a standard of 100 to

Clinical Protocol
1. Preparation of the patient
2. Description of the three standard transient responses

A. Pattern reversal VEP
B. Pattern onset/offset VEP
C. Flash VEP

3. Pediatric VEP recording
4. Multi-channel recording for assessment of the central

visual pathways
5. VEP measurement and reporting

A. Normal values
B. VEP reporting
C. VEP interpretation

Basic technology

S P There are two major classes of VEP
stimulation, luminance and pattern. Luminance stimulation
is usually delivered as a uniform flash of light and pattern
stimulation may be either presented in a reversal or onset-
offset fashion. The reader may refer to the ISCEV Cali-
bration Guidelines4 for further information regarding the
measurement and definition of stimulus parameters.

Standard stimulus and recording conditions are described
below and are summarized in table 20.5.2.

P S The recommended patterned stimulus
is a black and white checkerboard. The stimulus should be
defined by the visual angle subtended by the side of a single
check. Visual angle is measured in degrees and minutes of
arc subtended at the eye. All checks should be square and
there should be an equal number of light and dark checks.
Measurement of the physical check size in inches or mil-
limeters should never be used to describe them.

Pattern stimulus luminance should be measured in can-
delas per meter squared (cd ·m-2). The luminance of the
white areas should be at least 80cd ·m-2. The mean lumi-
nance should be uniform between the center and the peri-

T 20.5.1
Some specialized types of VEP not covered by the ISCEV standard

• Steady state VEP
• Sweep VEP
• Motion VEP
• Chromatic (Color) VEP
• Binocular (dichoptic) VEP
• Stereo-elicited VEP
• Multi-channel VEP
• Hemi-field VEP
• Multifocal VEP
• Multi-frequency VEP
• LED Goggle VEP



T 20.5.2A
ISCEV standard for VEP assessment: Standard stimuli

Pattern
element size Luminance (cd ·m-2)

Field size Bright Contrast Presentation
(deg) Stimulus type Stimulation Checks (min) Background element Mean (%) rate

Pattern >15 Pattern reversal or Monocular 60, 15 Equal to mean >80 >40 >75% <1–3 reversals or
Stimulation— onset/offset for onset/offset £2 onsets per

Pre-chiasmal second

Flash >20 ISCEV standard Monocular — 15–30 — — — <1.5 flashes
Stimulation— luminance flash per second

Pre-chiasmal

T 20.5.2B
ISCEV standard for VEP assessment: Standard recording
Electrode montage

(International 10/20 channel system) Filters (-3dB)
Sweeps

Active Common reference Low freq. High freq. averaged
Pattern Stimulation— Oz Fz <1 >100 ≥64

Pre-chiasmal
Flash Stimulation— Oz Fz <1 >100 ≥64

Pre-chiasmal
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F 20.5.1 Electrode locations. Left, Location of active and
reference electrodes for standard responses. The active electrode is
located along the midline at Oz. The reference electrode is located
at location Fz. The subscript z indicates a midline position. Right,
The locations of the lateral active electrodes, O1, O2, PO7, and PO8

are indicated along with the midline active electrode location, Oz.

200ms pattern presentations separated by 400ms of diffuse
background. The duration of pattern presentations and
diffuse background in ms should always be indicated. The
data acquisition system should be set to trigger at the appear-
ance of the stimulus.

Flash stimulus The flash VEP should be elicited by a flash
that subtends a visual field of at least 20deg. The stimulus
should be presented in a dimly illuminated room. The
strength (time integrated luminance) of the flash stimulus
should be measured in photopic candelas seconds per meter
squared (cd · s ·m-2). The background on which the flash is
presented should be measured in candelas per meter squared
(cd ·m-2). The flash should have a stimulus strength of
1.5–3cd · s ·m-2 with a background of 15–30cd ·m-2 as
described in the ERG standards for the standard flash 
[2] and should be presented less than 1.5 times per second
(<1.5Hz).

E Standard silver-silver chloride or gold disc
surface electrodes are recommended for recording VEPs.
The electrodes should be fixed to the scalp and maintained
using procedures recommended by the manufacturer. The
electrode impedances should be below 5kW and equal to
reduce electrical interference.

Electrode placement The scalp electrodes should be placed rel-
ative to bony landmarks, in proportion to the size of the
head, according to the International 10/20 system6 (figure
20.5.1). The anterior/posterior midline measurements are
based on the distance between the nasion and the inion over
the vertex. The active electrode is placed on the scalp over
the visual cortex at Oz with the reference electrode at Fz.
Commonly used ground electrode positions include the fore-
head, vertex (Cz), mastoid, earlobe (A1 or A2) or linked 
earlobes.

Recording parameters The details of equipment calibration
are given in the ISCEV Calibration Guidelines5 and should
be adhered to. The Guidelines include details on the meas-
urement of electrode impedance as well as amplifier filter-
ing and gain.

Amplification and averaging systems Analogue high pass and
low pass filters [-3dB points] should be set at 1Hz or less
(corresponding to a time constant 0.16 s or more) and at 
100Hz or more, respectively. Analogue filter roll-off slopes
should not exceed 12dB per octave for low frequencies and
24dB per octave for the high frequencies. While other filter
settings may be required in particular circumstances, it must
be realized that all analogue filters produce an apparent
change in the timing or peak latency of the components of
the VEP particularly if low pass filters below 100Hz are

used. The use of notch or comb line frequency filters is not
recommended.

Amplification of the input signal by 20,000–50,000 times
is usually appropriate for recording the VEP. The input
impedance of the pre-amplifiers must be at least 100MW
and the common mode rejection ratio should ideally be in
excess of 120dB. The amplifiers must be electrically isolated
from the patient and international standards for safety of
biological recording systems in humans should be used (IEC-
601-1 type BF specification). The analogue signal should 
be digitized at a minimum sample rate of 500 samples per
second per channel with a minimum resolution of 12 bits.
Automatic artifact rejection based on signal amplitude
should be used to exclude signals exceeding ±50–100mV in
amplitude. The amplifiers must return to baseline rapidly
following artifactual signals.

The number of sweeps per average depends upon the
signal to noise ratio between the VEP and the background
noise. In most clinical settings, the minimum number of
sweeps per average should be 64. At least two averages should
be performed to verify the reproducibility of the findings. In
pediatric practice, particularly with infants, a smaller number
of sweeps per average may sometimes produce a clearer
response. The longer recording time required to increase
sample size introduces the possibility of increased variability
due to loss of attention and/or increased movement.
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Analysis time The analysis time (sweep duration) for all tran-
sient flash and pattern reversal VEPs should be at least 
250ms. If one analyzes both the pattern onset and offset
responses elicited by onset-offset stimuli, the analysis time
(sweep duration) must be extended to at least 500ms.

Clinical protocol

P   P Pattern stimuli for VEPs
should be presented when the pupils of the eyes are unal-
tered by mydriatic or miotic drugs. Pupils need not be dilated
for the flash VEP.

Extreme pupil sizes and any anisocoria should be noted.
For pattern stimulation, the visual acuity of the patient
should be recorded and the patient should be optimally
refracted for the viewing distance of the screen. Monocular
stimulation should be performed. This may not be practical
in infants or some other special populations, when binocu-
lar stimulation may be used to assess whether any afferent
signals are reaching primary visual cortex. When a flash
stimulus is used with monocular stimulation, care should be
taken to ensure that no light enters the unstimulated eye.
Usually this requires a light-tight opaque patch to be placed
over the unstimulated eye. Care must be taken to have the
patient in a comfortable, well supported position to minimize
muscle and other artifacts.

The pattern onset/offset response shows a greater inter-
subject variability than the pattern reversal VEP but shows
less sensitivity to confounding factors such as poor fixation
or eye movements. It is difficult to deliberately defocus a
transient pattern onset/offset stimulus. Therefore, it is an
effective stimulus for detection or confirmation of malin-
gering or evaluation of patients with nystagmus.

D   T S T R
The waveform of the VEP depends upon the temporal fre-

quency of the stimulus. At rapid rates of stimulation, the
waveform becomes approximately sinusoidal and is termed
steady-state. At low temporal frequencies, the waveform 
consists of a number of discrete deflections and is termed a
transient VEP. Only transient VEPs form a part of this 
standard.

VEP peak latency, amplitude, and waveform are age-
dependent. The description of standard responses below
reflects the typical response of an adult aged 18–60 years of
age. VEP peak latency refers to the time from stimulus onset
to the maximum positive or negative deflection or excursion;
thus, the term VEP peak latency corresponds to the term
implicit time used to describe the time from the stimulus to
the maximum deflection of electroretinograms. VEP peak
latency may also be referred to as “time to peak” or peak
time.

Pattern reversal VEP The pattern reversal VEP has relatively
low variability of waveform and peak latency both within 
a subject and over the normal population. Therefore, it is
the preferred procedure in most circumstances. For pattern
reversal, the VEP consists of N75, P100 and N135 peaks.
The nomenclature consists of designating peaks as negative
and positive followed by the typical mean peak latency
(figure 20.5.2). It is recommended to measure the amplitude
of P100 from the preceding N75 peak. The peak latency 
of P100 shows relatively little variation between subjects,
minimal within-subject interocular difference, and minimal
variation with repeated measurements over time. P100 peak
latency is affected by non-pathophysiologic parameters such
as pattern size, pattern contrast, pattern mean luminance,
refractive error, poor fixation and miosis.

Pattern onset/offset VEP The onset/offset VEP is more vari-
able in appearance than the pattern reversal VEP. The
response to pattern onset/offset stimulation typically consists

F 20.5.2 A normal pattern reversal VEP.
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of three main peaks in adults; C1 (positive approximately 
75ms), C2 (negative approximately 125ms) and C3 (positive,
approximately 150ms) (figure 20.5.3). Amplitudes are meas-
ured from the preceding negative peak.

Flash VEP Flash VEPs are much more variable across 
subjects than pattern responses but show little interocular
asymmetry. They may be useful in patients who are unable
or unwilling to cooperate for pattern VEPs, and when
optical factors such as media opacities prevent the valid use
of pattern stimuli.

The visual evoked potential to flash stimulation consists 
of a series of negative and positive waves. The earliest
detectable response has a peak latency of approximately 
30ms post-stimulus and components are recordable with
peak latencies of up to 300ms. Peaks are designated as 
negative and positive in a numerical sequence (figure 20.5.4).
This nomenclature is recommended to automatically differ-
entiate the flash VEP from the pattern reversal VEP. For the
flash VEP, the most robust components are the N2 and P2
peaks. Measurements of P2 amplitude should be made from
the positive P2 peak at around 120ms to the preceding N2
negative peak at around 90ms.

P VEP R Modifications to VEP record-
ing methods and testing strategies may be required to opti-
mize results in infants, young children or people with
disabilities. In principle, the stimulation and recording
methods recommended in the ISCEV standard can be
applied to all populations. However, in these special popu-
lations modifications to VEP recording methods and testing
strategies may be required to optimize the quality and per-
tinence of the result to diagnosis and visual assessment to
the clinical question.

All VEPs in children should be compared with appropri-
ate age related normal values. When recording the VEP in
infants the sweep duration should be increased due to the
increased peak latency in this population. By six months of
age the peak latency of the main positive peak of the pattern
reversal VEP for larger checks (>30’) is usually within 10%
of adult values.

VEPs should be recorded when the infant or child is in an
attentive behavioral state. Direct interaction with the child
can help maintain attention and fixation, and two testers are
beneficial; one to work with the child and the other to control
data acquisition. Data quality and reliability will be improved
if a recording trial can be paused or interrupted when fixa-
tion wanders and then resumed as the child resumes adequate
cooperation. To facilitate compliance, an infant may view the
stimulus while lying across a lap, or held over the shoulder.
The order of stimulus presentation also should be flexible and
selected to ensure that responses most critical to the diagnos-
tic question are obtained within an individual child’s 
attention span. Binocular pattern stimulation, which facili-
tates attention and fixation, may be useful to evaluate overall
visual function. Monocular testing to at least one stimulus is
desirable to assess the function of each eye. It is particularly
important to obtain replicate responses from children to
assure that the response measured is a reliable signal and not
an artifact. As for adults, additional channels of recording
may be important for diagnosis of chiasmal and post-
chiasmal dysfunction. When pattern VEPs cannot be reliably
recorded, flash testing which is less dependent upon co-
operation can usually be achieved. Pattern reversal VEPs
recorded from patients with nystagmus or unstable fixation
should be interpreted with caution. Pattern onset/offset
stimuli can be helpful in gaining attention of children and are
usually more robust in cases of nystagmus, but the waveform

F 20.5.3 A normal pattern onset/offset VEP. Note that with a 300ms sweep only the pattern onset response is recorded.
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components change with age. Reports should note the degree
of cooperation and arousal of the child.

M-C R  A  
C V P Multi-channel recording is not
covered by the standard. However, intracranial visual
pathway dysfunction may require multi-channel recording
for accurate diagnosis. With dysfunction at or posterior to
the optic chiasm, or in the presence of chiasmal misrouting
(as seen in ocular albinism), there is an asymmetrical distri-
bution of the VEP over the posterior scalp. Chiasmal dys-
function gives a “crossed” asymmetry whereby the findings
obtained on stimulation of one eye show an asymmetrical
distribution that is reversed when the other eye is stimulated.
Retrochiasmal dysfunction gives an “uncrossed” asymmetry
such that the findings obtained on stimulation of each eye
show an asymmetrical distribution across the hemispheres
that is similar when either eye is stimulated. We suggest that
for pattern reversal stimulation the stimulus should consist
of high contrast black and white checks of 60’ in a field of
30deg (full-field). A minimum of two channels is needed for
detection of lateral asymmetries. We suggest the use of three
active electrodes, two lateral electrodes placed at O1 and O2,
and a third midline active electrode at Oz. All three active
electrodes should be referenced to Fz. This three channel
montage provides the preferred montage for simultaneous
detection of prechiasmal and central pathway dysfunction.
Additional electrodes placed at PO7 and PO8, also referred
to Fz, may increase sensitivity to lateral asymmetries in some
cases. The position of the lateral electrodes is illustrated in
figure 20.V.1B. For all stimulus conditions, normative data
should include amplitude and peak latency comparisons
between homologous left and right occipital channels.
Particular caution is needed when interpreting the multi-

channel pattern reversal VEP due to the phenomenon of
paradoxical lateralization. This phenomenon, in which the
response recorded at a lateral head position is generated by
activity in the contralateral hemisphere of the brain, occurs
with a large field, large check reversal stimulus and common
reference recording to Fz.

VEP M  R Standardization of
VEP measurement and reporting is critical to the goal of
having comparable data worldwide.

Normal values Even though standardization should ensure
similar responses across laboratories, each laboratory must
establish its own normative values using its own stimulus and
recording parameters. The construction of a normal sample
for laboratory norms should include the factors of age,
gender, and interocular asymmetry. Adult normative data
cannot be generalized to pediatric or elderly populations.
Interocular amplitude and peak latency analysis increases
the sensitivity of the VEP to monocular diseases. We 
recommend that laboratory norms make use of descriptive
statistics that do not assume a normal distribution, but are
based on the calculation of the median and percentiles from
the observed sample distribution. We recommend the 95%
reference interval as the minimum limit of normal (i.e., the
range from 2.5% to 97.5%).

VEP reporting A minimum of two recordings of each VEP
condition should be acquired, measured and displayed.
Reports of the standardized conditions should specify the
stimulus parameter; the field size of the stimulus, the
strength (time integrated luminance) of the flash or mean
luminance of the pattern, the pattern element size and con-
trast of pattern stimuli, the frequency of stimulation, the eye
tested and the recording parameters; the filter settings and

F 20.5.4 A normal flash VEP.
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the locations of the positive (i.e., active) and negative (i.e.,
reference) and indifferent (i.e., ground) electrodes.

Traces should have a clear indication of polarity, time in
milliseconds, and amplitude in microvolts. We recommend
that VEP traces be presented as positive upwards. All VEP
reports, even for non-standard responses (whether for local
records or publications) should include normative values and
the limits of normal.

The report should indicate whether the recordings meet this
international standard. We recommend that the numerical
measurements of obtained peak latency and amplitude be
reported along with the normal values and the limits of normal.

VEP interpretation VEP abnormalities are not specific and
can occur in a wide variety of ophthalmological and neuro-
logical problems. The interpretation should include state-
ments about the normality and abnormality of the result in
relation to normative data as well as comparison between the
eyes or with previous records. The type of abnormality in the
response should be described and this should be related to 
the clinical picture and other visual electrodiagnostic results.
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Introduction

Full-field electroretinography (ERG) is a standard clinical
test for evaluating the function of the retina as a whole [1].
Multifocal electroretinography (mfERG)† is a new technique
that allows analysis of local retinal function. While the 
technology of these recordings and the knowledge about the
physiology of these responses are evolving, there is sufficient
experience to propose basic guidelines for the usage of
this procedure. The intention of this document, is not to
mandate a “standard” of care or to fix a particular test 
protocol. Rather, the intention is to offer guidelines for
recording the mfERG that will aid in obtaining stable 
and interpretable records, while minimizing artifacts. These
guidelines should be especially helpful for those new to this
technique, while informing the experienced user about 
procedures that colleagues find effective. However, we
emphasize that these are guidelines and not standards. More
research is needed on the applications and technology of this
new technique before many aspects of these guidelines 
can be resolved. We anticipate that exploration of different
recording protocols and their interpretation will continue,
but users who are not specifically studying alternative tech-
niques are encouraged to follow the guidelines as current
“best practice”. These guidelines will be re-examined in 4
years, consistent with all ISCEV practice recommendations,

to make revisions as necessary and consider whether an
ISCEV Standard for the mfERG should be established.

Description of multifocal electroretinography

The mfERG is a technique for assessing the local ERG from
different regions of the posterior retina. Electrical responses
from the eye are recorded with a corneal electrode just as in
conventional ERG recording, but the special nature of the
stimulus and analysis produce a topographic map of ERG
responses. For the routine mfERG, the retina is stimulated
with a computer monitor or other device that generates a
pattern of elements (typically hexagons), each of which has
a 50% chance of being illuminated every time the frame
changes (figure 20.6.1). The pattern seems to flicker ran-
domly, but each element follows a fixed, predetermined
sequence (presently an “m sequence”) so that the overall
luminance of the screen over time is relatively stable (equi-
luminant). By correlating the continuous ERG signal with
the on or off phases of each stimulus element, the focal ERG
signal associated with each element is calculated. Data can
be displayed in various ways such as a topographic array or
a three-dimensional plot. Interactions between responses as
a result of adaptation or non-linear response properties can
also be analyzed. Different stimulus patterns and flicker
sequences can be used for specialized applications.

It is important to keep in mind that the tracings of the
mfERG are not “responses” in the sense of direct electrical
responses from a local region of retina. The mfERG wave-
forms are a mathematical extraction of signals that corre-
late with the time that one portion of the stimulus screen is
illuminated. Thus, mfERG signals may be influenced by
adaptation effects (from preceding stimuli) and by the effects
of scattered light on other fundus areas.

20.6 Guidelines for Basic 

Multifocal 

Electroretinography 

(mfERG)

 . ,*  . ,  ,  ,  . ,  
 * (        )

* Dr. Marmor was Chair of the mfERG Committee and is Direc-
tor of Standards for ISCEV. Dr. Miyake is President of ISCEV.
† Multifocal electroretinography has been abbreviated in various
ways in the literature, including mfERG, MERG, and MFERG.
Since MERG causes confusion with other procedures in some lan-
guages, we recommend mfERG as most universally distinct and
recognizable abbreviation.
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body of knowledge is still incomplete, and it would be 
premature to assume any simple correlation between the
mfERG waveform and particular classes of retinal cells.

Basic technology

E
Recording electrodes Electrodes that contact the cornea or
nearby bulbar conjunctiva are strongly recommended for
mfERG recording just as for the full-field ERG. The same
recommendations as in the ERG Standard suffice, with the
proviso that the optical opening or corneal lens must be clear
to allow good visual acuity and refraction.

Reference and ground electrodes Proper application of suitably
conductive electrodes is essential for stable mfERG record-
ing. Follow the recommendations in the ISCEV full-field
ERG and/or PERG Standards.1,2

Electrode characteristics, stability and cleaning Follow the recom-
mendations in the ISCEV full-field ERG and/or pattern
ERG (PERG) Standards.1,2

S
Stimulus source The stimulus is generally delivered by a
cathode ray tube (CRT), i.e. a monitor. Other devices are
also used such as LCD projectors, LED arrays and scanning
laser ophthalmoscopes. These alternative modes of stimula-
tion may produce different waveforms and will not be 
discussed in these guidelines, but many of the principles of
stimulation outlined below would apply to them as well.

Screen properties
Frame frequency. A CRT frame frequency of 75Hz, has

been used most widely. Users should be aware that use of a
different frequency requires adjustment of the stimulus pro-
tocol and may alter the recorded signals. The frame fre-
quency should never be line current frequency (50 or 60Hz)
which may cause interference artifacts.

Luminance. The luminance of the stimulus elements on
the CRT screen should be 100–200cd/m2 in the lighted state
and <1cd/m2 in the dark state. This means that the mean
screen luminance during testing will be 50–100cd/m2.

Calibration. The luminance of dark and lighted stimulus
elements should be measured with an appropriate calibrator
or spot meter. Many monitor screens are not of uniform
brightness over the entire screen, and variations of up 
to 15% are considered acceptable. If greater variation is
present, stimulus size may need to be adjusted to insure
equivalent effects in different regions of the retina. Tech-
niques for calibrating stimulus and recording parameters are

W
Nomenclature of peaks The typical waveform of the primary
mfERG response (also called the first order response or first
order kernel K1) is a biphasic wave with an initial negative
deflection followed by a positive peak (figure 20.6.2). There
may be a second negative deflection after the peak. The pre-
ferred designation is to label these three peaks respectively
N1, P1 and N2. There is some homology between this wave-
form and the conventional ERG, but they are probably not
identical (see below). Thus the designations “a wave” and “b
wave” are not recommended.

Cellular origin Studies in humans have shown that the N1
response includes cellular contributions from the same com-
ponents as the a-wave of the full-field cone ERG, and the
P1 response includes contributions from the components 
of the cone b-wave and oscillatory potentials. However, this

F 20.6.1 Representative hexagonal mfERG stimulus array
with 103 elements, of which roughly half are illuminated at any
one time.

F 20.6.2 Diagram of an mfERG response to show designa-
tion of the major waveforms, and the recommended method for
measuring amplitude and implicit time (time-to-peak).
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described in the ISCEV Guidelines for calibration.3 We urge
manufacturers of mfERG equipment to provide instruction
for calibration of their devices.

Stimulus parameters
Stimulus pattern. The default hexagonal stimulus pattern

was designed to compensate for local differences in signal
density (and cone density) across the retina. Thus, the central
hexagons are smaller than the more peripheral ones.
Different patterns (e.g., equal size hexagons) can be gener-
ated and may be useful in special cases such as patients 
with eccentric fixation or when using specialized flicker
sequences. However, these guidelines cover only the default
stimulus pattern.

Flicker sequence. Commercial mfERG instruments use an
m-sequence to control the order of flicker of the stimulus
elements (between light and dark). This sequence is recom-
mended for routine testing. Different sequences, or the inclu-
sion of global light or dark frames, are possible for
specialized applications, but will not be considered here.

Stimulus size. The overall stimulus pattern should
subtend a visual angle of 20–30 degrees on either side of fix-
ation. The stimulus region can be divided into different
numbers of hexagons, and the choice depends on balancing
the need for spatial resolution, signal-to-noise ratio, length
of recording, etc. (see discussion under Clinical Protocol).
The standard patterns in most frequent use at present incor-
porate 61, 103 or 241 stimulus elements.

Contrast and background. Contrast between the lighted and
darkened stimulus elements should be 90% or greater. The
background region of the CRT (beyond the area of stimu-
lus hexagons) should have a luminance equal to the mean
luminance of the stimulus array.

Fixation targets. Stable fixation is essential to obtain reli-
able mfERG recordings. Central fixation dots or crosses are
available with most stimulus programs. They should cover
as little as possible of the central stimulus element to avoid
diminishing the response (but may need enlargement for low
vision patients).

R E
Amplifiers and filters Amplifiers should be alternating current
(AC) coupled and should be capable of gain and filter adjust-
ment. A gain of 100,000 or 200,000 is most widely used; the
gain should produce recognizable signals without saturating
the amplifiers. The bandpass filter removes extraneous elec-
trical noise while preserving waveforms of interest. For
general use, a filter range of 3–300Hz or 10–300Hz is most
suitable. Users should be aware that filter settings may influ-

ence waveforms that contain components near the ends of
the frequency range. The filter settings should be the same
for all subjects studied by a given laboratory so that the wave-
forms are comparable. Line-frequency notch filters should
be avoided. A masking cone (provided by some manufac-
turers) may reduce electrical interference.

Signal analysis
Artifact rejection. Because blinks and other movements can

distort the recorded waveforms, there are “artifact rejection”
programs to eliminate some of the obvious peaks or drifts
from being added to the cumulative recording. Artifact rejec-
tion is often used to “clean up” a record, but should not in
general be applied multiple times.

Averaging with neighbors. In order to smooth out waveforms
and reduce noise, commercial programs can average the
response from each stimulus element with a percentage of
the signal from each of the adjacent elements. This can be
useful with noisy records, but will blur the margins of small
or critical regions of dysfunction. Thus, it should be used
with care. With the VERIS system the percentage of neigh-
boring responses to be averaged can be adjusted. A setting
of 16% means that 50% of each trace comes from adjoin-
ing stimulus elements, and we advise using no more than
16% so that no more than 50% of each trace comes from
adjoining areas. The Roland system digitally smoothes the
stored data, and should be used with similar caution.

Display options
Trace arrays. All commercial programs can produce an

array of the mfERG traces from different regions of the
retina (figure 20.6.3). This is the basic mfERG display and
should be a part of all standard display protocols. It is useful
for observing areas of variation and abnormality.

Group averages. Analysis programs can average together
the responses from any designated number of traces. This
can be helpful for comparing quadrants, hemiretinal areas,
or successive rings from center to periphery. The latter can
be useful for patients who have disease that is radially sym-
metric or diffuse. Responses from stimulus elements relating
to a local area of interest can also be averaged together for
comparison with a similar area in normals.

Topographic (3-D) response density plots. These plots show
the overall signal strength per unit area of retina (combin-
ing N and P components) in a 3-dimensional figure. This is
sometimes useful as an overview or demonstration of certain
types of pathology, but there are major dangers which need
to be understood. These 3-D plots typically incorporate both
negative and positive deflections, so waveform information
is lost and irrelevant components (noise) can be enhanced
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(see Appendix: Artifact Recognition examples for electrical
noise and weak signals). The generation of 3-D plots usually
involves interpolation of the responses to create the appear-
ance of a continuous surface, and as a result spatial resolu-
tion may be modified. Finally, the appearance of the 3D plot
from a given recording is dependent on whether the scaling
templates were derived using averaged data from the subject
or from controls, and on the duration of the displayed wave-
forms. A comparison of scalar plots between patients can be
misleading unless the parameters and reference data are
consistent for all subjects. We recommend that 3-D plots not
be used by themselves to display mfERG data; they should
always be accompanied by a corresponding trace array.

Kernels. This document is aimed at the general mfERG user
and only describes the measurement of the first order kernel.

Clinical protocol

P P
Pupils The pupils should be fully dilated.

Electrodes These must be carefully applied according to
instructions in the full-field ERG or PERG Standards.1,2 Poor
or unstable electrode contact is a major cause of poor quality
records.

Patient positioning Subjects should sit comfortably in front of
the screen or instrument. The viewing distance will vary with
screen size, in order to control the area (visual angle) of
retina being stimulated. See the ISCEV Guidelines for cali-
bration3 for instructions on measuring visual angle and
viewing distance.

F 20.6.3 Sample mfERG trace arrays with 61 elements and 103 elements.
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Fixation monitoring Since good fixation is essential, fixation
should be monitored in some fashion, either by direct obser-
vation of the patient or by the use of monitoring instru-
mentation available on some units.

Refraction Manufacturers currently recommend refraction
for optimal acuity. Lenses are typically placed in a holder
positioned in front of the eye. Because lenses alter the rela-
tive magnification of the stimulus, the viewing distance must
be adjusted to compensate, in accordance with the scale or
guidelines provided by the manufacturer. Also care must be
taken to avoid inducing a ring scotoma with a plus lens.
There is some controversy about whether acuity is critical 
to the mfERG, at least within a range of ±6D from
emmetropia, so that some experts deem refraction unneces-
sary within these limits. It is not clear whether these data
from normal eyes apply to all pathologic eyes since a small
retinal lesion might be less defined in the mfERG if the 
stimulus cell boundaries were badly blurred.

Monocular vs. binocular recording Either monocular or binocu-
lar recording is possible, but it is incumbent on those who
record binocularly to be sure that signals are not altered by
decentration of either eye or by asymmetric effects from the
refractive or recording lenses.

A
Pre-adaptation (before test) Subjects should be in ordinary
room light for 15min before testing, assuming no prior 
exposure to bright sun or fundus photography. Longer 
adaptation may be needed after such exposure. A previous
full-field ERG with photopic recordings is acceptable as long
as the exposure (especially flicker) was not unusually 
prolonged.

Room illumination Room lights should be on, and ideally
produce illumination at the subject close to that of the stimu-
lus screen. A masking cone (provided by some manufactur-
ers) can decrease stray light.

R S
Stimulus

Size. 20–30 degrees of visual angle on either side of
fixation.

Number of elements. Most often 61 or 103 for routine use;
241 elements for more critical localization.

Duration of recording. Total time is typically about 4min
for 61 elements, or 8min for 103 elements (although these
times might be adjusted by experienced labs according to
clinical needs). The overall recording time is divided into
shorter segments (e.g. 15–30 s) so that subjects can rest
between runs if necessary—and also so that a poor record

(from noise, movement or other artifacts) can be discarded
and run again without losing prior data. These recording
times may be lengthened according to the stability of the
patient and the amount of electrical interference (noise).

Choices The choice of stimulus array and recording time is
a trade-off between the stability of recording and the topo-
graphic resolution of the data. Large stimulus elements (e.g.
61) give signals with less noise, but are less sensitive to small
areas of retinal dysfunction. Smaller stimulus elements (e.g.
103) will show more accurately the outline of dysfunctional
areas, but require longer recording time to obtain an accept-
able signal to noise ratio. Large elements with a short record-
ing time are easier for patients and suitable for a general
overview of macular function. Very small elements (such as
a 241 hexagon array) may sometimes be needed for disease
with small or irregular effects within the macula, or for accu-
rate tracking of functional defects. To account for trial-to-
trial variability, repeat recording is recommended to confirm
small or subtle abnormalities.

D R
Mode of display

Trace arrays. It is essential to show the trace array when
reporting on the mfERG (see figure 20.6.3). These arrays not
only show topographic variations, but also demonstrate the
quality of the records, which is important in judging the
validity of any suspected variations from normal.

Group averages. Arranging responses by groups can be a
useful way to summarize the data. Concentric rings of
traces, from the center outward, are most commonly used.
Regions with fundus pathology can be averaged together if
desired.

Three-dimensional scalar plots. These are optional, and
should be used with caution (see discussion above). Scalar
plots should never be used as the sole method of display.

Measurements
Calibration marks. Must accompany all traces or graphs.

It is also important for each laboratory to establish the
typical range of values for the various modes of display, so
that most data from the laboratory can be plotted at the
same scale to facilitate comparisons among patients.

Responses. The N1 response amplitude is measured 
from the starting baseline to the base of the N1 trough;
the P1 response amplitude is measured from the N1 trough
to the P1 peak (see figure 20.6.2). The peak latencies (im-
plicit times) of N1 and P1 are measured from the 
stimulus onset. Measurements of group averages should 
routinely include the N1 and P1 amplitudes and peak 
latencies.
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F 20.6.4 Electrical noise. The trace array shows predomi-
nately 60Hz signals, which vary in amplitude from hexagon to
hexagon because the computer correlations are randomly in or out

of phase. The topographic (3-D) density plot shows a misleading
tall central peak which represents noise entirely, but which might be
mistaken for a foveal signal if the trace array was not also displayed.

Color scales. Optional.

Normal values Each laboratory needs to develop normative
data, since variations in recording equipment and parame-
ters makes the use of data from other sources inappropriate.
Since electrophysiologic data do not necessarily follow a
normal distribution about a mean, laboratories should
report the median value rather than the mean, and deter-
mine 5 and 95% values as boundaries of normality. The
mfERG, like the full-field ERG, diminishes somewhat with
age and shows lower values in myopic eyes. While these

effects are generally not large they can be relevant in some
patients.

Reporting of artifacts and their resolution Reports should indi-
cate explicitly any artifact reduction procedures or post-
processing maneuvers used to prepare the data. This should
include the type and number or artifact rejection steps, the
averaging of results with neighbors (noting the extent and
number of iterations), and any other smoothing or averag-
ing procedures. Any unusual causes of artifact should be
noted.



F 20.6.5 Eccentric fixation. The subject fixated at the +
instead of the center. As a result, the calculated response magni-

tudes are altered, and there is a false appearance of central retinal
dysfunction.

F 20.6.6 Shadowing error. The subject’s view was obscured
on one side by the edge of a refracting lens. As a result, both the

trace array and 3-D plot show a false reduction in amplitude on
one side.
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F 20.6.7 Weak signals and erroneous central peak. This
patient with cone dystrophy had minimal mfERG responses, as
evident from the trace array. However, the 3-D plot shows an arti-

factual central peak that is generated by background noise (similar
to the example in figure 20.6.4) and does not represent a physio-
logic signal.

 This document was approved by ISCEV in
Montréal-Mont Orford, Canada, on June 21, 2001.

Appendix: Artifact recognition

There are a number of artifacts that can complicate the
recording or interpretation of the mfERG. We list and illus-
trate some of the more common below, along with brief sug-
gestions for avoidance or correction.

C T  A
Electrical noise ( figure 20.6.4 ) Poor electrode contacts, poor
grounding or ambient sources can cause line current (50/
60Hz) interference that alters the physiologic patterns of
responses. Noise is usually evident in trace arrays but may
produce topographic (3-D) plots that appear to be physio-

logic even when there is no retinal response. For this reason,
3-D plots are not recommended as the sole or primary
means of mfERG display. Solution: Better electrode contact,
grounding or shielding.

Movement errors Inconsistent fixation and random eye move-
ments can produce irregular signals with spikes, saturation
of the amplifiers, and aberrant drifting or fluctuations in the
waveforms. Milder degrees of eye movement, or unsteady
fixation, cause smearing of the responses between different
loci, and thus reduced resolution of small lesions. If the blind
spot is not visible in a recording, this may be a clue to poor
fixation. Solution: Observe the amount of noise during the
recording. Contaminated runs or segments should be dis-
carded and re-recorded. Improve fixation monitoring and
fixation control.



  .:      317

Averaging and smoothing artifacts Excessive averaging or smooth-
ing of signals can artifactually reduce spatial resolution.Severely
smoothed records may not reveal small lesions, or show sharp
lesion borders. Solution: Avoid unnecessary smoothing, and
avoid excessive averaging with neighboring responses.

Blind spot It is not an artifact that the blind spot is less
sharply defined in the mfERG than one might expect. The
optic nerve may not completely cover any one stimulus
patch, so that some response is always obtained. Also, it has
been hypothesized that because the nerve head reflects light
more than other areas of retina, there is a response to this
scatter from other parts of the retina (which is attributed in
mfERG plots to the blind spot).
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Eccentric fixation (figure 20.6.5) This can cause trace arrays
and topographic scalar plots that are depressed centrally, or
show a “sloping” appearance with low signals on one side
and high on the other. Solution: Check fixation, or use a
special low vision target.

Orientation/shadowing errors (figure 20.6.6) These appear
when a subject is poorly centered or there is shadowing from
the edge of either the refraction lens or the recording contact
lens. The trace arrays and topographic plots show depres-
sion in one part of the array and sometimes elevation on the
opposite side. These errors must be distinguished from pat-
terns of disease, and from the small normal nasal-temporal
variation. Solution: Center the lenses and subject, and
monitor eye position.

Erroneous central peak (Weak signal artifact) (figure 20.6.7) Arti-
factually large “responses” can appear in the center of ring
averages if there is an aberrant or spurious signal that would
be averaged out in more peripheral areas. Scalar topographic
plots often show an artifactual central peak, even when signals
are weak, because they record the strength of noise as well as
physiologic signals. The effects of noise are smoothed out in
peripheral areas, but become amplified in the center where
the overall amplitude of noise is divided by a small area. Solu-
tion: Look at the trace array to determine whether any rec-
ognizable waveform is present in areas of interest.
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C  electrophysiology provides us with
a range of tools to assess the visual pathway. The basic clin-
ical test procedures are now well established, and the Inter-
national Society for Clinical Electrophysiology of Vision
(ISCEV) produces standards to ensure the quality control of
acquisition and interpretation of the various clinical proce-
dures. Although these base procedures are well established,
they continue to contribute new information to our under-
standing of human visual processing and the effects of a
wide range of clinical conditions on visual function.

In the last decade, multifocal electrophysiology has been
a significant addition to the range of electrodiagnostic pro-
cedures. The technique adds a spatial dimension to electro-
physiology and provides a new tool to investigate the
nonlinear processing mechanisms of human vision. The
basic details of multifocal stimulation can be found in
Sutter’s original papers.57,61

A thorough understanding of multifocal electrophysiology
requires an extensive knowledge of mathematics and the
engineering principles of signal detection theory. However,
this detailed knowledge is not necessary for the clinical elec-
trophysiologist who wants to use the technique for vision
research or clinical investigation. The purpose of this
chapter is to illustrate, for those who are familiar with con-
ventional electrophysiology, the differences that the multifo-
cal technique brings and provide pointers to those who may
wish to explore the mathematical or engineering back-
ground in more detail. The chapter aims to give an overview
of the elements of a multifocal system, describe the signal
waveforms and their interpretation, explore clinical applica-
tions, and provide indications for future multifocal research.

The hardware

As with conventional electrophysiology systems, a number of
commercial systems are now available for multifocal elec-
trophysiology. In fact, there is little difference in the hard-
ware required for multifocal electrophysiology compared to
conventional systems. A multifocal system consists of the
same components, and a schematic diagram is shown in
figure 21.1.

The hardware must be capable of delivering the multifo-
cal stimulus at the desired stimulus presentation time (frame
rate) and to synchronize the onset of each frame with the

acquisition of the analog data recovered from the subject.
The most common method of delivering the multifocal stim-
ulus is the cathode-ray tube (CRT) device, but other options
such as a liquid crystal display (LCD) projection system, a
scanning laser ophthalmoscope, or light-emitting diode
(LED) devices are alternative methods of delivering the stim-
ulus. The electrodes are the same as conventional electro-
physiology with reports of gold foil, H-K loop, contact 
lens, and DTL-fiber electrodes used for multifocal elec-
troretinograms (ERGs).23,41 Most modern computer systems
with an appropriate signal-processing card can acquire, dig-
itize, and store in memory the raw data from a multifocal
investigation. The standard method of delivering the stimu-
lus is the CRT device, which runs at a frame rate of 75Hz.
The data acquisition card must be able to sample the data
at a rate of at least 1kHz, and a resolution of 12 bits or more
is required. Advances in computer technology now allow 
the data to be acquired, processed, and displayed in real
time.45,47

The software

The main difference between conventional and multifocal
electrophysiology lies with the software. Standard electro-
physiology usually relies on temporal serial signal averaging
if transient responses are being recovered and on Fourier
analysis if steady-state potentials are being recovered.

The multifocal ERG recovers transient evoked potentials
but makes use of a different method of stimulation. A special
group of pseudo-random binary sequences (PRBS) known
as m-sequences are used. The stimuli do not have to be
binary; quarternary or higher-order stimuli are possible but
are less practical for multifocal ERG. Other sequences, such
as random sequences generated by computerized random
number generators, will have poor orthogonality properties.
(Multiple sequences are termed orthogonal if they are math-
ematically independent of one another.) Possible sequences
to consider would be Gold sequences or deBrujn sequences,
which, although better than random sequences, do not have
the same autocorrelation properties of m-sequences. Further
details on sequence properties can be found in Klein29 or
Ireland.22 Readers wishing to explore the mathematics of
kernel analysis are directed to the work of Marmarelis 
and Marmarelis,37 Volterra,63 and Wiener.65 Details on the
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mathematics and properties of m-sequences can be found in
MacWilliams and Sloane,36 Kruth,33 or Davies.4 Further
details on the mathematics as applied directly to multifocal
ERG are given in Sutter’s original papers,57,61 and a more
intuitive approach is given in more recent publications by
Sutter.58,59

The first application of m-sequences in electrophysiology
was performed in 1975 by Fricker and Sanders,9 who 
showed that the sequences could be used for global ERG
measurements.

The properties of nonlinear ERG signals evoked by the
sequences was further explored by Larkin in 197934 and
described as a method of producing random VECP meas-
urements by Collins in 1993.3 The key breakthrough, using
the sequences to stimulate many areas simultaneously by
exploiting the properties of the sequences, was developed
and first described by Sutter in 1992.61 Other commercial
systems have now become available. However, the power of
the systems is compromised if alternative sequences to long
m-sequences are used. These sequences should be carefully
tested, as poorer autocorrelation properties can lead to com-
promises that affect the orthogonality of the sequences. Even
long m-sequences themselves are prone to kernel overlap or
cross-contamination. In fact, it is not possible to avoid this
problem, but by careful choice of sequences, it is possible to
ensure that contamination occurs outside the time windows
of interest for the evoked potentials that are being investi-
gated (ERG or VECP).

Binary m-sequences

There are different methods that are used for generation of
these mathematical sequences. Mathematical methods
require a knowledge of finite field theory, Euler’s theorem,
and Zech logarithms, and readers who wish further detail on
this approach are directed to McEliece.40 For the clinical or
research electrophysiologist, the engineering method using
shift register feedback generation gives an easily under-
standable method of sequence generation, and this is the
approach that we will use here.

Shift register sequence generation

The feedback or tap positions for the shift register are taken
for the terms of the defining primitive polynomial that is
used for a particular m-sequence. A primitive polynomial of
degree n will generate an m-sequence of length 2n - 1. This
is best illustrated by using a short m-sequence as an example.
Figure 21.2 illustrates the computation that occurs in making
a short m-sequence from a root 4-bit register. This means
that the highest-order term of the polynomial will be x4, and
a sequence of length 24 - 1, or 15, will be generated. The
example polynomial in this case is x4 + x + 1. Each degree
of x from this polynomial will form the tap positions of the
shift register used for an exclusive OR feedback loop.

Modulo 2 arithmetic is performed or, in logic terms, an
exclusive OR operation on the bits present in the tap posi-

Main 
Amplifier 

Patient Signal
from ERG 
electrodes 

Pre - 
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Analog to 
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F 21.1 The hardware for a multifocal electrophysiology
system. The hardware for multifocal electrophysiology can be identi-
cal to that required for standard electrophysiology. Electrodes, ampli-
fiers, and analog-to-digital converter cards are the same. As with

conventional electrophysiology, synchronization of stimulus genera-
tion and data acquisition is critical for the recovery of the response.
The computer system must have adequate memory to store the data
and be able to display and print the incoming and processed results.
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For example, 1 XOR 1 gives 0. This 0 is shifted into the
register from the left, and the first m-sequence bit is shifted
out from the previous x4 position. The first m-sequence bit
is therefore a 1, and the shift register now contains the new
bit pattern of 0 0 1 0. The procedure is then repeated until
the full 15 bits have been generated as in figure 21.2. The
sequence will repeat if continued in this manner.

The sequence is easily generated in software by using the
code given in the appendix to this chapter. In the software
segment, a slightly more efficient approach is used. In this
case, the first 4 bits of the sequence are set by a seed value,
and the new bit is formed by employing modulo 2 arithmetic
on positions 4 back and 1 back as determined by the tap
positions. This generates the same sequence as that gener-
ated in figure 21.2.

A practical m-sequence would be formed by using a
higher-degree polynomial. For example, if a degree 15 prim-
itive polynomial such as x15 + x13 + x12 + x11 + x6 + x3 + x + 1
is used, a sequence of length 215 - 1, or 32767, steps will be
generated.

Sequence decimation

Decimation is the process that is used to generate a set of
orthogonal sequences from an original single m-sequence.
The process is illustrated for the sequence generated in figure
21.2. This sequence can be filled into a set number of
columns, each column representing a stimulation area or
stimulus patch. The number of columns for decimation must
be a power of 2. For example, if we wish to generate a set
of four orthogonal sequences from our original sequence,
then we would simply fill the rows of a matrix with the bit
pattern from the original sequence. This procedure should
be repeated until each column is of length 2n - 1, or 15. The
decimation process is illustrated in figure 21.3.

We now have a set of four orthogonal sequences, each of
length 15. An important point to note at this stage is that all
the sequences are identical but start at different positions. In
this example, each sequence is shifted relative to the first
sequence by four bit positions. These decimated sequences
can now be used to control four stimulus areas.

Using the sequences to control a CRT stimulator

In a standard multifocal system, an m-sequence state of 1
will indicate that a stimulus element will be set to a white
state, and an m-sequence step of 0 will indicate that the
element is in a black state. An m-sequence base period is
usually 13.33ms for a CRT display. It is important to realize
that having two consecutive m-sequence steps of 1 does not
mean that an element will be in a continuous state of white
for 2 ¥ 13.33ms; instead, each step will be a short period of
white (2ms) followed by a longer period of black (11.33ms).

X4 x3 x2 x1 x4 XOR x1

1  0  0  1      0 

shift left

m-seq

bit x4 x3 x2 x1

1 0  0  1  0  

Full sequence generation

               1 0 0 1 0

bit 1    1 0 0 1 0  0

bit 2       0 0 1 0 0  0

bit 3   0 1 0 0 0 1

bit 4   1 0 0 0 1 1

bit 5   0 0 0 1 1 1

bit 6   0 0 1 1 1 1

bit 7   0 1 1 1 1 0

bit 8   1 1 1 1 0 1

bit 9   1 1 1 0 1 0

bit 10   1  1 0 1 0 1

bit 11   1 0 1 0 1 1

bit 12   0 1 0 1 1 0

bit 13   1 0 1 1 0 0

bit 14   0 1 1 0 0  1

bit 15   1 1 0 0 1 

Seed pattern
entered in shift
register

XOR

F 21.2 Generation of an m-sequence. The shift register is
filled with any nonzero seed pattern. An exclusive OR operation is
performed on the bits from the tap positions. The new bit is fed
back into the shift register, and the first bit of the m-sequence is
generated. This process is repeated until 2n - 1 bits are generated
(in this case, 15 bits).

tions. This operation forms a new bit, which is shifted into
the register from the left. The bit previously in the x4 posi-
tion is shifted out of the register, and this forms the first term
or bit of the m-sequence.
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Sequence 100100011110101

Decimated into 4 columns

1 0 0 1
0 0 0 1
1 1 1 0
1 0 1 1 
0 0 1 0
0 0 1 1
1 1 0 1
0 1 1 0 
0 1 0 0
0 1 1 1
1 0 1 0
1 1 0 0
1 0 0 0
1 1 1 1
0 1 0 1

F 21.3 Decimation of an m-sequence. The original
sequence from figure 21.2 is decimated by filling the bits from the
original sequence across the four columns. This process produces
four sequences, which are actually shifted versions of the original
sequence.

+

+

-

-

Responses

=

F 21.4 The first-order schematic diagram. Changes to a
white stimulus are added in the cross-correlation process, and
changes to black are subtracted. Note the response in row 1 
(black-to-white transition) is not the same as the response in row 2

This is due to the raster nature of the CRT device. Two con-
secutive 1’s in the sequence will therefore be two brief flashes
of light separated by a black period. The visual cortex will
interpret this stimulation at 75Hz as a continuous white

patch, but it will actually evoke two responses at the retinal
level.

The cross-correlation process

We can use column 1 of our decimated m-sequence to control
a stimulus element to demonstrate the cross-correlation
process. To describe cross-correlation, we shall use the 
first-order schematic diagram illustrated in figure 21.4.

In this schematic diagram, the recovered waveform is the
transition to a white stimulus minus the transition to a black
stimulus. Consider the use of the m-sequence to control a
single hexagonal stimulus patch (figure 21.5). The associated
raw data signal from the ERG electrodes is shown above the
stimulus sequence. If there is a transition to a white stimu-
lus from a preceding black or preceding white, then a pre-
determined segment of data is added into a memory buffer.
The data segment can be of any time period but is usually
chosen to be around 300ms or long enough to encompass
the evoked potential of interest. If the transition is to a black
stimulus from a preceding black or white stimulus, then the
appropriate data segment is subtracted from the memory
buffer. Note that the data segment can and usually is much
longer than the inter-stimulus difference (typically only 
13.33ms). This is very different from conventional electro-
physiology, in which the serial averaging time window is

(white-to-white transition). As explained in the text, the illumina-
tion of the white hexagon lasts for a much shorter time than the
base period, and the second consecutive.
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15 overlapping segments of analog data for a
predetermined time period (i.e. 300 msec)
are transferred to a memory buffer.  

Data segments are added or subtracted
according to schematic diagram of Figure
21.4 to recover the first order response for
the sequence controlling the area under
test. 

F 21.5 The cross-correlation process. The sequence 
generated in figure 21.2 is shown as shaded hexagons on the
bottom row in the figure. A schematic version of the raw analog
data from the ERG electrode is shown above the stimulus 
elements. If a white element is present, then a time window fol-

lowing the onset of the stimulus is added to the memory buffer.
Similarly, a transition to black is subtracted from the memory
buffer. For the degree 4 sequence, a total of eight segments are
added, and seven segments are subtracted. The resultant compos-
ite response is shown.
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shorter than the inter-stimulus interval. At the end of the
recording period, the fully cross-correlated signal will there-
fore be constructed from 15 overlapping data segments,
which will be the result of adding eight instances in which
the stimulus was in the white state and subtracting seven seg-
ments in which the stimulus was in the black state.

Properties of m-sequences and dangers of poor 
sequence selection

m-Sequences have a number of properties that make them
ideally suited to this type of application. The key properties
are listed below.

W P The window property states that any
bit pattern of a length n (n-tuple) for an m-sequence of
degree n will occur only once in the sequence. This means
that for our degree 4 m-sequence, any consecutive bit
pattern that is 4 bits in length will occur only once in the
sequence. This can be verified by visual examination of the
sequence generated in figure 21.2.

P  L An m-sequence generated from 
a primitive polynomial of degree n will have a length of
2n - 1. If we continue to generate bits from the shift 
register, then the sequence will repeat after the 2n - 1 bits
have been generated.

C C A complete m-sequence cycle has one
more 1 than 0.

S  A P The sum of any two distinct
shifts of an m-sequence is a third shift of the same sequence.

We can use the shift and add property to illustrate the
second-order response and to indicate the dangers of poor
sequence selection.

The second-order schematic is shown in figure 21.6; it
shows that instances in which there has been a change of
state are added in the cross-correlation process and in
instances in which there has not been a change of state, the
data segments are subtracted.

Figure 21.7 shows examples of data segments added or
subtracted in the cross-correlation process. If we now shift
the original sequence right by 1 bit and add this new
sequence to the original sequence using modulo 2 arith-
metic, we form a new sequence as illustrated in row 3 of
figure 21.7. This new sequence can be cross-correlated
directly, as we would with the original sequence, only this
time we will recover the second-order response instead of the
first-order response. Figure 21.7 shows that cross-correlating
the first sequence according to the rules of the schematic is
the same as the standard cross-correlation using the new
sequence in row 3. In effect, we can recover the second-order
response direct simply by cross-correlating from row 3 of the
figure. A key point to note here is that the second-order
sequence is simply a shifted version of the original first-order
sequence.

To illustrate the dangers of poor sequence selection, we
will examine the decimated sequence of figure 21.3 in a little
more detail. The first-order sequence for area B is rewritten

Flash Sequence Responses 

+

-

-

=

+

F 21.6 The second-order schematic diagram. Changes of
state are added in the cross-correlation process. Two consecutive

white stimuli or two consecutive black stimuli result in time
windows being subtracted.
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as the first row of figure 21.7, and if we use the shift and
add technique the second row is the 1 bit shift, and row 3 is
the mod 2 addition of rows 1 and 2 and represents the
second-order sequence for area B. Cross-correlating the
sequence from row 3 with the raw data will recover 
the second-order response for area B. However, examination
of the decimated columns shows that this sequence is iden-
tical to the sequence that is used to control area A. This is
an extreme form of kernel overlap or cross-contamination
and means that cross-correlating the sequence for area A will
result in a composite response that is actually the first-order
response from area A combined or contaminated with the
second-order response of area B. As a practical example of
the use of these contaminated sequences, a photodiode
placed over an area of the stimulus generates the first-order
response as illustrated in figure 21.8. The photodiode is a
linear device; therefore its output when a second-order cross-
correlation is carried out should be zero. However, in this
case, the sequences were poorly chosen, and the second-
order responses from other areas are contaminated by first-
order responses from the areas seen by the photodiode.
Thus, signals from other hexagons that do not stimulate the
photodiode produce first-order signals that appear as arte-
factual second-order responses to the photodiode.

There are a number of factors to consider in selecting an
appropriate PRBS. When a sequence is decimated to
provide a set of orthogonal sequences, we effectively have
the same sequence shifted in time relative to the original
sequence. To obtain clear separation of the cross-correlated
responses, the shift between sequences must be larger than
the time window of the evoked response. For example, if we
consider using a 15-bit m-sequence, that is, a 215 (215 - 1) =
32767 bit sequence to perform a multifocal ERG at a stan-
dard frame rate of 75Hz and assuming an appropriate time

0  0  1  0  0  0  1  1  1  1  0  1  0  1  1
1  0  0  1  0  0  0  1  1  1  1  0  1  0  1
1  0  1  1  0  0  1  0  0  0  1  1  1  1  0
1  0  1  1  0  0  1  0  0  0  1  1  1  1  0

ABCD

1 0 0 1 
0 0 0 1 
1 1 1 0 
1 0 1 1 
0 0 1 0 
0 0 1 1 
1 1 0 1 
0 1 1 0 
0 1 0 0 
0 1 1 1 
1 0 1 0 
1 1 0 0 
1 0 0 0 
1 1 1 1 
0 1 0 1 

1st order Area B
Shift Right

(Add mod 2)  2nd order Area B
1st order Area A

F 21.7 The second-order shift and add property. The dec-
imated example in figure 21.3 is used to illustrate the second-order
response. The top row shows the sequence for Area B. The next

row shows the sequence shifted right by one bit. Row 3 shows the
modulo 2 addition of rows 1 and 2. The bottom row shows the
sequence for area A.

window for the evoked response of 200ms, then the shift
between sequences must be greater than the following ratio:

We must ensure that the sequences that are used to stim-
ulate individual areas do not overlap in time. The possibil-
ity of creating flawed sequences increases as the number of
stimulated areas increases, the length of the time window
increases, or the length of the m-sequence is reduced. Fur-
thermore, the primitive polynomial used will also influence
the integrity of the sequences. Further details on the math-
ematics of sequence selection with specific reference to this
cross-contamination issue can be found in a recent paper by
Ireland.22 One point to note is that sequences of degree 12 deliv-
ered at a standard frame rate cannot be free from contamination no
matter which primitive polynomial is used. These factors are criti-
cal for the clean separation of multifocal responses, and
developers must ensure that sequences fulfil these conditions.
Unfortunately, manufacturers of multifocal systems do not
provide the sequence information, and users must rely on
the manufacturer’s internal testing. The program given in
the appendix to this chapter gives examples of sequences for
a range of m-sequence lengths that are free from cross-
contamination up to the third-order degree, assuming a stan-
dard frame rate of 75Hz.

Software for the properties of m-sequences

Code is included in the appendix to demonstrate the gener-
ation, decimation, and empirical testing of the sequence
integrity. The example code is written in an object-oriented
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Photodiode

2nd order trace array  

1st  order trace array  

The Photodiode placed on the stimulus

F 21.8 The photodiode experiment. The photodiode is
placed on the stimulus as shown. The first trace array shows the

first-order response, and the second trace array shows a contami-
nated second-order response.
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programming language (Delphi 6) and has been simplified
to enable ease of translation to other languages. The
program allows the user to specify the degree of m-sequence
to be generated and the number of stimulation sites
required. The program will output the contamination-free
time window in terms of the number of m-sequence steps
or the number of milliseconds, assuming a stimulus base
period of 13ms. Specific primitive polynomials have been
chosen to illustrate the influence of polynomial degree and
number of stimulation sites on the duration of the contam-
ination-free time period. Users may change the primitive
polynomial simply by adjusting the appropriate tap 
positions in the code. The sequence testing is shown only for
the first and second orders of the response; this is easily
extended to further orders if desired. Copies of the program
listed in the appendix are available from the authors.

Stimulus delivery

A number of options are available to deliver the multifocal
stimulus. The most common method is the standard CRT
monitor. The raster of a CRT device has important impli-
cations for the multifocal response. A standard CRT device
will run at a frame rate of 75Hz. A continuous white stim-
ulus actually consists of a flickering area with each frame
consisting of a period of 1–2ms, depending on the phos-
phor of the device followed by a period of low luminance
for the remaining time of the 13.33-ms base period. The
schematic diagrams shown for the first- and second-order
responses hold. There is, however, a finite time for the elec-
tron beam to traverse from the top of the screen to the
bottom of the screen with lower areas typically presented 10
msec after the initial areas. This timing delay has to be cor-
rected in the cross-correlation software. There are other
methods of delivering the stimulus, such as the SLO tech-
nique described by Bultmann,1 or Seeliger.52 The SLO is a
raster-based technique but runs at slower frame rates than
the CRT device does. A further difference between SLO and
CRT methods of stimulus delivery is the monochromatic
light source of the SLO. The method used by our own group
is that of the LCD projection system.23,26,45 The LCD system
is quite different from the CRT system in that for an m-
sequence base period, the stimulus area will be in the high
luminance state or the low luminance state for the full dura-
tion of the base period, that is, 13.33ms if the frame rate is
75Hz. The schematic diagrams for the first- and second-
order responses are different from those shown in figures
21.4 and 21.6. Because a white-to-white transition is no
longer two individual flashes but instead a continuous period
of two base periods, that is, 26.66ms, the schematic dia-
grams of figures 21.9 and 21.10 now apply. The multifocal
response is therefore different from that of the CRT evoked

response in that the nonlinearities of the response now
include a contribution from the retina’s ability to recovery
from longer bleaching periods of stimulation. The LCD
system does offer some attractive advantages over CRT.
Wider fields of view are possible, as are higher luminance
levels and improvement in signal-to-noise ratios because
electromagnetic interference from the CRT scan coils is no
longer present. It should be noted that the schematic dia-
grams are a simplification of the actual waveforms that are
recovered.

LED stimulation

The use of LEDs for electrodiagnostic investigations has
shown some exciting potential over the past decade or so.
Several investigators13,31,56 have used LEDs for elec-
troretinography, and the devices are now used in several
commercial electrophysiology systems. The use of solid-state
devices for electrophysiology offers many advantages. Lumi-
nance does not change with time, as is the case with xenon
flash tubes, and control of the stimulus pulse width is more
flexible than with CRT displays.

In terms of multifocal stimulation, LEDs provide us with
a versatile tool for investigation of the temporal aspects of
the multifocal response but are less versatile than the high-
resolution devices for examining the spatial characteristics of
the response. One commercial multifocal system offers the
option of LED matrix stimulation. Our own group uses a
different prototype design, that consists of a fixed geometry
61-area hexagonal array.57 From a research point of view,
the LED system is versatile in that any pulse width duration
can be programmed for the high luminance state. This opens
up the possibility of optimizing the stimulation rate. One
example of a trace array from the LED system of figure 21.8
is shown in figure 21.11. In this case, a stimulation rate of
77Hz was used to simulate the most common method of
delivering the stimulus: the CRT monitor.

Amplifier bandwidth and preservation of
waveform shape

The importance of correct amplifier bandwidth needs no
elaboration here (see chapters 16 and 19). Figure 21.12
shows the multifocal ERGs from a patient with an upper
branch retinal vein occlusion recorded simultaneously from
the same electrode with two band-pass settings. Positive P1
components are clearly seen on the 10-Hz recording,
whereas the 1-Hz recording shows severe reduction of the
P1 component. These results indicate that the multifocal
ERG is just as susceptible to filtering artifacts as standard
electrophysiology recordings are.25 The difficulty with mul-
tifocal ERG recordings is that the signal amplitudes are
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1st order LCD schematic diagram 

F 21.9 First-order LCD schematic. The difference between
this schematic diagram and the schematic of figure 21.4, which is

for a CRT stimulus, is that no response is present for the continu-
ous white-to-white transition.
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2nd order LCD schematic diagram 

F 21.10 Second-order LCD response. The difference
between this figure and the CRT schematic in figure 21.6 

is the absence of a response for the white-to-white 
transition.
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orders of magnitude smaller than ERG recordings. This
means that amplifier gains are increased considerably, which
in turn can lead to amplifier saturation when there are losses
in fixation. In most of the early multifocal ERG recordings,
a restricted filter bandwidth of 10–100Hz was the most
common. There is little doubt that wider-bandwidth record-
ings are more difficult to perform. Small losses of fixation
can cause amplifier saturation, and the longer time constants
make amplifier recovery longer. The a.c. affect of a 10-Hz
filter enables the amplifier to quickly return to baseline,
enabling a reduction in saturation times. However, these
reductions in amplifier saturation come at a cost, as epochs
of the raw data recording may be from periods when the eye
is not fixating on the appropriate target, thereby causing a
degradation of the cross-correlated response. The consider-
ations of ease of recording against signal integrity has
resulted in ISCEV’s recommending a 3- to 300-Hz 
filter bandwidth in the multifocal ERG guidelines.38 This
filter bandwidth reduces the signal distortions present with
the 10-Hz bandwidth and also limits the signal saturation
problems associated with the 1-Hz recordings. Nevertheless,
investigators should always opt for the widest bandwidth,
particularly if the clinical investigation results in selective
reduction of the Ganzfeld ERG b-wave or the multifocal P1
wave.

The origins of the multifocal ERG

The multifocal ERG response is a complex composite
response that is a record of the various cellular retinal 
mechanisms response to a range of stimulation frequen-
cies. Our knowledge of the standard full-field ERG contin-
ues to be refined. In recent years, significant evidence has
pointed to OFF bipolar cells as the main contribution to the
ISCEV standard photopic a-wave2 and to the ON bipolar
cells as the main contributor to the b-wave,55 although these
cells are not exclusively responsible, and it is likely that there
are contributions from many sources, in particular a cone
contribution to the a-wave2 and an OFF bipolar contribu-
tion to the b-wave.55 To understand or identify the con-
tributing factors to the various mfERG waveform
components requires analysis of data from a variety of
sources. Readers should be aware that the waveforms are
quite different and include contributions from nonlinear pro-
cessing mechanisms such as spatial interactions, temporal
processing interactions, spatiotemporal interactions, and
adaptation profiles. In investigating such contributions, it is
important to remember the definitions of the cross-
correlated responses. The first-order response is the differ-
ence between a transition to a high-luminance state minus
the transition to a low-luminance state. The second-order

F 21.11 A recording using an LED stimulator. A 61-element trace array example from the LED stimulator for a control 
subject.
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1996.18 By slowing the stimulus down, Hood et al. showed
that there is good correspondence between the full-field
ERG a-wave and the multifocal ERG N1 component and
between the full-field ERG b-wave and the multifocal ERG
P1 component. Hood also showed that by increasing the
stimulation rate to the standard 75-Hz frame rate, corre-
spondence between the a-wave and the N1 waves remained
intact. At the faster stimulation rates, there is less corre-
spondence between the P1 component of the mfERG and
the ERG b-wave. This is not surprising because the full-field
ERG contains no information on nonlinear processing, and
at fast stimulation rates, the multifocal ERG is significantly
influenced by nonlinear processing. Further details on the
comparison between Ganzfeld ERG and multifocal ERG are
given in Chapter 14.

The previous section on amplifier bandwidth and preser-
vation of waveform shape, in particular figure 21.12, indi-
cates that in clinical examples in which there is a selective
reduction in the b-wave, similar changes are seen in the mul-
tifocal ERG response. This means not that the waveforms
are identical but that the same sources are major contribut-
ing factors to the response. The multifocal ERG response is
quite different from the Ganzfeld ERG, particularly at fast
frame rates. The response is not a continuous record of
events with one component delayed in time relative to the
other. It is not possible to meaningfully interpret the timing
differences between individual components such as the 
N1-to-P1 times or the P2-to-N2 times. Each individual com-
ponent is in itself a composite response from different pulse
trains, which in turn stimulated the retina at different
moments in time.

Dissecting the contributing factors to the mfERG 
response

Following from the previous discussion on the differences in
waveform shapes between slow and fast stimulation, further
light can be shed on the complexities of the multifocal
response if the factors contributing to the response are
examined by recovering the responses to specific pulse trains
embedded in the m-sequence. A technique of selective cross-
correlation to recover the response to specific pulse trains
embedded in the full sequence was developed to examine
the contributing components to m-sequence-controlled
ERG measurements.27 In this work, a cross-correlation is
performed between the raw data signal and data seg-
ments for particular pulse trains in the m-sequence rather
than using the standard first- and second-order cross-
correlations previously described. Figures 21.13 and 
21.14 show the contributing factors to the composite
response from these different pulse trains. By dissecting 
the response in this way, it shows that the multifocal 

Filter bandwidth  1 – 300 Hz 

Filter bandwidth  10 – 300 

F 21.12 The effect of filter bandwidth on the trace array.
Corresponding trace arrays recovered simultaneously using two dif-
ferent filter bandwidths illustrating the waveform shape changes
due to the differentiation effect of the high-pass 10-Hz filter.

response is the difference between a change of state and no
change of state.

The relationship between Ganzfeld ERG and 
multifocal ERG

The first significant comparison of multifocal ERGs with the
standard full-field ERG was performed by Hood et al. in
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response is therefore a composite response from a number
of different pulse trains that are embedded in the full m-
sequence. Figure 21.15 shows that the summation of these
components is identical to the full cross-correlation. In this
context, it is not surprising that some of the features that are
significant in the slow stimulus that is used to evoke a full-
field ERG are missing from the composite multifocal
response. Correspondingly, new information on the nonlin-
ear dynamics of retinal processing is incorporated in the
composite responses.

Animal studies and the use of pharmacological 
blocking agents

In recent years, the use of pharmacological blocking agents
has played a significant role in our understanding of the
origins of the conventional photopic ERG waveforms. The
most notable work was performed by Sieving, who adminis-
tered glutamate analogs in the monkey to study the 
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F 21.13 The subcomponents of the response. Selective
cross-correlation of the various pulse trains embedded in the m-
sequence together with the addition of these components and the
full cross-correlation for comparison. F 21.14 Further subcomponents of the response. The

inverse pulse trains to those of figure 21.13. In this case, the pulse
trains are differing separations of two 0’s as opposed to two 1’s as
in fig. 21.13.
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generation of the photopic ERG.2,55 The effects of these
blocking agents are summarized below.

APB (-2 amino-4-phosphonobutyric acid) blocks transmis-
sion from photoreceptors to ON bipolar cells (depolarizing
bipolars, or DBCs) and also blocks transmission to ON
amacrine cells and ON ganglion cells.
PDA (cis-2,3 piperdine dicarboxylic acid) blocks transmission
from photoreceptors to OFF bipolar cells (hyperpolarizing
bipolars, or HBCs) and also to horizontal cells but does not
block pathways to ON bipolar cells. It also blocks transmis-
sion from both ON and OFF bipolar cells to amacrine and
ganglion cells. This implies that PDA isolates activity to pho-
toreceptors and ON bipolar cells.
TTX (tetrdotoxin) blocks all sodium-based action potentials
(generated by ganglion and amacrine cells).

In terms of the full-field photopic ERG, using intravitreal
injections of APB and PDA, Bush and Sieving showed that
the photopic a-wave is generated by OFF bipolar cells and
cones2 and that the b-wave is generated by a combination of
OFF and ON bipolar cells.55

Similar studies on both the rabbit and monkey models on
the multifocal ERG have now been performed and have
given some insight into the possible mechanisms generating
the multifocal ERG. However, one should always bear in
mind that the multifocal ERG is not a single response wave-
form as is the case in the Ganzfeld ERG but a composite
response from a number of different waveforms.27 Never-
theless, the work of several groups detailed below does give
important information on current research on the multifo-
cal ERG origins.

In particular three separate studies by Horiguchi et al.,19

Hare et al.,12 and Hood et al.15,16 have made significant
advances on our knowledge of the origins of the multifocal
ERG. The work of interest was conducted on the rabbit by
Horiguchi et al., on monkeys (Macaca fascicularis) by Hare et
al., and on Macaca mulatta by Hood et al. There are obvi-

ously species differences that make translation to the human
difficult; nevertheless, Hood et al. have used this information
to develop a working model of the human multifocal ERG.15

APB Horiguchi et al. found in the rabbit model that
administering APB caused a reduction in the first-order P1
component and examination of the figures also indicates a
reduction in the N2 component. In the same set of experi-
ments for the full-field flash ERG, the b-wave of the long-
duration flash was abolished by APB, and the positive peak
of the short duration flash was significantly reduced by APB.

In contrast to Horiguchi et al.’s results, Hare et al. showed
that APB reduces the amplitude of the b-wave but increases
the amplitude of all components of the first-order mfERG.
These results appear to conflict but can be partly explained
by the differences in the animal models. Horiguchi et al. state
that the rabbit has a significantly larger b/a ratio than the
monkey does and that HBC activity makes less of a contri-
bution to the response; this evidence is supported by absence
of a cornea-positive d-wave. Hare et al. offer an explanation
on the increase in N1 and P1 amplitudes, with APB as ON
pathway cells driving the early phase of P1, which in turn
truncates N1 and limits the later positive contribution to P1.
APB is insensitive to OFF pathway contributions.

PDA In the rabbit work of Horiguchi, PDA abolished the
N1 component of the mfERG first-order and had greater
effect on the second-order with only a small corneo-negative
component remaining. Hare et al. showed an enhancement
of P1 from all eccentricities. N1 was abolished in the periph-
ery and reduced in the center. The PDA reduction in N1 is
consistent with that seen in the a-wave and indicates a con-
tribution from activity in second and third OFF pathway
cells to N1. The enhancement of P1 is also consistent 
with the idea of OFF pathway activity limiting the contri-
bution of on pathway activity supported by Bush and
Sieving.2,55

PDA shows a greater effect on the second order in both
Horiguchi et al.’s and Hare et al.’s work, suggesting a greater
contribution from OFF pathway activity to the second order.

TTX Hare et al. showed a slight reduction in the N1
amplitude at all eccentricities with little effect on P1 or N2
for the central responses and slight attenuation of P1 and
N2 in the periphery. The second order showed a significant
effect on the response from the central area with less effect
on responses with increasing eccentricity. Hare et al. con-
cluded that the effects of blocking the sodium gated chan-
nels on the first order is consistent with the full-field findings
in that increasing the timing of the N1, P1, and N2 is the
main effect. In the second order, a significant effect is seen
on the central responses and less of an effect in the periph-
ery, suggesting a significant contribution from amacrine

F 21.15 A comparison of subcomponent addition with the
full cross-correlation. The full cross-correlation is compared with
the combined subcomponents of figures 21.13 and 21.14. A verti-
cal data shift is included here to show the two identical traces.
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and/or ganglion cells. Hare et al. also compared the effects
of chronic ocular hypertension and TTX, which produced
similar effects on the second order but showed significant dif-
ferences in the N2 component of the first order. Important
factors that may influence the results of these studies are the
electrode positions and the effects of anaesthesia.7

A somewhat different approach was taken by Hood and
coworkers. In Hood’s work, TTX and N-methyl--aspartic
acid was administered to remove all sodium-based action
potentials and inner retinal potentials. At this point, the
monkey multifocal ERG no longer had the fast oscillations
and closely resembled the human multifocal ERG. Once
these potentials were removed, then APB, PDA, and both
APB and PDA were administered. This enabled the effects
of OFF bipolars, ON bipolars, and photoreceptors to be
estimated by careful subtraction of the various waveforms.
Although some assumptions clearly have to be made, Hood
et al.’s work resulted in the most comprehensive working
model of the human multifocal ERG. His work supported
the following chain of events for the first-order response.
The leading edge of N1 is the onset of OFF bipolar cell
activity with smaller receptor contribution and perhaps
smaller inner retina contribution. Before the trough of N1
is reached, the shape of N1 is altered by the ON bipolar con-
tribution. The initial portion of the leading edge of P1 is a
combination of depolarization of ON bipolar and hyper-
polarization of OFF bipolars. After the OFF bipolar contri-
bution reached its trough, the leading edge of P1 is a
combination of depolarization of both ON and OFF bipo-
lars. The trailing edge of P1 is the recovery of the ON bipo-
lars with some contribution from OFF bipolar recovery and
a contribution from the inner retina.15

Although this work is extremely valuable in our under-
standing of the multifocal response, it is important to note
that the multifocal ERG is not a single waveform but is a
composite response from a number of interactive compo-
nents. Further work on the effects of these drugs on the sub-
components that contribute to the mfERG is required. A
further compounding factor is the translation of these effects
from the animal to the human model.

Clinical applications

There are now several hundred publications on the multifo-
cal technique, the majority of them on the clinical applica-
tions. In our unit, thousands of clinical investigations using
the technique have been performed, and we have found the
investigation to be invaluable in a wide range of conditions.46

An overview of the clinical application was given in a recent
paper by Hood.41 To try to summarize the huge amount of
published data on multifocal ERG, it is useful to try to cat-
egorize the applications into one of five areas. Throughout
these publications, many authors refer to the second order

as the nonlinear or inner retinal component, but these state-
ments are still open to debate. Evidence from our own study
on the components that contribute to the multifocal ERG
show that the same components exist in both first and second
orders; they are simply added and subtracted in a different
way. Furthermore, evidence from the animal investigations
has still not clarified the contributions from the inner retina
to a specific order of the response, and these investigations
are further complicated in translation from the animal to the
human model. It is possible that the effects of inner retinal
contributions may be more evident in the second order; if
so, then some effect must also be present in the first 
order.

Our custom-built multifocal system quantifies the quality
of a recording using a reliability index. This index makes
use of the fact that fixation losses cause amplifier saturation
(particularly for wide filter bandwidths). The reliability index
therefore measures amplifier saturation as an indicator of
fixation quality.

In terms of the technical reliability of the technique on a
range of conditions comprising macular disease, vascular
disease, trauma, retinal dystrophies, toxicities, and inflam-
matory conditions, of 2151 investigations, 86 (4%) had reli-
ability index in one or both eyes below the tolerance of 70%;
14 (0.6%) investigations were terminated before completion
owing to poor patient compliance; 1694 (79%) investigations
confirmed or improved localization of pathology to a retinal
defect; 313 (15%) provided complementary information to
discount an outer or midretinal cause for visual dysfunction;
and in 44 (2%) of investigations, results remained 
inconclusive.

V D   R
Diabetes Palmowski et al.44 showed reduction in the first-
order multifocal ERG response and also showed multifocal
ERG abnormalities before clinical changes were apparent.
The second-order responses in diabetic patients with or
without retinopathy were also reduced, corroborating earlier
work by Palmowski et al. which the authors suggest was due
to inner retinal dysfunction.

Modifying the technique by using the inserted global flash
also showed abnormalities in diabetic patients without
retinopathy, suggesting a reduced ability of the diabetic eye
to recover from a bright preceding stimulus.53 Multifocal
ERG implicit time delays could also indicate subclinical
retinopathy.8 Implicit time delays of multifocal ERG
responses were also more useful indicators of diabetic
macular edema than were multifocal ERG amplitude
changes.11

Multifocal ERGs may have a role to play in assessing sub-
clinical retinal changes in patients with diabetes. In addition,
multifocal ERGs may improve objective follow-up of treat-
ment interventions for diabetic retinopathy.
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Branch retinal artery occlusion A small study on three patients
with branch retinal artery occlusion showed a reduction in
amplitude and a delay in implicit times of the first-order P1
and N1 mfERG responses in the affected quadrant, com-
pared to the vertically symmetrical unaffected quadrant.
The second-order responses in the affected quadrant were
absent; the authors indicated that this reflected inner retinal
dysfunction.42

Retinitis pigmentosa At advanced stages of retinitis pigmen-
tosa (RP), the standard Ganzfeld ERG responses can be
unrecordable. The spatial resolution of multifocal ERG
facilitates the recording of local electrical responses from the
central retina in patients with advanced RP.17,51

Implicit time delays of multifocal ERG responses in
patients with RP could be a useful early indicator of the
disease and a useful parameter for monitoring the progres-
sion of RP.17 Multifocal ERG detects implicit time delay and
amplitude reduction in a patient with early RP who was
found to have normal ERG responses, indicating that in this
case, multifocal ERG is a more sensitive investigative tool.5

Furthermore, the implicit time delay of the multifocal ERG
response correlated well with the reduction in visual 
sensitivities recorded with Humphrey visual field 
analysis.17,35

The normal multifocal ERG amplitude declines with
increasing eccentricity from fixation.61 Multifocal ERG
amplitude decline is much more pronounced in patients with
RP.51 Multifocal ERG may enable the progression of RP to
be followed more accurately, facilitating a better under-
standing of the variants of the disease.

M D
Age-related macular degeneration Multifocal ERG has been
shown to be a sensitive tool in the assessment of patients with
pre or early age-related macular degeneration (ARMD).21,35

The P1 amplitude and PI latency of the central multifocal
ERG responses were significantly reduced and delayed in
pre-ARMD and early ARMD eyes and also in the fellow
asymptomatic eyes when compared to age-matched con-
trols.21 Interestingly, significant delays of the peripheral
retinal multifocal ERG responses were obtained from
patients with ARMD, using wide-field multifocal ERG, sug-
gesting that ARMD globally affects retinal function.24

Stargardt’s macular dystrophy Macular multifocal ERG
response amplitudes were significantly reduced in patients
with Stargardt’s macular dystrophy (SMD). Central multifo-
cal ERG amplitude reductions were detected even in patients
with normal visual acuity and normal visual fields.32 These
findings may have important implications in the assessment
of asymptomatic relatives of affected patients with 
SMD.

Best macular dystrophy Central multifocal ERG amplitude
reductions that correlated significantly with visual acuity loss
were observed in a population of 18 patients with Best
macular dystrophy. However, the multifocal ERG reductions
were much more marked than those observed in eyes with
ARMD or SMD.50

Central serous retinopathy Vajaranant et al. tested six patients
diagnosed clinically and angiographically with unilateral
central serous retinopathy (CSR) using multifocal elec-
troretinography.62 They found that multifocal ERG abnor-
malities of reduced amplitudes plus or minus implicit time
delays were localized only to the areas that were clinically
affected by the CSR, and they did not find multifocal ERG
abnormalities in clinically normal areas of the affected eyes.

O R D
Multiple evanescent white dot syndrome Multifocal ERG
responses of a patient with multiple evanescent white dot
syndrome were markedly reduced in the area corresponding
to the central scotoma and moderately reduced in other
parts of the central field. The reduction in amplitude of mul-
tifocal ERG responses was still apparent four months later,
when visual acuity and visual fields had returned to
normal.20

Acute idiopathic enlarged blind spot syndrome Multifocal ERG
performed on seven patients diagnosed with acute idiopathic
enlarged blind spot syndrome showed reduced and delayed
first- and second-order multifocal ERG kernels, not only in
the affected eye but also in the asymptomatic fellow eye. The
retinal dysfunction that was recorded using the multifocal
ERG was not confined to the optic disc area but extended
into the posterior pole.64 This small study suggests that
mfERG may be a useful objective tool in the management
of acquired retinal disorders.

Retinal surgery and mfERG An objective means of assessing
visual function is useful for follow-up of patients after ocular
surgery. Multifocal ERGs may have a key role to play in the
postoperative management of patients after vitreoretinal
surgery. The improvement in multifocal ERG responses after
retinal detachment repair in these patients closely mirrored
the subjective improvement experienced by the patients.49

Multifocal ERG responses were markedly decreased at the
fovea and, indeed, in the perifoveal areas preoperatively in
patients with macular holes.54 The loss of retinal function in
the perifoveal areas was due to perifoveal retinoschisis, con-
firmed with optical coherence tomography. Postoperatively,
multifocal ERG responses significantly improved in both the
fovea and perifoveal regions. It is believed that the foveal
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improvement was due to closure of the hole and that the
perifoveal improvement of visual function and resolution of
metamorphopsia was due to the reattachment of the peri-
foveal retinoschsis.

Pioneering surgery has been reported in the treatment of
RP involving the transplantation of intact sheets of donor
foetal retina48 into eyes with severe autosomal recessive RP.
Multifocal ERG post operatively showed a small but signifi-
cant negative mfERG component in the region of the trans-
plant when the second-order response was analyzed, the
significance of which has yet to be validated. These small
studies indicate that mfERG potentially has an important
role to play in the objective assessment of retinal function
before and after retinal surgery.

Retinal toxicity and the role of mfERG Vigabatrin (VGB), an
analog of gamma-aminobutyric acid, which is used in the
treatment of epilepsy, has known risks of causing irreversible
peripheral visual field loss.6 Wide-field multifocal ERG 
(WF-mfERG) shows marked visual field constriction39

consistent with field tests and also relatively preserved
responses in the central 40 degrees in patients treated with
VGB. Further work suggests a role for WF-mfERG in the
assessment and early detection of retinal toxic side effects of
VGB.

Multifocal ERG was found to be a sensitive indicator of
retinal dysfunction in patients with chloroquine toxicity.28

The technique was more sensitive at detecting abnormalities
of retinal function than standard ERG or routine clinical
tests.28 However, only three patients were assessed in this
small study.

Multifocal ERG is proving to be an easy, well-tolerated
objective means of assessing retinal toxicity.

Glaucoma The role of multifocal ERG in the assessment of
glaucoma patients has still not been fully explored. Current
understanding suggests that multifocal ERG in its standard
form is probably not as useful in the assessment of patients
with inner retinal dysfunction, such as glaucoma, as it is in
the assessment of patients with outer retinal or midretinal
dysfunction. Some promising work on modification of the
stimulation paradigms may prove useful in the isolation of
inner retinal dysfunction. These techniques include the iso-
lation of an optic nerve head component as explored by
Sutter.60 Further work is required to assess the clinical impli-
cations of such techniques. In contrast to multifocal ERG
techniques, more success has been obtained with the multi-
focal VEP in the diagnosis of early glaucomatous changes.10,30

The multifocal ERG adds a new dimension to ocular elec-
trophysiology. Significant work on the technical considera-
tions and on the clinical application has been conducted in
the past decade. The technique has been shown to be of
benefit in a wide range of retinal disorders. Further work on
the signal origins and on modifications of the technique for
assessment of inner retinal function will take the technique
further forward in the future. In parallel with the multifocal
ERG work, advances on the application and understanding
of multifocal VECP will eventually provide complementary
information on cortical processing. The multifocal technique
provides researchers with the tools to investigate visual pro-
cessing and with the practical tools to assess a wide range of
clinical conditions.

APPENDIX: M-SEQUENCE GENERATOR PROGRAM

type
TForm1 = class(TForm)

GroupBox2: TGroupBox;
GroupBox1: TGroupBox;
GroupBox3: TGroupBox;
Generate_sequence_button: TButton;
Edit1: TEdit;
Edit2: TEdit;
Label1: TLabel;
Label2: TLabel;
Label3: TLabel;
Label4: TLabel;
SpinEdit1: TSpinEdit;
RadioButton1: TRadioButton;
RadioButton2: TRadioButton;
RadioButton3: TRadioButton;
procedure RadioButton1Click(Sender: TObject);
procedure RadioButton2Click(Sender: TObject);
procedure RadioButton3Click(Sender: TObject);
procedure Start(Sender: TObject);
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procedure Find_Overlap_positions;
procedure Generate_Second_order;
procedure Decimate_sequence;
procedure Generate_sequence;
procedure FormCreate(Sender: TObject);
procedure SpinEdit1Change(Sender: TObject);

private
{ Private declarations }

public
{ Public declarations }
m_sequence_degree, no_of_msteps,ntaps,no_of_sites:

integer;
window_length, site_no,step_no:integer;
base_sequence: array[1..65535] of integer;
m_sequence_array: array[1..65535,1..256] of integer;
m_sequence_second_order: array[1..65535,1..256] of

integer;
tap: array[1..16] of integer

end;

var
Form1: TForm1;

implementation

{$R *.dfm}

procedure TForm1.RadioButton1Click(Sender: TObject);
begin
no_of_sites:=64;
end;

procedure TForm1.RadioButton2Click(Sender: TObject);
begin
no_of_sites:=128;
end;

procedure TForm1.RadioButton3Click(Sender: TObject);
begin
no_of_sites:=256;
end;

procedure TForm1.Find_overlap_positions;
var

site_no,step_no,l,check_step,column_shift: integer;
first_order_runofones,second_order_runofones : integer;
first_order_start,second_order_start, time_window:

integer;
no_of_msecs: integer;
seed_found: boolean;
s: string;

begin
// find the start position of the longest run of ones in
columns 1 of first order

seed_found:=FALSE;
site_no:=1;
step_no:=0;
Repeat

step_no:=step_no+1;
// look for n consecutive ones
if m_sequence_array[step_no,site_no]=1 then

begin
l:=0;
seed_found:=TRUE;
Repeat

l:=l+1;
check_step:=step_no;
if step_no+l>no_of_msteps then

check_step:=step_no-no_of_msteps;
if m_sequence_array

[check_step+l,site_no]=0 then seed_found:=FALSE;
until l=m_sequence_degree-1;
if seed_found=TRUE then

first_order_runofones:=step_no;
end;

Until step_no=no_of_msteps;

//Where does 2nd order occur—look for n consecutive ones

seed_found:=FALSE;
step_no:=0;
site_no:=1;
Repeat

step_no:=step_no+1;
if m_sequence_second_order

[step_no,site_no]=1 then
begin

l:=0;
seed_found:=TRUE;
Repeat

l:=l+1;
check_step:=step_no;
if step_no+l>no_of_

msteps then  check_step:=step_no-no_of_msteps;
if m_sequence_second

_order[check_step+l,site_no]=0 then seed_found:=FALSE;
until l=m_sequence_degree-1;
if seed_found=TRUE then

second_order_runofones:=step_no;
end;

Until step_no=no_of_msteps;

//Now calculate available time window—assume m-sequence
base period of 13 msec

Find lowest start position for first order
column_shift:=(no_of_msteps+1) div no_of_sites;
first_order_start:=first_order_runofones mod column_

shift;

APPENDIX (continued)
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second_order_start:=second_order_runofones mod
column_shift;

if second_order_start>first_order_start then
time_window:=second_order_start-first_order_start;

if second_order_start<first_order_start then
time_window:=first_order_start-second_order_start;

if (column_shift-time_window)<time_window then
time_window:=column_shift-time_window;

if second_order_start=first_order_start then
time_window:=0;

str(time_window,s);
Form1.Edit1.Text:=s;
no_of_msecs:=time_window*13;
str(no_of_msecs,s);
Form1.Edit2.Text:=s;
Form1.label4.caption:=‘Sequence Generated’;

end;

procedure TForm1.Generate_Second_order;
var site_no,step_no,next_step: integer;
begin
//generate first column of a second order array

step_no:=0;
site_no:=1;
Repeat

step_no:=step_no+1;
next_step:=step_no+1;
if next_step> no_of_msteps then next_step:=1;

m_sequence_second_order[step_no,site_no]:=(m_sequence_
array[step_no,site_no]+m_sequence_array[next_step,site_no])
mod 2;

Until step_no=no_of_msteps;
end;

procedure TForm1.Decimate_sequence;
//  Now Decimate_sequence in to no of columns =

no_of_sites;
var k,step_no,site_no: integer;
begin

step_no:=0;
site_no:=0;
k:=0;
Repeat

step_no:=step_no+1;
site_no:=0;
Repeat

site_no:=site_no+1;
k:=k+1;
If k=no_of_msteps+1 then k:=1;
m_sequence_array[step_no,site_no]:

=base_sequence[k];
Until site_no=no_of_sites;

Until step_no=no_of_msteps;
// decimation complete
end;

procedure TForm1.Generate_sequence;
var k,l,new_bit,no_of_msteps:integer;
s:string;
begin

Form1.label4.caption:=‘Please Wait—Generating
Sequence’;

s:=‘ ’;
Form1.Edit1.Text:=s;
Form1.Edit2.Text:=s;
Form1.refresh;
//  first set initial seed pattern
//  equal to run of 1 bits of length n for sequence of

degree n
For k:=1 to m_sequence_degree do

begin
base_sequence[k]:=1;

end;
For k:=m_sequence_degree+1 to no_of_msteps do

begin
new_bit:=0;
For l:=1 to ntaps do

begin
// perform addition modulo 2

on bits in tap positions
new_bit:=new_bit+base_

sequence[k-tap[l]];
end;

new_bit:=new_bit mod 2;
base_sequence[k]:=new_bit;

end;
Form1.refresh;

end;

procedure TForm1.FormCreate(Sender: TObject);
begin

// set start up default values
m_sequence_degree:=12;
no_of_msteps:=4095;
ntaps:=4;
tap[1]:=12;
tap[2]:=6;
tap[3]:=4;
tap[4]:=1;
no_of_sites:=64;

end;

procedure TForm1.SpinEdit1Change(Sender: TObject);
begin
Case SpinEdit1.value of

12: begin

APPENDIX (continued)
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m_sequence_degree:=12;
no_of_msteps:=4095;
ntaps:=4;
tap[1]:=12;
tap[2]:=6;
tap[3]:=4;
tap[4]:=1;

end;

13: begin
m_sequence_degree:=13;
no_of_msteps:=8191;
ntaps:=4;
tap[1]:=13;
tap[2]:=4;
tap[3]:=3;
tap[4]:=1;

end;

14: begin
m_sequence_degree:=14;
no_of_msteps:=16383;
ntaps:=4;
tap[1]:=14;
tap[2]:=5;
tap[3]:=3;
tap[4]:=1;

end;

15: begin
m_sequence_degree:=15;
no_of_msteps:=32767;
ntaps:=10;
tap[1]:=15;
tap[2]:=14;
tap[3]:=11;
tap[4]:=10;
tap[5]:=9;
tap[6]:=8;

tap[7]:=6;
tap[8]:=5;
tap[9]:=4;
tap[10]:=3;

end;

16: begin
m_sequence_degree:=16;
no_of_msteps:=65535;
ntaps:=4;
tap[1]:=16;
tap[2]:=5;
tap[3]:=3;
tap[4]:=2;

end;

end;
end;

procedure TForm1.Start(Sender: TObject);
begin

Generate_Sequence;
Decimate_Sequence;
Generate_Second_order;
Find_overlap_positions;

end;

end. {end program}

program msequence_generator;
uses

Forms,
sequence_generator in ‘sequence_generator.pas’ {Form1};

{$R *.res}

begin
Application.Initialize;
Application.CreateForm(TForm1, Form1);
Application.Run;

end.

APPENDIX (continued)
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Introduction

The pattern electroretinogram (PERG) results from stimula-
tion of the central retina with an isoluminant-reversing
black-and-white checkerboard or grating. It arises largely 
in the inner retina, providing a direct assessment of retinal
ganglion cell function. Furthermore, in consideration of the
stimulus characteristics, the PERG enables an objective
index of macular function. It can therefore play an impor-
tant role in differentiation between macular and optic nerve
dysfunction by facilitating improved interpretation of the
cortically generated visual evoked potential (VEP) to a
similar stimulus. The reader is referred to recent reviews for
further details.29,42,45

The normal PERG: Its recording and origins

The PERG is a small signal and requires attention to tech-
nical detail perhaps even greater than that required during
the recording of other visual electrophysiological tests. Par-
ticular caution has to be exercised in relation to physiologi-
cal artifacts from eye movement and blink artifacts.
However, given sufficient care, PERG trial-to-trial variabil-
ity should be no greater than that of other electrophysio-
logical tests.9,62,64

PERGs can be recorded to low temporal frequency
stimuli, giving a transient waveform with separately meas-
urable components; at higher stimulus frequencies, for
example, more than 10 reversals per second, a steady-state
waveform occurs, precluding individual component mea-
surement (figure 22.1). The steady-state PERG is amenable
to Fourier analysis. The separation of the PERG into indi-
vidual components is probably of greater diagnostic value,
and the International Society for Clinical Electrophysiology
of Vision (ISCEV) standard for pattern ERG refers to the
transient waveform only. This review will address the steady-
state response when appropriate but will concentrate on the
transient PERG.

The normal PERG, recorded in accordance with the
ISCEV standard,8 consists of three main components (figure
22.1). Many subjects have a small negative component, N35,
at 30–35ms, but this has little clinical demonstrated value
and will not be considered further. The two components that
are the focus for clinical diagnostic work are a prominent

positive component, P50, at approximately 50ms, and the
larger negative component, N95, at 90–100ms.36–38 ISCEV
recommends that measurement of the PERG be from peak
to peak, that is, from the trough of N35 to the peak of P50
for P50 component amplitude and from the peak of P50 to
the trough of N95 for N95 amplitude. P50 latency (implicit
time) is measured at its peak, but N95 latency is often diffi-
cult to measure accurately due to its broader shape and is
not usually considered in diagnosis.

The PERG should be recorded with electrodes that
contact the cornea or nearby bulbar conjunctiva but that,
unlike contact lens electrodes, do not affect the optics of the
eye or degrade retinal image quality. The DTL-fiber 
electrode,24 the Arden gold foil electrode,3 and the H-K loop
electrode34 are all suitable. The gold foil electrode is that rou-
tinely used in the author’s laboratories. The DTL can be
draped horizontally across the cornea or placed in the lower
conjunctival fornix; the latter position gives an amplitude
only 80% of that obtained when the electrode is across 
the cornea at the level of the lower lid.64 It is important 
when using the DTL that such a change in position does not
inadvertently occur during recording.85 Surface electrodes,
such as silver/silver chloride EEG-type electrodes, are not
recommended for routine PERG recording owing to the
lower amplitude and signal-to-noise ratio than corneal 
electrodes but may have limited application in, for 
example, a pediatric population. The reference electrode 
for PERG recording must be at the outer canthus or 
ipsilateral temple to avoid contamination from the cortically
generated VEP.12 Topical anesthesia is not required for the
three electrodes referred to and may be contraindicated for
PERG.5

The properties of the recording amplifiers need careful
consideration. Inappropriate amplifier design and charac-
teristics, particularly in relation to saturation and recovery
following a large artifact such as a blink, may cause PERGs
of artifactually low amplitude.31,62 On-line artifact rejection
is needed during data collection to minimize intrusion from
unwanted artifacts and should be set for 100 mV or less. A
satisfactory PERG usually requires the averaging of the
responses to more than 150 reversals, with a minimum of
two trials. The patient should refrain from facial movements
and blinking during recording; suspending data acquisition
every 5–10 seconds to allow the patient to blink a few times

22 The Pattern Electroretinogram
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will reduce trial-to-trial variability. A headrest reduces head
movements (and thus eye movements) and is important for
artifact prevention. Binocular recording gives the lowest
trial-to-trial variability83 and is recommended, as for full-
field ERG; in cases of asymmetrical visual acuity, the better
eye maintains fixation. Simultaneous VEP and PERG
recording may be useful, particularly in possible nonorganic
visual loss, but binocular recording is preferred for routine
diagnostic use. Monocular recording is necessary, however,
if the patient has a squint.43 The patient’s pupils should not
be dilated for PERG recording.

Stimulus parameters are important, and regular calibra-
tion is required. A linear relationship between stimulus 
contrast and PERG amplitude has been proposed by some
authors35,53,84,87 but is suggested by others only to apply at
low stimulus temporal frequencies.95 PERG amplitude also
increases with increasing field size.7,9,73 There are minor
changes in the PERG N95 component with miosis12 but not
for P50.44 PERG amplitude reduces with age,19,60,67,88,89 pos-
sibly related to loss of ganglion cells,11 and age-related nor-
mative data are required. Appropriate refraction is of crucial
importance.1,6

Although the exact generators of the PERG have yet to
be fully ascertained, the data currently suggest that the N95
component of the human PERG is a contrast-related com-
ponent generated in relation to retinal ganglion cell func-
tion. P50 is partly ganglion cell derived; there is also a
contribution from structures distal to the ganglion cells in the
visual pathway that have not yet been ascertained.

The initial experiments on the origins of the PERG were
performed on animal models and examined the effects of
optic nerve section and subsequent development of retro-
grade degeneration to the retinal ganglion cells. Maffei and

Fiorentini57 observed extinction of the PERG in a feline
model, suggesting that the ganglion cells were responsible for
the generation of the PERG. Although similar results were
subsequently reported by the same group in a nonhuman
primate model,58 analogous experiments in pigeons did not
produce PERG extinction but preservation of a reduced-
amplitude P50 component with a shortening of P50
latency.17 Recent pharmacological experiments in a primate
model used tetrodotoxin (TTX) to block spiking cell activ-
ity.91 These revealed severe N95 loss, and although P50
showed amplitude reduction, it was not extinguished and
there was shortening of P50 latency.

Two case reports appeared of PERG change in human
patients following optic nerve section (posttraumatic78

and surgical optic nerve section33). Both described some
PERG preservation in the affected eye despite the absence
of light perception. Harrison and colleagues, recording 
30 months after nerve section when retrograde ganglion 
cell degeneration should be complete, observed a P50 
amplitude reduction of approximately 70%, accompanied
by a shortening of P50 latency.33 Similar findings have been
reported in a blind eye consequent on longstanding optic
nerve compression43 and are compatible with those 
pharmacologically produced by Frishman’s group in a
macaque model.91

Human experimental studies utilized variations in stimu-
lus parameters, particularly spatial tuning, a property of the
retinal ganglion cells. Early studies examined only the P50
component and found no low spatial frequency attenua-
tion.50,90 However, N95 shows spatial tuning for a small stim-
ulus field,14,76 but the phenomenon is less marked with a large
field.9 Spatial tuning is also present in the N95-dominated
steady-state PERG.35 The suggestion from these data that the
retinal ganglion cells are responsible for N95 generation was
supported when the N95 equivalent pattern-specific
response86 correlated significantly with the volume of the
ganglion cell layer.26 The results of current source density
analysis were also in keeping with a ganglion cell origin for
the PERG.10,79 The reader is referred elsewhere for a more
comprehensive review of those data.95

Clinical data were also being amassed during the 
1980s consistent with P50 and N95 having different 
origins.

The clinical PERG: Macular dysfunction

The PERG, in relation to the nature of the stimulus, is sen-
sitive to macular dysfunction. The initial report of PERG
abnormality in maculopathy54 was confirmed in the early
1980s when PERG recording became more commonplace
following the introduction of the gold foil and DTL elec-
trodes. All authors reported PERG P50 component abnor-
malities (e.g., Groneberg,32 Arden et al.,6 Celesia and

F 22.1 PERG in relation to stimulus frequency and contrast.
Left, the contrast of the stimulus. Right, the rate of stimulation
(reversals per second).
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Kaufman,20 Holder,37,41 Clarke et al.,22 Ryan and Arden,72

Stavrou et al.81). The early studies did not separately evalu-
ate N95, but when this component was examined,37 it was
evident that there is concomitant effect on N95 such that the
N95 :P50 ratio is not reduced and might even be
increased.39,42 Complete extinction of the PERG occurs in
severe macular dysfunction. Although many patients with 
an undetectable PERG have ophthalmoscopically visible
macular abnormalities, a normal-appearing macula should
not be taken to imply a normally functioning macula (figures
22.2, 22.3, and 22.4).

The PERG findings in a mixed group of patients with
macular dysfunction, including retinal and macular dystro-
phies, inflammatory retinal disease, retinal vascular disease,
central serous retinopathy (CSR), and autoimmune
retinopathy, are shown in figures 22.5 and 22.6. The data
are displayed in relation to visual acuity. In the author’s expe-
rience, all patients with visual acuity < 6/60 (20/200; 0.1)
due to macular disease have an undetectable PERG, and
such data are not displayed. There is a high incidence of P50
component amplitude abnormality, with a loose relationship
between visual acuity and PERG P50 amplitude. P50 is sub-
normal in the majority of eyes with VA of 6/12 or worse.
It is important to remember that appropriate refraction is
needed during PERG recording so that the abnormalities
reflect genuine pathology rather than suboptimal refraction.

In clinical practice, the PERG is combined with the full-
field ERG. If the PERG is abnormal but the ERG is normal,
then dysfunction is confined to the macula, and generalized
retinal dysfunction is excluded. A pure macular dystrophy
has such a pattern of dysfunction. When generalized ERG
abnormalities are present, the electrophysiology defines the
phenotype; if the peripheral retinal appearance is unre-
markable, then an abnormal macular appearance could
reflect a pure maculopathy, a generalized cone dysfunction
with macular involvement, or a cone-rod dystrophy with
macular involvement. This is determined by the nature of
any full-field ERG abnormality.

PERG in Stargardt’s disease

The most common genetically determined macular dystro-
phy is Stargardt-fundus flavimaculatus (S-FFM), which is
usually inherited as an autosomal-recessive trait. At least
some S-FFM relates to mutation in ABCA4 (ABCR), which
expresses in both rods82 and cones,59 but ABCA4 has 50 exons
with many polymorphisms, and it is not always evident
whether the polymorphisms are disease-causing. The effect
on photoreceptor function may be secondary to effect on the
retinal pigment epithelium.93 Although S-FFM can be asso-
ciated with abnormalities of the full-field ERG,55,56 such that
some patients have disease confined to the macula (group 1),
some have macular dysfunction plus abnormal Ganzfeld
cone ERGs (group 2), and others have macular dysfunction
plus abnormalities in both cone and rod full-field ERGs
(group 3), a particular feature of S-FFM is that the PERG
is usually undetectable, even when visual acuity may still be
well preserved.42

It is relevant, considering the three subtypes of S-FFM, to
ask whether these groups reflect different stages of the same
disease or distinct diseases, perhaps in relation to different
mutations in the same gene. The problems inherent in
working with ABCA4 do not easily allow this question to be
answered, but there are other lines of investigation that
supply suggestive results. Sibling pairs should have the same
alleles, and data from a sibling pair study showed that
although there could be marked intersibling differences in
fundus appearance, length of history, or visual acuity, the
electrophysiological grouping showed 100% sibling concor-
dance.56 Data from a large prospective series of patients with
S-FFM were also examined to assess the relationship
between the magnitude of the ERG abnormality and the
duration of disease, as ascertained from direct patient ques-
tioning and hospital records. This is not as satisfactory an
approach as longitudinal recordings, but they are the only
available data. Groups 1 and 2 showed no significant asso-
ciation between the duration of the disease and the full-field

F 22.2 Fundus autofluorescence images in a 33-year-old
female referred for investigation of presumed optic neuritis conse-
quent on dengue fever. There was a two-month history of right eye

visual acuity loss, but no signs other than a questionable right rel-
ative afferent pupillary defect. Right visual acuity was 6/36; left
visual acuity was 6/5.
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ERG abnormalities, but a strong association between the
length of history and the severity of the electrophysiological
abnormality was found for both cone and rod ERGs in
group 3.55 These data have been interpreted to suggest that
only the group 3 variant of S-FFM may be progressive and,
further, that a normal full-field ERG at any stage in the 
disorder indicates a low chance of subsequent peripheral
retinal involvement, important when counseling these
patients.

PERG in other maculopathies

The pattern of abnormality of a normal full-field ERG and
an abnormal PERG, such that dysfunction appears confined
to the macula, has also been reported in other forms of mac-

ulopathy, such as CSR,27 macular hole,28,86 and age-related
macular degeneration.16 PERG recording was found to be
more sensitive than focal ERG in the assessment of macular
function in aphakic cystoid macular edema75 and was also
noted to demonstrate a degree of macular dysfunction in
keeping with the reported visual acuity level even when the
appearance of the macula was not thought sufficiently
abnormal to explain the level of acuity. Diabetic maculopa-
thy is also associated with abnormal PERGs.4,23,47,61,69,72 In
some instances, such as the macular dystrophy associated
with the 172 mutation in peripherin/rds, the PERG may be
abnormal before the development of acuity loss.25 In the
later stages of this disorder, the PERG becomes unde-
tectable, but the ERG remains normal, consistent with 
dysfunction confined to the macula.

A

B

F 22.3 A, Pattern and flash VEPs and PERGs in the patient
shown in figure 22.2. The right eye pattern VEP is markedly
delayed, but the marked PERG P50 component amplitude reduc-
tion suggests macular rather than optic nerve dysfunction. (Source:
After Holder GE: Electrophysiological assessment of optic nerve

disease. Eye 2004; 18:1133–1143.) B, Normal full-field ERGs in the
patient referred to in figure 22.2, confirming that the dysfunction
is confined to the macula rather than being part of generalized
retinal dysfunction. (Source: After Holder GE: Electrophysiologi-
cal assessment of optic nerve disease. Eye 2004; 18:1133–1143.)
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Usually, it is PERG amplitude that is affected in macular
dysfunction. Latency changes may occur, particularly in
serous detachment or macular edema.27 It is of interest that
both PERG and visual acuity may remain abnormal in CSR
even when the retina has flattened.27 A residual elevation of
psychophysical threshold has also been described.21

The clinical PERG: Optic nerve and ganglion cell
dysfunction

The pattern VEP is delayed in many disorders of optic nerve
function (see chapter 25). However, because delayed VEPs
are commonplace in macular dysfunction,39,42 (see also
chapter 15 of this volume), a delayed VEP should not be
considered diagnostic of optic nerve disease until central
retinal function has been excluded.

As retrograde degeneration to the retinal ganglion cells
occurs in optic nerve disease, and the PERG has origins in
relation to retinal ganglion cell function, it may be anti-
cipated that the PERG would be abnormal in optic 
neuropathy. However, the initial expectations of PERG
abnormalities in optic nerve demyelination were not met by
the first studies. A variable incidence of PERG abnormality
was described in the early reports, but these did not address
the N95 component,6,20,66,68,77 although it was noted in one
study that the negative after potential (N95 equivalent) could
be affected.68 Some authors doubted that the PERG had any
value in optic nerve demyelination.50,63

However, when the N95 component was also included in
the analysis, it became clear that PERG abnormalities could
be confined to N95, leaving P50 unaffected.36,37 This was
confirmed in later reports (e.g., Ryan and Arden,72 Froehlich
and Kaufman31). The incidence of PERG abnormality in
optic nerve demyelination was investigated in a study of 200

eyes.40 There was a 40% PERG abnormality, but in 85% of
those abnormalities, it was the N95 component alone that
was affected. A subsequent report extended those data with
similar conclusions.41 P50 component involvement occurs in
a small percentage of patients, but the reduction in P50 com-
ponent amplitude may be accompanied by a shortening of
P50 latency (figure 22.7); P50 latency increase is not a feature
of optic nerve or retinal ganglion cell disease.

The findings in acute optic neuritis, when examined
within a few days of the onset of symptoms, differ from those
in chronic disease;13,40 there is marked PVEP amplitude
reduction with less pronounced latency change. This may
reflect edema in the optic nerve related to the acute inflam-
matory lesion. At this stage, there is a reduction in the PERG
P50 component that tends to resolve, and both PERG P50
and PVEP amplitude improve within a few weeks. The VEP
amplitude change may reflect resolution of the initial
edema. However, even though the VEP amplitude improves,
greater PVEP latency delay is observed synchronous with
such improvement, presumably reflecting the development
of demyelination. Initially, the N95 component of the PERG
is reduced parallel to the reduction in P50, with a N95 :P50
ratio similar to that in the unaffected eye, but a PERG abnor-
mality confined to the N95 component may be evident after
the acute P50 loss has resolved with a time scale in keeping
with retrograde degeneration to the retinal ganglion cells.
The mechanism of the initial P50 reduction is not fully
explained. It is of interest that although 8 of 17 eyes with
acute optic neuritis had no detectable PVEP at presentation,
this was not a predictor of final visual acuity,42 but the only
two eyes not to regain 6/12 acuity or better at follow-up had
PERG P50 amplitudes of <0.5mV at presentation (normal
is >2.0mV). Firm prognostic conclusions await a larger
series.

F 22.4 mfERGs in the same patients as in figures 22.2 
and 22.3 demonstrate the spatial extent of the right eye macular
dysfunction. Note the preservation of the early negative 
component in the affected area. This may be the multifocal 
ERG equivalent of an electronegative ERG and thus may sug-

gest sparing of the photoreceptors with the site of dysfunction 
being post-phototransduction. This is further supported by the
normal autofluorescence. (Source: After Holder GE: Electro-
physiological assessment of optic nerve disease. Eye 2004;
18:1133–1143.)
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Other disorders of optic nerve function may also be asso-
ciated with PERG N95 component abnormalities. The
PERG has received relatively little attention in nonarteritic
anterior ischemic optic neuropathy (NAION), but N95
reduction may occur.2,38 The P50 component is more fre-
quently affected in NAION than demyelination, perhaps
reflecting more widespread vascular-related dysfunction
anterior to the retinal ganglion cells. A report has appeared
showing histopathological change in both inner and outer
nuclear layers of the retina in NAION.74

PERG abnormalities can occur in optic nerve compres-
sion41 and may be a useful prognostic indicator for visual
outcome as part of preoperative assessment.49,71 Parmar 
et al.65 found that an abnormal preoperative PERG in
patients with pituitary tumor correlated with a lack of
postoperative recovery.

The two most commonly occurring examples of primary
ganglion cell disease are Leber hereditary optic neuropathy
(LHON) and Kjer-type dominant optic atrophy (DOA).51

LHON, related to mutation in the mitochondrial genome,
usually presents with painless sequential bilateral visual loss.
Most patients are between 11 and 30 years of age at pre-
sentation, but earlier and much later age of onset can
occur,18,70 with mutation-confirmed disease occurring even
in patients as young as 2 years of age or as old as 80 years
of age (N.J. Newman, personal communication). Females are
less frequently affected than males, but the reason for this is
not clear; because there is incomplete penetrance, there are
probably other determining factors. There may be disk
swelling at presentation, often accompanied by microangio-
pathic changes in the disk vessels, but there is no fluorescein
leakage from the disk even in the late phase of fundus fluo-
rescein angiography. PVEPs, when detectable, are usually
markedly abnormal, with both delay and waveform distor-
tion, but there is marked reduction in the N95 component

F 22.5 The PERG P50 findings in 866 eyes with retinal dys-
function. These comprise retinal dystrophies, inflammatory retinal
disease, vascular disease, macular dystrophies, and so on. In no
patient could a PERG be detected when visual acuity was worse
than 6/60; those additional data are not shown. The format in this
figure and figure 22.2 is such that the area of the circle at a given
datum point reflects the number of eyes with the same value. For
example, of the circles at 0.0-mV amplitude, the large circle for
6/60 (0.1) visual acuity represents 136 eyes; the medium-sized circle
at 6/12 (0.5) visual acuity represents 41 eyes; and the smaller circle
at 6/9 visual acuity (0.67) represents 22 eyes. The horizontal
dashed line is at the lower limit of normal P50 amplitude. Note
that the vast majority of eyes have abnormal PERGs, many unde-
tectable, and that there is a clear relationship between the degree
of visual acuity loss and the degree of PERG abnormality in those
eyes in which a PERG was detectable. See figure 22.2 for compar-
ison. (Source: Holder GE: The pattern electroretinogram and an
integrated approach to visual pathway diagnosis. Prog Retin Eye Res
2001a; 20:531–561. Reproduced with permission.)

F 22.6 The PERG N95 :P50 ratio findings in 866 eyes with
retinal dysfunction (see the caption for figure 22.1) demonstrating
that the N95 reduction is consequent upon that in P50, and is unre-
lated to severity of disease. See the caption for figure 22.1 for a
description of the type of display used. The horizontal dashed line
is at the lower limit of normal N95 :P50 ratio. Note that although
the vast majority of eyes have abnormal PERGs, as shown in figure
22.1, there is no relationship between the degree of visual acuity
loss and the level of N95 :P50 ratio in those eyes in which a PERG
was detectable. This is in contrast to the data presented for P50
amplitude in figure 22.1 and demonstrates that the reduction in
N95 seen in these eyes is secondary to a P50 component reduction.
(Source: Holder GE: The pattern electroretinogram and an inte-
grated approach to visual pathway diagnosis. Prog Retin Eye Res
2001a; 20:531–561. Reproduced with permission.)
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of the PERG.41 One report has suggested, in the 11778
mutation, that VEP abnormalities may precede the onset of
symptoms.

DOA is related to mutation in OPA1 on chromosome 3.
There is usually progressive visual acuity loss associated with
disk pallor, a centrocecal visual field defect and defective
color vision.92 Histopathological48,52 and electrophysiological
studies15,38,46 are in keeping with degeneration of the retinal
ganglion cells leading to optic atrophy. As with LHON,
VEPs are often delayed, but there tends to be better preser-
vation of the waveform in early disease. Again, in keeping
with ganglion cell dysfunction, there is N95 reduction in the
PERG; indeed, the PERG can occasionally be profoundly
abnormal even in the absence of marked PVEP abnormal-
ity (e.g., figure 22.8). PERG abnormalities confined to N95
were reported in younger patients in a recent study of 13
patients from eight families.46 In more advanced disease,
additional P50 component involvement occurred; there was
P50 amplitude reduction and shortening of P50 latency in
severe end-stage disease, but the PERG P50 was always
detectable even when the pattern VEP was extinguished
(figure 22.8). A shortening of latency is presumed to reflect
loss of the ganglion cell–derived N95 component, with addi-
tional loss of the part of P50 that arises in relation to gan-
glion function. The earlier, more distally generated part of
P50 remains even in severe ganglion cell loss, giving appar-
ent shortening of latency.

Patients with LHON tend to present acutely and have
completely normal P50 components with very poor N95, in
keeping with primary ganglion cell pathology. DOA rarely
presents with an acute event, and the N95 loss in DOA is
assumed to be progressive based on examination of patients
in different stages of disease.46 Diagnostically, it is often a
symmetrical and marked reduction in the N95 component
that suggests a primary disorder of ganglion cell function
rather than dysfunction consequent on an optic nerve 
insult.

Concluding remarks

The PERG has an important clinical role in the evaluation
of central retina, the P50 component allowing an objective
assessment of macular function. In addition, the N95 com-
ponent provides a direct measure of ganglion cell function.
The differences between the effects of macular and optic
nerve disease on the PERG enable a dramatic improvement
in the accuracy of VEP interpretation, and this is perhaps
the role of the PERG with the most direct clinical impact
on patient management (see chapter 36). It is important
always to bear in mind that clinical signs may sometimes be
misleading or absent. For example, a relative afferent pupil-
lary defect can be a feature either of optic nerve or macular
dysfunction (and may not be present in bilateral disease); and
the presence of a normal-appearing macula does not mean

F 22.7 PERG and pattern VEP findings in a 26-year-old
female who presented with blurred vision in her left eye following
a hot bath. There were no physical signs, but color vision testing
(Ishihara), although giving no errors, was performed very slowly.
Visual acuity was 6/5 right and left. Pattern VEPs from both eyes
are markedly delayed, the delay from the right eye being subclini-

cal and that from the left being associated with an Uhthoff
phenomenon. The patient denied ever having had any acute 
symptoms suggestive of retrobulbar neuritis. Note the relative
reduction in PERG P50 amplitude from the left eye with a 
shortening of PERG P50 latency. The PERG from the right eye is
normal.
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a normally functioning macula. Equally, a patient with
disease of the ganglion cells evident on clinical examination
and in the PERG can have a normal pattern VEP. The
PERG, particularly as it is evoked by a stimulus similar 
to that used for routine clinical VEP recording, is invaluable
in facilitating the distinction between optic nerve and
macular disease and in the demonstration of ganglion cell
dysfunction.
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O   25 years, there has been an explosion of new
information about the maturation of vision during infancy.
A growing appreciation of the role of visual experience
during infancy in shaping the functional organization of the
maturing visual system has driven a research effort to define
the normal course of maturation and its susceptibility to dis-
ruption by early abnormal visual experience. As this research
effort has bridged the transition from the laboratory to the
clinical setting, the success of various treatment protocols for
remediation following abnormal visual experience has come
under evaluation, both in clinical trials and in clinical care
of individual patients.

The study of infant visual maturation includes multiple
approaches, including electrophysiology and psychophysics.
Even in assessing a single visual dimension, such as visual
acuity, the combination of multiple tests can provide more
complete information about the infant’s status than any one
test alone. For example, while it is difficult to record pattern
visual evoked potentials (VEPs) in patients with nystagmus
or shunts, psychophysical assessment of acuity via preferen-
tial looking has a high success rate among these patients.2,5,14

On the other hand, psychophysical testing may be insensi-
tive to macular dysfunction and strabismic amblyopia,9,24–26

while pattern VEPs are uniquely sensitive to these disorders
because of the predominance of the central visual field in
the responses.

Infant visual acuity testing is unusual in that it has bridged
the gap between the laboratory and the clinic. Availability
of the Teller Acuity Cards45 has enabled psychophysical
assessment of infant visual acuity during routine office
examinations. While the additional expense and expertise
associated with electrophysiological approaches to infant
acuity assessment have limited their availability primarily to
medical school hospitals and clinics, infant VEP acuity is
now widely used both as an outcome measure for random-
ized clinical trials and for individual patient assessment. The
focus of electrophysiological testing of infant visual acuity
has shifted toward the use of the sweep VEP30 in recent

years. The sweep VEP is based on Fourier analysis of steady-
state VEPs elicited by periodic stimulus changes, such as
pattern reversal of a sine wave grating pattern. The steady-
state VEP response is composed of a series of harmonically
related components that are multiples of the frequency at
which contrast reversal or pattern onset occurs.

To measure acuity by using the steady-state VEP, for
example, the test protocol includes a series of checkerboard
patterns or sine wave gratings that range from coarse to fine
(low to high spatial frequency). For each pattern, 50–100
steady-state VEP responses are recorded, and the average
amplitude is determined. By examining the relationship
between check size (or spatial frequency) and response
amplitude, the check size that corresponds to zero amplitude
can be extrapolated as an acuity estimate. Ideally, many
check sizes (or spatial frequencies) would be evaluated to pin-
point the exact size at which a reliable VEP could no longer
be recorded. With the limited attention span of infants, this
is rarely possible. In fact, in the now classic studies of the
maturation of visual acuity during infancy that were con-
ducted during the mid-1970s by Sokol41 and by Marg et al.,23

only four to six large-to-moderate pattern element sizes were
included in each acuity test.

On the other hand, sweep VEP protocols usually present
10–20 spatial frequencies to the infant in rapid succession
during a 10-second sweep. By using Fourier analytic tech-
niques to extract the VEP responses to each of the brief
stimuli (specifically, the amplitude and phase of the har-
monics of the stimulation rate), sufficient information can be
obtained from the VEP records to estimate visual acuity
from only a few brief test trials. This technique has three sig-
nificant advantages over the more classical methods. First,
test time is greatly reduced. The classic steady-state VEP
acuity paradigms often required an hour or more to obtain
data for just a few check sizes, while data for 10–20 spatial
frequencies can be collected within 15 minutes by using the
sweep protocol. Second, the infant’s behavioral state changes
little during the recording session; since behavioral state can

23 Assessing Infant Acuity, Fusion,

and Stereopsis with Visual Evoked

Potentials
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influence the quality of the data obtained, brief test proto-
cols provide a major advantage. Third, since many more
spatial frequencies can be included in the test protocol, close
spacing in the series can be used, and a more accurate esti-
mate of acuity can be obtained. Figure 23.1 illustrates two
potential pitfalls in acuity estimation associated with the
classic VEP acuity protocols that are overcome by the
improved sampling of the amplitude versus spatial frequency
function of the sweep VEP method.

Normal maturation of acuity

Over the past 10 years, we have gathered a substantial nor-
mative data set for monocular (N = 244) and binocular (N =

347) sweep VEP acuity maturation during the first two years
of life. Overall, sweep VEP acuity increases from about 
0.75 logMAR (20/105 Snellen equivalent) at 6 weeks of age
to about 0.37 logMAR (20/45) at 26 weeks of age and 
0.25 logMAR (20/35) by 55 weeks of age (figure 23.2). This
time course for acuity maturation is similar to previous
reports in the literature.16,30 The improvements in acuity par-
allel the considerable anatomical development that occurs
postnatally. Although on fundus examination, the fovea
appears mature soon after term birth,18 the migration of
cone photoreceptors toward the foveal pit is not complete
during the first months of life.47 The fine anatomical struc-
ture of the foveal cone photoreceptors is not mature until at
least 4 years of age.47 Myelination of the optic nerve and

F 23.1 Potential pitfalls in acuity estimation caused by
limited sampling of the amplitude versus spatial frequency func-
tion in classic VEP acuity protocols (panels A and C) that are over-
come by the dense sampling and extended sampling range of the
sweep VEP (panels B and D). Amplitude and phase of the VEP
response (solid circles) are plotted along with amplitude at adjacent
nonharmonic noise frequencies (open circles). Panel A illustrates a
potential error in the acuity estimate that may occur if only low to
moderate spatial frequencies are sampled (e.g., £8c/deg) and the

slope of the descending limb of the amplitude versus spatial fre-
quency function is not constant. Panel B shows the more accurate
acuity estimate that is derived when data are available for a larger
range of spatial frequencies (1–20c/deg). Panel C illustrates a
limited sampling range (e.g., £8c/deg) may also result in a poor
acuity estimate because of missing a second peak in the amplitude
versus spatial frequency function. Panel D shows the more accu-
rate acuity estimate that is derived when data are available for a
larger range of spatial frequencies (1–20c/deg).
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tract continues to increase for 2 years postnatally.22 While the
number of cells in the primary visual cortex appears to be
complete at birth, there are considerable increases in cell
size, synaptic structure, and dendritic density during the first
six to eight months of life,11,17 and elimination of supernu-
merary synapses in visual cortex continues until about 11
years of age.17

Mean binocular sweep VEP acuity is better than mean
monocular sweep VEP acuity by about 0.03 logMAR. The
variability of binocular sweep VEP acuity within an age
group (e.g., 17-week-old infants), defined as 95% of the
normal distribution, is about ±0.23 logMAR around the
mean. Variability is slightly greater for monocular sweep
VEP acuity: ±0.29 logMAR. These values are roughly com-
parable to the 0.6 logMAR range of sweep VEP acuities
reported by Norcia and Tyler31 for normal infants in a single
age group.

Within the normative sample, mean interocular acuity dif-
ferences are small in each age group, averaging less than 
0.1 logMAR. However, the range of interocular differences
comprising 95% of the normal distribution varies with age.
At 6 weeks, 95% of interocular differences fall within 
±0.29 logMAR while, by 46 weeks, 95% of interocular dif-
ferences fall within ±0.18 logMAR. The latter value is con-
sistent with previous reports of the range of normal
interocular differences in sweep VEP acuity during infancy.16

Normative longitudinal measurements of sweep VEP
acuity over the first 18 months of life have also been
reported.37,38 These data have direct clinical utility in that
they provide a method for determining whether a change in
an individual’s acuity over time represents a significant
change. In other words, such data provide a baseline 
for the evaluation of progression, recovery, and/or response
to treatment in individual patients. The rate of sweep VEP

acuity development (slope) ranged from -0.34 to 
-0.89 logMAR/log weeks in a normative sample of 53
healthy term infants tested on five occasions during the first
18 months of life. Preliminary studies have suggested 
that rate of acuity development during infancy may be more
predictive of long-term visual acuity outcome than the
infant’s acuity determined from a single acuity test.19

Preterm birth

Preterm birth potentially plays an important role in visual
development; premature exteriorization removes the visual
system from the nurturing intrauterine environment during
its period of rapid maturation. The immature visual system
is unnaturally subjected to external visual stimulation, and
its tissues can no longer depend on placental maternal-to-
fetal transfer of essential nutrients. While the basic organi-
zation of the structures of the visual system appear to be
specified innately, it is clear that postnatal visual experience
and nutrition can modify the fine structure and function of
the visual system.

Both stimulating and harmful effects of early precocious
exposure to light or patterned visual stimulation are possi-
ble. Damage could be inflicted, for example, by changing the
rate of synaptic production, interfering with the normal
process of elimination of supernumerary synapses, or by dis-
rupting the normal sequential differentiation of neurons or
their connections. Stimulating effects could result from early
activation of visual experience-dependent neuronal path-
ways, enhancing their rate of maturation. In general, VEP
acuity studies have found slight or no accelerating effect on
the rate of acuity development (figure 23.3). In fact, while
there appears to be little difference in acuity between healthy
preterm and term infants during the first 57 weeks postcon-
ception, preterm infants may have an overall slower rate of
acuity development so that by 66 weeks postconception,
acuity is significantly poorer in the preterm group.37

Just as it is clear that there are critical periods during
which abnormal visual experience may result in permanent
adverse changes in the way that the visual system matures,
it has become clear recently that some dietary deficiencies
during infancy may have adverse effects on the maturation
of visual function. Recently, there has been a focus on the
differences in omega-3 long-chain polyunsaturated fatty acid
levels in human milk versus infant formula. Over 60% of the
structural material in the brain is lipids, including cholesterol
and phosphoglycerides of neural membranes, which are rich
in docosahexaenoic acid (DHA) and arachidonic acid (AA).
As a component of the central nervous system with a
common embryonic origin, the retina contains similarly high
levels of DHA and AA to structural lipids, particularly in the
metabolically active photoreceptor outer segments. Changes
in the relative proportions of different brain and retinal

F 23.2 Mean monocular (solid circles; N = 244) and binoc-
ular (open circles; N = 347) sweep VEP acuity as a function of age
in weeks (E. Birch, unpublished data). Also shown are the lower
95% tolerance limits for the normative range of individual monoc-
ular and binocular scores. Note that binocular sweep VEP acuity
is consistently slightly better than monocular sweep VEP acuity and
that the tolerance limits are narrower during the first year of life.
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phospholipids, especially the large changes in DHA levels
and the DHA/AA ratio, during late fetal development and
infancy may be reflected in cellular and neural maturation.
Evidence from randomized clinical trials suggests that
formula-fed preterm infants are at particular risk from DHA
deficiency because they are deprived of the last trimester of
placental maternal-to-fetal transfer of DHA because they
have limited capacity to endogenously synthesize DHA from
the precursor fatty acids that are provided by most infant for-
mulas, and because they are the least likely to be breast-fed.
Preterm infants who are fed formulas without DHA show
lower DHA levels in red blood cell membranes and cerebral
cortex and poorer VEP acuity than are infants who receive
DHA in their diet (figure 23.3).

Reliability and validity of sweep VEP acuity

The reliability of infant sweep VEP acuities has been eval-
uated in both normal and clinical cohorts. In normal infants,
Norcia and Tyler31 reported that 65–75% of individual
sweep responses reach criterion to provide an acuity score
and that 95% of individual sweep acuity scores were within
±0.16 logMAR. This is similar to the 22% (±0.17 logMAR)
test-retest variability reported by Prager et al.35 Norcia and
Tyler31 also report that the best acuity from a single sweep
differed from the vector average of multiple sweeps by less
than 0.11 logMAR. Within a single age group of normal

infants (e.g., 17-week-olds), the cross-sectional variability of
sweep VEP acuity is about 0.6 logMAR. Since this inter-
subject variability far exceeds intrasubject variability, it
appears that most of the cross-sectional variability is due to
true individual differences and not to measurement error.
Test-retest reliability data from pediatric patients are almost
nonexistent, but reliability may be poorer than in normative
cohorts. In patients with cortical visual impairment, retest
varied by ±0.3 logMAR from the original acuity score.12 This
is likely the worst-case scenario for assessing reliability, since
VEP recording in this cohort of patients is often complicated
by the presence of seizure activity, nystagmus, and visual
inattention. Nonetheless, these data demonstrate that
caution must be exercised in extending normative reliability
data to patient groups.

The validity of sweep VEP acuity estimates has been eval-
uated through concordance across centers, through concor-
dance with other acuity estimates in both normative and
clinical cohorts, and by evaluating the predictive value of
early sweep VEP acuity estimates for long-term optotype
acuity outcomes. As was discussed in more detail in the
section entitled “Normal maturation of acuity,” there is
excellent concordance between the normative sweep VEP
acuity data obtained in our laboratory and in Norcia’s lab-
oratory for mean acuity development, variability around the
mean within age groups, monocular-binocular acuity differ-
ences, and interocular differences. In addition, three sepa-
rate sites in two independent studies36–38 that tested normal
infants with both sweep VEP and Teller Acuity Cards found
the same trends in acuity development. Sweep VEP acuity
was generally higher than Teller Acuity Card acuity during
the first few months of life, but the rate of development was
steeper for Teller Acuity Card acuity. Thus, the ratio of
sweep VEP to Teller Acuity Card acuity decreased with age.

The concordance between sweep VEP acuity and opto-
type acuity has been evaluated for defocus due to refractive
error. Sweep VEP acuity and optotype acuity are correlated,
but the predictive power of sweep VEP acuity for an indi-
vidual’s optotype acuity in the presence of refractive error is
limited. Optotype acuity can be predicted only within two
lines for 95% of individuals.46 In general, for no defocus to
modest defocus, sweep VEP acuity tends to be equal to or
poorer than optotype acuity, while for moderate to severe
defocus, sweep VEP acuity tends to be better than optotype
acuity.20 Sweep VEP is unlikely to be recordable at all if
optotype acuity is poorer than 20/200.42

The concordance between sweep VEP acuity and opto-
type or grating acuity has been evaluated for various oph-
thalmopediatric disorders. Gottlob et al.13 initially reported
a good correlation between best single sweep acuity and
optotype acuity in 135 children with diverse visual disorders,
but in a follow-up study of patients with organic diseases,
nystagmus, strabismus, or ptosis, Gottlob et al.14 reported

F 23.3 Top, Monocular sweep VEP acuity of healthy
preterm and term infants.31,37 (E. Birch, unpublished data). Bottom,
VEP acuity of healthy breast-fed (BF) preterm3 (E. Birch, unpub-
lished data) and term infants along with VEP acuity data from
preterm infants who were fed control formula (CF)3 or experimen-
tal formula supplemented with docosahexaenoic acid (DHA).3



:   , ,       357

that the accuracy of sweep VEP acuity depended on the par-
ticular disease. Overall, the correlation between sweep VEP
acuity and optotype acuity was high (r = 0.84), but the slope
of the regression line was significantly less than 1.0 because
acuities worse than 0.33 logMAR had better sweep VEP
than optotype acuity, while for better optotype acuities,
sweep VEP acuity underestimated optotype acuity. The best
correlation and the slope closest to 1.0 was found for the
subset of patients with organic diseases (e.g., retinopathy of
prematurity, persistent hyperplastic primary vitreous, optic
nerve glioma, Leber’s amaurosis), and the poorest correla-
tion was found for patients with nystagmus. In the largest
study to date, Arai et al.1 reported that 77% of eyes in 100
patients with various ocular pathologies and optotype
acuities, ranging from 20/15 to 20/400, had sweep VEP
acuity agreement within one octave and that the poorest
concordance was found for patients with optic nerve disease.

Concordance between sweep VEP acuity and preferential-
looking grating acuity, either by forced-choice preferential
looking or by the Teller Acuity Card Procedure, shows a
similar pattern of results. Namely, overall there is a good 
correlation but sweep VEP acuity tends to be better than
grating acuity when acuity is poor and grating acuity tends
to be better than sweep VEP acuity when acuity is normal
or only mildly impaired.12,20,31,33

The predictive value of infant sweep VEP acuity for long-
term optotype acuity outcome also has been evaluated.
Jeffrey et al.19 evaluated a cohort of patients with cortical
visual impairment. They reported that both the initial sweep
VEP acuity, obtained at a mean of 8 months of age, and the
rate of sweep VEP acuity development over the first 18
months of life were correlated with the acuity outcome at ≥5
years of age (r = 0.45 and r = 0.57, respectively). However,
the rate of acuity development was a more sensitive predic-
tor of visual impairment (75%) than was the initial acuity
(50%), and rate also was a more specific predictor (86%) than
initial acuity (46%). In a recent study of 47 low-birth-weight
children,32 sweep VEP grating acuity was not predictive of
optotype acuity outcome at ≥4 years of age when the VEP
was assessed before 6 months adjusted age but was predic-
tive when acuity was assessed at 7–12 months. In addition,
the rate of sweep VEP acuity maturation during the first 2
years of life was predictive of optotype acuity outcome.

Fusion and stereopsis

Particularly for the evaluation of fusion and stereopsis, the
cortical magnification of the foveal area and visual cortical
topography favor VEP protocols, since responses reflect
macular function regardless of stimulus size. Two steady-
state VEP protocols have been employed to assess sensory
fusion. In the correlogram protocol, originally developed by
Petrig,34 the stimulus is an anaglyphic dynamic random dot

pattern that alternates in time between correlated (r = 1.0,
bright dots fall on corresponding points in the two eyes,
fusion stimulus) and anticorrelated (r = -1.0, bright dot in
one eye and dark dot in the other eye fall on corresponding
points, rivalry stimulus). VEPs in response to changes from
the correlated state to the anticorrelated state assess the
infant’s ability to appreciate fusion and rivalry. As is shown
in figure 23.4, few infants under 4 weeks of age demonstrate
fusion, while by 12–16 weeks, virtually all infants demon-
strate sensory fusion.6

In the motion VEP protocol, originally developed by
Norcia et al.,27,28 a sine wave grating is jittered back and
forth; whether the motion VEP is symmetric for nasalward
and temporalward motion is assessed. Healthy children
older than 1 year of age and adults have symmetric
responses to both directions of motion (approximately equal
in amplitude); therefore, a steady-state VEP at twice the jitter
rate (F2 harmonic) can be recorded. Nasal-temporal asym-
metry of the motion VEP is a routine finding in healthy
infants aged 2–6 months4,27 (figure 23.5). Symmetry of the
motion VEP has been shown to be highly correlated with
foveal fusion; asymmetry has been shown to be highly cor-
related with monofixation.4,10 The maturation of sensory
fusion from both protocols is shown in figure 23.4. In each
protocol, few infants under 4 weeks of age demonstrate
fusion, while by 26 weeks (6 months), virtually all infants
demonstrate sensory fusion.4,6

The maturation of stereopsis has been determined by
using dynamic random dot stereograms. The onset of stere-
opsis occurs at about 15 weeks of age (figure 23.6).6 After
onset, the rate of stereoacuity maturation is rapid, with the
infant achieving stereoacuity of 50 arc sec by 35 weeks
(figure 23.6).6 The relationship between VEP amplitude and

F 23.4 The percentage of infants who have a reliable VEP
in the correlogram or motion VEP protocols as a function of age
in weeks. Note that few infants have fusion before 4 weeks of age,
while most infants have fusion by 26 weeks6 (E. Birch, unpublished
data).
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binocular disparity is complex, with a linear relationship
from threshold to about 15min arc, a dip in amplitude and
loss of phase coherence at intermediate disparities, and large
amplitude response with a different phase for coarse dispar-
ities (figure 23.7).6 The two distinct ranges of VEP response
to disparity may represent independent coarse and fine 
disparity-sensitive mechanisms.29

Multiple stimulus sweep VEP paradigms

A useful twist on standard sweep VEP test protocols is to
present two or more stimuli simultaneously. As long as each
stimulus is presented at a different, nonharmonic temporal
rate, it will have an independent temporal signature associ-
ated with it. Clearly, it has an advantage in speed of data
acquisition and in controlling for differences in arousal,
optical focus, and fixation (which might be more variable if
testing was conducted sequentially for each location).

The multiple stimulus approach becomes even more
useful when it is joined to a test-probe paradigm. In such a
paradigm, a constant test stimulus is presented simultane-
ously with a swept probe stimulus. For example, while the
subject fixates a 10% contrast 3 c/deg grating phase alter-
nating at 6Hz, a second grating that is phase alternating at
7Hz can be presented simultaneously at the same retinal
location to examine contrast masking (by sweeping contrast)
or spatial frequency masking (by sweeping spatial fre-
quency).43 Alternatively, dichoptic masking can be examined

if the test stimulus is presented to one eye and the swept
probe stimulus is presented to the other eye.43 Recently, this
approach has been used to assess rivalry (alternate suppres-
sion) in both adults and infants. Adults show clear VEP
amplitude waxing and waning for each eye that correlates
with the perceptual dominance of that eye.8 On the other
hand, in 35 normal infants age 5–15 months, rivalry could
not be detected with this approach.7 This finding contrasts
with those of psychophysical studies, which suggest that
rivalry develops along a similar time course to stereopsis, at
about 3–6 months of age.15,39

Special considerations for recording VEPs from 
infant patients

In the topographic projection from the retina to the occipi-
tal cortex, the central 6–8 degrees of the visual field is pre-
dominant, with the peripheral visual field more sparsely
represented. The VEP recorded from the scalp over the
occipital lobe even more strongly reflects the macular area
because its projection is on the exposed surface of the occip-
ital cortex, while the peripheral projection lies deep within
the calcarine fissure. This certainly enhances the sensitivity
of the VEP to disruption of central vision, which subserves
acuity and fine stereoacuity. On the other hand, a child with
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F 23.5 Polar plots of infant motion VEP fundamental and
second harmonic response amplitude and phase. Five responses
were obtained for the right eye (RE; thick lines) and left eye (LE;
thin lines) at each test age. At 3 months of age, the infant shows a
nasal-temporal asymmetry in the motion VEP, that is, a motion
response primarily at the fundamental frequency, with an approx-
imate 180-degree interocular phase difference. At 8 months of age,
the infant shows symmetry of the motion VEP, that is, a motion
response primarily at the second harmonic, with no interocular
phase difference.
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F 23.6 Top, The percentage of infants who have a reliable
VEP in the dynamic random dot stereogram protocol as a func-
tion of age in weeks.6 Note that few infants have random dot stere-
opsis before 10 weeks of age, while most infants have random dot
stereopsis by 26 weeks. Bottom, VEP random dot stereoacuity as a
function of age in weeks.6 Stereoacuity improves rapidly from
about 2000 arc sec at 15 weeks of age to about 100 arc sec by 24
weeks and 60 arc sec by 40 weeks of age.



:   , ,       359

poor macular function and/or eccentric fixation may fail to
produce a reliable VEP response despite substantial residual
visual function.

Two other factors that can limit the ability to obtain VEPs
in infant patients include state and visual attention. Sleepy
infants, sedated infants, and anesthetized infants all produce
poor or variable VEP results. Head and body movements,
including yawning, crying, or sucking, can lead to muscle
artifacts in the VEP records. Infants who are unable to main-
tain gaze near the center of the stimulus may produce vari-
able or absent VEP responses even when significant visual
function is present; nystagmus is a particular problem, since
the eye movements also may generate artifacts in the VEP
records. Failure to accommodate appropriately and/or
uncorrected refractive errors substantially reduces the ampli-
tude of responses and may lead to nondetectable VEPs in
infants who see quite well when the stimuli are in proper
focus.

Infants with neurological diseases present additional 
challenges because gross disorganization of the electroen-
cephalogram (EEG) usually precludes successful VEP
testing.2,40,44 While medications can reduce disorganization
of the EEG, they often result in an infant who is not suffi-
ciently alert or visually attentive to produce reliable VEP
responses. Accurate electrode placement, which is accom-
plished via careful measurement relative to skull landmarks,
may not be possible in patients with abnormal brain
anatomy. Surgical alterations in brain anatomy, such as the
placement of shunts, also may interfere with the ability to
record a signal at some sites on the scalp.

As a final note, it is worth stating that with few exceptions,
the clinical value of sweep VEP testing does not lie in the
detection or differential diagnosis of ophthamopediatric dis-

eases. Instead, the strength of VEP assessment lies in quan-
titative measurement of the degree of visual impairment. In
addition to its utility for determining the natural history of
ophthalmopediatric disorders and their response to treat-
ment, determination of sweep VEP acuity can be of great
value in establishing eligibility for educational and social
services and for providing parents with a clear picture of
their child’s abilities. Sweep VEP acuity in conjunction with
preferential looking acuity using Teller Acuity Cards can
provide a more complete picture. While each test has its
strengths and weaknesses in terms of sensitivity, accuracy,
and physical demands of the patient, the two tests together
can provide immensely useful information about visual
impairment and its response to treatment.
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T   visual acuity and other visual functions with
aging has been reported extensively. This decline of visual
function has been attributed to anatomical aging changes in
the eye and the visual pathway. Opacities of the crystalline
lens and vitreous body, miosis, and a loss of neurons at both
the retina and the visual cortex have been considered to be
the factors responsible for the loss of function.

With the development of surgical techniques for cataracts
and the prolongation of life, patients older than 90 years
often have a visual acuity over 20/20. Are their cells and
neurons in the visual pathway still functioning as in youth?

Visually evoked cortical potentials (VECPs) to pattern
stimulation have been known to reflect several visual func-
tions related to neuronal function, and the effect of age on
pattern VECP has been studied by a number of authors.
There is general agreement that the P100 peak latency
increases and amplitude decreases in the elderly. However,
the ophthalmological findings described in the literature are
not sufficiently clear. The present chapter deals with the
aging effects on pattern VECPs mainly in elderly subjects.

General changes in visual evoked cortical potentials 
with age

W There have been a few reports that described
the development of VECP waveforms.3,18,24 Generally, the
waveforms change from a single positive peak to a negative-
positive complex with age. The pattern-onset response con-
sists mainly of a single positive peak with a latency of about
150ms until about 10 months, a negative component
becomes recognizable at the age of 20 months, and the
initial positive component splits into two positive waves at
puberty.

Figure 24.1 shows the pattern-reversal VECP responses to
three check sizes from one infant that were recorded at three
different ages. At the age of 10 weeks, simple, large, slow
positive peaks with a peak latency at about 150ms are
observed. At 15 weeks the peak latencies of positive waves
become shorter—about 120ms. At 19 weeks the positive
peak and the negative troughs become sharp and clear. The
check size that elicits the largest responses in amplitude is 

80min at 10 weeks but becomes smaller—40min at 15
weeks and 20min at 19 weeks. No obvious alternation of
VECP waveforms was observed after that. This development
of waveforms is concurrent with the anatomical develop-
ment of the macula and myelin sheath as well as with synap-
tic development.

Amplitude changes with aging There has been a variant of
opinion regarding the aging effects on VECP amplitude.
Halliday et al.10 reported that there was no significant effect
of age on amplitude. Celesia and Daly6 also found no cor-
relation between age and the amplitude of P100.

In contrast, Shaw and Cant15 reported that the P100
amplitude was greatest in childhood, declined until the
fourth decade, increased again, and then decreased after 
the sixth decade. Wright et al.21 found that the amplitude of
the component of the pattern-reversal VECPs was very high
in the teenage group but, once reduced, became constant
from the twenties onward and showed no further consistent
age changes.

We found that the P100 amplitude decreased with aging
as shown in figure 24.2. A progressive reduction in the
amplitude of the P100 component with age for lower tem-
poral frequency ranges was observed up to the ages of 30 to
39 years; however, the temporal tuning curve tended to shift
toward lower frequencies with age after 30 years.

P L C  A Most of the related
literature refers to the increase in P100 latency in the elderly.
However, a delay of the P100 is also known as an important
criterion for diagnosing optic neuritis caused by multiple
sclerosis. We have to be very careful when judging abnormal
delay of the P100 because it can be found not only in the
elderly but also in normal controls by changing the stimulus
conditions such as lower vs. upper visual field, monocular vs.
binocular viewing, luminance, defocusing, and spatial fre-
quency of stimuli.

In 1975 Asselman and others5 reported that the latency
of the P100 was unaffected by aging until about 60 years but
that thereafter there was a tendency for it to increase. In 
subjects under the age of 60 years the mean latency was 

24 Aging and Pattern Visual Evoked

Cortical Potential

 -



362  

90.5ms, but over the age of 60 years it was significantly
longer at 97.2ms.

Still later, in 1977, Celesia and Daly6 reported a linear
increase in mean latency with age. They showed an annual
increase of 0.18ms in the delay of the P100 during the age
range from 15 to 70 years; it increased from 93 to 103 ms
over that period. More precisely, Shearer and Dustman17

stated that the rate of the P100 delay accelerates from young
adulthood through the sixth decade. The rate of increase
has been demonstrated to be greater for smaller than for
larger check sizes.7,19,22 Shaw and Cant16 showed that the
relationship between age and latency is influenced by pattern
luminance and that at lower levels of luminance there is an
increase in latency after the fourth decade.

In order to exclude the effect of senile opacity of the crys-
talline lens, we compared the P100 latency between phakic
eyes and aphakic eyes with an intraocular lens (figure 24.3).
Peak latency changes by aging were similar in the two groups
showing a significant delay in the age group beyond 70 years,
suggesting that reduced transparency of the medium in the
elderly was not the reason for the delay of the P100, but
rather it was possibly due to senile changes in the neural
pathway.

Some authors suggested a gender effect for the P100
increase in the elderly. Halliday et al.10 found that the
increase in mean latency from the age of 50 years was seen
only for the female group. We also found shorter latencies 
in elderly females, although such a tendency has been
observed throughout their life spans (figure 24.4). On the
contrary, Mitchell et al.14 reported that a significant age
effect (increasing values with age) was demonstrated, but

none in relation to gender. Further studies on gender and
age relationships are necessary.

In summary, it might be true that the increase in P100
latency with age begins rather late in life, over 60 years, and
is uncertain at ages below 50 years.

Temporal frequency characteristics

Few VECP studies have been performed on age-related
changes in temporal frequency characteristics. Wright and
Drasdo21 found by psychophysical measurements that con-
trast sensitivity was significantly lowered with age, especially
for high temporal frequency stimulation.

Adachi-Usami et al.1a recorded pattern VECPs from 70
normal volunteers aged 4 to 70 years. Eleven reversal fre-
quencies between 1 and 20 reversals per second (rps) were
presented. A progressive reduction in the amplitude of the
P100 component with age for lower frequency ranges of less
than 10 rps was shown up to the ages of 30 to 39 years, and
the temporal tuning curve followed a constant pattern after
40 years. However, there was a tendency for the maxima of
the tuning curve to shift toward lower frequencies with age
after 30 years. The youngest group, 0 to 9 years, had two
peaks at 3 and 10 rps, contrary to the single peak found in
older groups (see figure 24.2).

Contrast thresholds

An increase in contrast threshold in spatial vision with age
is well known.4,8,12,20,21 Most of the studies were based on psy-
chophysical measurements.

F 24.1 Pattern-reversal VECP responses to three check sizes from one infant that were recorded at the ages of 10, 15, and 19 weeks
after her birth.
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F 24.2 A, Pattern-reversal VECPs to 11 different reversal fre-
quencies for seven age groups. B, P100 amplitude of the pattern-
reversal VECPs vs. temporal frequency curves measured in seven age

groups. Each age group contains ten subjects. Each point represents
the mean ±1 SE. (From Adachi-Usami E, Hosoda L, Toyonaga 
N: Doc Ophthalmol 1988; 69:139–144. Used by permission.)
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Our study25 could verify this by means of pattern VECPs
(figure 24.5). The subjects, 38 normal volunteers ranging
from 20 to 79 years old, were divided into three age groups.
An artificial pupil of 3mm was used to eliminate senile
miosis effects. All patients’ visual acuities were more than
1.0. With decreasing pattern contrast, the P100 peak latency
decreased linearly as log contrast rose. The contrast thresh-
old was determined by extrapolating the regression line of
the line of the latency vs. log contrast to 140ms for each
check size. Contrast thresholds in elderly subjects were sig-
nificantly higher than those of middle-aged or younger sub-
jects at higher spatial frequency stimuli.

Luminance thresholds

The threshold levels for both rods and cones are significantly
affected by age. However, the form of the psychophysically
measured dark adaptation curve is the same for all age
groups, although there is evidence that the amount of light
reaching the retina is interfered with by the crystalline lens,
which loses its transmittance with age, as well as by senile
miosis. On the other hand, it is known that the decrease 
in pattern luminance increases the P100 latency of
VECPs.2,11

In order to determine the luminance threshold increase
in the elderly by means of VECPs, the factors that interfere
with the optical transmittance need to be excluded. We

therefore studied the luminance threshold in 39 normal
phakic eyes and 25 pseudophakic eyes after posterior-
chamber lens implantation.26 The regression line was
obtained from the VECP P100 amplitude vs. luminance
data. Then, VECP luminance threshold was estimated by
extrapolating to the light which produced a zero response.
The threshold was seen to increase with age. The difference
in thresholds between young subjects (aged 30 to 39 years)
and elderly subjects (aged 60 to 79 years) was approxi-
mately 0.8 log units in neutral-density filter value (figure
24.6A). VECP luminance thresholds in pseudophakic eyes
were a bit higher than those of the normal controls 
(figure 24.6B).

These results suggested that the increase in the luminance
threshold in the elderly was not due to a lesser transparency
of the crystalline lens but rather to aging changes of the
neural pathway.

Pupillary size

The pupil becomes smaller with age, which means that
retinal luminance will be reduced to a certain extent. So the
delay and reduction of the P100 in the elderly could be
partly caused by miosis, not only by the senescence of the
neural pathway.

According to Wright et al.22 the mean pupil diameter
decreased from 4.9mm in the 10- to 19-year-old age group

F 24.3 Effect of age on P100 peak latency of pattern-
reversal VECPs obtained from phakic and pseudophakic eyes.

F 24.4 Gender difference in P100 peak latency for young
and elderly groups.



-:        365

to 3.15mm in the 70- to 79-year-old age group, with a dif-
ference in retinal luminance of 0.38 log units. Halliday et
al.11 and Adachi-Usami and Lehmann2 found that a 1-log
unit decrease in pattern luminance resulted in a 15- to 
18-ms increase in P100 latency. According to our data,25 a
0.38-log luminance decrease evoked an increase of 7ms,
whereas Wright et al.22 calculated this increase to be 5.7ms.

In an earlier section, the increase in luminance threshold
in the elderly was described as being 0.8 log units, which
could not be caused by the reduction in pupil size alone.

Therefore, we studied the effect of the pupillary area on
contrast threshold based on the P100 latency in normal and
young subjects (figure 24.7).9 The pupil was dilated with
cyclopentolate, and VECP contrast thresholds were meas-
ured at pupil sizes of 2, 3, 4, 5, and 6mm with the use of
an artificial pupil. The VECP latency contrast threshold (T)
was defined as the contrast necessary for obtaining a crite-
rion latency of P100 from the upper limit of age-matched
normal subjects with 4-mm artificial pupil size. The pupil-
lary area was represented by A, and a relation of logT =
-k logA + C was found, where C is a constant. The contrast
threshold obtained was higher in the elderly group than in
the young group, but the differences were small with small
pupil size. There were fewer differences in contrast thresh-
old between the young and elderly groups with small 
pupils.

It was thus again proved that the increase in contrast
thresholds in the elderly was not influenced by miosis.

F 24.5 Mean contrast thresholds for each check size in three
age groups. The spatial frequency characteristics of the contrast
thresholds are observed to be equally shaped in all groups. The
contrast thresholds are significantly increased in the elder group
with small check size stimuli (P < .01). (From Yamazaki H, Adachi-
Usami E: Acta Soc Ophthalmol Jpn 1988; 92:1662–1665. Used by 
permission.)

F 24.6 A, Aging effects on VECP luminance thresholds. Lumi-
nance thresholds increase with age. B, VECP luminance threshold in

normal phakic subjects and pseudophakic eyes. (From Adachi-Usami
E: Jpn J Ophthalmol 1990; 34:81–94. Used by permission.)
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Accommodation

The amplitude of accommodation decreases with age from
about 20D at 5 years to 0.5D at 60 years.

Millodott et al.13 applied steady-state pattern VECPs for
objective measurements of accommodation and demon-
strated its attenuation with advancing age. We23 employed

transient VECPs instead (figure 24.8) and recorded them by
increasing minus-power lenses in 1-D steps in front of the
eye up to the range where no response was recordable. It
was found that the amplitude of the P100 component was
attenuated linearly with increased accommodation stimulus.
The regression line was calculated from the pattern VECP
amplitude vs. accommodation stimulus (in diopters) plots,
and the accommodation power was determined by extrap-
olating the line to the 0-mV amplitude. The gradient of the
regression line increased with age. The accommodation
obtained when measured with pattern VECPs was attenu-
ated significantly in the groups over 40 years of age (figure
24.9), and there was also a remarkable delay in P100 peak
latencies (see figure 24.8).

The accommodation determined subjectively was found
to be smaller at approximately 3D than that obtained by the
pattern VECP measurements.

Conclusion

As mentioned above, there is no doubt that aging increases
the latency of VECPs, and the effect is also clear in regard
to amplitude. A more precise description is available in our
latest work.1a

Accordingly, we should evaluate the delay in latency with
care and precision when diagnosing diseases. It is recom-

F 24.7 Contrast threshold vs. pupillary area in a young
group (aged 20 to 30 years) and an elderly group (55 to 70 years).
(From Fujimoto N, Adachi-Usami E, Ito Y: Acta Soc Ophthalmol Jpn
1988; 92:1185–1189. Used by permission.)

F 24.8 A, Pattern VECPs of a 49-year-old normal 
female. A minus-power lens was placed in front of the eye,
and the power was increased in 1-D steps. B, The relative 
amplitude of P100 to the one for 0D was plotted against lens
power. The diopters of difference between -2D and the lens 

power of the zero-amplitude point, defined by extrapolating 
the regression line (dotted line), were determined as the objective
amplitude of accommodation. (From Yamamoto S, Adachi-
Usami E, Kuroda N: Doc Ophthalmol 1989; 72:31–37. Used by 
permission.)
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mended that normative data for every age group be readily
available in all clinical facilities.
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F 24.9 The objective amplitude of accommodation as
measured by patterns VECPs were averaged for each decade.
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Introduction

Classic and enduring percepts of albinism include pale-
skinned, white-haired, dancing pink-eyed individuals. It is
now well established, however, that the albino phenotype per
se ranges from extreme hypopigmentation of the hair, skin,
and ocular fundi, oculomotor instabilities (e.g., idiopathic
congenital nystagmus), and interocular misalignments to the
albino phenotype of dark skin pigmentation (including black
skin or ready ability to tan), dark brown or black hair, ocular
pigmentation, and absence of ocular motor instabilities
and/or misalignments (figure 25.1). Basically, and despite
the wide range of albino genetic features within and between
phenotypes, inherited albino abnormalities of melanin
metabolism and synthesis result in two major visual pathway
anomalies: foveal hypoplasia (figure 25.2) and misrouted
optic nerve fibers (figures 25.3 and 25.4).44,45 While foveal
hypoplasia is a consistent and obligate albino feature, as
reflected by the absence of a foveal reflex, albinos may
present, albeit rarely, with normal fundus pigmentation,
normal iris pigmentation, and/or ocular stability. Diagnos-
tic ambiguity arises under these conditions and is further
exacerbated in the normal infant or young child whose visual
systems, including foveal hypoplasia, reflect normal fundus
immaturity. In general, full foveal development, under
normal conditions, is not reached before 45 months of age.50

Therefore, a poorly defined or absent foveal reflex may
simply reflect normal visual system immaturity rather than
foveal hypoplasia. Diagnostic ambiguity can be resolved by
noninvasive electrophysiological assessment of the visual
pathways. That is, pathognomonic to albinism per se is
primary optic pathway misprojection with a preponderance
of misrouted temporal retinal fiber projections that erro-
neously cross at the optic chiasm. Thus, in albinism, regard-
less of genotype or phenotype, a dominant portion of
temporal retinal fibers erroneously decussate at the chiasm
rather than maintaining appropriate ipsilateral projections
and organization (figures 25.3 and 25.4). Of interest is that

albino mammals of all species have this remarkable anom-
alous optic pathway feature.74,79

Regarding ipsilateral projections, it is also of interest to
note that most recently, an inborn, isolated achiasmatic syn-
drome (figures 25.2B, 25.3, 25.4) also was identified in
humans via the albino visual evoked potential (VEP) mis-
routing test,11,13,14 albeit in this instance, following monocu-
lar, full-field stimulation, the achiasmatic evoked potential
responses reflect significant ipsilateral asymmetry rather
than the classic albino contralateral asymmetry (e.g., figure
25.3). Such unusual ipsilateral VEP distributions following
full-field stimulation reflect a unique achiasmatic condition;
VEP ipsilateral misrouting results indicating an isolated achi-
asmatic condition were confirmed and defined via magnetic
resonance imaging.11–13 Within the same time period, the iso-
lated achiasmatic condition with an autosomal-recessive
genotype73 also was reported in a breed of achiasmatic
Belgian sheepdogs.78

Returning to the albino mammalian primary visual path-
ways per se, the anomalous albino optic pathway condition
was initially described in rats.62 Thereafter, the aberrant
albino visual pathways were confirmed across several albino
mammalian species, including mice, mink, monkeys, and
humans.43,67 Within this period, studies of melanin metabo-
lism during embryogenesis also began to demonstrate the
prominent role of melanin in normal retinal neurogenesis
and axonal trajectory along the immature optic cup and
stalk.71,72 Preclusion of normal melanogenesis of neural
ectoderm derivatives, as in albinism, was found to result in
abnormal histogenesis of retinal pigment, abnormal retinal
ganglion cell metabolism, and differentiation and the con-
sequent inappropriate guidance, projection, and organiza-
tion of retinal-fugal fibers. The deleterious effects of
abnormal melanin metabolism that disturb the delicate
embryological processes that are involved in retinal differ-
entiation and patterning of chiasmal decussation are evident
at birth and predetermine the final course of visual pathway
maturation.49,70 Recent magnetic resonance imaging (MRI)

25 Aberrant Albino and Achiasmat

Visual Pathways: Noninvasive

Electrophysiological Assessment
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F 25.1 Variable genotype and phenotype in a representa-
tive sample of albinos including autosomal-recessive oculocuta-
neous, tyrosinase-negative albinism (left column), X-chromosomal
ocular albinism, and autosomal-recessive oculocutaneous,

tyrosinase-positive albinism (right column). Foveal hypoplasia,
reduced visual acuity, and VEP optic pathway misrouting are
common features regardless of inheritance mode or phenotypic
expression. (See also color plate 17.)

assessment of the albino visual pathways also has demon-
strated that the size and configuration of the optic chiasm,
reflecting aberrant optic fiber decussation, differs signifi-
cantly in albinos compared to normal age-matched controls.
Compared to normal controls, the albinos showed signifi-
cantly smaller chiasmal widths, smaller optic nerves and
tracts, wider angles between nerves and tracts, and a dis-
tinctly different size and configuration of the optic chiasm.68

In addition, ascending further along the primary visual
pathway, anatomical studies have shown via the lateral
geniculate nuclei (LGN) of albinos that near the vertical
meridian, a central segment of temporal retinal fibers erro-
neously terminates within contralateral rather than ipsilat-
eral projection sites. As a result of the misrouting, the medial
portion of LGN layers A1, representing a portion of the ipsi-
lateral visual field, is misaligned. The albino LGN receives

aberrant crossed input from temporal fibers, thus displacing
portions of the normal ipsilateral temporal projections. Each
albino hemiretina maps to the appropriate LGN layer:
however, the abnormal segment represents the mirror sym-
metric portion of the visual field, disrupting normal align-
ment from layer to layer (see figure 25.4).

Adaptation to these and various other LGN layer incon-
gruencies demonstrates remarkable plasticity of the albino
visual system. For example, given the albino mismapping of
retinal projections, albino visual field loss also is expected.
However, if visual field testing in a given albino is performed
accurately (i.e., account is taken of accompanying albino
ocular motor instabilities, misalignments, and reduced
acuities), the albino visual fields prove perfectly normal.

While optic pathway misrouting including an abnormal
preponderance of contralateral retinal fiber projections



A

F 25.2 Fundi of left and right eye (A) of an 18-year-old albino
and (B) of a 16-year-old achiasmat. For comparison, note the presence
of foveal hypoplasia only in the albino fundi; foveal hypoplasia, pathog-

B

nomonic to albinism, is absent in the achiasmat. (See also color 
plate 18.)

F 25.3 Simplified schematic of the primary visual pathways
emphasizing normal organization of retinal-fugal projections

within the chiasmatic region compared to abnormal projections
characteristic of albinos and achiasmats.
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F 25.4 Simplified schematic of the visual field representa-
tion onto two adjacent right dorsal LGN layers. Normally, LGN
layers receive, in strict alignment of visual space coordinates, nasal
retinal projections from the contralateral eye (LGN layer A) and
temporal retinal projections from the ipsilateral eye (LGN layer A1).
Note also that the representation in laminae A and A1 are in reg-
ister. For the albino, a central segment of temporal retinal fibers
erroneously decussate. As a result, the medial portion of layer A1
representing a part of the ipsilateral visual field is misaligned with
the corresponding projections of layer A and is also represented in
mirror reversal. The order of the abnormal projections is reversed

as indicated by the descending numbers (dark sections reflect
abnormal ipsilateral field representation). In comparison, for the
isolated achiasmat, all nasal fibers fail to decussate, and the entire
ipsilateral hemifield is represented in LGN layer A; temporal retinal
projections from the same eye project, as under normal conditions,
to ipsilateral LGN layer A1. However, with both nasal and tempo-
ral retinal projections from a single retina projecting ipsilaterally,
the entire visual field now is represented in layers A and A1 in 
complete mirror reversal; congruency is present only at the verti-
cal midline (VM). (Source: Adapted from Williams et al., 1994,
figure 4, page 639.)
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defines the albino condition via molecular, biological, and
genetic assessment, two primary genetic forms of albinism
have been defined: autosomal-recessive albinism and X-
linked albinism. Autosomal-recessive albinism, is further
subdivided into tyrosinase-positive albinism with melanin
pigment present in hair, skin, and ocular structures;
tyrosinase-negative albinism with melanin pigment sparse or
absent; and brown oculocutaneous albinism. Brown 
oculocutaneous albinism is phenotypically distinct from
tyrosinase-related oculocutaneous albinism (OCA1) and
genetically distinct from protein P-gene-related oculocuta-
neous albinism (OCA2). The occurrence of OCA1 and
OCA2 in the general Western population is approximately
one in 40,000 individuals. The majority of affected individ-
uals are compound heterozygotes with distinct maternal and
paternal mutations. Of clinical relevance, however, is that
regardless of albino genotype or phenotype, albinism, as was
stated above, fosters two primary pathognomonic albino fea-
tures: foveal hypoplasia with corresponding visual acuity
reduction and misrouted temporal retinal projections with
corresponding high incidence of ocular motor misalign-
ments and instabilities. In addition to reduced visual acuity
due to albino fovea hypoplasia and misrouted primary optic
pathway projections, auxiliary albino ophthalmic features
include photophobia, iris transillumination, and refractive
errors.

For clinical albino diagnosis, regardless of genotype or
phenotype and across the age range from neonate to the
elderly, the obligate albino optic pathway misrouting of
retinal fugal fibers can be readily recorded from the surface
of the scalp via appropriate VEP testing (figure 25.5). Pro-
tocol details of the VEP misrouting test protocol are
described in more detail below in the section on optic
pathway misrouting detection. In general, however, the

albino VEP response demonstrates contralateral hemi-
spheric response lateralization following full-field monocular
stimulation. That is, with right eye viewing, albino VEP
topography across the electrode array shows a relatively
early latency window of left hemispheric response domi-
nance; with left eye viewing, an early latency window of right
hemispheric response dominance is effected. Thus, via
appropriate and age-dependent stimulus profiles, monocular
albino VEPs measured across the electrode array demon-
strate contralateral interocular asymmetry. This pattern of
lateralization is specific to albinism and should not be con-
fused with VEP asymmetries resulting from optic pathway
lesions, malformations, or tumors. Nor should this form of
interhemispheric and/or interocular asymmetry be confused
with normally occurring hemispheric response dominance,
which, in normal controls, can reflect remarkable intersub-
ject variability. That is, VEP topography across the occiput,
in any given test group and regardless of age, can alter from
midline dominance, midline attenuation, left hemispheric
response dominance, or right hemispheric response domi-
nance. However, of direct relevance to VEP albino mis-
routing detection is that in nonalbinos, the recorded
interhemispheric asymmetry remains constant with either
left or right eye viewing. In addition to the relevance of inter-
hemispheric response profiles, it is of considerable signifi-
cance to note that the VEP misrouting test protocol is age
dependent. The age variable has proven critical in optimiz-
ing the VEP misrouting test across the age span.

With positive results from VEP detection of albino
pathognomonic contralateral VEP response dominance,
initial queries during establishment of the albino VEP mis-
routing test protocol concerned the optimum surface elec-
trode loci as well as the minimum number of electrode
derivations. To address these issues, principal component
analysis was applied to the monocular VEP profiles of
several normal controls as well as albino patients; VEP
recordings were performed with 24 electrode derivations
(figure 25.6). Basically, the multielectrode dipole studies
revealed that a primary, five-channel, albino optic pathway
misrouting response with pattern onset stimuli reflected both
striate and extrastriate VEP components. With aberrant
retinogeniculate projections and abnormal visual field rep-
resentation identified within cortical areas 17 and 18,61 it is
of interest to note that in clinical practice, the albino VEP
“signature” is found consistently for the VEP component
from cortical area 18. The latter is due to the fact that cor-
tical area 18 is more accessible than cortical area 17 to scalp
electrodes;60 area 17’s contribution to the albino VEPs is
generally reduced. As a result, responses generated from cor-
tical area 18 constitute (at least in adults) the most likely indi-
cator for albino VEP asymmetry. Of practical relevance in
the multielectrode tests was that the results accurately
defined the optimum electrode montage, including number

F 25.5 Schematic of an optimum electrode montage for
VEP assessment in albinos. Ag/AgCl electrodes are positioned with
an equal spacing of 3cm in a horizontal row 1cm above the inion.
Reference is either linked ears or Fz.
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F 25.6 Principal component analysis (PCA) applied to the
VEP response with monocular (OS) stimulation. Left and right
panels show the VEP pattern-onset response of an oculocutaneous
and an ocular albino, respectively. PCA with a time interval of
71–179ms was used to identify cortical sites of albino asymmetry
with a 24-electrode derivation. Contralateral VEP asymmetry
within this early time window clearly is demonstrated by the equipo-
tential lines (faded contours) and the fitted equivalent dipole poten-
tial distributions (darker contours). Location and orientation of the

equivalent dipoles are indicated by the dots with arrow. In albinism,
the strongest contralateral asymmetry generally is obtained from the
extrastriate component (as shown in the left panel). The albino VEP
response at the right panel also demonstrates contralateral asym-
metry for the striate component. Horizontal and vertical axes are at
0° azimuth and elevation angles. Electrodes, in both horizontal and
vertical planes are spaced 3cm apart. The lowest row of electrodes
is positioned 1cm below the inion; the second row of electrodes is
positioned 2cm above the inion. (See also chapter 15.)

and loci of recording channels, for application of the albino
VEP misrouting test across the age range.

While the precise electrical sources and loci of the
recorded VEPs remain under investigation, it is understood
that, in general, the VEPs are derived from extracellular field
potentials of the apical dendrites of pyramidal cells. The
dendridic trees that generate the evoked potentials that are
recorded at the scalp surface are parallel to each other and
are also oriented perpendicularly to the cortical surface.
Therefore, electrical activity in the neurons causes current to
flow in the extracellular medium over considerable distances.
VEPs that are recorded at the scalp therefore reflect the
summed ion current that is generated from a plethora of syn-
chronously activated neuronal assemblies, including retino-
geniculocortical, intracranial, and corticocortical processing.
Although VEP measures are generated within different brain
regions, it is also of interest to note that VEPs reflect not only
retinogeniculate cortical processing (figure 25.6), but also
intracranial and corticocortical processing. As such, if the
anatomic structures and underlying extracellular electrical
field potentials are defined, VEP evaluation serves as a non-

invasive probe for characterizing and localizing maturational
and/or anomalous developmental processes throughout the
primary visual pathways. As a caveat, however, it is of clini-
cal relevance to acknowledge that the albino VEP misrout-
ing test protocol per se is both age dependent and stimulus
specific.

Via indexes of interhemispheric asymmetry derived from
interocular comparisons of VEP profiles across the electrode
array, the presence or absence of albino misrouting can be
reliably determined. Note, however, that until proven other-
wise, the degree of asymmetry does not reflect or demon-
strate any relationship with the percentage of erroneously
crossed chiasmal fibers and/or various phenotypic charac-
teristics such as cutaneous pigmentation.

While the present study promotes albino assessment via
VEP testing, most recently, the abnormal visual pathway pro-
jections associated with albinism also have been investigated
via nonfunctional68 as well as functional magnetic resonance
imaging.49,64 The latter has revealed that the albino visual
cortex is activated by both the contralateral visual field and
by abnormal input representing the ipsilateral visual field.
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Methodology for primary optic pathway 
misrouting detection

E M Monocular and binocu-
lar transient and steady-state luminance and checkerboard
pattern VEPs are recorded from five tinned, copper-cup
electrodes positioned (with collodion) in a horizontal row
across the occiput, 1cm above the inion (figure 25.5). One
electrode is placed on the midline; left and right occipital
electrode sites are equally spaced about 3cm apart. In
infants and children, the reference electrode preferentially is
placed at the midline, frontal cortex about 1cm above the
hairline; common ground is located near the vertex (see, e.g.,
Apkarian,7,8 Apkarian et al.20). For more mature patients, the
reference electrodes are linked earlobes. Bandwidth of the
EEG preamplifiers is set either at 0.5–70Hz or, for higher
stimulus frequencies, at 0.5–120Hz (12dB/oct). The sample
frequency is greater than 250Hz. For all averaged VEP data
depicted, response positivity is plotted upward. The choice
of using the number of five active electrodes and of using
the above-mentioned electrode locations for misrouting
detection with pattern onset/offset was derived from princi-
pal component analysis of the VEP potential distributions
across the occipital lobe as depicted in figure 25.6. The
figure illustrates that albino optic pathway misrouting is
reflected primarily within VEP components demonstrated to
originate from both cortical areas 17 and 18. In clinical 
practice, the albino “signature” is found consistently for the
components from cortical area 18. This particular response
selectivity is due to the fact that cortical area 18 activity is
more accessible to occipital scalp electrodes60 and because of
the generally reduced contribution of area 17 to albino
VEPs. To ensure inclusion of cortical areas of maximum
positivity and negativity in the VEP potential distribution of
particularly the extrastriate components and to optimally
detect contralateral VEP asymmetry in albinism with lumi-
nance flash and pattern-onset/offset stimulus protocols, five
electrodes are necessary and also sufficient. However, for
testing albino neonates, the active electrode number, if nec-
essary, can be reduced to three. The optimum position of
the electrode array across the occiput can be derived from
the dipole plot of figure 25.6, which shows that the extra-
striate components optimally are detected about 1cm above
the inion.

S For transient evoked potentials, the stimuli
include checkerboard pattern-onset/offset (40ms/460ms
and 300ms/500ms) and/or luminance flash (1Hz, 0.6 and
2J). Viewing distance for luminance flash is set at 30cm.
Checkerboard patterns are generated on a high-resolution
CRT monitor with 90% contrast or more and a mean lumi-
nance of approximately 90cd/m2. Full-field and partial-field
(left half-field or right half-field) pattern stimulation sub-

tending 15° at a distance of 114cm is typically employed.
The viewing distance for pattern stimuli is set at 114cm and
extended to 228cm or reduced to 57cm depending on the
patient’s pattern VEP responses.

VEP D A The distribution of recorded signals
across the occiput is evaluated by visual inspection of VEP
response lateralization.7–9,20,24 A difference potential, in
which a right occiput response is subtracted from that of a
left, facilitates misrouting detection. Misrouting asymmetry
is revealed in the form of polarity reversals of the difference
potential from left to right eye stimulation. A schematic
display of how VEP responses lateralize and the correspond-
ing difference potential is depicted in figure 25.7.

I A I A quantitative esti-
mate of hemispheric lateralization for each eye and stimu-
lus condition is derived from interhemispheric surface area
calculations across the five-electrode array (figure 25.7). That
is, the amplitude versus electrode function was subdivided
into left and right occiput derivations. The area under the
respective half-curves (Ls and Rs) was then calculated with
baselines (zero-offset) determined by the lowest VEP ampli-
tude measured across the five electrodes (figure 25.8).

A lateralization ratio for both left (OD) and right (OS)
stimulation is obtained by dividing the lower area for each
homologous pair by the higher area.76 If the left-half area
amplitude is greater than the right half (Ls > Rs), lateraliza-
tion is defined as the right-half pair divided by the left (Rs/Ls),
irrespective of which eye has been stimulated. For all remain-
ing conditions, lateralization is defined as 2 minus the left-
half pair divided by the right-half (2 - (Ls/Rs)). For instance,
when there is contralateral asymmetry (as in albinism) with
OD stimulation, Ls (OD) > Rs (OD); thus, the lateralization
for OD stimulation is Lat (OD) = Rs(OD)/Ls(OD). With OS
stimulation, Ls(OS) < Rs(OS; thus, the lateralization is Lat
(OS) = (2 - Ls(OS)/Rs(OS)). If the lateralization equals 0, this
indicates left-hemispheric lateralization; a value of 1 indi-
cates interhemispheric symmetry; and a value of 2 indicates
right-hemispheric lateralization. Finally, it is important to
compare the lateralization for OD stimulation, Lat (OD),
with the lateralization for OS stimulation, Lat (OS). Thus, an
interocular asymmetry index Iasym is defined that equals lat-
eralization OS minus lateralization OD. Consequently, if
both OD and OS stimulation VEP responses laiteralize to
the left or right, the asymmetry index varies around 0. If the
peak of the potential distribution lateralizes across the left
occiput following right eye stimulation and the response lat-
eralizes to the contralateral or right occiput following left eye
stimulation, the asymmetry index will be positive, and when
it approaches 2, it reflects maximum contralateral asymme-
try. An asymmetry index of -2 reflects maximum ipsilateral
asymmetry; that is, the right eye response peaks across the
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F 25.7 Schematic of analysis procedures for deter-
mining left (OS) and right (OD) eye VEP response asymmetry 
with pattern-onset stimulation (300/500ms). The dashed line is
drawn 90ms after pattern onset. Visual inspection within an 
early latency window reveals contralateral hemispheric asymmetry,
that is, left eye VEPs following full-field stimulation lateralize to 
the right hemisphere; right eye VEPs lateralize to the left 
hemisphere. Hemispheric laterality can also be observed from a

bipolar derivation in which trace 2, immediate left of midline,
is subtracted from trace 4, immediate right of the midline.
Polarity reversal is indicated by arrows and by a dashed line.
VEP amplitude distribution as a function of electrode position from
left (electrode positions 1 and 2) to right (electrode positions 4 and
5) occiput at a latency of 90ms for OS and OD stimulation and
their combined distribution is depicted below the label “analysis
II”).

F 25.8 The leftmost schematic shows the VEP amplitude
distributions for right eye (solid dots) and left eye stimulation (open
squares) at the optimum latency for VEP asymmetry detection. The
schematic at the middle displays the same data points except that
the baseline for both distributions is shifted such that the minimal

VEP amplitude is set to zero. The schematic at the right shows how
the surface beneath the VEP amplitude distribution with OD stim-
ulation is subdivided into left of the midline, labeled Ls(OD), and
right of the midline, labeled Rs(OD). A similar surface subdivision
for OS stimulation yields Ls(OS) and Rs(OS).
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right occiput, and the left eye response peaks across the left
occiput. Significant negative interocular asymmetry indices
have been found in the achiasmatic condition with ipsilateral
projections of the optic fibers.

Normative laboratory standards for normal and albino
subjects tested under the same conditions indicate significant
(Kolmogorov-Smirnov, P > .001) contralateral or ipsilateral
asymmetry for an index value of +0.7 or -0.7, respectively
(see e.g., Apkarian,7,8 Apkarian and Shallo-Hoffmann21).
With age-appropriate application,7,8,24 the VEP misrouting
test has proven highly sensitive and specific.26,36,46,58,66,81

Ocular motor disorders and concomitant VEP 
assessment in albinism

O M A Albino ocular motor profiles
in two dimensions were assessed in mature as well as pedi-
atric patients by using the double magnetic induction (DMI)
method14,30,31 and the scleral search coil method.35,40,65 The
scleral search coil methodology provides the option of either
two-dimensional12 or three-dimensional ocular motor
recording;10,15,17,28 the DMI methodology provides two-
dimensional recording. However, for pediatric application,
despite custom-designed scleral search coils, the DMI
method proved more patient-friendly and thus more 
practical.14,29,57

With the DMI method, gold metallic scleral rings are
placed on each eye following application of topical anesthe-
sia. For implementation in pediatric patients, the recording
rings were custom-designed for the immature eye, including
immature corneal size, scleral curvature, and palpebral
fissure length.16 The three DMI ring parameters of particu-
lar importance were the inner and outer diameters and the
coil top angle. DMI recording resolution is 5–10 minutes per
arc with a sample frequency greater than 250Hz.

Following application of either the scleral search coils or
DMI rings, the patient is positioned within a coil system in
a homogeneous alternating primary magnetic field (30kHz
horizontal, 40kHz vertical) with constant amplitude. For
pediatric testing, the patient is seated upright in the tester’s
lap. The actual coil/ring pickup system is centered and
aligned at a distance of about 1cm from the patient’s nasion.
Accurate and stable alignment of the patient within the eye
movement recording system is facilitated by on-line video
feedback together with markers.

Via the DMI method, two-dimensional recording was
implemented. Horizontal as well as vertical eye positions
were derived from a secondary magnetic field picked up by
a detection coil placed in front of the eye. The custom-
designed golden rings attached to the infant’s left and right
eyes generate this secondary field, the strength of which is
related to the rotation of the rings. To calibrate the positions
of both the left and right eyes, at the beginning of each

experimental session, the infants were reinforced to track
laser spots that jumped either horizontally or vertically -10
to +10 degrees from straight ahead, that is, the zero degree
position.57

Measurement of ocular rotation in three dimensions (3D)
was implemented via the dual scleral induction coil tech-
nique.28,40 To account for the various offsets, corrective 
alterations were added to the calibration procedures.52 Cal-
ibration consisted of an in vitro and an in vivo protocol. Via
a rotation matrix,65 sine and cosine components of direction
and torsion coils were converted to 3D Fick coordinates.
After Haustein,48 Fick coordinates were converted to rota-
tion vectors. Zero-fixations were also parsed into foveation
periods.1,6,27,33,38,80 Criteria for foveation periods included
target fixation accuracy to within ±30 minutes in both ver-
tical and horizontal planes and eye velocity of less than 
7.5deg/s in both vertical and horizontal planes. Mean 
velocities and standard deviations (derived from all trials)
were calculated for foveation periods across the duration 
of the fixating epoch.

In contrast to two-dimensional eye movement recording
with the DMI method, recording with either two- or three-
dimensional search-coil methodology proved nonviable in
infants and young children. Application of soft silicone
search coils onto the ocular sclera requires cooperative sub-
jects/patients and was not feasible for the younger patients
because the scleral search coils per se irritated the patients,
rendering them uncooperative. In addition, the delicate
wiring of the search coils was readily impaired either during
attempted application or soon thereafter. However, while
three-dimensional scleral search coil ocular motor recording
in pediatric patients proved inappropriate, two-dimensional
DMI recording proved highly feasible.

M  O M I
Although about 30% of albinos present with anisotropia
including hypodeviation,41,59 the VEP misrouting test is
dependent on interocular comparisons rather than impaired
interocular alignment and/or binocular function. Because
monocular VEP testing is required for the detection of pos-
sible contralateral hemispheric asymmetry, interocular mis-
alignments as such also do not create conflicting interocular
images. With binocular VEP testing, interocular misalign-
ments also do not affect the albino VEP misrouting test
results, as the latter test is based on interocular/monocular
comparisons rather than on binocularity. However, of signif-
icant relevance for VEP evaluation is that almost all albinos
present with ocular motor instabilities2,34,39,47,51,53,63 in the form
of classic congenital nystagmus (CN). Previous studies have
shown that for patients with congenital nystagmus, visual
acuity is optimal during so-called foveation periods.1,6,27,33,38,42

Concerning ocular motor activitiy, note that the term fovea-
tion period refers to temporary (i.e., with a duration of
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approximately 50–300ms) low or zero (i.e., less than 5–10
degrees/s) retinal velocity. During visual pathway matura-
tion, patients with CN learn to make so-called snapshots of
the visual world during the foveation periods; gaze strategies
are also implemented to increase both the duration and the
amount of foveation periods.4,75 The latter is achieved, for
example, by interocular convergence and/or by tilting the
head such that eye position with respect to head tilt corre-
sponds with a so-called null point or null zone.3,5 Within the
null point or null zone, the amplitude and frequency of the
nystagmus are at minimum intensity. Image stabilization
during these foveation periods has a particularly favorable
effect on spatial vision, such as visual acuity. As an aside, it is
of interest to note that while albino congenital nystagmus pro-
files readily present with so-called foveation periods, albinism
visual acuity per se is limited by the degree of foveal hypopla-
sia, the latter being pathognomonic to the albino condition.
Nonetheless, the term foveation periods with respect to ocular
motor profiles in albinism is implemented with the under-
standing that in albinos, this conditions refers to cyclic but
brief millisecond periods when the ocular orbit is still.

Figure 25.9 portrays a three-dimensional ocular motor
profile recorded from a mature albino. The profile and posi-
tion of the right and left eyes in the horizontal planes are

depicted in the upper traces, middle traces depict vertical
plane ocular motor profiles, and lower traces depict torsional
plane ocular motor profiles. Classic CN waveforms in the
horizontal planes together with well-defined foveation
periods are presented. In this particular albino, the congen-
ital nystagmus profile demonstrates a unidirectional jerk
right with extended foveation. Note also the “micro seesaw”
nystagmus in the vertical and torsional planes; that is, with
upward movement, the right eye rotates counterclockwise,
while with simultaneous downward movement, the left eye
rotates clockwise. With downward movement of the right
eye, the opposite occurs with primarily the right eye rotat-
ing clockwise.18 However, most common in albinism is that
ocular motor instabilities are predominantly present in the
horizontal planes in the form of classic congential nystag-
mus. Concomitant instabilities in vertical and torsional
planes, if at all present, are generally of significantly smaller
amplitude.

Another important feature of CN is that the amplitude
and frequency of the ocular motor instabilities may depend
on viewing conditions, including direction of gaze, monoc-
ular versus binocular viewing, convergence, room lighting,
stimulus level of brightness, visual attention, and/or
stress.2,4,56 Figure 25.10, for example, clearly depicts signifi-
cant differences between the ocular motor profile recorded
during OU viewing compared to OD viewing. During
monocular viewing, the intensity of the congenital nystag-
mus, as depicted, tends to increase. Also during monocular
viewing, vertical instabilities, particularly of the eye under
cover, generally are of larger amplitude than ocular motor
instabilities of the viewing eye. In figure 25.11, the effect of
increased visual attention on the CN profile also is demon-
strated. Increased visual attention presents with the occur-
rence of significantly more frequent foveating saccades and
foveation periods, resulting in improved spatial vision.

C S  F P The
results of VEP testing in albinism particularly with pattern
stimuli (e.g., checkerboard patterns of varying check size) are
influenced by the amplitude and frequency of the congeni-
tal nystagmus and consequently by the number and dura-
tion of so-called ocular motor foveation periods. As such,
image stability during visual stimulation with checkerboard
configurations is essential, particularly in the majority of
albinos with CN. Concerning temporal parameters of the
stimulus profile, it is important to note that transient pattern
reversal and/or steady-state sweep techniques are particu-
larly unfavorable with respect to fixation stability.23 Even in
normal subjects with stable fixation, both pattern reversal
and pattern sweep stimuli invoke motion perception arti-
facts, which, in turn, induce ocular tracking movements. For
example, figure 25.12A depicts, in a normal control subject,
traces of a three-channel EEG recording concomitant with

F 25.9 A 2-s-duration binocular eye movement recording of
a mature albino. Ocular motor instabilities follow the waveform
profile of idiopathic congenital nystagmus (CN) in the horizontal
planes (upper traces) and a “micro seesaw” nystagmus (SSN) in the
vertical (middle traces) and torsional planes (bottom traces). Posi-
tive deflections represent rightward, upward, and clockwise rota-
tion, respectively. Upward movement of OD is associated with
intorsion; simultaneous downward movement of OS is associated
with extorsion. Fast phases of nystagmus in the horizontal planes
are phase-locked to the seesaw nystagmus.
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F 25.10 Smooth tracking of an albino to a triangular waveform stimulus is depicted. With binocular (OU) viewing (left column), CN with a profile of bidirectional jerk is
recorded, whereas with monocular (OD) viewing (right column), the CN presents with a profile of unidirectional jerk right. Amplitude of the fast phases of nystagmus is greater
during OD viewing; the latter is readily observed from the ocular velocity traces (lower traces).
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simultaneous horizontal and vertical eye movement record-
ings. The stimulus profile (middle) indicates brief periods of
pattern onset (check size of 55¢) stability. Except for a few
insignificant fixation saccades, eye position also is stable
within ±15 degrees. In contrast, figure 25.12B demonstrates
that in the same normal healthy control, pattern reversal
stimulus (reversal rate = 5Hz, check size = 55¢) induces track-
ing in the form of optokinetic nystagmus with fast phases to
the left and with an amplitude of about 1 degree. The slow
phase of nystagmus in horizontal directions varies between
1 and 2 degrees per second.

In general, with the vast majority of albinos who present
with ocular motor instabilities, it is of significance to note
that the nystagmus per se actually creates additional motion
artifacts within the VEP response profiles. Therefore, imple-
mentation of pattern reversal stimulus protocols in patients
with ocular motor instabilities and/or reduced acuity
renders the VEP response profiles invalid. Pattern reversal
also should not be implemented in the assessment of spatial
vision (e.g., VEP acuity estimates), nor should pattern 
reversal be implemented in the assessment of VEP albino
asymmetry test. In addition, half-field stimulation is not 
recommended. The use of half-fields requires stable fixation
within 1 degree, which for the majority of albinos with CN
is possible only during a short period of time, that is, during
their foveation periods. Particularly in albino infants and
children with varying visual attention, half-field stimulation
definitely is not recommended.23

The use of pattern-onset stimulus considerably reduces
the problem of image instability due to CN. Contrary to the
pattern-reversal stimulus, during which a checkerboard
always is visible, the sudden onset of a checkerboard pattern
on a gray background does not induce motion artifacts in
patients with ocular motor instabilities and/or in patients
with poor fixation. Thus, an optimum pattern stimulus pre-
sentation profile includes pattern onset of 40-ms duration
and pattern offset of 460-ms duration, particularly when the
duration of the pattern-onset stimulus is brief (40/460ms).
Furthermore, with the use of monocular full-field pattern-
onset stimulation, the presence of CN and the concomitant
difficulties with image stability will have minimal contami-
nating effects on the VEP acuity and VEP asymmetry test
results.

To demonstrate contamination of ocular movement arti-
facts on VEP recordings, averages of VEPs recorded during
foveation periods were compared to averages of VEPs
recorded during nonfoveation periods.12,29 Figure 25.13
shows simultaneous EEG and eye movement recording
during pattern onset stimulation in an albino adult. Vertical
dashed bars indicate time periods when pattern onset stim-
ulation coincides with foveation periods. About 100ms after
the majority of these periods, a VEP response with a clear
positive peak is observed in the raw EEG recording obtained
from three occipital electrodes.

Figure 25.14 shows schematically how two sets of VEP
averages are obtained from simultaneous EEG and eye
movement recordings shown in figure 25.13. One set of
VEP averages is calculated from responses following a low
eye velocity period during visual stimulation, and the other
set of VEP averages is obtained from responses following a
period with higher retinal velocity during pattern-onset stim-
ulation. The averages of these two sets of VEP responses are
displayed in Figure 25.15. The finer lines are VEPs from an
adult albino when mean retinal image velocity during time

F 25.11 Effects of visual attention on the CN profile of a
53-week-old albino are depicted. Traces at the left column depict
recorded eye movements when the infant is attentive; traces at the
right column depict eye movements during an absence of visual
attention. During epochs of visual attention, frequently occurring
foveating saccades in the horizontal planes are observed. The latter
ensure that the fixation target is positioned onto the central retinal
region. During epochs of visual inattention, large-amplitude, pen-
dular eye movements are recorded; with the latter, there is no
attempt to bring the eye position onto target. Note also that verti-
cal eye position is significantly more stable when the albino infant
is attending to the target.



A

B

F 25.12 Simultaneous EEG and eye movement record-
ings (10 seconds) in a normal control during (A) pattern onset/
offset stimulation and (B) pattern-reversal (steady-state) stimu-
lation. The upper three traces show the raw EEG as recorded 
from three occipital loci. The fourth trace illustrates the stimulus

profile. OS horizontal eye position, horizontal eye velocity,
vertical eye position, and vertical eye velocity also are 
depicted (lower four traces). Note that with pattern-reversal 
stimuli, there is significant rightward artifact drift in the horizontal
plane.
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F 25.13 Comparable to Figures 25.12A and 25.12B 
but now measured in an albino adult during pattern-onset/
offset stimulation (check size = 110¢). Note that the CN profile 
intermittently reflects ocular motor profiles of unidirectional jerk

right and also bidirectional jerks with slow eye movement foveation.
The dashed vertical lines indicate when a pattern-onset stimulus of
40ms coincides with reduced eye velocity (i.e., less than 10
degrees/s).

of stimulation was, on average, 36 degrees/second. The
heavier lines are VEPs from VEP averages recorded from
pattern-onset responses within foveation periods when 
mean retinal image velocity was, on average, less than 4
degrees/second. The VEP averages locked to foveation
periods are significantly more robust; these foveation-linked
VEP averages during OD and OS stimulation also more
clearly demonstrate the albino asymmetry.

In conclusion, with oculomotor instabilities in albinism,
retinal motion of VEP stimuli may significantly reduce the
VEP response to retinal contrast per se. Moreover, VEP
responses will reflect both an image contrast component and
an image motion component. Therefore, to assess VEP
acuity (equivalent to Snellen acuity) and also VEP asymme-
try in albinism, the use of pattern-onset (40/460ms) stimuli
is strongly recommended. In addition, the VEP responses
can be improved by creating stimulus conditions for albino
patients, including visual attention, zero-position, and
reduced stress, that increase the number of foveation periods
and prolong their duration.

VEP topography in normal controls and albinism

The electrophysiological correlate of albino optic pathway
misrouting is apparant from visual inspection of the raw
traces with a difference in hemispheric response amplitude
from OD to OS viewing. Because the VEP misrouting sig-
nature is age dependent, the latency window of asymmetry
becomes more restricted as VEP responses, in general,
become more mature. Regardless of age, however, the VEP
latency window of asymmetry occurs primarily within initial,
earlier latency VEP components. Thus, one need only attend
to an early time window of the response (figure 25.16); the
latency window of asymmetry is earlier in more mature
patients. In albinos older than 3–5 years of age, contralateral
asymmetry via the pattern-onset response typically is most
pronounced at a latency from about 80 to 110ms. In the
mature pattern-onset response, this latency window corre-
sponds to the first major positive waveform deflection, clas-
sically labeled C1.54,55 Principal component analysis (figure
25.6) has confirmed that in more mature albinos (older than
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F 25.14 Schematic of an eye movement recording of a
patient with CN. Vertical yellow bars indicate foveation periods
when retinal velocity approaches zero. This can readily be observed
from the lower velocity trace. Two sets of VEP averages are

depicted: one obtained from VEP responses following visual stim-
ulation outside foveation periods and another obtained from VEP
responses following visual stimulation during foveation periods.
The latter are significantly more robust. (See also color plate 19.)

A lb ino
OU OD OS

pattern  onset (40/460ms)
stimulation during high mean ocular velocity. Five channels posi-
tioned across the occiput and one difference channel (i.e., VEP channel
4 positioned at left occiput subtracted from VEP channel 2 positioned
at right occiput) also are presented. (See also color plate 20.)

F 25.15 Depicted are VEP averages (black traces) in an albino
during OU, OD, and OS viewing extracted from periods with low
mean ocular velocity (less than 5 degrees/second). Also depicted are
VEP averages (red traces) extracted from responses to pattern-onset
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F 25.16 Binocular (OU), left eye (OS), and right eye (OD)
pattern onset/offset (300ms/500ms) VEP responses (check size =
55¢) from a normal control (upper panel) and an albino (lower
panel). Reference electrode was linked ears. For derivations, see

figure 25.7, wherein the sixth (bottommost) trace is a bipolar deri-
vation representing the difference between the second L trace (left
hemispheric derivation) and the fourth R trace (right hemispheric
derivation).
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3–5 years), reliable VEP albino asymmetry is determined via
the C1 component. Thus, stimulus and recording procedures
that optimize the C1 component should be employed. The
C1 component in the pattern-onset VEP is typically consid-
ered to reflect primarily local luminance variation in the
response. The second negative component, C2, which is
absent in the VEP profiles of infants and children owing to
visual pathway immaturity, reflects contrast mechanisms
and, as such, is particularly sensitive to pattern size and
defocus. Because of the foveal hypoplasia and reduced acuity
in albinos, it is common to find an absent or relatively weak
C2 component concomitant with a robust, readily identifiable
C1 component, at least in more mature albino VEP profiles.
While the pattern of interhemispheric asymmetry as
described is specific to albinism, VEP topographical asym-
metries per se should not be confused with normally occur-
ring hemispheric response dominance owing primarily to
individual variation in cortical neuroanatomy. The latter,
which is of standard normal occurrence, will reflect the same
hemispheric response dominance regardless of left or right

eye viewing. An example of hemispheric response domi-
nance in normal controls is depicted in the four panels on
the left in figure 25.17. Herein, VEPs were evoked binocu-
larly and monocularly in normal controls; amplitude of the
pattern-onset C1 component is plotted as a function of elec-
trode position from left to right occiput (see the schematic in
figure 25.7). Figure 25.17 shows that cortical topography of
VEP responses in normal controls can present with midline
dominance, midline attenuation, and/or varying degrees of
hemispheric lateralization. For the latter, the peak of the
potential distribution is located either to the left (lower left)
or to the right (lower right) occiput region. These normal but
varying profiles of asymmetric VEP topography are unre-
lated to any significant interocular asymmetry indexes (see
the black bars in figure 25.17). Similar variation in hemi-
spheric response dominance can also be observed in albinos,
but it is the interocular asymmetry per se that defines the
pathognomonic albino optic pathway misrouting condition.
For example, the four panels at the right of figure 25.17 
show varying profiles of VEP topography obtained from

F 25.17 Hemispheric response lateralization and inter-
subject lateralization variability in a sample of normal controls 
(left four panels) and a sample of albinos (right four panels).
Unconnected star symbols denote binocular VEP amplitude of
the pattern onset (300/500ms; check size = 55¢) C1 com-
ponent across the electrode array. Results from right eye (OD) 
and left eye (OS) stimulation are indicated by solid squares and 
solid circles, respectively. Asymmetry index values for each 
monocular data set are represented by vertical bars. Response 

lateralization in normal controls as well as albinos varies from
midline dominance (upper left) to midline attenuation (upper right)
to left (lower left) or right (lower right) hemispheric response later-
alization. Profiles of monocular topography plots for the normal
observers are comparable and, in all four controls, result in non-
significant asymmetry indexes. In contrast, for the albinos, left and
right eye potential distributions across the occiput show significant
contralateral asymmetry (asymmetry indexes are indicated by 
vertical black bars).
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monocular and binocular stimulation. In contrast to the four
normal control topography plots shown at the left, all four
albinos present with significant interocular asymmetry
indexes as indicated by the vertical bars.

The pattern of hemispheric asymmetry, characteristic to
albinism, also should not be confused with VEP asymmetry
resulting from optic pathway lesions, malformations, tumors,
and/or other non-albino-related visual pathway anomalies.
In this respect, it is interesting to note that, opposite to the
contralateral asymmetry observed in albinism, a VEP topog-
raphy distribution is found in nondecussating retinal-fugal
fiber syndrome13,14 that reflects ipsilateral asymmetry (figure
25.18). In general, the VEP misrouting test is particularly
sensitive to aberrant chiasmal conditions, including the con-
dition of achiasma, in which there is an absence of crossing
optic fibers. Note that in the latter condition, ipsilateral
asymmetry is associated with a negative interocular asymme-
try index.

While all albinos demonstrate VEP misrouting, heterozy-
gote carriers characteristically do not, although some carriers
show iris diaphany and retinal hypopigmentation. In figure
25.19, the VEP response profile from an X-chromosomal
ocular albino carrier is presented along with the response 
from her albino son. A partial family pedigree across four 
generations is depicted. The 39-year-old carrier presented
with reduced acuity, significant iris diaphany, and patchy
retinal pigmentation. However, there was no nystagmus, foveal
and macular reflexes were normal, and the VEP misrouting
test was negative, as seen by inspection of the monocular
responses following full-field pattern-onset stimulation. As was
expected, the albino son (proband) who presented with nys-
tagmus, fundus hypopigmentation, foveal hypoplasia, iris
diaphany, and photophobia showed clear evidence of optic
pathway misrouting both for pattern-onset and luminance
flash. Furthermore, the albino misrouting test is positive
regardless of genotype. Two albinos, one classified as 
autosomal-recessive oculocutaneous and the other as having
X-chromosomal ocular albinism, show clear evidence of VEP
misrouting as depicted in figure 25.20A. Finally, as is shown
in figure 25.20B, obligate heterozygotes for autosomal-
recessive forms of albinism do not show the misrouting trait.
In this case, the VEP profile of the proband’s father (upper
traces) and paternal aunt (lower traces) of the upper albino
shown in figure 25.20A show no evidence of aberrant
retinofugal projections. These negative misrouting findings in
the human albino carrier are of interest in light of reports of
abnormal retinogeniculocortical pathways in normally pig-
mented cats that carry a recessive albino allele.8 However, to
date, there is no clear evidence indicating aberrant visual path-
ways in the human albino carrier; therefore, albino carrier
detection with the VEP is not feasible.

The pattern of hemispheric asymmetry described is spe-
cific to albinism also is not observed in patients with con-

genital nystagmus (CN) who manifest one or more albinotic
symptoms (figure 25.14). In such cases, differential diagno-
sis based on clinical evaluation may remain equivocal. Par-
ticularly in young patients with oculomotor instabilities,
foveal and/or macular hypoplasia is difficult for the physi-
cian to judge. It has been demonstrated69 that family
members with inherited CN did not show evidence of VEP
contralateral asymmetry, indicating that the CN that was
manifested was unrelated to optic pathway misprojections
indicative of albinism. However, the classic albino misrout-
ing profile was revealed only in the albino proband patient
of this family. Figure 25.21 shows the VEP pattern-onset
responses, together with the topography plots in three age-
matched children. Contralateral asymmetry and a signifi-
cant interocular asymmetry index are obtained only in the
albino child (upper traces) and not in the CN control (middle
traces) and albino control (lower traces).

An important caveat in albino misrouting test with lumi-
nance flash and pattern onset concerns component speci-
ficity and visual pathway maturation.19,24 The consequence
is that while a pattern-onset paradigm yields high test sensi-
tivity selectively in the older albinos, for the albino infant,
test performance with a similar paradigm has a much lower
reliability. Compared to the adult pattern-onset waveform,
which is triphasic (positive C1, negative C2, and positive C3;
see also figures 25.16 to 25.21), the immature pattern-onset
response consists of a primarily single positive peak. Despite
the presence of recordable pattern-onset responses, for the
albino infant, the VEP potential distributions and corre-
sponding topography plots quite frequently do not show evi-
dence of misrouting. Therefore, in childhood, the misrouting
detection can be demonstrated primarily with luminance
flash. Figure 25.22 shows a VEP luminance flash response
in an autosomal-recessive oculocutaneous albino at the age
of 21.4 weeks (lower traces) and an age-matched normal
control (upper traces). Interocular amplitudes between both
subjects are comparable; however, the albino clearly shows
contralateral asymmetry with a significant asymmetry index
value of 1.79.

Although VEP misrouting correlates in the adult human
albino were first demonstrated with a luminance flash para-
digm, the original experimental tests yielded rather poor
detection rates and were therefore limited usefulness for clin-
ical application.37 The inferior performance rates of the
luminance flash in older albinos is due, at least in part, to
the fact that the luminance flash response undergoes a dra-
matic maturational course, showing increasing complexity in
waveform with age.22,24,25,32 As a consequence, hit rates and
test reliability also diminish significantly when a luminance
flash misrouting test is attempted in older albinos. Figure
25.23A shows the monocular VEP luminance flash response
in four albinos younger than 1 year of age. It is interesting
to observe for these four albino infants in figure 25.23B the
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1.67

F 25.18 Left eye (OS), and right eye (OD) pattern
onset/offset (40ms/460ms) VEP responses (check size = 55¢) from
an X-chromosomal ocular albino (left panel) and a patient with non-
decussating retinal-fugal fiber syndrome (right panel). Fundi of both
patients are shown in figures 25.2A and 25.2B, respectively. VEP
amplitude distribution across the electrode array for OD and OS
stimulation is depicted below the VEP traces. In the case of con-
tralateral asymmetry (left) in the albino, following left eye stimula-
tion (OS), a major positive peak of the pattern onset response
lateralizes to the right occiput, and with right eye stimulation, a

major positive peak lateralizes to the left occiput. This interocular
occipital lateralization yields a highly significant interocular asym-
metry index of 1.67 at 90ms. For comparison, occipital lateraliza-
tion in an achiasmat is also presented. In the case of ipsilateral
asymmetry (right) in an achiasmat, following left eye stimulation
(OS), a major positive peak of the pattern onset response lateralizes
to the left occiput, and with right eye stimulation, a major positive
peak lateralizes to the right occiput. This rare interocular ipsilateral
VEP response lateralization results in a highly significant interocu-
lar asymmetry index of -1.97 at 90ms. (See also color plate 21.)



388  

F 25.19 Family pedigree of the X-chromosomal mode 
of albino inheritance across four generations. VEP misrouting
detection is negative for the 39-year-old obligate heterozy-
gote albino carrier (lower left). In contrast, the carrier’s 6-
month-old son, the proband (see arrow on the pedigree profile),
clearly demonstrates the albino misrouting profile for both flash

and pattern-onset stimulus conditions. Starred symbols indicate the
two family members who underwent VEP testing. Note also that
the immature responses do not show component-specific asymme-
try; rather, the whole positive peak appears to shift from the right
to the left hemisphere following left and right eye stimulation,
respectively.

contralateral asymmetry index as a function of VEP latency.
Solid symbols indicate an asymmetry index higher than 0.7,
which demonstrates that there are time windows of signifi-
cant asymmetry for luminance flash that also depend on age.

Figure 25.24 illustrates the sensitivity and selectivity of the
interocular asymmetry index for pattern onset as well as
luminance flash as a function of age. For a group of 47
normal controls older than 6 years of age, no hemispheric
asymmetry is found higher than 0.5, whereas for a group of
61 albinos, no hemispheric asymmetry is found lower than
0.9 (two upper panels). If a value of 0.7 is chosen for the
hemispheric asymmetry index, the sensitivity of the mis-
routing test for albinism in this case is 100%: None of the
61 albinos has an asymmetry index lower than 0.7. In addi-
tion, an asymmetry index greater than 0.7 clearly is pathog-
nomonic for aberrant chiasmal crossing associated with
albinism; also, specificity is 100%. It is important to note that
100% sensitivity as well as 100% selectively can be obtained
only when the correct misrouting protocol is followed, that
is, full-field monocular stimulation, test during wakefulness,
and stimulation of the central visual field. Furthermore,

figure 25.24 illustrates that there is an age recipe for albino
misrouting detection.24 Comparison of the upper right panel
with the lower left panel shows that the pattern-onset VEP
misrouting test has a considerable amount of false negatives
when the albino is younger than 6 years of age. However,
comparison of the lower left panel with the lower right panel
of figure 25.24 shows that below the age of 6 years, the lumi-
nance flash can be used for misrouting detection instead of
pattern onset. With a cutoff value of 0.7, no false negatives
are found for a group of 73 albinos; sensitivity again reaches
100%. Finally, figures 25.25, 25.26, and 25.27 show an
extensive overview of a large albino patient population. The
three contour plots show the hemispheric asymmetry index
as a function of age and a function of VEP response latency.
Figure 25.25 represents only the results for luminance flash.
Note that for the luminance flash VEP, the age axis has a
logarithmic scale. This shows more clearly the windows of
significant asymmetry at the younger ages. Figures 25.26 and
25.27 show on a linear scale for age similar results as shown
in figure 25.25 for pattern onset with check sizes of 55¢
and 110¢, respectively. Across subjects, the average of the
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F 25.20 A, Binocular (OU), left eye (OS), and right eye (OD) pattern-onset/offset (40/460ms; check size = 55¢) VEP responses of an oculocutaneous albino (upper traces) and
an X-linked ocular albino (lower traces). VEP responses follow the interocular interhemispheric asymmetry profiles depicted in figure 25.7. Vertical dashed lines indicate the latency
window of maximum asymmetry; arrows denote the polarity reversal of the difference potential at a latency of about 90ms. Both interocular VEP potential distributions (rightward
panels) show a crossed pattern of interocular asymmetry. In addition, binocular (OU) stimulation (asterisks) shows a right hemisphere dominance for the oculocutaneous albino and a
left hemisphere dominance for the ocular albino. B, Binocular (OU), left eye (OS), and right eye (OD) pattern-onset/offset (40/460ms; 55¢ check size) VEP responses recorded from
two adult albino carriers. The VEP topography profiles are definitely negative for a crossed pattern of interocular asymmetry via monocular (OD, OS), full field stimulation. Note that
OD, OS, and OU topography profiles follow comparable VEP topography distributions across the electrode array, reflecting primarily left hemispheric response dominance across
viewing conditions at a latency of the first major positive peak; see also difference potentials (sixth trace).

A B
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F 25.21 Monocular pattern-onset VEPs from two controls,
age-matched to an albino child (uppermost traces) tested at the 
age of 9.7 years. The format is comparable to the schematic,
figure 25.7. The age-matched 9- to 10-year old controls include 
a child with hereditary (X-chromosomal) congenital nystagmus
(middle traces) and a normal child (lowermost traces). The 
albino shows interocular contralateral asymmetry; the congenital

nystagmic and normal child show interocular symmetry. Note 
the polarity reversal of the difference potentials (see arrows),
the crossover of the monocular response amplitudes plotted 
across the electrode array, and the high asymmetry index (1.89) 
of the albino child. Topography plots at the right are derived 
from amplitude values across the electrode array at the latencies
denoted.
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F 25.22 Monocular luminance flash VEPs from a normal
control (upper) and an albino (lower) tested at approximately 
age 20–21 weeks. The format is similar to that of figure 25.7.
Topography plots at the right show left hemispheric response 

dominance for the normal control but no significant interocular
asymmetry. In contrast, the albino topography plot shows con-
tralateral asymmetry with a highly significant asymmetry index
value of 1.79.



A

F 25.23 A, Left (OS) and right (OD) eye luminance flash
responses from the left (L) to right (R) occiput from an albino infant
at 5 days (upper left), 12 weeks (upper right), 24 weeks (lower left),
and 54 weeks (lower right) of age. VEP response traces also follow
the format of figure 25.7 schematic. The vertical dashed line is
positioned at the latency reflecting the optimum contralateral
asymmetry index. The polarity reversal (see arrows) of the differ-
ence potentials from left to right eye stimulation also is indicative
of albino VEP asymmetry. Calibration angle equals 10mV in the

vertical plane and 100ms in the horizontal plane. B, Contralateral
asymmetry index values (positive values depicted) as a function of
VEP response latency derived from the four albino monocular
VEPs shown in part A. Two time windows of significant (>0.7) 
contralateral asymmetry are observed (solid triangles). An early
asymmetry region occurring around 60ms, appears within an age-
stationary, narrow window; a more robust and longer-latency
cluster of asymmetry shifting toward shorter latencies across the
age range reflects maturation of the visual response.

B
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F 25.24 Upper histograms, Asymmetry index distri-
butions with the pattern-onset paradigm (55¢ and 110¢ check 
size) for normal controls and albinos older than 6 years of age.
The two groups show no overlap. Normal controls present with
asymmetry index values below 0.7; albinos present with asym-
metry index values above 0.7. Lower histograms, Asymmetry 

index distributions with pattern-onset paradigm (left) and 
luminance flash (right) for albinos younger than 6 years of age.
Reliable and significant albino contralateral asymmetry within 
this younger age group is detected with the luminance flash para-
digm. For the younger age group, pattern onset is neither selective
nor sensitive.
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F 25.25 Contour plot of interocular asymmetry indexes
across the age span as a function of latency of the luminance flash
VEP response is depicted (upper asymmetry contour plot). VEP
latency is presented in milliseconds; age is presented in days. The
contour plot is an average of 279 independent recordings. The sample
rate is 500ms along the horizontal axis and 100ms along the vertical
axis. Contour lines representing asymmetry index values equal to or
greater than 0.7 (value of significant asymmetry) are plotted in bold.

¢

F 25.26 Contour plot of interocular asymmetry indexes
across the age span as a function of latency of the pattern-onset
(55¢ check size) VEP response is depicted. The contour plot is an
average of 159 independent recordings. Contour lines that repre-
sent asymmetry index values equal to or greater than 0.7 (value of
significant asymmetry) are plotted in bold.

¢

F 25.27 Comparable to figures 25.24 and 25.25, but now the
contour plot of interocular asymmetry index across the age span as a
function of latency of the pattern-onset (110¢ check size) VEP response
is depicted. The contour plot is an average of 149 independent record-
ings. Contour lines that represent asymmetry index values equal to or
greater than 0.7 (value of significant asymmetry) are plotted in bold.

hemispheric asymmetry, determined from monocular full-
field stimulation (see methodology), is calculated. When this
average is equal or greater than 0.7, isocontour lines are
plotted in bold. Figure 25.25 clearly shows for the luminance
flash VEP an early window of significant contrateral asym-
metry between 50ms and 70ms, which latency is indepen-
dent of age. However, the optimal significance of this early

window is at the age of 3 years and gradually loses signifi-
cance at older ages. In addition, a later and more important
window of greater significance is present between 100ms
and 300ms. Figure 25.25 demonstrates that the optimal
latency of significant contralateral asymmetry for this
window decreases with age from 250ms to 120ms. At birth,
the optimal latency for significant contralateral asymmetry
in albino infants varies between 200 and 300ms. Between
the age of 2 and 6 years, the maximum contralateral sym-
metry for luminance flash gradually decreases, and at 6 years
of age, the optimum latency of significant asymmetry for
detection of albinism is about 140ms. Figures 25.26 and
25.27 show for pattern onset only one window of significant
contralateral asymmetry that varies between 80 and 120ms.
Optimal latency decreases slightly with age from 110ms at
3 years of age to 90ms in adulthood. Contralateral asym-
metry for pattern onset already can be found at a very early
age (a couple of months). However, more reliable and sig-
nificant results for misrouting detection with pattern onset
start at the age of 3 years. The maximum of the average of
contralateral asymmetry increases considerably from the age
of 3 years to the age of 18–20 years. Through adulthood,
the average of optimal latency and the average of maximum
asymmetry remain constant. A slight increase in latency and
a decrease of maximum asymmetry may be present at ages
older than 50–60 years. A check size of 55¢ gives some better
results than 110¢ because response to the latter contains
more VEP components of local luminance. However, when
the albino patient has a low visual acuity, stimulation with
110¢ check size has an advantage over 55¢ check size.
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From figures 25.24 through 25.27, the following age
recipe may be derived for routine clinical application. For
practical purposes, use the luminance flash paradigm for
albinos under 3 years of age, use both the luminance flash
and pattern-onset paradigm for albinos between 3 and 10
years of age, and for albinos older than 10 years, the pattern
onset paradigm is sufficient. For a more accurate misrouting
detection, it is better to use both paradigms across all ages.
Moreover, for albino infants, the pattern-onset response also
can be used to assess the VEP visual acuity.

Conclusions

Interocular VEP asymmetry in albinism reflects misrouted
optic pathway projections in which a preponderance of tem-
poral retinal fibers erroneously decussate at the optic chiasm.
The latter, pathognomonic to albinism, disrupts functional
and anatomical organization throughout the optic pathways.
VEP misrouting results comparable to those depicted are
present in all albinos regardless of phenotype, genotype, or
age.24 Interocular VEP hemispheric asymmetry reflecting
albino misrouting was first demonstrated in adult albinos via
a luminance flash paradigm.37 Because the latter yielded
rather poor detection rates, clinical application was limited.
However, subsequent studies emerged9,23 in which various
transient stimulus profiles, such as luminance flash, pattern
reversal, and pattern onset/offset, were evaluated in albinos
across the age span. The former led to a “practical” albino
VEP test protocol that included employment of (1) the lumi-
nance flash paradigm for patients younger than 3 years of
age, (2) both the luminance flash and pattern onset para-
digms for patients between about 3 and 6 years of age, and
(3) the pattern-onset paradigm for patients older than 6 years
of age. During actual VEP testing, luminance flash is pre-
sented to all patients across the age range for comparison
with international standards; pattern onset also is presented
across the age range to assess spatial maturation and VEP
acuity. As a caveat, it is important to take into consideration
the fact that luminance flash and pattern-onset results from
the VEP misrouting test in particularly young patients are
considered valid only when the results recorded during
wakefulness and full attention.

In general, the 100% detection rate of VEP asymmetry
in albinos across the age range concomitant with zero false
positives in normal age-matched controls, heterozygote
family members, and nonalbino patients with comparable
albino symptoms (e.g., nystagmus, reduced acuity, retinal
hypopigmentation) indicates and confirms that the VEP mis-
routing test follows a decisive protocol for albino detection
and differential diagnosis. The fact that all albinos have
neural ectoderm anomalies that preclude normal visual
pathway development ensures detection by appropriate VEP
assessment regardless of albino age, genotype, or phenotype.

Furthermore, since the albino VEP signature is age specific,
corresponding electrophysiological response profiles also
contribute to the objective assessment of visual pathway
maturation and function.

In conclusion, it is of interest to note that several centuries
ago, an excerpt from Vesalius was published77 in which
normal mammalian optic pathways were erroneously
described as having an absence of mammalian optic pathway
decussation. While we now certainly have a correct overview
of mammalian visual pathway structure and function,
primary visual pathways, particularly concerning the topic of
visual pathway decussation, have for millennia, as can be seen
from the Vesalius reference, attracted the interest and pas-
sions of philosophers, anatomists, and artists in the vigorous
quest to understand the sensory appreciation of visual space,
ocular motor control, and single binocular vision. The
present overview attempts to gain more insight into these
issues by outlining and describing objective VEP and ocular
motor assessments of visual function across the age range.
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Visual psychophysics

I: C  P  E-
 A Electrophysiological pro-
cedures have proven to be of considerable value in assessing
the functional properties of classes of neurons within the
visual pathway in both normal visual systems and those with
pathology. For example, the a-wave of the ERG has provided
important information about the integrity of the rod and
cone photoreceptors in retinal degenerations such as retini-
tis pigmentosa (RP).46

In many applications, the electrophysiological response
represents the summed activity of neurons that are respond-
ing to stimuli covering a broad region of visual space.
However, with the advent of focal and multifocal ERG and
multifocal VEP techniques (reviewed by Hood45; see also
chapter 14), it has become possible to record the electrical
activity of neurons responding to stimuli that are presented
within spatially delimited regions. Nevertheless, the ability to
record specifically from spatially localized generators of elec-
trophysiological responses remains somewhat limited, owing
in part to the need to achieve adequate signal-to-noise 
ratios.

By comparison, psychophysical procedures can provide a
measure of visual function within a quite small region of the
visual field, with stimuli sometimes subtending less than 1
minute of visual angle. However, unlike electrophysiological
responses, psychophysical responses represent the properties
of the entire visual pathway, from photoreceptors to cortex.
Furthermore, psychophysical measurements are subject to
the potential influence of cognitive factors such as attention,
and they are also dependent on the motor skills that are
involved in producing a response.

Nevertheless, psychophysical procedures, particularly in
combination with electrophysiological techniques, can
provide important insights into the site and nature of defects
within the visual pathway in disorders of the visual system.
For example, Seiple and colleagues92 investigated the retinal
site of adaptation defects in patients with RP by comparing
increment thresholds that were derived from psychophysics
with those that were derived from the focal ERG. On the
basis of similarities in the results obtained with the two

approaches, they concluded that the adaptation defects
shown by the patients with RP had an outer retinal 
locus.

As was discussed by Seiple et al.,91 however, any direct
comparison between psychophysical and electrophysiologi-
cal procedures should consider a number of factors before
firm conclusions can be drawn about the relationship with
the disease process. These factors include the size and dura-
tion of the stimulus, the mechanism of response generation
(whether the response is generated by the most sensitive unit
or is the summed response of a number of units), the gain
of the response, and the adaptation level. Additional dis-
cussions of the linking hypotheses or propositions that
should be considered in specifying the relationship between
psychophysical results and physiological states can be found
in the work of Brindley,16 Teller,100 and Lee.58

F C  P In current
usage, the term psychophysics refers both to a set of methods
and to a body of knowledge about the visual system that has
been gathered with these methods. The general aim of psy-
chophysical methods is to relate sensory states to the physi-
cal properties of visual stimuli in a quantitative manner. The
physical properties of visual stimuli can be easily obtained
through the appropriate instrumentation, such as photome-
ters. Information about sensory states is less readily available.
Observers typically communicate information about sensory
states through a verbal response, such as “yes, those two
lights look the same,” or by a motor response, such as the
press of a particular button or the reaction time to stimulus
presentation.

It is important to note that sensory states can vary in either
quantity or quality. Sensations that vary in quantity, such as
brightness, are termed prothetic, and can be plotted on a scale
of magnitude. For example, a light of 100cd/m2 presented
in darkness appears to have a greater brightness than does
a light of 10cd/m2 under the same conditions, and so
brightness is considered to be a prothetic sensation. Sensa-
tions that vary in quality but not quantity, such as hue, are
termed metathetic and cannot be plotted on a magnitude scale.
For example, the hue “green” is neither more nor less in
quantity than the hue “red,” so no magnitude scale of hue

26 Clinical Psychophysical
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is justified. However, both prothetic and metathetic sensa-
tions are amenable to psychophysical measurements.

The usual goal of a psychophysical experiment is to deter-
mine a person’s threshold. The term threshold refers to the
stimulus magnitude that provides a transition between two
sensory states, either between “no sensation” and “sensa-
tion” or between two different sensations. In some applica-
tions, the outcome measure is termed sensitivity, which is the
reciprocal of threshold.

In current usage, the threshold is not a fixed stimulus value
but varies stochastically. That is, owing to various sources of
variability, such as quantal fluctuations in the light output or
intrinsic noise within the visual system, there is no one stim-
ulus magnitude that forms the absolute boundary between
two sensory states. Instead, stimuli that are near a certain
value may be reported as “seen” on some occasions and not
others. As a consequence, when one plots the percent of
trials on which a stimulus is reported “seen” versus the values
of the stimulus, the data typically form an S-shaped 
function rather than a function with an abrupt step at some
particular stimulus value.

There are two general classes of thresholds: detection
thresholds and difference thresholds. The detection or
absolute threshold represents the minimum stimulation nec-
essary to detect the presence of a stimulus. The difference
or increment threshold refers to the change in visual stimu-
lation that is necessary for the observer to discriminate
between a test stimulus and a reference stimulus. Detection
can be considered to be a special case of discrimination in
which the reference stimulus has a value of zero.

A clinical example of a detection threshold is the quantal
flux necessary for detecting a flash of light that is presented
to the visual field periphery in dark-adapted perimetry. An
example of a difference threshold can be found in the 
anomaloscope test of color vision defects. In this test, the
observer’s task is to determine whether a mixture of middle-
and long-wavelength lights is different from a reference light
of intermediate wavelength. Static perimetry is an additional
example of the clinical application of the difference or incre-
ment threshold. In static perimetry, the observer’s task is to
discriminate a small flash of light (an increment) from the
adapting field of the perimeter bowl.

C P T Three basic psy-
chophysical methods for measuring thresholds were intro-
duced by Gustav Fechner in the 1800s. Perhaps the most
straightforward of these classical psychophysical techniques
is the method of adjustment, in which the observer manip-
ulates the test stimulus until it is just detectable or is just
noticeably different from a reference stimulus. Typically, the
threshold is defined as the mean of a series of such mea-
surements. A variation of the method of adjustment is the
tracking procedure, in which the observer continuously

adjusts the stimulus to maintain it at a threshold level. Track-
ing has proven useful in measuring sensory events that
change over time, such as the recovery of sensitivity follow-
ing exposure to a bleaching light. Because the observer has
direct control over the stimulus, however, the method of
adjustment is open to potential artifacts. For example, the
observer may adjust the stimulus by some fixed, arbitrary
amount on each trial without regard to sensory events.
Furthermore, the tracking method can be influenced by any
changes that may occur in the observer’s response criterion
over time.

A second classical psychophysical procedure is the method
of limits. In this procedure, the experimenter initially sets
the stimulus to a value that is either below or above the esti-
mated threshold and then alters the stimulus value in small
steps until the observer signals that the stimulus has just been
detected (ascending method) or that it has just disappeared
(descending method). The threshold is defined as the mean
of a series of such measurements. The method of limits has
proven valuable in the clinical setting but is also vulnerable
to artifacts. These include errors of habituation, in which
the observer maintains the same response (“seen” or “not
seen”) from trial to trial without regard to sensory events,
and errors of anticipation, in which the observer reports
prematurely that the stimulus has become visible or has 
disappeared.

The third classical approach is the method of constant
stimuli. In this technique, a fixed number of different test
stimuli are presented whose values span the region of the
estimated threshold in discrete steps. Each stimulus is pre-
sented the same number of times in a random order. The
observer responds “seen” or “not seen” on each trial. The
percentage “seen” is plotted for each stimulus value, result-
ing in a psychometric function, as illustrated in figure 26.1.
The data are typically fit with an ogival function such as a
cumulative normal distribution, or with a sigmoidal func-
tion, such as a logistic function or a Weibull function. The
threshold is defined typically as the value that is reported
“seen” on 50% of the trials. In the method of constant
stimuli, catch trials are often used, in which no test stimulus
is presented. If the observer responds that a stimulus was
seen on such a trial, he or she is informed of the mistake
and is urged to try harder.

S D T Although the classical psy-
chophysical techniques have proven useful in a clinical
setting, it is apparent that they do not take into account the
observer’s response bias or criterion, which can have a sub-
stantial effect on the threshold estimate. An alternative
approach is the set of methods derived from signal detection
theory (SDT), in which there is no assumption of a sensory
threshold. Instead, an emphasis is placed on the decision
strategies that are employed by the observer, who is required



:    401

to detect a signal in the presence of noise. The noise is
usually considered to consist of some combination of exter-
nal noise (outside the observer) and internal noise (within the
observer). The SDT approach provides a way to separate an
observer’s actual sensitivity from his or her response crite-
rion. It should be noted that the term sensitivity in this context
refers to an observer’s ability to discriminate a signal from
noise, not to the reciprocal of threshold.

A standard SDT method is the “yes-no” procedure, in
which there is a single observation period that contains
either noise alone or a signal embedded in noise. An
example of this approach is the detection of a grating patch
(signal) that has been added to external white noise.74 The
observer responds either “yes,” a signal was present, or “no,”
a signal was not present. Various values of the signal are pre-
sented across trials. For simplicity of analysis, it is often
assumed that the probability density distributions of both
the noise and the signal-plus-noise are Gaussian. In an
analysis of the results, the two most important events are
hits, in which the observer correctly responds that a signal
was present, and false alarms, in which the observer reports
that a signal was present when it was not.

For a given signal strength, a plot of hit rate versus false
alarm rate yields a point on a function termed a receiver oper-
ating characteristic (ROC ) curve. To generate an ROC curve with
multiple points, the observer’s criterion is usually manipu-
lated by varying the payoffs associated with hits and false
alarms and/or by varying the probability of signal presen-
tation. The distance of the ROC curve from chance 
performance provides an index of the observer’s sen-
sitivity. Although it is an excellent method for distin-

guishing between an observer’s sensitivity and his or her
response criterion, the yes-no procedure is generally a 
time-consuming technique that has seen limited clinical
application.

A related SDT procedure that has been widely used in the
clinical setting is the forced-choice procedure. In this tech-
nique, the observer is presented with two or more observa-
tion intervals. These may be separated spatially (i.e., the test
stimulus is presented at one of several possible test locations
within the visual field) or temporally (i.e., the test stimulus is
always presented at the same location but in one of two or
more well-defined time periods). Only one of the observa-
tion intervals contains a signal, and the observer’s task is to
report the interval in which the signal occurred.

In the forced-choice procedure, a fixed set of stimulus
values is presented multiple times across a series of trials, and
the percentage correct value is derived for each stimulus
magnitude. The percentage correct value is then plotted as
a function of stimulus magnitude to derive a psychometric
function, from which the observer’s sensitivity can be
derived. An example of a psychometric function derived
from a two-alternative forced-choice (2AFC) procedure is
given in figure 26.2.

A typical (although arbitrary) measure of sensitivity is the
stimulus that results in a percentage correct value that lies
halfway between chance performance and perfect perform-
ance. Chance performance, or the “guessing rate,” is equal
to 1/n, where n is the number of alternatives (e.g., chance
performance in a 2AFC procedure is 50%). The results of a
2AFC procedure are related quantitatively to those of a
comparable yes-no procedure in that, for a given signal
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F 26.1 An example of a psychometric function derived
from the method of constant stimuli, in which the percent of trials
on which a stimulus was reported “seen” is plotted against the 
stimulus magnitude. The curve fit to the data points represents a
logistic function. The threshold refers to the stimulus value that 
was reported “seen” on 50% of the trials, as derived from the 
fitted curve.
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F 26.2 An example of a psychometric function derived
from a two-alternative forced-choice procedure, in which the
percent correct value is plotted for each stimulus value. The curve
fit to the data points represents a Weibull function. The threshold
refers to the stimulus value at which the observer was correct on
75% of the trials, as derived from the fitted curve.
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strength, the percentage correct value is equal to the area
under the ROC curve.31

The forced-choice procedure is often termed criterion free,
because it provides a way to measure an observer’s sensiti-
vity independent of the response criterion. The forced-
choice method is not without potential drawbacks, however.
First, it depends on an observer’s cooperation. As an extreme
example, a malingering observer might decide to respond
incorrectly on some trials, thereby affecting the estimate of
sensitivity. Frequently, an observer may be inattentive on a
certain percentage of trials, which leads to a lapsing rate, or
less-than-perfect performance at high stimulus values.
Another potential drawback to the forced-choice procedure
is that it is based on the idea of an unbiased observer, and
this is not likely to be the case. Observers tend to exhibit
nonrandom behavior, such as an avoidance of long strings
of identical responses, even though these can occur statisti-
cally. Observers may also have a position bias in a spatial
forced-choice procedure or an interval bias in a temporal
forced-choice procedure such that they tend to prefer one
response interval over another. In addition, observers may
become confused by the number of possible choices if there
are more than two alternatives.

In the forced-choice approach, certain observers, espe-
cially patients, may be unwilling to give a response when they
are certain that they see nothing or when they feel that they
cannot discriminate between alternatives. Consequently, an
“unforced-choice” method has been proposed, in which the
response “I don’t know” is allowed. The properties of the
unforced-choice procedure have been analyzed statisti-
cally,50,53 and it has been shown that under certain condi-
tions, this technique can have advantages over the standard
forced-choice approach.

One of the useful concepts derived from SDT is that of
the “ideal observer.” An ideal observer is one who has access
to all the information that is present in the stimulus. The
stimulus can be defined either as a distal stimulus (before it
has entered the eye) or, more commonly, as a proximal stim-
ulus (one that has been subjected to some degree of optical
and/or neural processing). The efficiency of human per-
formance can then be derived from a comparison of the
results of an actual human observer with that of the ideal
observer. This approach has been applied to a wide variety
of visual tasks, ranging from simple two-point discrimina-
tion,36 in which the optical and photoreceptoral properties
of the eye are taken into account, to complex tasks such as
reading,60 in which visual, lexical, and oculomotor sources of
information are included.

A P T The classical 
psychophysical methods and those of SDT tend to be time-
consuming and inefficient, because they typically present a
set of stimuli that span a range of values, from those that are

non-detectable to those that are detected with a high degree
of probability. A more efficient strategy is to concentrate on
stimulus values that lie near the presumed threshold. This is
the approach taken by adaptive psychophysical procedures.
In adaptive psychophysics, the stimulus to be presented on a
given trial depends on the observer’s prior responses. An
example of a simple adaptive technique is the tracking
method, described earlier. A number of different adaptive
psychophysical procedures have been devised that use
various decision rules to guide the stimulus choice on any
given trial. An excellent historical overview of these adaptive
procedures has been given by Leek.59

Adaptive procedures can be divided into two general cat-
egories: those that are parametric, in which there is an
explicit assumption about the nature of the underlying psy-
chometric function, and those that are non-parametric, in
which there is no particular assumption about the psycho-
metric function except that it is monotonic with stimulus
magnitude. Non-parametric techniques are generally varia-
tions of the staircase method, which is related in turn to the
tracking method. In the simplest staircase procedure, a
response of “seen” (or a correct response in a forced-choice
procedure) results in a decrease in stimulus magnitude on
the subsequent trial. A response of “not seen” (or an incor-
rect response in a forced-choice procedure) results in an
increase in the stimulus magnitude.

This conceptually simple “up-down” staircase approach
has not proven effective, however. For example, a “seen/not
seen” staircase is subject to changes in an observer’s response
criterion over time, just as is the tracking procedure. Fur-
thermore, in a 2AFC staircase, the observer will be correct
on 50% of the trials by chance alone, independent of the
detectability of the stimulus. Therefore, chance plays too
large a role in governing the decision as to whether to
increase or decrease the step in the simple up-down forced-
choice staircase.

As a result of these inadequacies, the simple up-down
staircase was replaced by the transformed up-down stair-
case.63 In the transformed staircase, the stimulus value to be
presented on a given trial depends on the outcome of more
trials than just the preceding one. In deciding which stimu-
lus value to use on each trial, a number of different decision
rules can be applied. A common rule is the “two-down, one-
up” decision rule. According to this rule, two consecutive
correct responses are required before the stimulus magnitude
can be decreased, whereas only one incorrect response is suf-
ficient to increase the stimulus magnitude. An illustration of
a forced-choice staircase using a “three-down, one-up” deci-
sion rule is given in figure 26.3. Different staircase decision
rules can be used to estimate specific points on a psychome-
tric function.63 For example, the “two-down, one-up” rule
provides an estimate of the 70.7% correct point. Staircase
procedures often use step sizes that are equivalent for the
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upward and downward directions, but some advantages of
using asymmetrical steps (larger up than down) have been
discussed by Garcia-Perez.34

In the staircase approach, sensitivity is often defined as the
mean of a number of staircase reversal points, as illustrated
in figure 26.3. Sensitivity can also be derived by fitting a psy-
chometric function to the complete data set by using a
maximum likelihood procedure and then obtaining the
stimulus magnitude that corresponds to a particular per-
centage correct value. A discussion of the relative merits of
these two approaches has been provided by Klein.53

In addition to the transformed staircase, non-parametric
staircase approaches include parameter estimation by
sequential testing (PEST),99 which uses a heuristic set of rules
to define the step size, with the staircase terminating when
the step size reaches a predefined value, and the modified
binary search (MOBS),102 which uses a bisection method to
define the step size. The parametric approach is typified by
QUEST,104 in which the stimulus value on a given trial is
based on the most probable estimate of sensitivity as derived

from a Bayesian statistical analysis of the results of previous
trials. In QUEST, the underlying psychometric function is
assumed to correspond to a Weibull function. A compre-
hensive, quantitative analysis of the various parametric and
non-parametric adaptive techniques and their advantages
and disadvantages has been provided by Treutwein.101

Because of their relative efficiency, adaptive psycho-
physical techniques have seen widespread use in the clinical
setting. One common application is in static perimetry, in
which the goal is the rapid, accurate assessment of incre-
ment thresholds at multiple locations throughout the visual
field. Some of the adaptive algorithms that are commonly
used in commercial static perimeters have been discussed by
Johnson.49

Interactive examples of some of the psychophysical
methods described in the preceding sections can be found
on the CD-ROM that accompanies the textbook on sensa-
tion and perception by Levine.62

S P T Although
psychophysical procedures are used primarily to derive
thresholds, much of sensory experience results from
suprathreshold stimulation. The assessment of visual
responses to suprathreshold stimulation is readily performed
using electrophysiological procedures, such as the measure-
ment of an ERG luminance-response function. However, the
assessment of visual responses to suprathreshold stimuli is
problematic for psychophysical techniques. Nevertheless,
sensory scaling procedures have been developed, in large
part by S. S. Stevens, that can potentially assess the
suprathreshold properties of the human visual system
(reviewed by Marks and Gescheider70).

One approach to sensory scaling is the method of mag-
nitude estimation, in which an observer is asked to assign a
number to the magnitude of the sensory experience that is
elicited by a stimulus presentation. The technique of mag-
nitude production has also been used, in which the observer
manipulates the stimulus value in order to generate sensory
events of particular magnitudes. The stipulation in both
magnitude estimation and magnitude production is that the
assigned numbers or stimulus settings reflect the magnitude
of sensory experience on a ratio scale (i.e., this light is twice
as bright as that one). From such techniques, it is possible to
derive a scale of the relationship between stimulus magni-
tude (S ) and sensation magnitude (R). Experiments of this
nature have typically reported a power law relationship
between these two variables:

R = kS n (1)

in which k is a constant of proportionality and n is an expo-
nent that varies with the sensory modality. Psychophysical
methods for sensory scaling have found limited application
in the clinical setting but have proven useful in specialized
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F 26.3 An illustration of an up-down transformed staircase
based on a two-alternative forced-choice procedure, with the stim-
ulus magnitude plotted for each trial. The staircase used a “one-
down, one-up” decision rule until the first reversal was reached.
Subsequently, a “three-down, one-up” decision rule was used, in
which three consecutive correct responses were required to
decrease the stimulus value by one step, whereas a single incorrect
response was sufficient to increase the stimulus value by one step.
The open circles represent correct responses; the solid circles rep-
resent incorrect responses. The arrows indicate the staircase rever-
sal points. The dashed line represents the threshold, which was
defined as the mean of the last six reversal points.
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circumstances, such as in characterizing the nature of
suprathreshold contrast perception in amblyopia.65

C A  P M
Psychophysical methods are of considerable interest in their
own right, but they are also of immense practical value in
the clinical setting by virtue of their ability to provide impor-
tant information about disease processes that is not readily
available by other means. For this reason, psychophysical
techniques have long played a key role in the clinical evalu-
ation of various forms of visual deficits, whether applied
informally, as in the measurement of Snellen visual acuity
or, more formally, as in the sophisticated adaptive algorithms
used in commercial static perimetry. The aim has generally
been to provide information about the characteristics, time
course, and underlying pathophysiology of visual system
disorders, which is useful in patient management and in
determining whether visual disorders are amenable to 
therapeutic intervention.

It has become increasingly apparent, however, that the
traditional clinical psychophysical tests such as those of
visual acuity and perimetry might not reveal the full extent
of damage in disorders of the visual system.83 As an
example, people with melanoma-associated retinopathy, a
form of night blindness associated with a malignant skin
cancer, have normal visual acuity but a substantial reduction
in their sensitivity to motion that is not apparent on stan-
dard clinical vision tests.106 Therefore, new clinical psy-
chophysical approaches are being developed that take into
account the fact that the visual system consists of parallel
pathways that may be differentially vulnerable to ocular
disease processes.

A number of different parallel pathways have been iden-
tified in electrophysiological recordings from the primate
visual system, and it is generally assumed that these path-
ways are applicable to human vision as well. Examples
include the red-green and blue-yellow chromatic pathways
for spectral coding;25 the ON and OFF pathways, which
code information about light increments and decrements,
respectively;89 the magnocellular and parvocellular 
pathways, which have different contrast coding properties as
well as other distinctive features;51 and dorsal and ventral
streams, which are thought to process information 
about “where” an object is in space and “what” it is,
respectively.71

These multiple processing streams can be viewed as con-
sisting of sets of filters or analyzers that extract specific types
of information from the visual environment.38,83 Tradition-
ally, standard clinical psychophysical procedures have tended
to emphasize only first-order analyzers, which encode lumi-
nance variations, while neglecting other types of analyzers,
such as the second-order system that responds to local 
variations in contrast or texture.66

By choosing the appropriate stimuli and visual tasks, it is
possible to emphasize specific visual subsystems to test for
“hidden” losses that are not readily apparent by standard
clinical psychophysical procedures. As an example of this
approach, patients with glaucoma were tested with spe-
cialized perimetric procedures that consisted of red-on-
white increments, blue-on-white increments, and critical
flicker frequency.73 The goal was to evaluate relative sensi-
tivity losses within a red-green chromatic mechanism, a
“blue-on” chromatic mechanism, and an achromatic tem-
poral mechanism, respectively. Chromatic defects were more
apparent than achromatic defects in the glaucoma patients,
emphasizing the need to test for specific pathway deficits in
patients with ocular disease.

In summary, a wide variety of psychophysical procedures
have been developed by which to evaluate and understand
visual function, of both visually normal individuals and
those with visual system disorders. The psychophysical
method of choice in any given situation depends ultimately
on trade-offs among a number of different factors, includ-
ing the necessity for the control of the observer’s criterion,
the efficiency of the threshold estimation procedure, the cost
in terms of the observer’s and experimenter’s time, and the
nature of the visual task. Applied optimally, clinical psy-
chophysical techniques provide a powerful noninvasive
means for defining the pathophysiology of visual system dis-
orders and for assessing the impact of potential treatment
methods.

Duplicity theory

It has been well established that human vision is mediated
by two classes of photoreceptor systems: rods and cones.28

This has been termed the duplicity theory, although it is more
an experimentally validated fact than a theory. The rod
system functions optimally under conditions of dim (sco-
topic) illumination but provides no way to discriminate
among wavelengths of light and has relatively poor spatial
and temporal resolution. The cone system is optimized for
relatively high (photopic) light levels, is less sensitive to light
than the rod system, but provides good spatial and tempo-
ral resolution and mediates color vision. It should be noted
that the terms scotopic and photopic are used in reference both
to the receptor system that mediates vision and to the level
of illumination, regardless of receptor type. This potential
ambiguity of usage is further complicated by the term
mesopic, which refers to intermediate light levels. Under
mesopic conditions, it is possible that both rod and cone
systems can mediate vision, depending on such factors as
stimulus wavelength and size.

The human retina contains a single type of rod photo-
receptor, with rhodopsin as its visual pigment (other verte-
brates may have more than one type of rod photoreceptor28).
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There are three types of cone photoreceptors in the human
visual system, which differ in the spectral absorption char-
acteristics of their photopigments.90 The spatial density of
rods and cones varies with eccentricity and meridian.24 The
peak spatial density for rods occurs at approximately 15
degrees of eccentricity. The peak spatial density for middle-
(M) and long-wavelength-sensitive (L) cones occurs in the
foveal center. The peak spatial density for short-wavelength-
sensitive (S) cones occurs at approximately 1 degree of
eccentricity, with an absence in the foveal center.26 The lumi-
nosity functions for rod and cone systems differ considerably,
which results in a noticeable change in the apparent bright-
ness of spectral lights (“Purkinje shift”) as the visual system
shifts from rod-dominant vision to cone-dominant vision or
vice versa.

An important consideration in assessing the response
properties of rod and cone systems, both in visually normal
individuals and in those with visual disorders, is that infor-
mation transfer within the visual pathway is limited both by
the properties of the photoreceptors and by those of the
postreceptoral network into which the photoreceptor signals
feed. Suction electrode recordings from individual primate
photoreceptors have shown that the cone photoreceptor
response to a light flash is faster than that of rod photo-
receptors, while the rods are somewhat more sensitive to
light,11 so some of the functional differences between rod
and cone systems appear to be related to the properties of
the photoreceptors themselves. However, the great differ-
ences between rod- and cone-mediated vision are due to a
considerable extent to synaptic and postsynaptic influences
on the visual signals. These postreceptoral processes play a
large role in limiting the response properties of the rod and
cone systems. As an example, there is now substantial evi-
dence from anatomy, physiology, psychophysics, and elec-
troretinography that there are two primary rod pathways.93

A sensitive “slow” rod pathway involves signal transmission
from rod photoreceptors to ganglion cells via the rod bipolar
cells, AII amacrine cells, and ON and OFF cone bipolar
cells. An insensitive “fast” rod pathway involves signal trans-
mission from rod photoreceptors to the cone pathway via
gap junctions between rods and cones. These two rod path-
ways are likely responsible for the duplex critical flicker fre-
quency (CFF ) function of the rod system that is found not
only in visually normal individuals,20,21 but also in rod mono-
chromats.43 Thus, the evidence indicates that the limited
temporal resolution that is often thought to characterize 
the rod system results in large part from postreceptoral 
limitations on signal processing. Similarly, the relatively 
poor temporal resolution of the S cone system105 also ap-
pears to result from postreceptoral constraints, because the
temporal response properties of the S cone photo-
receptors do not differ from those of the M and L cone 
photoreceptors.11

It has sometimes been assumed that rod and cone systems
function independently. However, there is a large body of
evidence that the sensitivity of one system can be modified
significantly by the other.12,56 Interactions between rod and
cone systems are often most apparent when stimuli are small
and/or temporally modulated. Rod-cone interactions can be
observed in ERG recordings5,88 as well as psychophysically.
There appear to be several fundamentally different 
types of rod-cone interactions with different underlying 
mechanisms.27,56

Dark adaptometry

It is well known that following the eye’s exposure to a bright
light, visual sensitivity requires a substantial period of time
to recover. If the light exposure is sufficiently intense, com-
plete recovery can take as long as 45–50 minutes.79 The
typical time course of dark adaptation is illustrated in figure
26.4. This bleaching recovery curve was measured in the
peripheral retina of a normal individual by using a test flash
of 500nm, a wavelength to which both rod and cone systems
are sensitive. Thresholds are plotted relative to those meas-
ured in the completely dark-adapted state before exposure
to a bleaching light.
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F 26.4 Typical normal dark adaptation curve measured at
20 degrees in the nasal visual field using a 500-nm, 1.7-degree, 500-
ms test flash following a 2-minute exposure to a full-field bleaching
light of 3.6 log cd·m-2. Thresholds are plotted relative to their
dark-adapted (prebleach) value. A transition between cone-medi-
ated and rod-mediated detection (rod-cone break) occurs at about
10 minutes. Complete recovery of the rod system typically requires
approximately 45 minutes.
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The dark adaptation curve in figure 26.4 follows a char-
acteristic two-branched course, with an inflection occurring
at approximately 10 minutes. In accordance with duplicity
theory, the early branch represents the recovery of cone
system sensitivity. Thresholds measured during the later
branch are mediated by the rod system, and the inflection
point is termed the rod-cone break (Kohlrausch knick). Conse-
quently, as dark adaptation proceeds, a chromatic test flash
initially appears colored and later appears colorless as detec-
tion shifts to the rod system.

The difference between the absolute (colorless) threshold
and the threshold for color has been termed the photochro-
matic interval. The threshold for color does not correspond
exactly with the cone detection threshold, because the rod
system can influence the threshold for color.2,64,96 This type
of rod-cone interaction has been attributed variously to a
desaturation of the chromatic cone signal by an achromatic
rod signal64 and to a rod-induced shift in the balance of
color-opponent cells,97 most likely involving nonlinear
processes.18

To a first approximation, the dark adaptation curves of
the rod and cone systems may be quantified according to the
following exponential equation:

log It = A + B exp[-(t - tr)/t] (2)

in which It is the threshold at any given time t during dark
adaptation; tr is either 0 (for the cone portion) or the time of
the rod-cone break (for the rod portion); and A, B, and t are
free parameters.79 This equation provides a quantitative
description of dark adaptation that can be helpful in the 
clinical assessment of abnormalities in the time course of
bleaching recovery. However, significant departures from
this relationship have been noted for both the rod54,72 and
cone7,17,32 systems.

M  D A The recovery of sensi-
tivity following light exposure depends ultimately on the
regeneration of bleached photopigment.75 For example, if
the concentration of photopigment within the photorecep-
tors is reduced through vitamin A deprivation, then the time
course of psychophysical dark adaptation is prolonged, and
thresholds may never reach normal levels.52,76 In addition,
there is a general correspondence between the time course
of rhodopsin regeneration and the rate of return of rod
system sensitivity.85 Yet psychophysical dark adaptation is not
due simply to the recovery of a light absorber. That is, when
90% of rhodopsin has regenerated following an intense
bleach, the rod threshold remains elevated by about 2 log
units,54,72 although the threshold elevation due to a reduced
quantal catch would be only approximately 0.1 log unit.

Despite decades of study, uncertainty still remains about
the exact biochemical events that are responsible for the
desensitization of the rod system following a bleach and for

the subsequent recovery of rod sensitivity (for an extensive
review, see Lamb and Pugh55). It is likely that various bleach-
ing intermediates, such as metarhodopsin products and
“free” opsin, activate the visual cascade that leads to the loss
of visual sensitivity. The recovery of sensitivity then depends
on the removal or inactivation of these bleaching interme-
diates, as well as the return of 11-cis retinal from the retinal
pigment epithelium to the rod photoreceptor outer 
segments.33,55,61

To complicate matters, there is considerable evidence that
postreceptoral as well as photoreceptoral processes are
involved in the recovery of sensitivity during dark adapta-
tion. First, changes in test flash size can influence the shape
of the dark adaptation curve,6,14,85 although test size should
have no influence on the rate of photopigment regeneration.
The concept of an “adaptation pool” was introduced by
Rushton86 to account for the observations that changes in
sensitivity appear to result from the pooling of signals from
many photoreceptors. Second, dim lights that bleach a trivial
amount of photopigment and that have no effect on the
receptor potential or on horizontal cell responses in the skate
retina nevertheless result in an elevation of b-wave and gan-
glion cell thresholds that requires several minutes to
recover.39 It has been proposed that threshold elevations
observed following weak bleaches and/or early in the course
of dark adaptation result from non-photoreceptoral or
“network” mechanisms, whereas threshold elevations
observed later in the course of dark adaptation result from
“photochemical” processes occurring within the photo-
receptors (reviewed by Dowling28).

Although the recovery of sensitivity during dark adapta-
tion is thought to depend primarily on events that occur
within the retina of the bleached eye, binocular interactions
during dark adaptation have been reported. For example,
the time course of dark adaptation for a test flash that is pre-
sented to one eye is affected by the presence of a small, dim
light presented to the nontested eye during bleaching recov-
ery.57,68 Furthermore, rod thresholds during bleaching recov-
ery can be lowered by pressure-blinding the dark-adapted,
nontested eye.68 In addition, the rod absolute threshold for
a test flash that is presented to one eye can be reduced by
intense long-wavelength adaptation of the contralateral
eye.82 To account for these findings, it has been proposed that
the dark-adapted, nontested eye generates noise that inter-
feres with detection.68,82

In addition to a recovery of sensitivity, other phenomena
accompany the dark adaptation process. After the offset of
a bleaching light, the pupil is initially constricted, and then,
following a transient series of oscillations, it dilates with a
time course similar to that of the recovery of rod sensitiv-
ity.4 Following the offset of a bleaching light, an afterimage
may be apparent, which then fades over time. The initial
afterimage, which typically appears colored, originates from
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the cone system. If the bleaching exposure is of high inten-
sity, particularly in aphakic individuals, erythropsia may
result, in which the visual environment appears to be tinged
with red. A prolonged, colorless afterimage that originates
from the rod system67 is also often visible. It has been sug-
gested that the rod afterimage is related to the noisy resid-
ual excitation of photoreceptors that has been observed
following the cessation of an adapting light.11

The apparent correlation between the disappearance of
the rod afterimage and the recovery of rod sensitivity gave
rise to the concept of the equivalent background,10,98 according
to which bleached photoreceptors produce a continuing
signal in darkness that reduces the detectability of a test
flash. The basis for this equivalent background of “dark
light” may be the presence of bleaching intermediates such
as metarhodopsin products and opsin that act like real light
in activating the G-protein cascade. Although real light and
dark light have many similar properties, they are not always
identical, however.35,61

F A D A In the measure-
ment of dark adaptation, the parameters of the test flash
have a marked effect on the nature of the recovery curve.
One of the primary factors is the test stimulus wavelength,
as illustrated in figure 26.5. This figure presents dark adap-
tation curves obtained from a visually normal subject using

a middle-wavelength (open circles) and a long-wavelength
(solid circles) test flash. It is apparent that the test flash wave-
length influences the time of the transition from cone-
mediated to rod-mediated detection (rod-cone break). With
a middle-wavelength test flash, the transition occurs at
approximately 10 minutes under these conditions. For a
long-wavelength test flash, there is an extended cone plateau,
and the rod-cone break occurs considerably later in the
course of bleaching recovery.

The change in the time course of the rod-cone break is
predictable from the relative sensitivity of the rod system to
the two wavelengths of test flash. This is illustrated by the
solid line through the filled circles in figure 26.5. This is the
same curve that was fit to the open circles, but it was shifted
vertically in proportion to the differential sensitivity of the
rod system to the long-wavelength versus the middle-
wavelength test flash. Although it is often assumed that the
threshold for a long-wavelength test flash is cone-mediated
in the retinal periphery, this is not necessarily the case. Large,
long-wavelength test stimuli can be detected by the rod
system in the periphery following complete dark adaptation,
as shown in figure 26.5.

Although not illustrated in figure 26.5, the characteristics
of cone-system dark adaptation are also influenced by the
wavelength of the test flash. If a short-wavelength test flash
is used to measure dark adaptation following a long-
wavelength bleaching light, the cone-mediated portion of the
recovery curve typically has two branches. The first branch
represents detection by the short-wavelength cone system;
the second branch is mediated by the middle-wavelength
cone system.7 Even when dark adaptation is measured with
a test stimulus that is detected solely by the long-wavelength
cone system, recovery does not necessarily proceed along a
single exponential time course. Temporary plateaus and
losses of cone system sensitivity are observed that have been
attributed to the influence of postreceptoral mechanisms.17,32

The retinal locus of the test flash also has an important
influence on the nature of the dark adaptation curve.42 A
small test flash that is presented to the fovea typically results
in a dark adaptation curve that is cone-mediated through-
out bleaching recovery. As illustrated in figure 26.5, a test
flash that is presented to the parafovea can be detected by
either the cone system or the rod system, depending on test
flash and bleaching parameters and the time during recov-
ery at which the threshold is measured.

Although it is often assumed that detection is mediated
either by the rod system or the cone system independently,
evidence for rod-cone interactions during dark adaptation
has been presented. For example, the foveal cone threshold
has been observed to fall slightly during the later part of dark
adaptation, an effect that has been attributed to the influ-
ence of the rod system.29 Furthermore, during the later part
of the cone plateau in the peripheral retina, threshold 
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time for the 656-nm test flash than for the 500-nm test flash.



408  

variability may increase, and the cone-mediated threshold
may rise slightly, effects that have been attributed to the influ-
ence of the rod system.107

Bleaching parameters can also have a marked effect on
the time course of dark adaptation. One important con-
sideration is the wavelength of the bleaching light. Short
wavelengths are more effective than long wavelengths in
desensitizing the rod system. Therefore, short-wavelength
bleaches result in a longer cone plateau with a more distinct
rod-cone break. Long-wavelength bleaches affect primarily
the cone system, so the rod-cone break occurs relatively early
in bleaching recovery or may be absent altogether, with
thresholds being rod-mediated throughout dark adaptation.

The duration and intensity of the bleaching light also
have an important effect on dark adaptation. The relation-
ship between p, the fraction of unbleached pigment, and t,
the bleaching time measured in seconds, has been described
by the following relationship:

(3)

where I is the retinal illuminance in trolands (either photopic
or scotopic, as appropriate), Q is the energy of the pulsed
stimulus (in td·s) required to bleach p from 1 to 1/e (photo-
sensitivity), and t0 is the time constant of regeneration in
seconds.3,44 For the rod system, Q = 1.57 ·107 scotopic td·s
and t0 = 519 s; for the cone system, Q = 5.0 ·106 photopic td·s
and t0 = 130 s.108 However, significant departures from this
first-order kinetic equation have been observed.15,22,84,95

For relatively brief bleaching lights (e.g., less than 45 s for
the rod system), there is a reciprocal relationship between
light energy and duration,87 such that p depends on It0 in
td·s:

log(log1/p) = log(It0) - logQ. (4)

For longer bleaching lights, for which significant photopig-
ment regeneration has occurred, the relationship can be
described as

p = I0/(I + I0), (5)

where I0 = Q/t0.3 An extremely brief (microsecond to mil-
lisecond range), high-intensity flash does not have the same
bleaching effect as does a longer-duration light that delivers
an identical total number of quanta. This phenomenon,
which has been termed Rushton’s paradox,79 results from pho-
toreversal, in which the absorption of some of the incident
quanta by bleaching intermediates reisomerizes the pho-
topigment.40 Photoreversal occurs primarily with short-
wavelength bleaching lights, and it increases the quantal
catching capacity of the photoreceptors, thereby potentially
contributing to retinal light damage.41

If the bleaching light is relatively weak, there is a rapid
recovery of sensitivity following light offset that has been

- = -
-( )dp

dt
pI
Q

p
t

1

0

termed early dark adaptation,9 or Crawford masking.23 Depending
on the adapting level and the photoreceptor system that is
involved, the recovery of sensitivity can require only a few
milliseconds or as much as a few minutes. Under certain con-
ditions, the threshold elevation at the offset of the adapting
field is substantially greater than would be expected from the
extent of photopigment bleaching.87 It is likely that the tem-
poral dynamics of sensitivity changes during early light and
dark adaptation depend in large part on the contrast-
response properties of postreceptoral pathways.78

It is typically the case that sensitivity begins to recover
immediately following the offset of an adapting light.
However, under certain conditions, thresholds may become
transiently elevated rather than reduced during the initial
period of dark adaptation. An example is transient tri-
tanopia, in which the cone system threshold for a short-wave-
length test flash is elevated transiently following the offset of
a yellow adapting field.8,80 Similar results can be observed
under other conditions of chromatic adaptation.81 Transient
tritanopia is thought to represent the action of a “restoring
force” that temporarily elevates the threshold by driving a
postreceptoral opponent mechanism to a polarized state.80

Because transient tritanopia can be observed in the b-wave
of the primate ERG,103 the site of the chromatic interaction
appears to be at or distal to the generators of the photopic
b-wave, which are thought to be the retinal bipolar cells.94

C E  D A For the clini-
cal measurement of dark adaptation, the most widely used
instrument has been the Goldmann-Weekers Dark Adap-
tometer, but this device currently has limited availability. An
alternative, commercially available instrument is the SST-1
Scotopic Sensitivity Tester (LKC Technologies). A compar-
ison of these two instruments has been provided by Peters
et al.77 In addition, perimeters such as the Humphrey Field
Analyzer (Carl Zeiss Meditech) can be modified to evaluate
dark adaptation,19 but an appropriate bleaching source is
also necessary.

An informal test of dark adaptation is the macular pho-
tostress recovery test.69 In this procedure, visual acuity is first
measured by conventional procedures, and then the macula
is exposed to a bright light, such as that from a direct oph-
thalmoscope. The patient is then asked to read the acuity
chart again, and the time that is required to return to within
one line of the prebleach visual acuity is measured. It has
been suggested that this technique can differentiate between
macular disease and disorders of the optic nerve,37 but the
interpretation of results is complicated by the wide range of
normal findings.69

In the clinical evaluation of dark adaptation abnormali-
ties, it is important to distinguish between threshold eleva-
tions per se and delays in the time course of bleaching
recovery. Some diseases that affect the photoreceptors
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and/or retinal pigment epithelium can result in threshold
elevations without an accompanying abnormality in the time
course of dark adaptation, whereas other disorders of the
outer retina may be accompanied by delayed bleaching
recovery. Without a measurement of prebleach thresholds,
it may be difficult to distinguish between these two alterna-
tives.1 Furthermore, it is important to compare dark adap-
tation results obtained from patients with the results from
control subjects of equivalent ages, because aging can result
in a delay of the recovery of rod sensitivity.47

In assessing the time course of dark adaptation, it is of
value to identify the photoreceptor system that mediates
detection thresholds in order to determine whether a dark
adaptation abnormality is specific to the rod or cone system.
For this purpose, dark adaptation should be measured with
at least two wavelengths of test flash to which the rod and
cone systems have markedly different sensitivities. For
example, figure 26.6 shows dark adaptation curves measured
at 20 degrees in the nasal visual field of an individual with
the “complete” form of congenital stationary night blind-
ness (CSNB1) (see Alexander et al.2 for patient characteris-
tics). During the first few minutes of dark adaptation, the
superimposition of the data points for the two wavelengths
of test flash indicates that thresholds are cone-mediated for
this patient during this period. Thresholds for the long-wave-
length test flash (solid circles) then remain constant through-
out the remainder of bleaching recovery. However, at the
normal time of the rod-cone break (approximately 10
minutes, as shown by the dashed line), thresholds for the

middle-wavelength test flash (open circles) show a slight
decline for this patient.

The small but consistent difference between the thresholds
for the two wavelengths of the test flash during the later portion
of dark adaptation indicates that thresholds for the middle-
wavelength test flash are rod-mediated at the end of bleaching
recovery, although the threshold is elevated by approximately
4 log units above normal. Without such a comparison, it might
have been concluded erroneously that thresholds obtained
with the middle-wavelength test flash represented a delayed
recovery of cone sensitivity. Furthermore, anomalous plateaux
that have the action spectrum of rods can occur during the
course of dark adaptation following small bleaches.19 Without
an evaluation of spectral sensitivity, it might be thought that
these plateaux represented delayed rod-cone breaks.

T  D  D A The
administration of vitamin A can be effective in treating
abnormalities of dark adaptation in people with vitamin 
A deficiency due to systemic conditions, such as Crohn’s
disease.52 Nutritional approaches have also been successful
in treating some forms of retinal degeneration that are
accompanied by disturbances in dark adaptation, such as
Sorsby’s fundus dystrophy.13,48 The development of other
potential approaches to treating dark adaptation abnormal-
ities is being facilitated by the rapid advances in identifying
the molecular genetic basis of such night blinding disorders
as fundus albipunctatus and Oguchi disease.30,55 Neverthe-
less, complete success in treating the various disturbances in
bleaching recovery that can occur in patients with retinal dis-
eases will require a more comprehensive understanding of
the complex photochemical and neural events that govern
the dark adaptation process, not only in the rod system, but
in the cone system as well.

REFERENCES

1. Alexander KR, Fishman GA: Prolonged rod dark adaptation
in retinitis pigmentosa. Br J Ophthalmol 1984; 68:561–569.

2. Alexander KR, Fishman GA, Derlacki DJ: Mechanisms of
rod-cone interaction: Evidence from congenital stationary
nightblindness. Vision Res 1988; 28:575–583.

3. Alpern M: Rhodopsin kinetics in the human eye. J Physiol
1971; 217:447–471.

4. Alpern M, Ohba N: The effect of bleaching and background
on pupil size. Vision Res 1972; 12:943–951.

5. Arden GB, Frumkes TE: Stimulation of rods can increase
cone flicker ERGs in man. Vision Res 1986; 26:711–721.

6. Arden GB, Weale RA: Nervous mechanisms and dark adap-
tation. J Physiol 1954; 125:417–426.

7. Auerbach E, Wald G: The participation of different types of
cones in human light and dark adaptation. Am J Ophthalmol
1955; 39:24–40.

8. Augenstein E, Pugh EN Jr: The dynamics of the pi-1 colour
mechanism: Further evidence for two sites of adaptation. J
Physiol 1977; 176:56–72.

Time (min)

0 5 10 15 20 25 30 35 40 45 50

L
o

g
 T

h
re

sh
o

ld
 (

cd
/m

2 )

-6

-5

-4

-3

-2

-1

0

1

656 nm
500 nm

500 nm

CSNB1

F 26.6 Dark adaptation curves for an individual with the
complete form of congenital stationary night blindness, measured
under conditions similar to those described in figure 26.5. The use
of chromatic test flashes distinguishes between rod- and cone-
mediated thresholds. Thresholds for the 656-nm test flash are cone-
mediated throughout dark adaptation. Thresholds for the 500-nm
test flash are rod-mediated after approximately 10 minutes, but are
elevated substantially above normal (dashed line, replotted from
figure 26.5). Despite the extreme elevation of the rod-mediated
thresholds, the rod-cone break occurs at about the normal time.



410  

9. Baker HD: Initial stages of light and dark adaptation. J Opt
Soc Am 1963; 53:98–103.

10. Barlow HB, Sparrock JMB: The role of afterimages in dark
adaptation. Science 1964; 144:1309–1314.

11. Baylor DA: Photoreceptor signals and vision. Invest Ophthalmol
Vis Sci 1987; 28:34–49.

12. Benimoff NI, Schneider S, Hood DC: Interactions between
rod and cone channels above threshold: A test of various
models. Vision Res 1982; 22:1133–1140.

13. Berson EL: Nutrition and retinal degenerations. Int Ophthal-
mol Clin 2000; 40:93–111.

14. Blakemore CB, Rushton WAH: The rod increment threshold
during dark adaptation in normal and rod monochromat. J
Physiol 1965; 181:629–640.

15. Bonds AB, MacLeod DIA: The bleaching and regeneration
of rhodopsin in the cat. J Physiol 1974; 242:237–253.

16. Brindley G: Physiology of the Retina and Visual Pathways, ed 2.
Baltimore, Williams and Wilkins, 1970.

17. Brown AM: Dark adaptation of the long-wavelength sensi-
tive cones. Vision Res 1983; 23:837–843.

18. Buck SL, Knight RF, Bechtold J: Opponent-color models and
the influence of rod signals on the loci of unique hues. Vision
Res 2000; 40:3333–3344.

19. Cideciyan AV, Pugh EN Jr, Lamb TD, Huang Y, Jacobson
SG: Plateaux during dark adaptation in Sorsby’s fundus dys-
trophy and vitamin A deficiency. Invest Ophthalmol Vis Sci 1997;
38:1786–1794.

20. Conner JD: The temporal properties of rod vision. J Physiol
1982; 332:139–155.

21. Conner JD, MacLeod DIA: Rod photoreceptors detect rapid
flicker. Science 1977; 195:698–699.

22. Coolen ACC, van Norren D: Kinetics of human cone pho-
topigments explained with a Rushton-Henry model. Biol
Cybern 1988; 58:123–128.

23. Crawford BH: Visual adaptation in relation to brief condi-
tioning stimuli. Proc R Soc (Lond) B 1947; 134:283–302.

24. Curcio CA, Sloan KR Jr, Packer O, Hendricksen AE, Kalina RE:
Distribution of cones in human and monkey retina: Individual
variability and radial asymmetry. Science 1987; 236:579–582.

25. Dacey DM: Parallel pathways for spectral coding in primate
retina. Ann Rev Neurosci 2000; 23:743–775.

26. de Monasterio FM, McCrane EP, Newlander JK, Schein SJ:
Density profile of blue-sensitive cones along the horizontal
meridian of macaque retina. Invest Ophthalmol Vis Sci 1985;
26:289–302.

27. Denny N, Frumkes TE, Goldberg SH: Differences between
summatory and suppressive rod-cone interaction. Clin Vis Sci
1990; 5:27–36.

28. Dowling JE: The Retina: An Approachable Part of the Brain.
Cambridge, Mass, Belknap Press, 1987.

29. Drum B: Rod-cone interaction in the dark-adapted fovea. J
Opt Soc Am 1981; 71:71–74.

30. Dryja TP: Molecular genetics of Oguchi disease, fundus
albipunctatus, and other forms of stationary night blindness:
LVII Edward Jackson Memorial Lecture. Am J Ophthalmol
2000; 130:547–563.

31. Egan JP: Signal Detection Theory and ROC Analysis. New York,
Academic Press, 1975.

32. Eisner A: Multiple components in photopic dark adaptation.
J Opt Soc Am A 1986; 3:655–666.

33. Fain GL, Matthews HR, Cornwall MC, Koutalos Y:
Adaptation in vertebrate photoreceptors. Physiol Rev 2001;
81:117–151.

34. Garcia-Perez MA: Forced-choice staircases with fixed step
sizes: Asymptotic and small-sample properties. Vision Res
1998; 38:1861–1881.

35. Geisler WS: Comments on the testing of two prominent dark-
adaptation hypotheses. Vision Res 1980; 20:807–811.

36. Geisler WS: Sequential ideal-observer analysis of visual dis-
criminations. Psychol Rev 1989; 96:267–314.

37. Glaser JS, Savino PJ, Sumers KD, McDonald SA, Knighton
RW: The photostress recovery test in the clinical assessment
of visual function. Am J Ophthalmol 1977; 83:225–260.

38. Graham NVS: Visual Pattern Analyzers. New York, Oxford Uni-
versity Press, 1989.

39. Green DG, Dowling JE, Siegel IM, Ripps H: Retinal mech-
anisms of visual adaptation in the skate. J Gen Physiol 1975;
65:483–502.

40. Grimm C, Reme CE, Rol PO, Williams TP: Blue light’s
effects on rhodopsin: Photoreversal of bleaching in living rat
eyes. Invest Ophthalmol Vis Sci 2000; 41:3984–3990.

41. Grimm C, Wenzel A, Williams T, Rol P, Hafezi F, Reme C:
Rhodopsin-mediated blue-light damage to the rat retina:
Effect of photoreversal of bleaching. Invest Ophthalmol Vis Sci
2001; 42:497–505.

42. Hecht S, Haig C, Wald G: Dark adaptation of retinal fields
of different size and location. J Gen Physiol 1935; 19:321–339.

43. Hess RF, Nordby K: Spatial and temporal limits of vision in
the achromat. J Physiol 1986; 371:365–385.

44. Hollins M, Alpern M: Dark adaptation and visual pigment
regeneration in human cones. J Gen Physiol 1973; 62:430–447.

45. Hood DC: Assessing retinal function with the multifocal tech-
nique. Prog Retin Eye Res 2000; 19:607–646.

46. Hood DC, Birch DG: Abnormalities of the retinal cone
system in retinitis pigmentosa. Vision Res 1996; 36:1699–1709.

47. Jackson GR, Owsley C, McGwin G Jr: Aging and dark adap-
tation. Vision Res 1999; 39:3975–3982.

48. Jacobson SG, Cideciyan AV, Regunath G, Rodriguez FJ,
Vandenburgh K, Sheffield VC, Stone EM: Night blindness 
in Sorsby’s fundus dystrophy reversed by vitamin A. Nat
Genet 1995; 11:27–32.

49. Johnson CA: Recent developments in automated perimetry
in glaucoma diagnosis and management. Curr Opin Ophthal-
mol 2002; 13:77–84.

50. Kaernbach C: Adaptive threshold estimation with unforced-
choice tasks. Percept Psychophys 2001; 63:1377–1388.

51. Kaplan E, Lee BB, Shapley RM: New views of primate
retinal function. Prog Retin Res 1990; 9:273–336.

52. Kemp CM, Jacobson SG, Faulkner DJ, Walt RW: Visual 
function and rhodopsin levels in humans with vitamin A 
deficiency. Exp Eye Res 1988; 46:185–197.

53. Klein SA: Measuring, estimating, and understanding the psy-
chometric function: A commentary. Percept Psychophys 2001;
63:1421–1455.

54. Lamb TD: The involvement of rod photoreceptors in dark
adaptation. Vision Res 1981; 21:1773–1782.

55. Lamb TD, Pugh EN Jr: Dark adaptation and the retinoid
cycle of vision. Prog Retin Eye Res 2004; 23:307–380.

56. Lange G, Denny N, Frumkes TE: Suppressive rod-cone inter-
actions: Evidence for separate retinal (temporal) and
extraretinal (spatial) mechanisms in achromatic vision. J Opt
Soc Am 1997; 14:2487–2498.

57. Lansford TG, Baker HD: Dark adaptation: An interocular
light adaptation effect. Science 1969; 164:1307–1309.

58. Lee BB: Single units and sensation: A retrospect. Perception
1999; 28:1493–1508.



:    411

59. Leek MR: Adaptive procedures in psychophysical research.
Percept Psychophys 2001; 63:1279–1292.

60. Legge G, Hooven T, Klitz T, Stephen Mansfield J, Tjan B:
Mr. Chips 2002: New insights from an ideal-observer model
of reading. Vision Res 2002; 42:2219–2234.

61. Leibrock CS, Reuter T, Lamb TD: Molecular basis of dark
adaptation in rod photoreceptors. Eye 1998; 12:511–520.

62. Levine MW: Levine and Shefner’s Fundamentals of Sensation and Per-
ception, ed 3. New York, Oxford University Press, 2000.

63. Levitt H: Transformed up-down methods in psychoacoustics.
J Acoust Soc Am 1970; 33:467–476.

64. Lie I: Dark adaptation and the photochromatic interval. Doc
Ophthalmol 1963; 17:411–510.

65. Loshin DS, Levi DM: Suprathreshold contrast perception in
functional amblyopia. Doc Ophthalmol 1983; 55:213–236.

66. Lu ZL, Sperling G: Three-systems theory of human visual
motion perception: Review and update. J Opt Soc Am A 2001;
18:2331–2370.

67. MacLeod DIA, Hayhoe M: Rod origin of prolonged after-
images. Science 1974; 185:1171–1172.

68. Makous W, Teller DY, Boothe R: Binocular interaction in the
dark. Vision Res 1976; 16:473–476.

69. Margrain TH, Thomson D: Sources of variability in the cli-
nical photostress test. Ophthalmic Physiol Opt 2002; 22:61–67.

70. Marks LE, Gescheider GA: Psychophysical scaling. In
Wixted, J (ed): Steven’s Handbook of Experimental Psychology, ed 3,
Vol 4: Methodology. New York, John Wiley, 2002, pp 91–138.

71. Mishkin M, Ungerleider LG: Contribution of striate inputs
to the visuospatial functions of parieto-preoccipital cortex in
monkeys. Behav Brain Res 1982; 6:57–77.

72. Nordby K, Stabell B, Stabell U: Dark-adaptation of the
human rod system. Vision Res 1984; 24:841–849.

73. Pearson P, Swanson WH, Fellman RL: Chromatic and achro-
matic defects in patients with progressing glaucoma. Vision Res
2001; 41:1215–1227.

74. Pelli DG, Farell B: Why use noise? J Opt Soc Am A 1999;
16:647–653.

75. Pepperberg DR, Brown PK, Lurie M, Dowling JE: Visual
pigment and photoreceptor sensitivity in the isolated skate
retina. J Gen Physiol 1978; 71:369–396.

76. Perlman I, Barzilai D, Haim T, Schramek A: Night vision in
a case of vitamin A deficiency due to malabsorption. Br J
Ophthalmol 1983; 67:37–42.

77. Peters AY, Locke KG, Birch DG: Comparison of the Gold-
mann-Weekers dark adaptometer and LKC Technologies
Scotopic Sensitivity Tester-1. Doc Ophthalmol 2000; 101:1–
9.

78. Pokorny J, Sun VCW, Smith VC: Temporal dynamics of early
light adaptation. J Vision 2003; 3:423–431.

79. Pugh EN Jr: Rushton’s paradox: Rod dark adaptation after
flash photolysis. J Physiol 1975; 248:413–441.

80. Pugh EN Jr, Mollen JD: A theory of the pi-1 and pi-3 color
mechanisms of Stiles. Vision Res 1979; 19:293–312.

81. Reeves A: Transient desensitization of a red-green opponent
site. Vision Res 1981; 21:1267–1277.

82. Reeves A, Peachey NS, Auerbach E: Interocular sensitization
to a rod-detected test. Vision Res 1986; 26:1119–1127.

83. Regan D: A hypothesis-based approach to clinical psy-
chophysics and to the design of visual tests: The Proctor
Lecture. Invest Ophthalmol Vis Sci 2002; 43:1311–1323.

84. Ripps H, Mahaffey IM III, Siegel IM, Ernst W, Kemp CM:
Flash photolysis of rhodopsin in the cat retina. J Gen Physiol
1981; 77:295–315.

85. Rushton WAH: Rhodopsin measurement and the regenera-
tion of rhodopsin. J Physiol 1961; 156:166–178.

86. Rushton WAH: Visual adaptation (the Ferrier lecture). Proc R
Soc Lond [Biol] 1965; 162:20–46.

87. Rushton WAH, Powell DS: The rhodopsin content and the
visual threshold of human rods. Vision Res 1972; 12:1073–1082.

88. Sandberg MA, Berson EL, Effron MH: Rod-cone interaction
in the distal human retina. Science 1981; 212:829–831.

89. Schiller PH: The ON and OFF channels of the visual system.
Trends Neurosci 1992; 15:86–92.

90. Schnapf JL, Kraft TW, Nunn BJ, Baylor DA: Spectral sensi-
tivity of primate photoreceptors. Vis Neurosci 1988;
1:255–261.

91. Seiple W, Greenstein VC, Holopigian K, Carr RE, Hood
DC: A method for comparing psychophysical and multifocal
electroretinographic increment thresholds. Vision Res 2002;
42:257–269.

92. Seiple WH, Holopigian K, Greenstein VC, Hood DC: Sites
of cone system sensitivity loss in retinitis pigmentosa. Invest
Ophthalmol Vis Sci 1993; 34:2638–2645.

93. Sharpe LT, Stockman A: Rod pathways: The importance of
seeing nothing. Trends Neurosci 1999; 22:497–504.

94. Sieving PA, Murayama K, Naarendorp F: Push-pull model
of the primate photopic electroretinogram: A role for hyper-
polarizing neurons in shaping the b-wave. Vis Neurosci 1994;
11:519–532.

95. Smith VC, Pokorny J, van Norren D: Densitometric meas-
urements of human cone photopigment kinetics. Vision Res
1983; 23:517–525.

96. Spillmann L, Conlon JE: Photochromatic interval during
dark adaptation and as a function of background luminance.
J Opt Soc Am 1972; 62:182–185.

97. Stabell B, Stabell U: Effects of rod activity on colour thresh-
old. Vision Res 1976; 16:1105–1110.

98. Stiles WS, Crawford BH: Equivalent adaptational levels in
localized retinal areas. In Report of a Joint Discussion on Vision,
Physical Society of London. Cambridge, England,
Cambridge University Press, 1932, 194–211. (Reprinted in
Stiles WS: Mechanisms of colour vision. London, Academic Press,
1978.)

99. Taylor MM, Creelman CD: PEST: Efficient estimates on
probability functions. J Acoust Soc Am 1967; 41:782–787.

100. Teller DY: Linking propositions. Vision Res 1984; 24:1233–1246.
101. Treutwein B: Adaptive psychophysical procedures. Vision Res

1995; 35:2503–2522.
102. Tyrrell RA, Owens DA: A rapid technique to assess the

resting states of eyes and other threshold phenomena: The
modified binary search (MOBS). Behav Res Meth Instr Comp
1988; 20:137–141.

103. Valeton JM, van Norren D: Transient tritanopia at the level
of the ERG b-wave. Vision Res 1979; 15:689–693.

104. Watson AB, Pelli DG: QUEST: A Bayesian adaptive psycho-
metric method. Percept Psychophys 1983; 33:113–120.

105. Wisowaty J, Boynton RM: Temporal modulation sensitivity
of the blue mechanism: Measurements made without chro-
matic adaptation. Vision Res 1980; 20:895–909.

106. Wolf JE, Arden GB: Selective magnocellular damage in
melanoma-associated retinopathy: Comparison with congen-
ital stationary nightblindness. Vision Res 1996; 36:2369–2379.

107. Wooten BR, Butler TW: Possible rod-cone interaction in dark
adaptation. J Opt Soc Am 1976; 66:1429–1430.

108. Wyszecki G, Stiles WS: Color Science: Concepts and Methods, ed
2. New York, John Wiley, 1982.



This page intentionally left blank 



:     413

Definition of contrast

If a visual stimulus varies in intensity, either in space or in
time, it is possible to define a maximum and minimum inten-
sity. The ratio between these intensities is known as contrast.
If the output of a source changes from I1 at t1 to I2 at t2, the
contrast is

This measure of contrast is often termed modulation. It 
is evident that the maximum value for contrast is 1.0 when
I2 = 0. A similar definition can be used when contrast is
measured in a complex spatial scene. Sometimes, however,
if the image consists of a single edge, the contrast is taken
as DI/Iavg, where averaging over the entire image occurs.

Flicker and gratings

In visual science, it is often desirable to use stimuli that are
repetitive in space or time: a simple example is the repetition
of a flashing light. If one views a homogeneous field that
alters in this way, it appears to flicker, and this is an example
of temporal luminance contrast; if a repetitive pattern of
varying luminance is seen (for example, a series of stripes),
then the pattern can be described in terms of spatial lumi-
nance contrast. A stimulus can have both temporal and
spatial contrast, for example, a pattern of vertical stripes can
drift horizontally, the darker and lighter portions can be
rhythmically interchanged (pattern reversal), or the pattern
can be made to appear and disappear from a uniform back-
ground. Temporal and spatial color contrasts—without lumi-
nance changes—can also be produced. Analysis of visual
performance is then reduced to determining the minimum
contrast or contrast sensitivity associated with a stimulus that
has given spatiotemporal (or color) properties. Chapters 31
and 34 in this book deal with the mathematical specification
of stimuli in time and space, and chapter 19 describes
methods whereby such stimuli may conveniently be pro-
duced. The theory of threshold determination is discusseds
in chapter 26. This introduction assumes that the changes
are simple, repetitive, and sinusoidal.

I I
I I

1 2

1 2
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Temporal contrast

It is evident that temporal contrast sensitivity varies with the
temporal frequency changes of the object. Detection of
objects is usually best at intermediate frequencies and
reduced at higher and lower frequencies. The “low-
frequency falloff ” can only be seen with sinusoidal tempo-
ral changes. Likewise, if temporal frequency change is too
fast, the object appears not to change at all. The frequency
at which this occurs is the flicker fusion frequency. Familiar
examples of objects that change so rapidly in time that they
appear continuous are the images on TV or cinema screens.
All parts of our retinas do not have similar capabilities: the
flicker from a TV, which is invisible or nearly invisible with
foveal viewing, can be readily seen with the peripheral retina.
Also, the ability to see flicker depends upon a number 
of other parameters. The cinema image is renewed less 
frequently than that of a TV, but the flicker is less obvious
because the screen luminance is lower.

The exact form of temporal contrast sensitivity was first
investigated by DeLange,6 and the set of curves describing
the behavior of the visual system (figure 27.1) are often
called DeLange curves. Note that the dependent variable is
retinal illumination.10 At low illuminations where rods sub-
serve vision, only low temporal frequencies can be seen. The
performance of the photopic system improves up to high
retinal illuminations. There are irregularities at intermedi-
ate frequencies due to rod-cone interactions (see chapter 28).
The frequency at which 100% modulated stimuli cannot be
distinguished from constant illumination is the flicker fusion
frequency.

Temporal contrast sensitivity (like any form of contrast) 
is determined by how far the modulation of the stimulus 
can be reproduced by the photoreceptors and the inter-
mediate neurons. The membrane potential of photorecep-
tors increases in illumination and decreases in darkness. The
modulation of the potential depends not only upon the rate
of change of potential at the onset of a flash but also upon
the rate of recovery. Thus, for weak flashes, rods are “slower”
than cones. For intense flashes, rods can respond very quickly
to increases of illumination, but the recovery is very slow,
and this is the reason why flicker becomes invisible in 
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photopic conditions at low temporal frequencies. In cones,
the recovery is much faster, so higher flicker rates can be
transmitted. The highest frequency of stimulation that can
be detected without attenuation of the signal (the charac-
teristic frequency) is a convenient measure of the temporal
response characteristics. In bipolar and ganglion cells, the
characteristic frequency is higher than for cones. Thus
diminution in flicker fusion frequency can be due to postsy-
naptic mechanisms as well as photoreceptor disturbance. An
important instance is the recent finding that primate blue
cones respond with the same dynamics as do red and green
cones. The fact that the blue “channel” can only respond
slowly has been well documented by psychophysicists, but
this must be a function of postsynaptic mechanisms. The
fusion frequency of retinal mechanisms is higher than that
of higher cortical mechanisms. Thus, electroretinograms
(ERGs) may follow flicker rates above psychophysical fusion
frequency.

Spatial contrast

Spatial contrast has attracted more interest than has tem-
poral because the ability to resolve a pattern of high spatial
frequency, i.e., a grating consisting of a series of fine lines,
bears an obvious relationship to the common clinical test of
visual acuity. In practice, no one would replace optotypes
with fine gratings, and it is worthwhile discussing why. Opto-
types are of course familiar. More importantly, differentia-
tion of letters is a very powerful psychophysical tool: a
“26-way forced-choice test.” If the patient is asked to dis-
criminate a grating from a uniform field, either we have to
accept his estimate or else ask if the grating is vertical,

horizontal, or oblique; this is a far less discriminative test. A
“bell-shaped curve” relates spatial frequency to contrast
threshold (figure 27.2). For 2 to 4 cycles per degree, a con-
trast of 0.5% or even less may be detected; at the upper fre-
quency limit (approximately 30 cycles per degree), a contrast
of 100%—black on white—is required. Only this one point
is determined in conventional measurement of visual acuity,
and therefore nearly the whole spectrum of spatial vision is
not detected by routine clinical examination. Figure 27.3
shows various types of contrast sensitivity functions that
occur in association with a loss of the ability to see high
spatial frequencies. Panel A shows the effect of minimal
ametropia: only high-frequency vision is affected. However,
a loss of contrast sensitivity may occur for every spatial 
frequency (panel B), and then visual discrimination is more
severely impaired. In some form of cataract, only low-
spatial-frequency vision may be affected: then the patient
will complain of impairment in his vision although visual
acuity is normal. Therefore it is well worthwhile testing 
contrast sensitivity, providing this can be done quickly and
simply. At low spatial frequencies, the contrast on the retina
is not reduced by optical blur; therefore, if contrast sensitiv-
ity is reduced for such targets, either complex abnormalities
(such as cataracts) are present, or there must be neurophys-
iological damage to the visual pathway. Another virtue of
determining contrast sensitivity is that at low spatial fre-
quencies the image covers a portion of the retina that is
much larger than the fovea and, especially if a grating is
used, detection depends upon the operation of the extra-
macular retina.

It is easy to become too enthusiastic about the need for
measuring contrast sensitivity, and it must always be remem-
bered that defects in acuity are related to foveal damage and

F 27.1 Threshold modulation of a sinusoidally modulated
light, as a function of temporal frequency. Note the logarithmic
scales. The “low frequency fall off ” is exaggerated, and the fre-
quency of maximum sensitivity is elevated, due to the very large
field size. (After Kelly.10)

F 27.2 Contrast sensitivity as a function of the spatial 
frequency of the sinusoidal grating. Scotopic contrast sensitivity is
considerably worse than at 0.5cd/M2. (After Arden.2)
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that, in practice, this is usually much more important to the
patient than anything else. So great is the foveation of the
visual system that a loss of low–spatial frequency sensitivity
in practice indicates foveal damage, unless specific measures
are taken to test the peripheral retina. Thus (see below), con-
trast sensitivity may appear to be normal in patients with
defects in the peripheral field unless peripheral retinal con-
trast sensitivity is measured. Also, measurement of the cutoff
spatial frequency with gratings of relatively high contrast, for
example, 10% (see chapter 26), is unlikely (except in special
cases) to provide useful clinical information. Testing in this
manner is sometimes described as measuring “grating
acuity.” In this author’s view, it should be abandoned, espe-
cially since there are now adequate means of rapidly assess-
ing contrast thresholds. Furthermore, not all visual defects
lead to a loss of contrast sensitivity. In amblyopia contrast
sensitivity is often quite good, even though the ability to 
read and recognize letters is poor: contrast sensitivity is
determined by the retinal mechanisms, while the cortical
analyzers of more complex functions suffer from an added
disability.

Means of producing stimuli for testing contrast sensitivity

Temporal contrast sensitivity is best measured by equipment
with electronic control of light intensity, and for most

instances, the light-emitting diode is adequate since it is
simple to control and provides a high source brightness. In
applications where high spectral purity is required, light
from a conventional optical system can be passed through
filters or a spectrometer and then gated by a flicker wheel,
with profiles cut to ensure sinusoidal output, or by using
variable filters. Rotating Polaroids can also be employed,
although a “cosine-squared” relationship results; electronic
means of obtaining intensity variation can also be obtained
with CROs, liquid crystals, or composites such as PZLT.

Spatial contrast sensitivity is often tested with gratings,
which should be of sinusoidal profile. These may be pro-
duced electronically, and various systems are commercially
available. They produce the best results but are in general
not mobile and are expensive. Alternatively, such gratings
may be photographed and printed. Various versions of such
tests exist: the best is backlighted, so contrast can be deter-
mined accurately and does not vary with ambient illumina-
tion. Near-vision and remote versions of such tests are
available. Various low-contrast optotypes have also been
described. These have certain advantages (see above), but
the number of contrast levels are usually limited, and the
letters are not filtered. While such tests may be adequate for
spatial frequencies higher than that for maximum sensitiv-
ity, they will not do for lower frequencies. This can be
checked by any myopic user: the visibility of the optotype
should be unaffected by a spectacle correction.

Methods of testing

Electronic test methods, often computer driven, can incor-
porate sophisticated psychophysical paradigms. “Forced-
choice” techniques are preferable. When a number of spatial
frequencies are to be tested, they should not be measured in
order of ascending or descending frequency to avoid fatigue
or learning effects. The speed of making measurements is
often of practical importance in the clinic. For this reason,
techniques used in laboratories—ascending ramps, receiving
operator curves, random blocks—are rarely employed.
Modified binary search routines (MOBS) with “quick and
dirty” algorithms for threshold determination are widely
employed.

Clinical results

T F There are not many references to
disease states in the literature. Responses are abnormal in
retinitis pigmentosa and hypertension,3,16,18,19 optic nerve
disease,8 and cerebrovascular insufficiency. A recent review
article by Tyler summarizes the results.15

S C S In many conditions, the
patient’s capability may be reduced below what is expected

F 27.3 Pattern of loss of spatial contrast. Upper panel,
Normal result, B, contrast loss at higher spatial frequencies such as
occurs in minimal ammetropia. C, loss at all spatial frequencies,
such as occurs in cataract. Lower panel, Although visual acuity, the
cut-off spatial frequency at 100% contrast or a higher contrast (e.g.,
10%) is not greatly different between B and C, the subjective visual
disturbance is quite different, as shown by the visuograms, B–A and
C–A. (After Arden.2)



416  

from visual acuity as a result of additional low-spatial-
frequency loss, and this has been described by numerous
authors.7,9,11–14,17 Contrast sensitivity has also been used to
diagnose eye diseases ranging from the corneal edema result-
ing from contact lens wear to glaucoma. References are to
be found in recent reviews.1,2,4
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R-  - do not operate independently: cone-
mediated pathways are tonically inhibited by dark-adapted
rods. This latter phenomenon is referred to throughout this
article as suppressive rod-cone interaction (SRCI), although other
names have been used in the literature.

Background

SRCI was discovered by four independent psychophysical
investigations of flicker.2,14,27,34 Sensitivity to cone-mediated
flicker decreases during the rod-recovery phase of dark adap-
tation (e.g., see figure 28.1); similarly, cone-mediated flicker
sensitivity increases as the illuminance of rod-stimulating
backgrounds increases (e.g., see figure 28.2). Action spectra
showed SRCI to reflect an influence of the dark-adapted
state of rods upon cone-mediated vision.2,26 Furthermore,
this effect clearly reflects a tonic inhibitory influence of dark-
adapted rods, not a facilitatory effect produced by light-
adapted rods (see below).

SRCI has been documented by electroretinographic
(ERG) procedures in normal humans.6 The technique is
quite difficult, and psychophysical procedures are much
more fruitful for clinical investigation. However, our know-
ledge of this effect is considerably enhanced by intracellular
recordings in subhuman species. SRCI has been clearly doc-
umented in cat horizontal cells and has been observed in all
types of neurons in the amphibian retina except rods and
color-opponent cells.21,29,40 In the mud puppy, SRCI is
blocked in all retinal neurons by divalent ions such as lead,
which selectively block the rod input to second-order
neurons, or by excitatory amino acid analogues such as -
O-phosphoserine, which selectively block the light response
of horizontal cells; in the presence of such agents, cone-
mediated flicker responses are considerably enhanced.18,22 This
strongly suggests that SRCI reflects a tonic inhibitory influ-
ence of dark-adapted rods upon cone pathways that is
synaptically mediated by horizontal cells.

In the mud puppy, SRCI is seen in the cones themselves
and is again blocked when horizontal cell responses are pre-
vented pharmacologically, thus suggesting that SRCI must
partially reflect a direct inhibitory influence upon cones. In
amphibians, SRCI can be modified by the application of
either agonists or antagonists of the putative neurotransmit-
ter substances g-aminobutyric acid (GABA), glycine, or
dopamine19,20,44; however, these substances do not really

mimic or totally block SRCI. In summary, the neurotrans-
mitter(s) as well as the specifics of the neural pathway under-
lying this horizontal cell–mediated influence are at present
unclear. It is clear that SRCI reflects one or several different
rod-modulatory influences upon cone pathways within the
retinal outer plexiform layer.

When using either psychophysical or neurophysiological
procedures, SRCI has been shown to be limited by three
parameters.10,21,27,40 First, SRCI is very small with low-
frequency flicker, but increases to a >1 log10 effect with flicker
frequencies >15Hz. Second, background enhancement of
flicker increases with illuminance of the background field up
to a limiting value. In the cat, human, and mud puppy, the
limiting irradiance for a 500-nm background is about 
1nW/cm2, which corresponds to a retinal illuminance of
about 1 troland (or under free viewing conditions with an
unrestricted pupil, a luminance of about 1cd/m2).

Third, the magnitude of SRCI decreases as the size of the
flicker probe increases and generally cannot be observed
with Ganzfeld stimuli.4,6,22,40 Pflug and Nelson40 and Frumkes
and Eysteinsson22 have interpreted this to indicate that SRCI
is limited by well-known electrical coupling properties of
horizontal cells (e.g., see Lamb31 and Nelson38). SRCI is also
largely attributed to the adapted state of rods in retinal areas
adjacent to rather than within the area stimulated by the cone
probe.26,27 This suggests that SRCI serves as the means for
rods to modulate lateral inhibitory influences within the
distal retina. As would be expected therefore, rod adaptation
exerts as great an influence upon cone-mediated spatial
(grating) acuity as on flicker.15,37 Flicker is preferred in most
studies for its ease in experimentation.

Many other forms of rod-cone interaction are known in
addition to SRCI, three of which are noteworthy. First, cone
adaptation exerts an influence upon rod-mediated flicker.25

This phenomenon has not been studied by other psy-
chophysicists, but a very similar effect has been described in
the cat retina by electrophysiological procedures.39,41 When
using ERG procedures, this “reverse effect” may have con-
siderable clinical utility. Second, rod and cone signals
summate together: depending upon their relative phase, the
signals will either add together to produce a larger sensation
or cancel one another out.16,35,46 Third, dark-adapted rods
also exert an inhibitory effect upon a specific (correct color
detection) threshold.32 Although much less is known about
these other three types of rod-cone interaction, it is quite

28 Suppressive Rod-Cone Interaction
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clear that they are all distinct from each other and from
SRCI.5,16,25

Clinical perspective

In most psychophysical and clinical studies of SRCI, the
observer adjusts the intensity of a cone-stimulating probe
until flicker is just perceived. The probe is flickered at a fixed
frequency (usually between 15 and 25Hz) and size (between
1 and 2.5 degrees). The magnitude of SRCI is assessed by
determining the amount that cone flicker sensitivity is influ-
enced by selective rod adaptation. Although SRCI can be
seen with flicker probes placed at virtually any retinal posi-
tion including the fovea,4,14,16 most investigators prefer to sys-
tematically vary rod adaptation and study at most a few
retinal positions (e.g., figures 28.1 and 28.2). In contrast,
Alexander and Fishman1–3 prefer to study only two levels of
adaptation but to systematically vary retinal position, as
shown in figure 28.3. I stress this methodological difference
at the outset because their conclusions often differ strikingly
from those reported by other groups, thus suggesting that
sweeping generalizations may be unwarranted.

Night blindness

SRCI has been studied in a variety of night blindness con-
ditions. Arden and his colleagues have reported three types
of abnormalities in SRCI that are associated with retinitis
pigmentosa (RP). First, SRCI is sometimes lacking or con-
siderably reduced in retinal areas in which rod vision is
absent10; this was confirmed by Alexander and Fishman.3

Second, in some patients with dominantly inherited RP, the
amount of SRCI was carefully probed on both sides of the
“cliff ” separating areas of the retina where rods were clearly
affected from areas where they were functioning more nor-
mally. Obviously, SRCI is missing in the affected retinal
areas, but this deficit extended several degrees into “unaf-
fected” areas.11 Such a finding would be anticipated from a
horizontal cell lateral inhibitory model. Third, in some
patients in which rod dark adaptation measured by usual
psychophysical threshold or fundus reflectometry procedures
is slower than normal, the growth of rod inhibition upon
cones nevertheless proceeds at a normal rate.10 A similar dis-
sociation between the time course of rod threshold changes
and the growth of inhibition of cones during dark adapta-
tion has been seen also in patients with fundus flavimacula-
tus.42,45 In normals, the antiphosphodiesterase theophylline
specifically influences the time course of inhibition upon
cones during rod adaptation while having little influence
upon rod threshold per se.30 Since cyclic nucleotides play so
critical a role in rod phototransduction, this suggests that in
patients with slowed dark adaptation there is some dissocia-

F 28.1 Illuminance of a 2-degree, 20-minute sinusoidally
flickered test stimulus presented 7 degrees parafoveally that pro-
duces just perceptible flicker as a function of time in the dark.
Stimuli were presented in maxwellian view, and flicker was gener-
ated by either a red or green light-emitting diode and was either 5,
10, 15, or 20Hz. Data represented by inverted open triangles were
obtained with red and green flicker presented in counterphase and
matched in scotopic illuminance. (From Goldberg SH, Frumkes
TE, Nygaard RW: Science 1983; 221:180–182. Used by permission.)

F 28.2 Illuminance of a 2-degree, 20-minute-diameter red
flickering test stimulus that produces just perceptible flicker as a
function of the illuminance of a 28-degree continuously exposed
adapting field of 512-nm wavelength. For the test stimulus, 1 pho-
topic troland is equal to -1.3 log scotopic trolands. Other param-
eters are as listed in figure 28.1. (From Goldberg SH, Frumkes TE,
Nygaard RW: Science 1983; 221:180–182. Used by permission.)
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tion between photopigment bleaching and the release of
neurotransmitter in the dark.

A number of studies have investigated patients with sta-
tionary night blindness. This condition is characterized by
normal rod rhodopsin content and absent or considerably
reduced rod sensitivity; sometimes the ERG has a fairly
normal rod a-wave but a considerably reduced or absent rod
b-wave. Two groups of investigators have found SRCI to be
absent in the six patients they examined.8,10,28,43 On the other
hand, Alexander and Fishman3,5 (also personal communica-
tion) have found normal SRCI in the three patients they
examined. Although there remains the possibility that dif-
ferent groups are describing different diseases with similar
symptoms, it is probable that these conflicting findings may
reflect some unresolved methodological difficulty. Indeed, a
third possible change in SRCI that is associated with this
condition has recently been suggested by ERG procedures.36

In a much different vein, Arden and Hogg9 studied three
individuals who appeared absolutely normal after even the
most intense traditional clinical testing but who all com-
plained of night vision difficulties: all refused to drive 
an automobile at night. In all three, the change in cone-
mediated flicker sensitivity occurring during rod-dark adap-
tation was >2.5 log10 units as opposed to about 1 log unit in
normals. Recall that SRCI exerts as big an influence upon
cone-mediated spatial acuity as upon flicker.37 Apparently,
too much rod inhibition upon cone pathways is a “new”
cause for night blindness.

Disorders of color vision

SRCI has been studied in males with common X-linked
forms of dichromacy, namely, deuteranopes and protanopes
(respectively lacking normal green and red cones). SRCI is
apparently normal in the two deuteranopes carefully inves-
tigated but is totally lacking in the four protanopes carefully
investigated.13,22,26 Although these results have yet to be fully
published, several results from the two protanopes investi-
gated by the author prove particularly intriguing. Because
inhibition upon cones is lacking, the flicker sensitivity of
these individuals in the dark was considerably superior to
normal (i.e., the sensitivity level of normals in the presence
of an optimal rod-adapting field). One of these men was
additionally studied using grating acuity procedures: rod
suppression of cone grating acuity is lacking, and hence, his
spatial vision is similarly supernormal in the dark. The other
protanope studied by the author showed another form of
rod-cone interaction involving the use of Stiles’ two-color
increment threshold procedure.12,23 But Alexander and
Fishman question the generality of these findings. That is,
although they failed to find SRCI in two “extremely
protanomalous” individuals,1 they have since found a
normal pattern for SRCI in two protanopes (personal 
communication). More recently, they suggest that SRCI 
has little to do with the rod influence upon color 
perception.5

X-linked inherited conditions

SRCI is lacking in males with a number of X-linked condi-
tions including protanopia and RP (see above). Although
SRCI reflects distal retinal function, Arden and Hogg8,10 also
find it to be missing in individuals with X-linked retinoschi-
sis, a result again disputed by Alexander and Fishman3 (also
personal communication). More recently, there have been
several studies in female obligatory carriers who lack the
phenotypical expression of this disease. Arden et al.7 fail to
find SRCI in such women. Arden (personal communication)
now has some evidence that SRCI might be similarly absent
in carriers of X-linked RP. SRCI is also lacking in 

F 28.3 Luminance of a 1-degree, 44-minute-diameter
square-wave flickering test probe of 25Hz that was just perceived
as flickering as a function of position on the retina. The stimuli
were presented by means of a modified Tübinger perimeter and
were presented in the dark (closed circles) or against a Ganzfeld
background of 0.5 logcd/m2. Results are from three observers.
(From Alexander KR, Fishman GA: Br J Ophthalmol 1984;
60:303–309. Used by permission.)
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individuals with choroideremia and reduced in others who
are carriers for this condition.48

Newer developments

It is probable that SRCI has value for assessing visual func-
tioning for a wide variety of other disease conditions. Lorenz
and Zrenner33 have associated a number of the complaints
of myopes to a reduction in rod inhibition upon cones! The
use of SRCI for assessing function in more general condi-
tions such as diabetic retinopathy is still unexplored.

The value of SRCI as a test of visual functioning can be
vastly improved. Zrenner and his associates42,45,48 have found
alterations in SRCI to be associated with alterations in color
vision and particularly the phenomenon of transient tri-
tanopia; Arden also has associated changes in SRCI with
changes in color vision. This author can foresee several
developments in the near future that will greatly expand the
clinical usefulness of SRCI. First, SRCI should be more
clearly related to horizontal cell functioning and lateral inhi-
bition. Other than the Werblin-Westheimer procedure devel-
oped by Enoch,17 SRCI is probably the only known measure
of lateral inhibitory effects in humans that is specifically
attributable to the distal retina. Second, SRCI testing should
be specifically associated with other types of rod-cone inter-
action. For example, Denny et al.16 have developed proce-
dures for testing both a summation of rods and cones as well
as SRCI in a single-sitting time period and show that the
underlying mechanism must differ considerably. Their pro-
cedure should be of great value for studying individuals (RP
or fundus flavimaculatus patients) in which the time course
of rod threshold recovery and the growth of rod inhibition
during dark adaptation are dissociated. If the claim by
Alexander et al.5 for dissociation between SRCI and rod
inhibition of color perception is replicated, this too should
be of clinical value. Finally, it now seems probable, based
upon neurophysiological findings in lower species,22,44,47 that
SRCI possibly reflects a number of distinct mechanisms. If
these can be teased apart by simple stimulus manipulation,
their value for clinical investigation will be greatly enhanced.

 Supported in part by National Eye Institute
Grant EY05984 and grants from the National Science Foundation.
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W    number of retinal diseases where the
electrophysiological test results are distinctive and often
highly characteristic, the usual case undergoing evaluation
needs to have other parameters assessed in order for a diag-
nosis to be reached. Typically, the diagnostic information
considered includes the age of onset, inheritance pattern,
symptoms, and morphological changes as seen on examina-
tion or in photographs; these are correlated with the results
of electrophysiological and psychophysical testing.

One test that normally might not be thought to be of
much value in electrodiagnosis is fluorescein angiography
(FA) and fundus photography (FP). However, there are a
number of situations where the FA and FP can strongly
support or give the correct diagnosis. On occasion, addi-
tional information is learned about the disease process that
may have clinical importance.

Basic principles of fluorescein angiography

Briefly, FA testing is based on the fact that blue light stimu-
lates or excites fluorescein molecules to emit bright green
light, which can be recorded selectively by the use of trans-
mission filters on film or by video camera.2,18,19 The fluores-
cein is normally injected as a bolus in an antecubital vein
and reaches the eye through the circulatory system in about
10 seconds. Since the fluorescein dye is blood borne and is
a moderately large molecule, it normally does not leave
retinal blood vessels because of the endothelial cells’ tight
junctions. If the vessels are involved in an active inflamma-
tory process, or have lost their tight junctions due to scar-
ring, dye leaks or stains the tissue.

Since choroidal vessels do not have tight junctions, free
passage of fluorescein takes place in the choroid, which con-
tributes to the “choroidal flush” seen in the early transit
phase of the FA. The confluent nature of the retinal pigment
epithelial (RPE) monolayer, which also has tight junctions,
prevents leakage of the fluorescein into the subretinal space.

If the RPE is damaged, it may diffusely or focally leak in
recognizable patterns, or if the cells are filled with pig-
mented material, the choroidal flush is blocked and gives

what has been termed the “dark choroid effect.”1,5 Changes
in the status of the retinal and choroidal vasculature systems
are easily seen with FA. How quickly the fluorescein appears,
what layer is affected, whether it is a diffuse slow active early
leak or stain or late stain all give important diagnostic 
information.

Hereditary retinal diseases with distinctive 
fluorescein angiograms

C The choroideremia pattern is not always
obvious on fundus examination, particularly in children or
in patients who have more choroidal pigmentation. Visual
physiological studies usually demonstrate a rod-cone loss
pattern on the electroretinogram (ERG), elevation of the rod
thresholds, and often ring scotomas or constricted fields.13,17

Usually an X-linked recessive inheritance pattern can be
established.

The FA in choroideremia shows a distinctive scalloped loss
of the choriocapillaris, which is hypofluorescent next to
brightly hyperfluorescent patent choriocapillaris (figures
29.1A and 29.1B). With only the clinical history and ERG
results, the diagnosis of X-linked retinitis pigmentosa (RP)
might be made, yet this conclusion would miss the more
precise diagnosis of choroideremia, which can be made by
the examination of the fundus directly and confirmed by FA
in cases where choroidal pigmentation masks the chorio-
capillaris/RPE dropout.

The appearance of lobular loss of RPE and choriocapil-
laris on FA that is confined primarily to the posterior pole
can also be seen in Bietti’s crystalline retinal dystrophy
(figures 29.2A and 29.2B). Pericentral RP will have selective
loss of RPE and choriocapillaris at the edge of the posterior
pole to the midequator, but there is also an associated pig-
mentary retinopathy.

C M S . E Cystoid macular
edema is a known complication that may occur in a number
of panretinal degenerations including RP. Occasionally 
a patient with the appearance of cystoid edema on direct 
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ophthalmoscopy will be found to have no accumulation of dye
in the foveal area on late frames of the FA. Stereo observation
will usually demonstrate a schisis-like breakdown of the retinal
tissue that may look cystic. The most common conditions
where this may occur are Goldmann-Favre disease, juvenile
retinoschisis, and Usher’s syndrome. The lack of late macular
staining in these cases can be most helpful in arriving at a better
understanding of the patient’s visual acuity problems.

X-linked retinoschisis has a distinctive ERG, although
severe cases can be confused with RP, particularly if older
members in the family develop a pigmentary retinopathy.12,20

The negative waveform in the dark-adapted bright-flash

ERG may be ignored in the face of concurrent poor pho-
topic and scotopic rod tracings. However, the macular and,
if present, the peripheral schisis changes can be distinctive
although at times subtle. Red-free photography, which is part
of the usual FA protocol, often gives the clearest demon-
stration of macular schisis, which is reinforced by no stain-
ing or leakage in the area, so that the changes are not
mistaken for cystoid macular edema (figure 29.3). The pres-
ence of macular schisis on red-free photos in face of a neg-
ative wave would eliminate the diagnosis of congenital
stationary night blindness, which also has a negative wave-
form (see table 49.3 and chapter 72).

F 29.1 Choroideremia in a 22-year-old Japanese man from
an X-linked recessive family pedigree. A, A red-free photograph,
left eye, demonstrates choroidal pigmentation that almost masks an
island of intact RPE in the macula. B, FA of the same area demon-

strates two islands of patent choriocapillaris in the macula and
parapapillary area, with loss of choriocapillaris and small choroidal
vessels outside the patent areas. The fovea is hypofluorescent, prob-
ably from thickened RPE.

F 29.2 Bietti’s crystalline retinal dystrophy in a 45-year-old
man with no family history; his visual acuity was OD 20/20, OS
20/25; the ERG was abnormal in a rod-cone pattern; and the light
peak–dark trough ratio on the electro-oculogram (EOG) was 1.2.
A, Wide-angle red-free photography shows cyrstalline dots

throughout the posterior pole and more apparent choroidal circu-
lation than usual. B, FA of the same area reveals lobule loss of
choriocapillaris with retention of larger choroidal vessels. In Bietti’s
dystrophy, the choriocapillaris loss is usually confined to the poste-
rior pole.

A
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The other common retinal dystrophy that occasionally
has foveal schisis-like degeneration, i.e., a cystoid macular
change without leakage, is Usher’s syndrome6 (figure 29.4).
Many of these patients demonstrate cystic-like changes that
look like cystoid edema but do not show leakage on FA.11 In
these cases the macular cysts eventually degenerate and leave
an atrophic macula.

Deutman reported five pedigrees with dominant cystoid
macular edema in which the older individuals had atrophic
macular degeneration while younger members had cystoid
edema.3 Moderate to high hyperopia, astigmatism, strabis-
mus, and punctate opacities in the vitreous were common.
Capillaries of the posterior pole and disc were dilated; the
ERG was normal, and the EOG was subnormal.

P D/RPE D FA is particularly
useful in bringing out subtle lesions of the RPE and there-
fore can be quite useful in evaluating patients with hered-
itary macular dystrophies such as cone-rod, cone, or the
pattern dystrophies.3 Similarly, more subtle cases of sector
RP can be diagnosed because there is often a clear demar-
cation line between apparently unaffected (or functioning)
retina and areas of nonfunctioning retina (figure 29.5).
Wide-angle FA may be helpful in this documentation. While
the FA would not be used alone in making the diagnosis,
some carrier states might be identified such as choroi-
deremia, X-linked ocular albinism, or RP. Early dominant
type II RP will often show heavy granularity and focal
dropout of the RPE and telangiectasia of the posterior pole
and disc vessels before there are significant ERG changes.

P P- R P E
R P In 1981, Heckenlively described an
autosomal recessive form of RP that, in more advanced
states, is characterized by preserved para-arteriolar RPE
(PPRPE) adjacent and under retinal arterioles; diffuse
atrophy of surrounding RPE is necessary in order to observe
the PPRPE pattern.8 Patients have been uniformly hyper-
metropic when typical RP patients are myopic, and the age
of onset has usually been childhood to adolescent years.
Many of the cases have had disc drusen. The ERG, when
present, is in a rod-cone pattern, and the rod threshold on
dark adaptometry is elevated. These patients tend to be
severely affected by the time the PPRPE pattern is apparent.

FA is very effective in bringing out subtle cases of the
PPRPE pattern (figure 29.6A), which may be difficult to dis-
tinguish on fundus examination alone. It should be noted
that cases of diffuse retinal edema in advanced RP may
occasionally show hypofluorescence next to arterioles, which
could be confused with PPRPE (figure 29.6B).

F 29.3 Juvenile retinoschisis. A red-free fundus photograph
of a 38-year-old man demonstrates a stellate pattern in the macula.
Red-free photography most clearly demonstrates the macular
schisis pattern characteristic of this disorder.

F 29.4 Twenty-five-year-old man with Usher syndrome, type
1. A, A red-free photograph demonstrates cysticlike macular changes.

B, FA shows no late leakage in the macular area. Careful inspection
of the fovea with the 90-D lens showed irregular cystic disintegration.
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D C E Bonnin et al. described a “silent
choroid sign” in tapetoretinal degenerations that since has
been termed the dark choroid effect or sign.1 Histopathological
correlation by Eagle and associates in a case of fundus flav-
imaculatus with dark choroid demonstrated lipofuscin-like
deposits filling the RPE, thereby blocking the choroidal flu-
orescence.4 The importance of this diagnostic sign was clar-
ified by Fish et al. in 1981, who examined 91 patients with
various types of hereditary macular disease with FA.5 Forty-
seven patients in the study had retinal flecks, 34 of whom
had a dark choroid effect. An additional 3 retinal dystrophy
patients had the effect.

As suggested by the study of Fish et al., the most common
retinal condition with dark choroid is fundus flavimaculatus
(figures 29.7A and 29.7B), but occasionally recessive cone
dystrophies or cases with inverse RP starting with posterior

pole flecks will show the dark choroid effect, particularly in
areas surrounding the macular area, and the dark choroid
helps to identify this group of diseases. Some patients with
RP have hypofluorescent fovea centralis areas on FA that
likely represent the same process as dark choroid, that is,
blockage of choroidal flush by thickened or less transmissive
RPE.

While patients with fundus flavimaculatus typically have
only mild or subnormal ERG and EOG values, some more
advanced cases may have macular atrophy with minimal
flecks and cone-rod ERG patterns, and the FA finding of
dark choroid and full peripheral visual fields helps to estab-
lish the correct diagnosis. Some of these latter patients may
be diagnosed as having central areolar choroidal sclerosis,
but if a dark choroid effect is present, then the diagnosis of
fundus flavimaculatus is more likely.

F 29.5 Red-free photograph (A) and FA (B) of a 63-year-
old woman with sector RP. The patient reported a 4-year history

of visual symptoms and superior field loss. The RPE loss is evident
inferior to the vascular arcade on FA.

F 29.6 A, FA in PPRPE in a 33-year-old lady with advanced
RP from a family with consanguineous parents and presumed auto-
somal recessive inheritance. B, Autosomal dominant RP patient

who does not have PPRPE but has severe posterior pole edema
where perivascular hypofluorescent changes which mimic fluores-
cein changes seen in PPRPE RP.
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O F   F A FA may
assist in better understanding the ocular status of patients
with a number of retinal degenerations since in advanced
stages many will have diffuse retinal or macular edema. In
other cases window defects may be seen that may not be
obvious on clinical examination and indicate areas of
atrophy or scarring. A nonspecific finding in a number of
retinal dystrophies in early stages is telangiectasia of the
optic nerve head and sometimes the macular area. This
appears to occur more frequently in the cone-rod degener-
ation1 or cone degenerations. Some patients with retinal dys-
trophy will also have marked hyperfluorescent disc staining
on late phases, which on an otherwise normal examination
may be an indication to pursue a diagnosis with electro-
physiological testing. Optic nerve temporal atrophy has been
reported in a number of diseases and may be more easily
seen in some patients by FA10,14,15 (figure 29.8).

Rarely patients with retinal dystrophy will have subretinal
or retinal neovascularization, leaking or telangiectatic vessels
giving retinal edema or even a Coats’ exudative reaction, all
of which can be better understood with FA.9,21 Of particu-
lar importance to find are patients with RP and the Coats’
reaction, who should be treated with photocoagulation, since
if present the retinal or subretinal neovascularization may
hemorrhage and lead to severe scarring and even phthisis
bulbi (figure 29.9).

Peripheral retinal telangiectasia is a prominent feature of
facioscapulohumeral muscular dystrophy with deafness, an
autosomal dominant disorder with variable expressivity.7

Likewise, dominant exudative vitreoretinopathy is a hered-
itary dystrophy that has prominent vascular changes.16

Retinal electrophysiological studies have not been reported
in this disease.

F 29.7 Dark choroid effect in Stargardt’s disease. A,
Red-free photography of a 22-year-old woman with 20/200 
vision since 11 years of age demonstrates subtle macular 

atrophy and a few foveal flecks. B, FA shows profound 
hypofluorescence with only faint window defects in the macular
area.

F 29.8 Temporal optic atrophy and disc telangiectasia in a
33-year-old woman with RP cone-rod degeneration. Temporal
optic atrophy may be seen in cone dystrophy, cone-rod degenera-
tions, and congenital stationary night blindness; it is a strong indi-
cation to do an ERG if other symptoms are present. Temporal
atrophy may be difficult to distinguish from tilted discs of high
myopia, but FA often shows papillary vessels in the area where disc
tissue should be present.15
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F 29.9 Coats’s reaction in a 32-year-old woman 
with advanced simplex RP. A, Red-free photography shows 
pigmentation, subretinal exudates, and dilated retinal vessels.
B, FA demonstrates telangiectasia and neovascularization. Initially,
she responded to xenon photocoagulation with regression for 

2 years, after which despite several photocoagulation treat-
ments, the neovascularization progressed with vitreal hemorrhage
and phthisis bulbi. Early subretinal neovascularization was 
found in her other eye, which regressed with panretinal 
photocoagulation.
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W    that reflects visual function abnormal?
When is a change in some aspect of visual function mean-
ingful, and when is it just a random chance variation? When
is a therapeutic intervention helpful in slowing the progres-
sion of disease? When might an intervention be harmful?
These are just some of the areas in which statistical analy-
ses can be extremely helpful and informative. In this chapter,
basic issues of experimental design and statistical analysis
are discussed. Detailed discussion of a variety of statistical
issues is beyond the scope of this chapter. Whenever possi-
ble, the reader will be referred to primary sources for
expanded discussion.

Summarizing the characteristics of a sample using
descriptive statistics

The most basic way of summarizing functional data is by
using descriptive statistics. Three pieces of information are
usually provided in summarizing the characteristic of a ran-
domly drawn sample of data. First, the number of separate
and independent observations made regarding any one vari-
able or the number of individual subjects is denoted by N.
In eye research, for example, observations made by two indi-
viduals by the right eye are independent (or uncorrelated) for
statistical purposes, and N = 2, but observations made by the
left and right eyes of the same individual are not independ-
ent. This is a fact that is frequently overlooked in many
experimental designs. Most parametric statistical tests (see
below) require that the assumption of independence be met.
If the assumption of independence is ignored, an increase
in the Type I error rate is likely to occur (see below).1

The second piece of information used in describing
sample data is the average, or center, of the distribution of
scores. The three measures of a distribution’s center are the
mean, median, and mode. The mean is the most widely used
measure of the center and is defined as the sum of all scores
divided by the number of scores. The median is the score at
the fiftieth percentile, that is, the score that exactly divides

the upper half of the scores from the lower half of the
scores. Finally, the mode is defined as the most popular
scores in the distribution. The mode is the crudest of aver-
ages, since it is not necessarily unique; a distribution of
scores might have two or three popular scores, or modes.

The estimates of the mean, median, and mode are influ-
enced by the nature of the underlying distribution. If a
sample of data is normally distributed, the mean, median, and
mode will be very close. However, there are other types of
sample distributions, called skewed distributions, in which the
mean, median, and mode can be very different.

The third descriptive statistic is a measure of how the
scores vary around the center of the distribution. Commonly
used measures of variability are the range, standard deviation,
and variance. (There are several other measures of variabil-
ity, such as the average deviation and the quartile deviation,
that will not be described here.) The range is the difference
between the highest score and the lowest score in the distri-
bution. The standard deviation is the most common measure
of the variability of a sample. In statistics, it is usually
denoted S, although in nonstatistical applications sd or st dev
is commonly used. It is defined as the square root of the sum
of the squared deviations from the mean divided by N. The
variance, which is computed as the square of the standard
deviation, also indicates how representative of the individ-
ual scores the mean is.

The specific applications and methods of computation of
the measures of the average and variability of test scores can
be found in most elementary statistics textbooks.

A common application of descriptive statistics is in estab-
lishing normative data for some specific testing protocol. Nor-
mative data are defined by the nonpathological visual system
and provide a guideline for deciding whether a particular
electrophysiological or psychophysical parameter lies within
normal limits or is outside the normal range and perhaps
indicative of underlying pathology. Normal limits are usually
defined arbitrarily as, for example, ±2.0 standard deviations
(S ) from the mean. For example, if the mean of a sample of
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electroretinogram (ERG) b-waves is 300mV and the stan-
dard deviations of the distribution of b-waves is 50mV, then
the scores from 200 to 400mV represent the mean ±2.0S. If
the distribution of scores is normally distributed, ±2.0S will
capture approximately 98% of the distribution of normal
scores. Of course, the caveat here is that roughly 2.0% of
the normal population of scores would be considered abnor-
mal by chance alone.

Estimating population parameters

It is of course not practical to measure an entire population,
say, those with normal vision, to estimate the mean and vari-
ability of a specific functional parameter, such as the ampli-
tude of the b-wave of the ERG. Instead, if an investigator
wants to learn about the mean and standard deviation of the
population, called m and s, respectively, a representative
sample of individuals is drawn from the population of inter-
est, and then this sample is studied. (Greek letters designate
population parameters.)

There are two ways to estimate m, the population mean.
One is called a point estimate. For this method, a random
sample of individuals is drawn from the population of inter-
est, and the mean of this sample is taken as the best estimate
of m. A second way of estimating m is called an interval esti-
mate. Instead of computing a single estimate of m, a range
of likely values is computed so that there is a high proba-
bility that this range contains the population m. The range
is called a confidence interval, and its boundaries are called con-
fidence limits. The confidence interval can be set at different
levels. For example, the 95% confidence limits means that
the mean drawn from a sample falls with the specified range.
If the mean of the sample falls outside this range, and with
a 95% confidence interval there is a 5% chance that this will
occur, then the sample must have been drawn from a dif-
ferent population from that defining the confidence interval.
To set broader limits, an investigator might establish the 99%
confidence limits, that is, that 99% of the sample means
would fall within the specified range and 1% would fall
outside the range. It should be apparent that setting confi-
dence limits allows testing of specific hypotheses about a
sample data, as, for example, when one asks whether one
group of patients generates b-wave amplitudes that are dif-
ferent from those of a normal population of b-waves.

Investigators frequently report the standard error of the mean
in studies testing whether one sample is significantly differ-
ent from another sample. If one were to draw 100 random
samples from a population, then the standard deviation of
the 100 sample means is called the standard error of the mean,
denoted sx. The term is related to the standard deviation of
the scores in the entire population of interest (s) and is
defined as . The sx has a huge advantage in testing
the difference between sample means: that even in cases of

s N

extreme skewness and kurtosis, sx has a Gaussian distribu-
tion. However, in the clinic in which the issue is to determine
whether a particular individual’s score is abnormal, the sx is
not particularly useful.

When does a parameter estimate indicate pathology?

Of importance to the clinician is whether a particular set of
responses lie within or outside normal limits. For example,
if an ERG is performed, a clinician would be interested in
knowing whether a rod- or cone-mediated response lies
within normal limits or whether it falls outside normal limits.
Scores that fall outside normal limits are suggestive of
underlying pathology.

To answer these questions, statistical methods are
employed. Most established clinical laboratories will have
normative data derived from a normal population for the
parameters of interest. A mean and the boundaries of
normal function, or the confidence limits, will be established.
Some laboratories set 95% or 99% confidence limits, and if
a particular parameter estimate falls outside this range, it is
considered abnormal. Other laboratories arbitrarily set
these limits at 2.0 or even 3.0 standard deviations from the
mean.

While normative data can be found in the literature 
for some electrophysiological tests (see, e.g., Birch and
Anderson2 and Birch, Anderson, and Fish3 for the ERG), it
is commonly recommended that laboratories collect their
own normative data. The rationale for this point of view is
that performance on a particular test depends not only on
the characteristic of the observer, but also on how the data
were collected. An important point to remember is that the
normative data should be representative of the population
of interest. Normative data collected in Australia, for
example, might not be representative of individuals in North
America, so the concept of global norms seems foolish. Vari-
ations in stimuli, equipment, and data analysis can affect not
only the average performance on a test, but also the vari-
ability associated with the test scores. What might be con-
sidered within normal limits in one laboratory might be
outside in another. However, if a laboratory can ensure that
the populations, stimulus conditions, and data collection are
consistent with the normative data reported in the literature,
it is probably safe to use those data as a guideline.

Basic elements of experimental design 
and hypothesis testing

There is considerable interest in evaluating the effectiveness
of therapeutic interventions for the prevention or even rever-
sal of a progressive eye disease. The intervention might
involve administering a drug or some sort of genetic therapy.
In the simplest experimental design to evaluate the effec-
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tiveness of a treatment, the drug or gene therapy would be
administered in a treatment condition and a placebo in a control
condition, and the effectiveness of the treatment would be
evaluated with some outcome measure such as a change in
the amplitude of an ERG signal. In this example, the
placebo is assumed to be a sham condition in which no treat-
ment is delivered. However, the control condition need not
be the absence of a treatment. In a drug trial, for example,
an available alternative drug that has already been accepted
as the current standard of care might be used as the control
condition. The main point is that one needs an appro-
priate control group against which the treatment effect is
evaluated.

One type of possible experimental design to evaluate a
treatment is called the independent groups design. In this
instance, a group of subjects are selected at random from
the population of interest and then split, with random
assignment to either the treatment or control condition. In
every respect, the treatment and control groups are treated
alike. Ideally, the experiment should be run double-blind:
Neither the experimenter nor the subject knows who is
receiving the drug.

In the above example, the subjects are randomly assigned
to one or the other condition, but it is conceivable that by
chance alone, the groups might differ in some irrelevant way.
For example, by chance, one group might be older or might
be disproportionately higher in males than females. This
factor alone and not the particular treatment could be
responsible for any observed differences.

To avoid the influence of irrelevant factors, experimenters
will make their groups as comparable as possible. Suppose
age is a relevant factor; the experimenter will then equate
the two groups for age. If gender were a relevant factor, then
the experimenter would balance the groups to avoid gender
differences, either using only males or only females or using
equal numbers of each gender in each group. One possible
experimental design is to select pairs of subjects from the
population of interest who have been equated on as many
relevant variables as possible and then assigning one of each
pair to either the treatment or the control condition. This
design is called a groups with matched-subjects design.

Ideally, the matched subjects should be identical in every
important way. If an experiment could be administered to
identical twins, then the match would be very good, but this
is often impractical. A more feasible approach would be to
test the same individual under both conditions. For example,
a patient might be tested before and after administration of
a drug or gene therapy. This is the ultimate in matching and
is generally considered to be the most powerful experimen-
tal design if it can be run. This particular design is called a
repeated measurements design.

The experimental designs just described are the most
basic of designs. More frequently than not, however, exper-

imental designs are significantly more complicated. For
example, an investigator might be interested in examining
the effects of different doses of a drug treatment on more
than one disease entity (a two-factor design). The experi-
mental design might have X number of dose levels and Y
number of disease entities. If X = 4 and Y = 5, then this
experimental design would require 20 groups of subjects (4
doses ¥ 5 diseases) if an independent groups design were
used. In another experimental design, an experimenter
might be interested in the before and after effects of admin-
istration of a drug on each subject within each disease entity.
This is called a mixed design because each subject acts as its
own control (repeated measures on the same subject) and
they are nested within disease group (independent groups).
The particular experimental design that is developed de-
pends in large part on the questions that are being asked.
The main goal of any experimental design is to have the
most powerful possible design to answer relevant questions
and control for irrelevant variables. Of course, the more
complicated the design, the more difficult are the computa-
tional analysis and interpretation of the statistical findings.
It is good practice to design an experiment and simulate
potential outcomes to ensure that the design unambiguously
answers the questions of interest.

Type I and II errors

When tests of significance evaluating the differences be-
tween conditions or subjects are made, two types of errors
can occur. These errors are referred to as Type I and Type II
errors. For demonstration, assume that there are two groups
of subjects, say, patients with X-linked retinitis pigmentosa
(xlrp) and patients with autosomal-dominant retinitis pig-
mentosa (adrp) and the performance measure to be com-
pared is the amplitude of the cone b-wave. If an investigator
rejects the hypothesis of no difference in the cone b-wave
amplitude between xlrp and adrp (referred to as the null
hypothesis, or H0) when in fact H0 is true, an error is made,
and this type of error is called a Type I error. Alternatively,
an investigator might fail to reject H0, when in reality, the
hypothesis of no difference is false—in reality, there is a real
difference in b-wave amplitudes between xlrp and adrp. This
is also an error and is called a Type II error. The main goal
of any statistical hypothesis testing is to make correct deci-
sions, that is, to reject H0 when it is false and to not reject
H0 when it is true.

The probability of making a Type I error is called by a
number of different names, including alpha (a), significance
level, or p-value. For example, when testing the difference in
the cone b-wave amplitude between xlrp and adrp, an inves-
tigator might find that the significance, or p-value, of the test
is 0.05. This means that the difference that is observed in the
performance of the two groups has a 5% likelihood of
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occurring by chance alone. In rejecting the hypothesis of no
difference between the groups (H0), therefore, the investiga-
tor will have a 5% chance of making a Type I error—reject-
ing H0 when it is in fact true. Frequently, an investigator will
set a at a higher level, say, 0.01. This means that an inves-
tigator will have only a 1% chance of making a Type I error.
However, in setting a more stringent a or p-value for the test,
the investigator is making the test less sensitive to real dif-
ferences that might exist between the groups, and this can
lead to a Type II error. The probability of making a Type
II error is referred to as beta (b ). The probability of making
a Type II error and the probability of making a correct rejec-
tion of H0 are determined by a number of variables dis-
cussed in the section below on the power of a statistical test.

Power

The power of a statistical test is the ability of the test to cor-
rectly reject the hypothesis of no difference between samples
(the null hypothesis) when in fact there are real differences.
The power of a test is determined by a number of variables,
including the level of significance that is set for the test, the
size of the sample, the magnitude of the population vari-
ability, the magnitude of the difference between population
means, and whether a one- or two-tailed test is used.

In some experimental designs in vision research, calcula-
tion or consideration of statistical power is not an important
consideration. An example of such a situation would be
when there are large differences between groups on some
performance measure such as the amplitude of the b-wave
of the ERG, as in the case of normal subjects and patients
with X-linked retinitis pigmentosa. Another example would
be when the populations of interest are so unique and rare
that sufficient numbers of subjects cannot be obtained to
meet the requirements of power.

However, in some experimental designs, a researcher
might decide that it is important to reject the hypothesis of
no difference, H0, if the difference between two groups of
patients is greater than some predetermined value. For
example, a researcher might decide that a difference of 100
mV on an ERG response is a meaningful difference betweeen
a treatment and a control group; smaller differences might
be rejected as being of little practical or clinical importance.
Thus, the researcher would test the hypothesis of no differ-
ence, H0, that m, the difference in population means of the
two groups, is £100mV against the alternative hypothesis
that m ≥ 100mV. The question then is what power does the
test of H0 have when the alternative hypothesis is true.

As was stated above, the power of the test would depend
on several factors. First, power increases as a increases; a is
an arbitrary value that defines the likelihood of a particular
event or occurrence and is traditionally set at 0.05. Power
increases as a increases because a larger range of values is

included in the rejection region. Second, power will be
affected by whether H0 and the alternative hypothesis, H1,
are one- or two-tailed tests. In two-tailed tests, there are two
critical regions that scores must exceed in order for H0 to be
rejected, whereas in a on-tailed test, there is only one criti-
cal region, making the one-tailed test a more powerful test
to reject H0 in some specific experimental situations.

Finally, the population variance (a measure of variability)
and sample size are two additional factors affecting power.
In general, a smaller population variance and a larger
sample size will yield lower estimates of the standard error
of the mean (S.E.). If H0 is true, a smaller S.E. increases the
probability of rejecting the H0 in favor of the alternative
hypothesis; power is increased.

Traditionally, sample size will depend on what specific
power is desired as well as the smallest difference between two
groups that must be exceeded with that level of power in order
to reject H0. Procedures for calculating sample size can be
found in a number of standard statistical design references,
including Cohen6 and Kirk.9 The reader is referred to
Brewer,5 Cohen,7 and Meyer11 for a helpful and in-depth dis-
cussion of the practical considerations of power calculations.

Assessing physiological change in the clinic

Frequently, clinicians are asked to evaluate patients who are
undergoing a treatment for a systemic disease where the
treatment may adversely affect vision. Treatment of systemic
lupus erthymatosis with Plaquenil (hydroxychloriquine) is
such an example. The clinician’s task is to select a test or a
battery of tests that reliably detect the onset of drug toxic-
ity. Finding the appropriate test(s) that can discriminate
normal patients from those with a potentially toxic response
is typically accomplished by deriving receiver operating
characteristic (ROC) curves. A ROC curve is a graphical
representation of the trade-off between false-positive and
false-negative rates for selected values obtained from a test.
Conventionally, the plot shows the false-positive rate on the
X-axis and the false-negative rate on the Y-axis. Equivalently,
the ROC curve is the representation of the trade-off
between sensitivity and specificity. Accuracy, which refers to
the test’s ability to discriminate normal from abnormal, is
measured by the area under the ROC curve. A zero-effect
ROC curve, which would be consistent with a test that is a
poor discriminator, would have an area of 0.0, and a perfect
discriminator would have an area of 1.0, when sensitivity
and specificity are expressed as fractions of unity. In a plot
of the true positive rate against the false-positive rate, a zero-
effect test would be indicated by a diagonal line with a slope
of 1.0 and an origin at 0.0. From the ROC curves, one can
select any pass/fail measure and then compare the per-
formance of the test with a gold standard that is known to
discriminate between groups of patients.
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ROC curves can also be constructed from clinical predic-
tion rules. For example, one might find that changes in the
electro-oculogram, an abnormal color vision test, depressed
macular function on the multifocal ERG, and changes in the
retinal pigment epithelium are predictive of Plaquenil toxi-
city. ROC curves can be constructed by computing the sen-
sitivity and specificity of increasing numbers of these clinical
findings (0–5). The ROC curves would indicate whether 
this set of clinical findings adequately discriminates normal
from toxic responses and what minimum number of clinical
findings would have the most predictive power. A more
detailed discussion of ROC analysis can be found in Metz10

and Zweig and Campbell.15

Here the issue is that of change. How much change in
some physiological parameter would need to occur for the
researcher to conclude that a treatment has positive or neg-
ative consequences? Clearly, a one-time evaluation of visual
function is inadequate. Serial testing is required, which
usually involves obtaining pretreatment baseline measures
and then repetitive testing at appropriate time intervals
during treatment. Electrophysiological and psychophysical
test results are notoriously variable and are influenced by
many factors. Variability can originate from factors inherent
in the subject or patient, such as diurnal rhythms and atten-
tion, or from factors external to the patient, such as stimu-
lus variations and the quality of the tester.

Waiting for the test scores to fall outside normal limits is
not acceptable if termination of treatment and drug
washout will reverse the negative consequences for visual
function. Such dramatic change in an individual might
suggest that irreparable damage has resulted. Instead, the
question becomes: How much change is acceptable? How
much change is attributable to the treatment and how much
is random variation in the parameter estimate?

One strategy is to obtain test-retest reliability measure-
ments for the specific test for normal observers. Published
databases of this sort are becoming available (see, e.g., Birch,
Hood, Locke, Hoffman, and Tzekov4). Then one can say
that 15%, 20%, or 50% variation in a particular physiolog-
ical or psychophysical parameter is random variation. If the
change is greater than the prescribed amount, then the treat-
ment can be assumed to have some effect. An alternative
strategy would be to obtain test-retest reliability measure-
ment on the particular patient before treatment and then use
this estimate of variability to evaluate treatment for this indi-
vidual. A within-subject design is generally accepted as being
a more powerful experimental design but would require
more extensive testing that might be beyond the scope of
most clinical laboratories.

An additional question would be whether a single nega-
tive finding would be sufficient to conclude a treatment
effect. In patients with glaucoma or a progressive retinal
disease, it is common to observe visual function over many

test sessions before concluding that progressive change has
occurred and determining the amount of that change. In
drug therapies, this kind of luxury is not afforded to the cli-
nician who must decide whether a drug treatment should be
discontinued. Correlation with other clinical findings is very
important in this context. Finally, the trend in visual func-
tion must be reversible when drug washout has occurred to
conclude definitively that the drug caused the progressive
change in visual function.

Parametric and nonparametric statistical testing

There are two broad classes of statistical tests: parametric and
nonparametric tests. Each of these classes of tests relies on
certain assumptions. Parametric tests, for example, rely on
the assumption (among other assumptions) that test scores
obtained from a population are normally distributed. That
is, in a distribution of test scores, the assumption is made
that there are just as many high and above-average scores as
there are low and below-average scores. In comparing two
groups of scores using a parametric test, it is assumed that
the two groups of scores are normally distributed around a
mean and have more or less equal variability. A parametric
test, such as an analysis of variance (ANOVA) or a t-test, is
inappropriate when this assumption is not met.

Sometimes, however, data sets and experimental designs
do not allow this assumption of normality to be made. For
example, distributions of test scores may have unequal vari-
ability; one set might be normally distributed, but a second
set of test scores might have substantially greater numbers
of higher than lower scores. In such cases, it is sometimes
possible and legitimate to transform the raw test scores into
another numeric form, as in the conversion to logarithms,
to normalize and equate the distributions and then to con-
tinue with an appropriate parametric test.

In other situations, the nature of the test scores themselves
prevents the use of a parametric test. For example, in a drug
toxicity study, an investigator might simply ask whether there
is a positive or negative change in a visual field rather than
actually quantifying, for example, the percent change in area
of the visual field. Or the outcome measure might require a
two-alternative forced choice, such as “Yes, I see it” or “No,
I don’t see it.” Or the test scores might be in the form of a
rating scale, say, from 1 to 5, as in the scale for rating the
density of cataracts. These types of experimental test results
would be better suited to nonparametric than to parametric
statistical analyses.

In general, nonparametric tests are less powerful than
parametric tests. If the assumptions for the use of a para-
metric test can be met, then a parametric test will be a more
sensitive test to detect small differences. Nonparametric tests
tend to overlook or miss small differences and produce a
Type II error: accepting the hypothesis of no difference
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between groups when in reality it should not have been
accepted. (A broad discussion of the use of nonparametric
tests can be found in Seigel.13)

Regression analyses

In some research questions, an investigator might be inter-
ested in understanding how a particular physiological or psy-
chophysical parameter changes with time. For example, an
issue that has been investigated extensively in the literature
is whether the mode of inheritance affects disease progres-
sion associated with retinitis pigmentosa. Alternatively, an
investigator might be interested in knowing whether the
presence or absence of a particular antigen affects disease
progression as measured by the changes in visual field area
or a physiological parameter, such as the amplitude of the
b-wave.

This class of question is best addressed with a regression
analysis. The simplest form of a regression analysis is called
a linear regression analysis. In this type of regression, it is
assumed that a straight line defines the relationship between
two variables, such as ERG amplitude and age. By using a
least-squares minimization procedure, the best fit straight
line is found that describes the relationship between the two
variables, and the relationship is defined by an equation of
the form

Y = b0 + b1X

where b0 and b1 are constants and X and Y are the variables
that are to be related, such as ERG amplitude and age,
respectively, in the above example. The constant b1 is called
the slope of the line and indicates the rate of change of Y
with X. This constant can be used to indicate how much in
the way of amplitude loss occurs on average with each year
of change. The constant b0 is the Y-intercept, that is, the
value of Y when X is equal to zero.

In the discussion thus far, the relationship between two
variables is assumed to be linear; that is, a straight line is
assumed to describe the relationship between two variables.
It is conceivable, however, that for some physiological and
psychophysical variables, a straight line is not the best way
of describing the relationship. For example, a curved line
might describe the relationship better. In this instance, the
regression equation is best fit by a polynomial equation of
the form

Y = b0 + b1X + b2X 2 + . . . + bpX p + . . . + Ba-1X a-1

where X and Y are described as above and b0-(a-1) are the
slope coefficients. As can be see, in a nonlinear relationship
between two variables, it is impossible to state a single value
to define the rate of change of one variable with the other.
One possible remedy to this is to transform scores into some
form that will better define a linear relationship.

Defining and modeling the relationship between two vari-
ables can be complicated, filled with assumptions and fraught
with difficulties. The reader is referred to Myers and 
Well12 and Darlington8 for discussions of computational and
practical issues in linear and nonlinear regression analysis.

Univariate and multivariate statistical analyses

Univariate statistical analyses refers to the situation in which
there is only one outcome measure, called a dependent variable.
There can be one or more independent variables, which is either
a variable that is manipulated by an experimenter or some
naturally occurring category. For example, in a drug inter-
vention study, the empirical question might involve testing
the effects on the b-wave of the ERG (the dependent vari-
able) for different doses of a particular drug (the independ-
ent variable). Or the study might be expanded to study the
interaction effects of gender (a second independent variable)
and drug dose on ERG amplitudes. Analysis of variance
(ANOVA) and t-tests are examples of univariate statistical
analyses.

In some experimental designs, however, there may be
more than one outcome measure or dependent variable. For
example, if an experimental design called for performing an
entire ERG protocol that conforms to the International
Society for Clinical Electrophysiology standards, there could
be as many as five or six dependent variables. Or one might
have an ERG measure and a psychophysical measure, such
as the area of a visual field, as outcome measures. In these
situations, the empirical question might be which ERG
measure is a better indicator of drug toxicity or whether an
ERG measure does better than a psychophysical measure.

In vision research, data are typically analyzed with multi-
ple univariate analyses. For example, one might use a t-test
to test the significance of gender differences on the ampli-
tude of an ERG response. A second t-test might be used to
test the significance of gender differences on the area of the
visual field. An experimenter might continue with multiple
t-tests to examine differences in outcome measures for each
independent variable separately.

In general, this analytical approach is acceptable provided
that the number of comparisons is small. When the number
of comparisons is relatively large, the results of multiple t-
tests may be misleading and statistically suspect. Each t-test
is accompanied by a margin of error that is dictated by the
p-value or a. If a = 0.05, then there is a 5% chance of a
difference being observed in sample means based on chance
alone. If several independent univariate tests are performed
on the same sample of subjects, the error rate increases with
the number of univariate tests. In addition, when numerous
outcome measures are obtained from the same sample, these
outcome measures are also interrelated in complex ways,
and the probability of error increases even further.
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These increases in error rates are frequently overlooked in
clinical vision studies or, alternatively, are dealt with by
asserting a more stringent criterion level for significance. For
example, one might set a = 0.01 or 0.001, which would
reduce the rejection level of the hypothesis of no difference
to 1% and 0.1%, respectively. However, such approaches
would reduce the power of the test to detect real differences
that might exist between the samples (see the section on
power), thereby increasing the probability of a Type II error.
With the use of multivariate statistics, complex interactions
between multiple independent (outcome) measures and
independent (experimental) variables can be assessed while
keeping the overall error rate at some stated level, say, 5%,
independent of the number of comparisons that are made.
Experimental designs in clinical and experimental vision
science are becoming increasingly complex, particularly in
studies in which one is trying to find the most sensitive
measure of change. These experimental designs call for mul-
tivariate analyses, and there are numerous statistical analy-
sis packages, such as SPSS, SYSTAT, and SAS, that can
make the job of computation less painful. However, while
the computational part of multivariate statistics can be made
relatively easy, the interpretation of the statistics in terms of
understanding relationships between many variables can be
very difficult. The reader is referred to Tabachnick and
Fidell14 for a comprehensive discussion of multivariate sta-
tistical designs and interpretation issues.

Summary

Exploring experimental questions involves complicated
experimental designs and statistical analyses. Experimental
design addresses the issue of how an experiment is to be con-
structed so that it best answers the questions of interest. Sta-
tistical analyses allow one to quantify and summarize the
data obtained from an experiment and allow tests of the sig-
nificance of experimental findings. The major goal of any
experimental design and statistical analysis is to provide the
most powerful possible mechanism to answer experimental

questions and to test specific hypotheses. It is recommended
that an experiment be simulated with generated data to
ensure not only that the data can be analyzed appropriately,
but also that the interpretation of the analysis will be 
unambiguous.
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V  have at present a wide choice
of instruments at their disposal, from direct recorders to
sophisticated computers. This enables them to record ever
smaller responses and to improve their quality. “Thresh-
olds,” defined as the weakest stimuli evoking recognizable
responses, are continuously dropping, and the range and
type of electroretinogram (ERG) and visual evoked poten-
tial (VEP) stimuli have been regularly extended. In addition,
computer-based analytical methods are increasingly being
used for the characterization of responses.

A proper selection from these modern methods requires
knowledge about the principles of signal analysis on which
they are based. These same principles apply to many quan-
titative aspects of visual function. The present chapter is
meant to help the researcher and the clinician to find their
way among the multitude of published methods. Emphasis
will be laid less on mathematical rigor than on the under-
standing of fundamental concepts. The topics to be covered
are (1) the recording and processing of electrical responses
and (2) analytical questions concerning the stimulus and
response characterization.

The unavoidable presence of noise (e.g., the background
electroencephalogram [EEG]) demands procedures for
noise reduction, especially if weak stimuli are presented.
This can be done in a variety of ways, but in clinical prac-
tice it is often most important to reduce the recording time,
which has encouraged the use of more “efficient” methods
such as, for instance, the so-called steady-state stimulation.
It is intended that the present chapter will enable the evalu-
ation of such techniques.

For a long time nearly all ERGs and VEPs were recorded
with flashes. The responses obtained in this way are often
complex and more prone to the effects of strong nonlinear-
ities (for a definition of this term, see below). However, by
employing stimuli with other waveforms, among which sinu-
soidal modulation is the most frequent, it is easier to recog-
nize deviations from linearity and to identify significant
nonlinear properties of the system under study. An added
advantage of sinusoidal stimuli is that linearity can often be
approximated to a satisfactory degree, which facilitates
analysis and description.

More recently homogeneous field stimulation has been
superseded by the use of spatially structured fields such as

checkerboards and sine wave gratings. This type of research
has developed in two main directions:

1. Characteristics such as amplitude, wave shape, and
latency are used to discriminate between normal and 
pathological responses. In this case only rather elementary
methods of signal improvement need be employed.

2. The responses are used as a criterion for the “effec-
tiveness” of a changing stimulus, e.g., when the size of
checks in a checkerboard or the periodicity and the contrast
of a grating are manipulated to obtain a constant response.
The results of such studies are often expressed as a contrast
sensitivity function (transfer function). The theoretical back-
ground, however, is complicated and requires among other
things an analytical characterization of the stimulus, e.g.,
that of a checkerboard.

Basic concepts of signal analysis

L One approach to analyzing the results of clini-
cal electrophysiology is to treat all stimuli as if they were
transduced and processed by a “black box” between the
stimulus and recorded response. The simplest assumption
that can be made about the black box is that of linearity,
even though no biological system strictly fulfills such a 
condition.

The definition of a linear system is that it obeys the
“superposition principle.” Assume that A and B are (quan-
tifiable) input signals (e.g., stimuli) that result respectively in
outputs C and D of the system under study. Let us use Æ to
signify “produces the response” so that we have A Æ C and
B Æ D. In this case we say that a system is linear if A + B
Æ C + D. A consequence of linearity is that the amplitude
of the response is strictly proportional to that of the input.
Input and output do not need to belong to the same physi-
cal category; they may, for instance, represent light values
and voltage respectively as in figure 31.1, where the upper
traces represent the voltage of the ERG of an anesthesized
cat and the lower ones the modulation of the intense light
source that was employed.17

A cardinal property of linear systems concerns the har-
monic function A sin 2pft (figure 31.2). It is the only func-
tion that retains its identity (its sinusoidal shape and its
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period) when submitted to a linear transformation; a light
input A sin2pft will, for instance, evoke a response B sin(2pft
+ F) with, in general, B different from A and F an added
phase shift. A direct consequence of this property is that, at
the output of a linear system, no new frequencies are gen-
erated from any input, no matter how complex that input is.

In physics, basic (passive) elements like capacities, induc-
tances, resistances, and their combinations are the simplest
linear elements; however, complex (active) devices like elec-
tronic amplifiers can also approach linearity to a large degree.

F D The ratio of output to input
amplitudes of harmonic functions will in general depend on
frequency; this is expressed in the “amplitude characteristic,”
i.e., the normalized ratio of output to input amplitude as a
function of frequency. Similarly the “phase characteristic” is
defined as the function representing the phase shift between
the output and the input for all frequencies. Together they
fully define the input-output relation of any linear “black
box” for arbitrary signals. In filter theory often the two char-
acteristics are combined into the “transfer function.”

As an example of the usefulness of this representation, we
show in figure 31.3 the amplitude and phase characteristics
of the occipital VEPs of two subjects to sinusoidally modu-
lated light.16 The responses of both subjects A and B are
approximately sinusoidal and show preference for frequen-
cies around 10Hz. The sharpness (selectivity) of the ampli-
tude plot, however, is much more prominent in B than in A,
which is also reflected (as should be expected in a quasilin-
ear system) in the steep course of the phase characteristics
around 10Hz of subject B. At the same time, B exhibits a
strong monorhythmic persistent alpha rhythm. The
responses have been proved to add to the spontaneous activ-
ity without any indication of entrainment phenomena.

Note that there is no sense in talking about phase relations
between sinusoidal signals with different frequencies. If a
signal contains more than one frequency, the phase rela-
tionship between any two frequencies will vary according to
the moment of observation. This applies even to the har-
monically related frequencies of a periodic wave shape. For
example, figure 31.4 shows a sine wave and its second har-
monic. The phase relationship during one period is differ-
ent for each point along the x-axis. For certain purposes a
characteristic point may be chosen as a reference, for
instance, when the voltage changes its sign from negative to
positive (positive zero-crossing).

M-P R, D,  L In every
physically realizable system a nonconstant amplitude/fre-
quency response is necessarily accompanied by phase shifts
that are a function of frequency. In systems without active
components (i.e., if only capacities, inductances, and resis-
tances are present) the phase characteristic can be fully 
calculated from the amplitude characteristic. This is a con-
sequence of what is known as the “minimum-phase rule.” If
active components are included, phase shifts will often be
larger but can never be smaller than the calculated minimum
phase for a passive system. The attenuated high-frequency
signal at the output of a single low-pass filter, for instance,
must be accompanied by a phase shift up to 90 degrees for
frequencies approaching infinity. Different amplitude char-
acteristics are necessarily accompanied by different phase
characteristics. However, the reverse is not true: different
phase characteristics can be associated with the same ampli-
tude plot.

An important example of phase shifting without ampli-
tude changes is when a pure delay or latency is involved. In
that case the phase changes proportionally to the frequency.
The relation is as follows:

t = (F2 - F1)/2p( f2 - f1) (1)

with t the delay and F the phase shift in radians. In figure
31.5, the “responses” are subject to a delay of 25ms. For
sinusoidal stimulus “A” at 30Hz the phase delay is 450

F 31.1 An early example of the responses of a reasonably
linear “black box” in which light is translated into voltage. The
ERG of an anesthetized cat is recorded with sinusoidally modu-
lated light (retinal illumination, 50,000 trolands; field, 56 degrees;
25% respectively; 50% modulation depth; range, 0.5 to 25Hz;
upper traces, ERG; lower traces, photocell signal of illumination).
Responses approach the sinusoidal shape, a property of linear
systems. (From van der Tweel LH, Visser P: Electrical responses of
the retina to sinusoidally modulated light. In Electroretinographia.
Acta Facultatis Medicae Universitatis Brunensis, 1959, pp 185–
196, Lekarska Fakulta University Brne. Used by permission.)
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F 31.2 A, An elementary sine wave: A sin (2pft + F) with the
period T = 1/f. In the example F = 5p/6 (150 degrees). An 
equivalent mathematical representation of the same curve is A 

cos (2pft - F) with F = p/3 (60 degrees). B, In case light is modu-
lated, amplitude is given in percent modulation depth (percentage
of the average light level).

F 31.3 Amplitude and phase characteristics of human
occipital VEPs to sinusoidally modulated light. The subjects A (solid
lines) and B (dashed lines) show large differences in the selectivity
of the response. This is reflected in the amplitude as well as in the
phase plot; the high selectivity in subject B is clearly expressed in an
extra phase jump of approximately 180 degrees, while in subject A

such a jump was not found. Note that the frequency axis is on a
linear scale and not on the conventional logarithmic one. The linear
phase shift with frequency is equivalent to a delay of approximately
250ms. (From van der Tweel LH, Verduyn Lunel HFE: Human
visual responses to sinusoidally modulated light. Electroencephalogr
Clin Neurophysiol 1965; 18:587–598. Used by permission.)
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degrees, more than one full cycle; B exhibits a phase shift of
270 degrees at 50Hz. The difference is 180 degrees (p). The
formula then reads t = p/(2p ◊ 20), which yields a delay of
25ms, as expected. Note that, if the delay were to be much
longer, the phase angles at both frequencies would include
more periods, and these extra periods should also be taken
into account. If one wishes to avoid ambiguities, a series of
closely spaced frequencies should be used. The ensuing
phase-frequency regression line should (minimum-phase
corrections applied) within experimental accuracy pass
either through the origin ( f = 0, F = 0) or through F = ±p.

With due caution, therefore, the formula allows for an effi-
cient way to estimate VEP or ERG latencies: by using a fre-
quency band where the response is reasonably sinusoidal
and its amplitude does not change too much with frequency.
If the amplitude dependency is strong, there will be extra
phase shifts that can be estimated from the minimum-phase
rule and used for correction.

From the above, it follows that in principle one should not
use the phase shift (or, for instance, the peak of the sinusoidal
response) at a given frequency as a criterion for delay. Not
only are there extra phase shifts possible due to the

minimum-phase rule, but there is still another source of
error that can trap even the most eminent: due to the peri-
odic character of the stimulus, as was explained above, one
or more periods may be missed. This mistake will be mostly
evident when unrealistic delays are obtained, but also ambi-
guities of only half a period may occur. The point to keep
in mind is that an increase in light, for instance, has no oblig-
atory relation to the polarity of an electrical response. This
is self-evident when recording VEPs because their polarity
will also depend on electrode placement. Even when differ-
ent frequencies are employed, the results must be interpreted
with care. For example, figure 31.1 shows the cat ERG in
response to bright, flickering, sinusoidally modulated light of
various frequencies. Since the responses are reasonably sinu-
soidal, linearity is approached. At 0.5Hz, the phase angle is
about 90 degrees and at 3Hz about 180 degrees. Applying
our equation for delay suggests that the latency would be
about 100ms. Now this is quite unlikely, and the probable
explanation is that the ERG to this bright modulated light is
generated by more than one process, one cornea-positive
and the other cornea-negative, and the amplitude charac-
teristics of the two are very different.

There is a special problem with regard to latency deter-
mination of (steady-state) VEPs with pattern reversal.
Whereas for homogeneous fields sinusoidal modulation is to
be preferred, the same is not the case for patterns because
abrupt reversal gives a much better defined moment of acti-
vation than sinusoidal modulation does. In the latter case the
actual moment of excitation will be dependent on the con-
trast. On the other hand, because abrupt transitions will
dominate observation, sine wave modulation is better suited
for psychophysical experiments.

D We have already mentioned that every linear
system made of real physical components will exhibit fre-
quency-dependent characteristics. This means that the rela-
tion between the original input amplitudes and phases at
different frequencies will be subject to alteration, i.e., the
output wave shape will not in general resemble the input: it
will be distorted. This is called linear distortion because the
superposition principle applies all the same to the output
components. According to Fourier theory, as will be
explained below, the shape of an arbitrary input signal is
determined by the amplitudes and phases of the frequencies
of which it is composed. Since in any real system the rela-
tion between input and output amplitudes and phases will
depend on frequency, the output shape must differ from that
of the input. Shape distortion is only absent in cases where
the input is a pure harmonic function, when a sinusoidal
input results in a sinusoidal output.

A type of linear distortion that will nearly always be
present is attenuation of high frequencies. In mechanics this
attenuation is due to inertia, in electricity to (stray) capaci-

F 31.4 Two harmonically related frequencies. Both phases
were chosen to be zero at t = 0. At point T/2, the phase at fre-
quency f1 = 1/T is p; at frequency f2 = 2/T the phase is zero again,
i.e., 2p (shifted a whole period).

F 31.5 Phase shifts (5p/2 and 3p/2) at frequencies of 50Hz
(B) and 30Hz (A) due to a delay of 25ms. This delay obeys the
formula: t = (F2 - F1)/2p( f2 - f1).
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tances, and in electrophysiology, diffusion processes (among
others) play a similar role. Flicker fusion is an example of
high-frequency attenuation, but the ERG and the VEP are
also subject to this form of attenuation.

Nonlinear distortion, on the other hand, differs fundamen-
tally from linear distortion. Nonlinearity means that pro-
portionality between input and output does not hold for all
signal amplitudes, for instance, often for a large input signal
the responses do not grow any more (saturation). Therefore,
in the presence of nonlinearities, the superposition principle
is not obeyed. In principle, all real systems are subject to 
nonlinear distortion, saturation and thresholds being the
most frequent ones (although modern electronic devices can
approximate linearity to a large degree). Nonlinearity is an
inherent and common property of biological systems.
Although the division is not absolute, for our purpose it is
useful to distinguish “essential” from “nonessential” nonlin-
earities. For instance, logarithmic and exponential functions
as well as saturation are nonessential: the distortion is
strongly dependent on the strength (amplitude) of the phe-
nomenon. If an incremental or decremental signal d is made
small enough, the system may approach linear behavior
(because, e.g., log(1 + d) ª d). When the input signal is
enlarged, quadratic and higher-order terms are playing a
role. Rectification, however, belongs to the class of essential
nonlinearities; in the ideal case—no matter how small the
input signal—the system transmits only one polarity. This
means the introduction of significant quadratic and higher-
order terms. In reality, rectification will not always be abrupt,
i.e., it will not occur at a given break point, but it will be a
smooth transition over some small interval and will—for
certain small inputs—obey linearity. Nevertheless, in VEP
studies rectification can exhibit astonishingly sharp disconti-
nuities, as is shown in figure 31.6.12 In this figure it is demon-
strated that even for modulations as small as 1.25% of the
average light intensity one still obtains a second harmonic
response (although with decreasing relative amplitude).
Because of the selectivity of the responses to sinusoidally
modulated light, as shown in figure 31.3, rectification
expresses itself especially at 5-Hz stimulation; the second
harmonic is then 10Hz, just at the maximum of the
response characteristic. In fact, at stimulation with 10Hz the
response itself is to a high degree sinusoidal. With respect to
rectification, this has been demonstrated in the ganglion cells
of the goldfish.10 It must be noted that distortions caused by
rectifiers and by saturation are usually frequency independ-
ent. This type of distortion is called static, and such nonlin-
ear elements are called static nonlinearities, in contrast to
elements whose parameters would change with frequency,
which exhibit dynamic nonlinearities. Adaptation belongs to
the last category.

A consequence of nonlinearity in general is that the
response to a combination of harmonic functions will

contain new nonharmonic frequencies. For example, if two
frequencies f1 and f2 are presented and there is a quadratic
term in the nonlinearity, the frequencies 2f1, 2f2, f1 + f2, and
f1 - f2 will also appear in the output. In fact such a property
has been used in visual studies to analyze the system, espe-
cially if rectification could be expected.

It is interesting to realize, with regard to the above con-
siderations, that we do not appear to be aware of the inher-
ent logarithmicity of the intensity transformation within our
own visual system. Neither do we notice the distortions of
considerable intensity that usually occur in black-and-white
photographs. In hearing, however, even small nonlinearities
in the chain of sound transformations may be intolerable.
They can add “extraneous” and disturbing frequencies: hi-
fi was not invented for nothing! On the other hand, the visual
system is very sensitive to linear distortion that introduces
phase shifts in an image. Figure 31.7A shows two of the bars
of a medium-contrast square wave grating on an oscillo-
graph screen.13 The white lines at the bottom represent the
screen luminance. As will be described in the following
chapter, the generating signal of the grating can be resolved
into or synthesized from a number of sinusoids, each repre-
senting a certain (harmonic) spatial frequency with specific

F 31.6 Occipital VEPs to sinusoidally modulated light at 4.7
and 9.4Hz. The sinusoidal responses at 9.4Hz are strictly pro-
portional to modulation depth (note the changing amplification
factor). At 4.7Hz sinusoidal second-harmonic responses can be
recorded down to 1.25%, although less than proportionally. (From
Spekreijse H, Van der Tweel LH: Proc Kon Ned Akad van Wetensch
1972; 75:77–105. Used by permission.)
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amplitude and phase. The phase relationship of the com-
posing frequencies determines the exact shape of the
grating. By electronic means it is possible to shift the relative
phases without affecting the amplitudes. As can be seen, the
appearance of the grid changes dramatically by such a pro-
cedure (figure 31.7B).

Again in contrast to the behavior of the visual system,
hearing is very tolerant of phase distortion, in any case for
periodic signals (Helmholtz’s rule). If the two generating
wave forms of figure 31.7 are played into a loudspeaker at,
e.g., 300Hz, A and B sound identical because the same har-
monics are present in the same relative amplitudes.

Fourier analysis

In 1807 Fourier (whose portrait is shown in figure 31.8) sub-
mitted his epoch-making manuscript on heat conduction to

the Institut de France for publication, but it was not until
1822 that his book Théorie Analytique de la Chaleur appeared.9

In this book one of the most fundamental theorems of
physics was developed. According to Fourier’s theory, every
periodic function can be decomposed into or synthesized from
an (in principle) infinite number of harmonic functions. The
lowest frequency is the inverse of the fundamental period,
and all other frequencies are multiples thereof. In addition,
there is a term representing the average level of the func-
tion. The lowest frequency is also called the fundamental or
first harmonic, and all others form the higher harmonics. Their
various amplitudes and phases are such that, when added
together, they reproduce the shape of the original function.

Fourier’s formula for periodic time functions reads as
follows:

(2)

where F(t) is a periodic function with the period T and a0 is a
constant that represents twice the mean of the function, also
conventionally (and sloppily) called the DC-term or, when
light is considered, the average illumination.
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F 31.7 Two cycles of a square wave pattern (A) generated
on a cathode ray tube. B, Drastic phase shifting has been performed
without affecting the amplitudes of the Fourier components. The
generating signals are displayed at the bottom of the patterns.
(From van der Tweel LH: In Spekreijse H, van der Tweel TH (eds).
Spatial Contrast. Amsterdam, Elsevier Science Publishers, 1977,
pp 9–12. Used by permission.)

F 31.8 Portrait of Joseph Fourier, lithograph. (Courtesy of
the Museum Boerhaave, Leyden, The Netherlands.) The text below
reads: “Membre de la Légion d’honneur, etc. Né à Auxerre, le 21
Mars 1768, élu en 1817 et Sécretaire perpétuel pour les sciences
mathématiques en 1822.” Translated: “Member Legion of Honor,
born Auxerre, France, March 21, 1768, elected in 1817 and Per-
manent Secretary for Mathematical Sciences in 1822.”
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The frequency f (in hertz) is the inverse of T in seconds.
If n = 2, 3, 4, etc., one speaks of the second, third, fourth,
etc., harmonic. Often the sine and cosine terms are taken
together:

(3)

where A0 = a0, A2
n = a2

n + b2
n, and tan F = bn/an.

If distance (x) is the variable, then we use P instead of T:
f = 1/P. For spatial periodic phenomena in vision, spatial fre-
quency is given in cycles per degree and period in visual
angle (degree). The terms an and bn can be respectively com-
puted from the equations

(4)

and

(5)

For computational reasons harmonic functions are often dis-
played in complex notation as Cn exp( jnWt), with j being the
square root of -1 and W, 2pf. This is identical with the sin-
cos treatment because exp( jnWt) = cosnWt + j sinnWt.

S P S The scope of Fourier analy-
sis can best be understood by considering the analysis of
simple periodic functions like a square wave. Its components
can be easily calculated (figure 31.9). Note that the funda-
mental has an amplitude (4/p) that exceeds that of the
square wave itself. As the third and a few more of the har-
monics are added, the synthesized shape approaches the
square pattern more and more. There remains, however, a
narrowing overshoot of about 18% that shifts toward the
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steep flanks of the square wave as more and more harmon-
ics are included; this is called Gibbs’ phenomenon.

Another important standard signal is that formed by peri-
odic impulses. Theoretically the impulse (or d-) function is
by no means simple, but for the present purpose, the 
following explanation will suffice. It is supposed that each
impulse is infinitely short and infinitely high. For instance,
electrical current impulses can be given with diminishing
duration dt and increasing strength i in order to keep the
total charge per impulse constant. This total is normalized
to unity, and the mean charge (dc or zero-frequency compo-
nent) becomes then 1/T; light flashes can be treated in 
a similar way. The Fourier spectrum of these repetitive
impulses consists of equally spaced spectral lines of constant
amplitude at frequencies f, 2f, 3f, etc. These are again
impulse functions, but on a frequency axis (figure 31.10A),
the amplitudes are 2/T. Since the average of periodic unit
impulses is by definition 1/T, all sinusoidal components
extend into the negative part of the amplitude axis (figure
31.10B). At present, comparatively simple computer pro-
grams are available that easily perform on-line Fourier
analysis of any signal, periodic or not, so quickly that the
calculations seem instantaneous. Note that the Fourier
analysis of a nonperiodic signal is technically performed as
if the analyzed interval is part of one period of a repetitive
signal! This period should be chosen with due care.

T F I Theoretically, the Fourier series
represents of reproduces a periodic function that continues
forever. In practice this can never be achieved, although a suf-
ficiently long interval may be considered to approach the
ideal situation. For single events or transients, i.e., signals of
the “one-in-a-lifetime” sort, the discrete sum S is substituted
by an integral. Figure 31.11 gives an example to better
understand the meaning of this extrapolation. In figure
31.11, we start with the presentation of a square wave with

F 31.9 The first three harmonics of a square wave and their
sum (dashed line). The amplitude of the fundamental exceeds that

of the square wave. The overshoot does not disappear but becomes
narrower when more frequencies are included.
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its Fourier line spectrum as was treated before in figure 31.9.
Subsequently, one period of this square wave is isolated and
repeated with progressively longer periods. The spectral 
representation for the signals with lengthened periods is 
indicated in figure 31.11. In accordance with the increase in
period T, the fundamental frequency 1/T decreases, which
results in more closely spaced spectral lines.

If this procedure were to be continued (i.e., is extrapo-
lated to an infinitely long interval), the spectral lines would
become infinite in number and therefore approach a con-
tinuum, at which moment they represent the Fourier trans-
form of a single event; the Fourier series (the line spectrum
of equation 3) has become the Fourier integral:

(6)

with W = 2pf and f the frequency. At the same time this forms
the (nonnormalized) envelope of the former line spectra.

Especially revealing is the case of a single impulse. If the
procedure just described is applied to the case of figure
31.10A, extrapolating to a single impulse, the continuous
spectrum that results exhibits a constant amplitude at all fre-
quencies. All composing harmonic functions reach maximal
amplitudes at the moment of the occurrence of the impulse
(see also figure 31.10B). Therefore they are represented by

F t A j td( ) = ◊ ( )
-•

+•
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F 31.10 A, Fourier spectrum of periodic impulses normal-
ized to V ◊ dt = 1. All amplitudes are 2/T; “DC” level, 1/T. Note
that the impulses in the time domain have the dimension volt ◊

seconds and not volt. B, Periodic impulse functions (period T ) as
they are built up from cosine waves of frequencies n/T (“DC” level,
1/T ). The virtual modulation depth of all components is 200%.
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cosine functions at t = 0. Even though their relative ampli-
tudes will be (infinitely) small, they will add significantly at
time zero and nowhere else.

T S In theory, the characteristics of a linear
system can be determined from its response to nearly any
transient signal; the transfer function follows from the ratios
of the amplitudes of each component, which are obtained

by Fourier analysis of the input and output signals. In prac-
tice, impulses and step functions are usually preferred as test
signals. The impulse function is a natural choice because of
its constant amplitude spectrum and well-defined phase
spectrum. All constituting frequencies have an equally large,
although vanishing, small maximum at t = 0 (A cos2pft).
Because of this equal amplitude spectrum the Fourier coef-
ficients of the response directly yield the transfer function.

The response to a unit step function, i.e., the integral of the
impulse function, can also fully define a system. Step func-
tions are typically useful in slow systems because their low-
frequency content is high. Another technique is to directly
determine the frequency response with a close enough series
of sine waves of different frequencies. In vision research
nonlinearities of the saturation type should also be consid-
ered; when one wants to avoid them, either weak incre-
mental or decremental flashes (sudden decreases of a certain
luminance) with long enough pauses may be employed, or
sinusoidal modulation with restricted modulation depth can
be used to probe the frequency range of interest. In princi-
ple, the two methods will be just as time-consuming to arrive
at equally reliable results. If one wants to study nonlineari-
ties, sinusoidal modulation will often be preferable above
strong flashes because distortions of the sinusoidal shape are
easily detected. Moreover, the adaptation state of the eye is
well defined. Which of these techniques is to be preferred
depends upon the question at hand and the system to be
analyzed.

D Notwithstanding the fact that Fourier analysis is
mathematically a straightforward procedure, conceptually it
is by no means simple. As previously mentioned, a variable
quantity (e.g., luminance) that is a function of time or space
can equally well be represented by means of its Fourier
transform as a function of frequency. Although probably
superfluous, it must be stressed that in the frequency domain
“time” or “space” have themselves disappeared as a 
dimension.

An example from acoustics is probably the most reveal-
ing: if we were to perform Fourier analysis on a symphony
of Mozart of, say, 30 minutes, we would obtain a funda-
mental frequency of 1/1800Hz. If the frequencies present
in the music extend to 20kHz, there will be no less than 3.6
¥ 107 lines in the amplitude spectrum and as many points in
the phase spectrum. The original representation of the physical phe-
nomenon is replaced by a set of numbers, and time itself is lost. These
numbers, if used to code corresponding physical generators
(including phase information), would allow one to reproduce
the original phenomenon. (Note: In a recent lecture, Stan
Klein has advanced the idea that a musical score can be con-
sidered a Fourier representation avant la lettre.)

Our auditory system indeed allows a musical person to
extract separate pitches from a complex sound, apparently

F 31.11 A square wave (A) of period T is dissected and pre-
sented with increasing intervals: 2T (B), . . . , infinity (C). D, The
original line spectrum at f = 1/T, 1/3T, . . . etc., is filled up at
increasing periods until the Fourier integral is approached (contin-
uous curve). All spectra are normalized.
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performing some kind of Fourier analysis (Ohm’s acoustical
law). In agreement with this, a sound wave is in general per-
ceived as an entity, and no individual pressure vibrations are
heard. Of course, if a really simple form of Fourier analy-
sis were being performed by the ear, we could only “hear”
the symphony after it has been played, and it would be just
the same whether played forward or backward. In reality, the
ear performs a sort of running frequency analysis with a
sliding time window of approximately 50ms, and in this way
there is both frequency analysis and flow of time.

Theoretically the duality of the frequency and space
domains applies in a similar way to the visual scene as to
sound waves. However, in contrast to the perceived unique-
ness of a sound wave as described above, each and every
element of a grating is always perceived as a distinct entity,
even at levels approaching threshold. Therefore the number
of periods of a grating plays a much less important role in
perception than do the number of oscillations in audition.5

There have been suggestions that for certain visual tasks
such as recognition of blurred faces the visual system would
employ a kind of piecemeal Fourier analysis because this
would be technically advantageous. From the above exposi-
tion it should be evident that the representations in time or
space carry the same information as those in the frequency
domain. Both representations will therefore need the same
amount of computation, although of course the physical
or/and anatomical properties of the brain may confer prac-
tical advantages to one or the other modes.

P C  U F A
In practice, a recorded response will always be restricted to
a certain duration T or, in space, to a certain restricted
region S. In the execution of a Fourier transform, however,
the phenomenon is usually interpreted as periodic in T or S,
as was mentioned before. Therefore the Fourier transform
will not be continuous but display a discrete although dense
spectrum with line distances of 1/T or 1/S. In case of repet-
itive stimulation this is evident: if an ERG or a VEP is pre-
sented for 0.5 seconds, the lowest meaningful frequency will
be 2Hz, and harmonics will also occur in multiples of 2Hz.
Although there are programs that will enable a higher reso-
lution by artificially extending the time interval being 
analyzed, no information is gained by this. If a frequency
spectrum is to be computed from an averaged signal, it makes
no sense to extend the analyzed interval beyond that section
of the recording that can be considered to exceed the noise.
In practice, such a section will be extended to a longer analy-
sis period to obtain a dense enough spectrum.

An important consideration is that periodicity can only be
an idealization in practice. One must realize that in reality
a finite number of periods is always present; time or space
will be the restricting factor. This means in Fourier terms
that the theoretical discrete lines of exact periodicity will

broaden: the spectrum is continuous. In figure 31.12 the
effect on the Fourier spectrum of restricting the number of
periods of a square wave is demonstrated. An important rule
of thumb is that the width of the spectrum df around the
center frequency f multiplied by the number of periods N is
approximately constant, thus

df ◊N = K. (7)

The spectral lines of higher harmonics are subject to the
same absolute widening, i.e., df. This is of special concern for
gratings because even if the number of periods in the optical
stimulus is large, the effective number of periods on the
retina will be different for various spatial frequencies. As a
consequence, the effective bandwidth will be also different
for different frequencies. Another complicating factor is due
to eccentricity effects: along the bars of a centrally presented
grating the effective length will be less for fine gratings than
for coarse ones. The implications of all this are difficult to
oversee and will certainly affect the experiments in different
ways. For a system performing Fourier analysis, discrimina-
tion of periodicity or frequency will be impaired if only one
or a few periods are present due to the broad maxima in the
Fourier transform. This is easily demonstrated in hearing: if
one or a few cycles of a sine wave are presented to the ear,
a transient is heard with very little pitch. However, the fact
that this effect has no equivalent in spatial vision suggests
that vision does not primarily rely on harmonic analysis. We
discuss this question in the next section.

Real signals also deviate from ideal ones in other ways.
For instance, neither strict periodicity nor constant ampli-
tude are really achieved in practice, although in our case
deviations will be mostly negligible. More important is that
in recording VEPs and ERGs people blink, move their eyes,
and shift their attention; therefore even for an ideal stimu-
lus, VEPs will exhibit latency jitter and fluctuations of
amplitude. Attention to this will be paid when discussing
averaging, but here it can be said that in principle fluctua-
tions will also influence the initial Fourier line spectrum of
signals that are in origin periodic.

Although the concept of noise will be treated extensively
later, one aspect deserves attention within this framework:
white noise is defined by its Fourier spectrum as consisting
of a continuum of frequencies with constant amplitude. The
only difference between this noise spectrum and that of the
impulse function is found in their phase spectra. For noise,
phases are distributed at random, instead of being equal
(cosine functions) at a prescribed time, as in the case for an
impulse function. This again demonstrates the importance
of phase, which is of such special significance in the visual
world.

Just as in the real world the width of an impulse function
cannot be reduced infinitely, similarly the frequency spec-
trum of noise will be restricted at the high-frequency end.
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Some aspects of spatial Fourier analysis

L All optical systems, contrary to physiological
ones, are linear in so far as the relative light distribution of
an optical image is independent of intensity. However, it is
a misunderstanding to think that optical systems are linear
in their reproduction of images. For example, if a sinusoidal
grid is imaged through a simple lens, the image may expand
toward the edges and introduce new frequencies in the
Fourier spectrum. Only in well-corrected optical systems do
harmonic functions retain their harmonic character.

T . S There is an essential difference between
space and time phenomena: time has an inherent direction,
whereas space does not. Therefore, smoothing in time is
always accompanied by phase shifts, whereas smoothing in
space will generally be performed without phase distortion.
Actually the minimum-phase rule is a consequence of
causality. So-called phase-free filtering has recently been
developed, but it can only be performed by computer or by

reversing the playback of a tape.19 Because the signal is
processed artificially, the result is not anymore restricted to
the past; it may be looking into the “future,” i.e., causality
can be violated: the “response” can precede the stimulus.
Figure 31.13 gives a schematic explanation of elementary
phase-free low-pass filtering.15 In modern practice filtering is
mostly performed digitally but digitally does not necessarily
imply “phase-free.” In principle time reversal is then an
essential condition and therefore physical laws are no longer
valid. In the figure the signal is filtered twice, once in the
normal direction and once backward. The reversed result of
the latter is then added to the first. One can see that the
result spreads from +• to -•, which makes estimation of
latencies dubious. This in contrast to real-time low-pass fil-
tering when, in principle, the start of a transient can always
be found (in the noiseless case), even if more filtering stages
are present. On the other hand, peak latencies will generally
be much more reliable with phase-free filtering, which is
especially advantageous for high-pass filtering of repetitive
signals.

F 31.12 A, The line spectrum of an infinite square wave. B, Spectrum of two periods of the same. C, Spectrum of one period,
equal to 11 D (Spectra normalized).
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In space the situation is different. Often blurring will be
more or less circular symmetrical; with modern compound
lenses, more complicated defocused patterns may be pro-
duced. Most optical systems can be adequately characterized
by either their point or their line spread function. The line
spread function has much in common with the impulse func-
tion in time. Just as the impulse response of a filter gives the
frequency response, the Fourier transform of the line spread

function directly gives the optical transfer function. The line
spread function is very often symmetrical due to the already
mentioned equivalency of right and left in space. In optical
systems that are not well corrected and also in vision, both
point and line spread functions will depend on eccentricity.
Moreover, in general, line spread functions should be deter-
mined with line elements that are not too long.

A fact that deserves special attention in applying spatial
Fourier techniques is that of the axial alignment of object
and image. This alignment has to be accurate; if not, linear
phase shifts will occur. For instance, a misalignment of 1
degree will give a phase shift of 4 ¥ 360 degrees for spatial
frequencies of 4 cycles per degree (period of 15 minutes)
etc., because distance is translated in phase, including whole
periods.

S F Fourier theory is obviously also valid
in space: any distribution of light can theoretically be
obtained by a composition of spatial harmonic functions.
However, whereas Fourier analysis in time is straightforward,
the two dimensionality of space requires more complicated
techniques and raises its own questions when applied to the
study of the visual system. The most fundamental problem
arises when light distributions are to be expressed in terms
of their Fourier spatial harmonic content; it is due to the
nonexistence of negative light. Consider the case of a 100%
contrast bar pattern (black and white): according to our dis-
cussion in the section “Standard Periodic Signals,” the 
fundamental exceeds in amplitude that of the original light
distribution, which means that this “component” would go
negative!

For an electrical signal there are no such problems because
negative and positive are symmetrical. Neural processes also
permit encoding of negativity, and therefore in principle
Fourier processing of neural signals would be feasible—
assuming that the average can also be properly encoded. On
the other hand, there being no negative light, a given light
distribution cannot in general be synthesized from physical
harmonic gratings.

Fourier analysis of one-dimensional patterns, for instance,
square or triangular grids, is straightforward; the extension
along the elements is in principle infinite, but the resultant
normalized Fourier spectrum will not change if shorter ele-
ments are employed. In experiments with grids, the length
of the grid elements may influence the amplitude of VEPs
or as such the threshold. If we take as an example a square
grid with a contrast of A% and a period (twice the bar width)
of X degrees, this will be represented by the average level
(luminance) and frequencies of (2n + 1) ◊1/X c/degree with
respective amplitudes of 4A/p, 4A/3p, etc. It is interesting
to note that the eccentricity effect will influence the har-
monics differently. As far as the authors know, no systematic
research has been performed on this matter.

F 31.13 Principle of phase-free filtering. A, A (voltage)
impulse function (D-function). B, The circuit—a simple RC
network through which it is passed. C, The resulting output. D
shows a square pulse ( full line), and dashed lines indicate the output
after filtering. In a computer or tape the memory can contain all
values from -t to +t, where t is a large number, so the filter can be
made to act upon the signal not only in “real time” but also in the
future! The mathematical effect of this is shown in E for an impulse
response and in F for a square pulse. The dashed lines in F show
the operation in the “forward” mode, and the dash-and-dotted lines
indicate the reverse operation. The resulting (normalized) output is
shown by the full line. The result may be pretty, and the peaks may
not be “displaced,” but the time of origin of the response is lost.
(From van der Tweel LH, Estévez O, Strackee J: Measurement of
evoked potentials. In Barber C (ed): Evoked Potentials. Lancaster,
England, MTP Press, Ltd, 1980, pp 19–41. Used by permission.)
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Note that, depending on the sharpness of the bars, many
“frequencies” are present in this representation. In this
respect, “bar width” is a simpler characterization of a square
grid than is spatial frequency. “Frequency” can better be
reserved for sinusoidal gratings.

C  F A To understand the
meaning of Fourier analysis of two-dimensional figures,
namely, that of the checkerboards that are so often used in
VEP research, consider in Figure 31.14A, the heavy arrowed
lines.14 The mean luminance along these lines is then half that
of the white squares. Therefore there is no periodicity per-
pendicular to these lines in the sense of Fourier analysis, i.e.,
no spatial frequency of 1/2a (Figure 31.14A). For the tilted
rays of Figure 31.14B, alternate diagonals fall in the black or
in the white fields, and thus the first true Fourier components
are at 45 and 135 degrees. The profile is perpendicular to the
diagonals and is triangular with identical maximum contrast
as that of the checkerboard elements. The period P in this
direction is equal to ; the spatial frequencies belonging to
this triangular profile are therefore the inverse of this and are
subsequently P/3, P/5, etc. The amplitudes will be 8/p2, and
respectively 1/9, 1/25, etc., times this. All the above applies
for both diagonal directions. At the position of Figure 31.14C
the integrated contrast will be zero again. The orientation
selectivity will depend on the number of checks included; for
large numbers orientation selectivity will be very sharp. For
the orientation in figure 31.14D, by the same reasoning a tri-
angular grid will be produced with a contrast of 1/3 and a
spatial frequency . Due to the symmetry of the
checkerboard there are now four identical orientations. Note
that there is no harmonic relation anymore between the main components.
Therefore one can never speak of the fundamental of a checker-
board, and analysis and synthesis is by no means as simple as
for a bar pattern. As in the case of bars, the only unambigu-
ous definition of a checkerboard, and also the simplest, is by
the size of its elements.

R F There is a considerable amount of lit-
erature about receptive fields and their representation in the
frequency domain.4 As long as one accepts linearity, the two
representations are perfectly equivalent. For not too compli-
cated receptive fields, the representation in the frequency
domain is necessarily broad because the lowest frequency
has to fit more or less the field size and, as we have seen, the
Fourier transform of one single period has a very broad rep-
resentation. For receptive fields with straight edges the trans-
form remains rather elementary with equidistant zeros.
Circular fields are much more complicated in this context,
however. For instance, no harmonic relations exist anymore
between zeros or maxima.

It is of course possible to imagine receptive field struc-
tures, including inhibitory zones, that would provide sharper

1 2 10a ◊

a 2

frequency selectivity. A discussion of these problems is
beyond the scope of this chapter, but it should be understood
that the mathematical background necessary to treat the
“receptive field” concept in Fourier terms is much more
complicated than is often appreciated.

Correlation techniques, noise, and power spectrum

A Autocorrelation and cross-correlation
functions are of great help in defining and under-
standing linear (and also certain classes of nonlinear)
systems, as well as in performing system analysis. We shall
treat functions of time as an example, but our discussion 
is equally valid for functions of variables with other 
dimensions.

The definition of the autocorrelation function R(t) of f (t )
is as follows:

(8)

with T going to infinity (figure 31.15).
If f (t ) = Acos(2pft + F), it is easily calculated that

R(t) = A2/2 · cos2pft (9)

(see figure 31.16).
Note that t is a time lag or time difference and must not

be confused with time itself: the autocorrelation function is
not a process in time but a purely mathematical construct.
For t = 0 the autocorrelation function is always maximal
because it is then exactly the integrated square of f(t). R(0)
is conventionally normalized to 1. Another property of this
function is that R(t) = R(-t), that is so say, R(t) is symmetri-
cal around the origin. This symmetry corresponds with the
loss of phase information for harmonic functions. In 
figure 31.16 some examples are given of autocorrelation
functions of common signals.

G N The concept of autocorrelation is espe-
cially useful to define noise. An important case is that of
white noise; this is a signal whose autocorrelation function is
an impulse. Only for the delay t = 0 is there a net value, nor-
malized to 1; everywhere else it approaches 0. This defini-
tion in fact formalizes the inherent unpredictability that
characterizes noise. In practice, the frequency band of the
noise will be always restricted; therefore the autocorrelation
function will be a broadened impulse function, as is exem-
plified in figure 31.16C, where the autocorrelation function
of noise filtered by a one–RC stage, low-pass filter is shown.
The result is a symmetrical exponential.

We shall consider here only the most elementary form of
noise, i.e., noise with an amplitude distribution:

(10)P x s x s( ) = ◊ -( )1 2 22 2exp

R T f t f t dt
T
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F 31.14 The integrated luminance along the elements of
a checkerboard (of 100% contrast, i.e., black and white) in 
some main directions. A, In the horizontal and vertical direc-
tions there is no variation. Therefore there is no component 
with a spatial frequency of 1/2a. B, Diagonally, a triangular 
distribution with the original contrast is obtained. This forms 

the first spatial frequency present: . C, In this direction 
and in its counterpart, again, no net result is obtained. D, Two of
three checks cancel, and the contrast is reduced to 1/3. Four 
equivalent directions exist. (From van der Tweel LH, Estévez 
O, Pijn JPM: Doc Ophthalmol Proc Ser 1983; 37:439–452. Used by
permission.)

1 2 2a ◊
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with P(x), the probability that amplitude x occurs,
obeying a Gaussian distribution function with standard 
deviation s.

If Gaussian “white” noise (i.e., noise with a flat spectrum)
is passed through a linear filter, we obtain “colored” noise.
An important property of Gaussian noise is that its ampli-
tude distribution remains Gaussian after linear filtering,
independent of the filter characteristics.

With correlation techniques it could be proved that often
the alpha rhythm has the characteristics of selectively filtered
Gaussian noise. This is not only of interest theoretically but
also for techniques of signal extraction. Moreover, the ampli-
tude histograms of samples of alpha rhythm often show
close resemblance to a Gaussian distribution.

P The power of an electrical signal is given by the
average of V 2/R. In ERG and VEP, however, the resistances
R are undefined and thus the powers are also unknown.
It is common practice in electrophysiology to ignore R and
to express “power” as amplitude squared of the Fourier
components (in either mV 2or V 2).

An important theorem in this respect is that of Parseval,
which states that the time average of the square of a func-
tion F (t ) with period T equals half the sum of the squared
amplitudes of its Fourier components:

(11)

This result is obtained when we consider the Fourier series
representation of the function F(t) and the orthogonality prop-
erty of harmonic functions, i.e., that only integrals of the
form

(12)

with m = n will contribute to the time average. In this context
orthogonality means that the normalized integrated product
of any two harmonic functions with different frequencies, if
sufficiently long, will equal zero. The only terms that con-
tribute to the autocorrelation are then the squares of the
amplitudes at each frequency (see the previous section).

In the case of nonperiodic signals, e.g., noise or any tran-
sient, the discrete sum at the right side of equation 11
becomes also an integral (similar to what was described in
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F 31.15 Principle of calculating the autocorrelation func-
tion. The signal (A), filtered Gaussian noise, is multiplied with a
copy of itself (B), but shifted with a (discrete) lag tm. C shows the
outcome of the multiplication. The values at all sampling points
are added. The result is point tm of D, where the total function
with m ranging from -• to +• is presented.

F 31.16 A, Autocorrelation functions of A cos (2pft + F).
B, A square wave. C, One-stage low-pass filtered noise with the
time constant tc = RC.
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the section on the Fourier integral). SAn
2 will change into a

continuous function of frequency, i.e., A2(f). This is known
as the “power spectrum” of F(t).

Although we shall not go into detail considering the phys-
ical and mathematical problems regarding the representa-
tion of the (power) spectrum, some remarks may be made:
as was discussed before, the natural restrictions to true perio-
dicity mean that in practice no Fourier spectrum will exhibit
pure spectral lines; therefore the energy or power will always
be distributed over a finite frequency band. As a conse-
quence, the power at an exact frequency will be zero. The
problem is circumvented by taking not power but the power
per infinitesimal frequency range df, “power density.”
Therefore instead of “power spectrum,” the term power
density spectrum is also often used. Since power is additive, the
total power in the frequency domain is obtained by integra-
tion over the frequency range.

The advantage of power density (dimension V2/Hz) as a
measure in the frequency domain, especially if noise is
involved, is found in the well-defined properties of power
such as additivity. However, it must be realized that power
seems to have no specific meaning as a measure of proper-
ties of electrophysiological phenomena; in any case, ERGs
and VEPs are conventionally recorded as an amplitude 
function of time. This is one of the reasons why, if their 
frequency spectrum is wanted, often it is not the power spec-
trum that is given but the amplitude spectrum. In recent
publications the term “amplitude density” is used analo-
gously to power density with the “dimension” . This
may be confusing, however, because “amplitude” is not addi-
tive along the frequency axis. Only Gaussian noise obeys
strict rules; in other cases there will be ambiguity.

C-C  S A An important
step in the analysis of systems can be made by using the
cross-correlation function R (note we use the same symbol R
as above) between the output g and the input f. This func-
tion is defined by the formula

(14)

for T going to infinity. It expresses the relation between two
(time) functions f and g in the same way that the autocorre-
lation function expresses the relation of a function to itself.
If the two functions f and g have nothing in common, the
result will be zero. If they are identical, the cross-correlation
function becomes the autocorrelation function defined
before. A common (hidden) signal embedded in two inde-
pendent sources of noise will emerge in the cross-correlation
function if a long enough sample can be processed.

Cross-correlation is especially effective in identifying
transport delays between two signals: the cross-correlation
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will exhibit a maximum at t = transport delay. If both signals
are subject to noise of different origin, this influences only
the normalized value of the maximum and its statistical sig-
nificance, but not its delay. If, for instance, the EEGs from
the two hemispheres have a cross-correlation function dif-
fering from zero, it can be concluded that either one hemi-
sphere influences the other or both are acting under a
common influence. In the latter case there may be zero delay
(i.e., the cross-correlation function will show a maximum at
t = 0). However, such a maximum should in general be inter-
preted with due caution because in all recordings electrical
cross talk can be expected. Even if the common (parasitic)
signal is at a very low level, a long enough recording period
may eventually produce a significant result at t = 0. Results
with zero delay will have to be specially examined and the
power spectra of the initial signals taken into account. Cross-
correlation functions with a maximum different from t = 0
can in general be considered trustworthy. Note that, as
observed before, the cross-correlation functions of any two
harmonic functions of different frequencies will be zero due
to the orthogonality principle.

An important application of the cross-correlation func-
tion arises when white noise is used as an input. When the
input noise is correlated with the output of the system, the
result is identical to the impulse response, and its Fourier
transform directly yields the transfer function of the system.
The reason is that both the impulse and white noise have
the same flat spectrum. The difference between the impulse
function and white noise is only found in their respective
phase spectra. However, the phase shifts after transmission
through the system are the same for each separate frequency,
whether the input is noise or an impulse, and therefore, the
results will indeed be identical. Usually band-limited noise is
employed with a flat spectrum simulating white noise in the
region of interest. In case of noise-modulated light, the
effective modulation depth (determined by the standard
deviation of the noise signal) is necessarily restricted to about
30%; otherwise noise peaks will (too) often produce pro-
longed black periods (virtual negativity of light).

The transfer function determined by this method is equal
to the product of all transfer functions of the series of linear
processes involved. It is fundamentally impossible to sepa-
rate or to identify, for instance, low-pass and high-pass stages.
This means that, for example, in visual physiology distal and
proximal frequency-dependent processes (filters) as identified
by linear analysis cannot be separated—neither can their
sequence be determined.

The equality of the noise and impulse response functions
is only generally valid in linear systems. Nonetheless, there is
one important class of nonlinearities in which cross-
correlation can be usefully applied: cross-correlating white
noise input with the output of a system with one static non-
linearity (i.e., a nonlinearity that is frequency independent
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like a rectifier) yields the shape of the impulse response of
the totality of the linear processes involved. This is due to the
fundamental property of Gaussian noise, described above,
that its Gaussian character is retained after linear 
filtering. Therefore, the input to the nonlinearity is also 
Gaussian independent of the linear distal filters mostly
present. The only difference with the result in the absence of
static nonlinearity is found in the absolute value of the cross-
correlation function, which depends on the characteristics of
the nonlinearity (Bussgang’s theorem1). Together with other
advanced techniques, this property of Gaussian noise has
been successfully employed in VEP studies to determine the
transfer functions of various stages in the system.11

In contrast, however, to the equivalent use of noise and
impulse functions in linear system analysis, in nonlinear
systems the response to an impulse input, e.g., a flash, will in
general not represent the impulse response of the linear ele-
ments. Already the reversing of the polarity of the impulse
will give rise to different results, which makes interpretation
difficult if not impossible. For instance, if there is an early
nonlinearity like strong saturation, a “positive” unit impulse
will yield a different result from a “negative” one; these dif-
ferences may become crucial when the nonlinearity is inter-
leaved with linear elements.

Averaging

Although Fourier analysis has become very popular in visual
electrophysiology due to the wide availability of simple 
programs and personal computers, averaging can still be
considered the method of choice in recording weak
responses. Averaging is conceptually much simpler than
Fourier analysis and is, in principle, maximally effective in
noise reduction.

T S  A Classic averaging is per-
formed by synchronizing the start of data collection with the
stimulus and measuring (digitally) the response at a number
of consecutive intervals that are then saved into a buffer in
the computer’s memory. The process is repeated, and in con-
secutive stimulus periods the amplitudes of corresponding
samples are added by a computer. The stimulus can be peri-
odic or not, as long as the period of interest is kept in syn-
chrony with the stimulus and does not exceed the shortest
stimulus interval. Averaging is in fact identical to cross-
correlating a signal (ERG or VEP) with a chosen number 
of impulses of unit size. It is a linear method and as such
also subject to treatment by using Fourier theory. (Actually,
periodic averaging is equivalent to a filtering procedure that
only allows frequencies belonging to the fundamental period
and its harmonics to pass through while rejecting all other
frequencies; furthermore, the “filter sharpness” of this
process increases with the number of responses recorded.)

The stimulus in the case of averaging should have a stable
amplitude and, in principle, should also be periodic.
Otherwise, dynamic interactions may be a confounding
factor. Strong adaptation effects have been described by Jef-
freys,6 from which it also follows that for transient stimula-
tion there is a lower limit to the stimulation period.

I  S-N R  A
Averaging originally was based on the assumption that
responses are stable and noise reasonably Gaussian.
From this it follows that the signal-to-noise improvement
(expressed in power) is proportional to the number of
periods added. Because VEPs are characterized by ampli-
tude and shape rather than by power, the rule of thumb is
that noise amplitude is reduced relative to the response by
the square root of n (the number of intervals added).

In relation to the above, there rises an important question:
What is the signal-to-noise ratio? In a strict sense the signal-to-
noise concept makes only sense for two Gaussian processes,
one of which is considered to be the “signal” and the other
the “noise” and the other being the superposition of har-
monic signals and noise. A requirement is then that figures
of signal-to-noise ratio be expressed per frequency band
because at some frequencies the signal may be larger than
the noise and at other frequencies this may be the other way
around. Especially in the case of transient responses, the
signal-to-noise concept can be difficult to apply and can
easily give rise to ambiguities, for instance, when the fre-
quency spectrum of the transient is very different from that
of the noise. Suitable filtering may reduce such problems.

When averaging, both the frequency spectrum of the
noise and the stimulus repetition rate may play an impor-
tant role. Often there is a strong alpha rhythm of, say, 10Hz
with a high selectivity. If the stimulus rate were to be 1, 2,
5, or 10Hz, the effective noise would be relatively amplified
depending on the selectivity of the alpha process and the
sweep period chosen: the lower the rate, the lesser the
enhancing. A signal-to-noise ratio calculated on the basis of
total power would then be highly overestimated, although
the improvement will still go with . When the stimulus
period is chosen such that it just fits an odd multiple of half
a period of the alpha frequency, the recording interval will
fall between alternating polarities of the alpha rhythm.
Because of this, the result will be much improved: the effec-
tive signal-to-noise ratio is increased because the alpha
rhythm will tend to cancel in successive sweeps.11

R F VEPs and ERGs are subject not
only to noise contamination but also to inherent fluctuations.
There is a fundamental difference between the disruptive
effects of additive noise and those due to variability of the
response itself. If, as sometimes has been described, response
and noise interact, then simple rules cannot be given.

n
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Theoretically there are two main types of response irregu-
larities: latency jitter and amplitude fluctuations. Because
their effects are comparatively small in routine measure-
ments, they will only be treated briefly.

Latency jitter of the response or of parts of it will lead to
smoothing during averaging. Actually, time jitter is the most
effective low-pass filter that can be physically realized. Tech-
niques have been described to implement adaptive filtering
that counteracts these smoothing effects.19 If the responses
occur in clusters with different latencies, interesting methods
exist to separate these clusters.8 Analysis of conventional
pattern VEPs in our laboratory by using sophisticated filter-
ing has shown, however, that even near threshold the latency
spread was not more than a few milliseconds. Concerning
amplitude fluctuations, Dagnelie et al.3 have found fluctua-
tions on the order of 25% for a 50% modulated, 20Hz
luminous stimulus. In our own experience with recordings
between 100 and 200 sweeps, reproducibility of pattern
responses is generally very good.

An instrumental artifact is caused by the property that in
certain TV stimulators the stimulus is not synchronized with
the TV frame rate in order to prevent pickup from the mains
or VEPs to TV flicker.18 Since mostly only the central part
of the TV screen is fixated (or as such has a dominant posi-
tion), this will cause jitter of the stimulus on the order of
20ms, equivalent to low-pass filtering using a “square”
unit impulse response of 20-ms duration (in case of 50Hz
mains). Although this is not unequivocally translatable in a
frequency cutoff, it means approximately an attenuation of
3dB at a frequency of 22Hz.

In some cases, one might wish to extract individual
responses. Those interested in suitable techniques, like a pos-
teriori filtering, are referred to the extensive literature covered
and discussed by Lopes da Silva.7

P C  A In our type of
experiments time is often at a premium. Therefore stimulus
period and sweep time should be strictly coupled so that
there are no loose periods in between. This self-evident faci-
lity is often lacking in simple averagers, or no attention has
been paid to it in computer programs. In the case of pattern
reversal responses, it is advisable to record two responses per
sweep. This allows one to check the symmetry of the stim-
ulus while, at the same time, it gives an impression of the
stability of the experimental situation. Early artifact rejec-
tion can also be strongly recommended.

Synchronous amplification

Related to cross-correlation and to Fourier analysis is the
technique of synchronous detection. (Lock-in amplifiers are
a technically different realization of synchronous detection
with the same advantages and disadvantages.) This tech-

nique is especially useful when repetitive stimulation at
higher frequencies is employed: so-called steady-state expe-
riments. The principle of the method is multiplication of the
signal that contains the expected periodic response, with two
harmonic functions of the same frequency and 90 degrees
phase shift, i.e., a sine and a cosine. The outcome is
smoothed (integrated) over a chosen time, e.g., by a resistor-
capacitor (RC) filter, but separately for the sine and cosine.
After this, the square root of the sum of squares is taken and
recorded. For long RC times this approximates performing
Fourier analysis on one frequency only: that of the funda-
mental of the stimulus. In other words, one is computing the
Fourier series’ coefficients a1 and b1, and from these the
amplitude A is computed in real time. Note that any smooth-
ing should be done before squaring a and b. This optimizes
noise reduction. One can also obtain the (tangent of the)
phase by using tgF = b/a, although this is not common 
practice.

In most commercial synchronous amplifiers the 
multiplication is in fact replaced by synchronous rectification
(figure 31.17). In this figure it is supposed that the stimulus
evokes a sinusoidal response that is passed through a syn-
chronized full-wave rectifier. This is equivalent to alternately
multiplying the signal by +1 and -1 during each half-period.
In the top half of the figure, the sign of the multiplier
changes when the sine wave crosses zero, and the sum of the
shaded areas is maximal. When the sign change is delayed
by 90 degrees (lower part), the net result is zero. Other
phases are usually encountered in practice since there is no
telling, a priori, the phase angle (or delay) between stimulus
and response. Then the two channels will both record a
response of which the sizes will depend on that angle. An
estimate of the response amplitude, however, is independent
of the phase. The further procedure is the same as described
above for true multiplication.

An important consequence of using this technique is that
not only will the fundamental component of the response
determine the result, but also odd harmonics will because
the multiplying function itself contains these harmonics.
Therefore, the results of synchronous amplification are only
unambiguous when the response itself is nearly a sine wave,
as is generally the case at high stimulation frequencies. It
should be realized that this type of simple quantification is
at the cost of losing all information about possible compo-
nents in the VEP.

Synchronous techniques are also treacherous at low fre-
quencies when the fundamental is not the main contributor
anymore (see the response at four reversals per second in
figure 31.18); low-frequency cutoff may even be suggested
simply because the period extends beyond the most promi-
nent part of the response; in other words, the contribution
of the fundamental becomes smaller when the frequency is
lowered.



    :   457

Note that synchronous detection is governed by the stim-
ulus interval and that with pattern reversal the reversal rate
is twice that of the luminance modulation of the elements.
Therefore, the detection procedure or the multiplication
must be governed by the second harmonic of the modula-
tion frequency of the two sets of elements. This is the reason
why in the literature the response is often characterized as
“second harmonic.” The term is not only confusing but even
wrong in the case of pure contrast responses because the
response has evidently the same frequency as the true stim-
ulus, i.e., that of the reversal itself. There is only sense in

talking about second harmonics of the modulation fre-
quency if the responses are governed mainly by luminance,
as is the case with large elements or probably in part of the
pattern ERGs.

The advantages of synchronous detection are those of
simplicity and the possibility of continuous recording that
they allow. The signal-to-noise improvement is dependent on
the smoothing time constant and can be arbitrarily large at
the cost of time resolution. This is sometimes expressed as
equivalent bandwidth. For a similar noise reduction the con-
sumption of time for averaging and synchronous amplifi-
cation is comparable. For automatic tracking procedures,
however, synchronous amplification is indeed a very 
appropriate technique.

Conclusion

We remarked in the introduction about the need to recon-
sider concepts such as “threshold.” The point is that, even if
signal-to-noise improvement may proceed comparatively
slowly, the only restriction in improving the sensitivity of a
recording is that imposed by the endurance of the subject.
In practice, it has proved to be possible under favorable con-
ditions to measure VEPs to modulated light at less than 5%
of the psychophysical threshold.12 The reason is that the
computer memory by far exceeds the integration time of
flicker perception and also the electrodes cover a much
larger visual area than contributes to sensation. In such sit-
uations, it will depend on the patience of experimenter and
subject what can be considered a nonrecordable response. It
is clear that an unambiguous statement will be that at a noise
level of x mV no response could be recorded, but this does
not give an indication whether recording for a longer period
would have yielded a VEP or that a “hard” threshold has
indeed been passed, as is common with pattern evoked
potentials. Probably the earliest example demonstrating a
true electrophysiological threshold is the work of Campbell
and Maffei,2 where the objective threshold and the extrapo-
lated electrophysiological one were shown to coincide very
well. It is therefore recommended that the experimental
technique used be stated exactly in order to enable judgment
by the reader.

Whatever techniques are employed, Fourier theory is as
important for the quantification of the responses themselves
as it is for the signal analytical description of the stimulus-
response relation. As was already stated, linear system 
analysis is exhaustive, and there remains only the question
of choosing the most practical solution. Nonlinear system
analysis has no general recipes, but there are groups of
systems, e.g., those with one static nonlinearity that are
accessible to systematic analysis. But also in those cases
Fourier stands central!

F 31.17 Scheme of synchronous detection.
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Introduction

Reverse correlation is a method that is often used to charac-
terize the response properties of neurons and to answer the
simple question “What is the correlation between the
response of a neuron and the stimulus used to elicit a
response?” In any given sensory area within the brain, say,
primary visual cortex, a given neuron will respond only to a
restricted portion of that sensory domain, say, the upper left
quadrant of the visual field. This phenomenon is captured
by the notion of the receptive field, and our example neuron
would be said to have a receptive field in the upper left quad-
rant of the visual field. In addition to spatial localization,
receptive fields also describe the particular stimulus configu-
ration to which the neuron is most responsive. Importantly,
different neurons respond specifically to some stimuli and are
indifferent or respond poorly to other stimuli. A visual
neuron might be responsive to a small black spot on a white
background, a line of a particular orientation, or a specific
color, for example. Moreover, a given neuron may respond
in opposite ways to two different stimuli, with different time
courses. For example, a given cortical color cell might
respond with excitation at a short latency and suppression at
a long latency to one color and suppression at a short latency
and excitation at a long latency to the opponent color. Thus,
receptive fields have spatial and temporal structure. And a
complete description of a receptive field includes both where
in a sensory field a neuron is responsive to stimuli and to what
stimuli the cell responds best. Although we will focus on
visual neurons for this chapter, the concept of receptive field
is useful in all sensory systems; for example, one can investi-
gate the response properties of a neuron in somatosensory
cortex to different kinds of stimuli applied to a specific region
on the skin, the response properties of a neuron in auditory
cortex to different frequencies, and the response properties
of a neuron in olfactory cortex to different odors. In fact,
reverse correlation techniques were originally developed for
characterizing cells in the auditory cortex.1,8

The problem of how to characterize a given neuron’s
receptive field is not trivial; in fact, it took several decades
before neuroscientists appreciated that single retinal ganglion
cells in the cat’s eye respond only to small spots of light in a
specific location of the retina.19 Previously, scientists had
attempted without much success to elicit responses using full-
field illumination, which they naively considered to be the

“best” visual stimulus. We can sympathize. After all, what
good would a visual neuron be if it could not report the dif-
ference between the room lights “on” and the room lights
“off ”? We now appreciate the sophistication of center-
surround receptive fields and that these are a rather elegant
way to encode the maximum amount of information (con-
trast borders) about the visual world with the smallest number
of neurons—even if center-surround neurons do not respond
very well to global illumination changes. In the primary visual
cortex, the characterization of receptive fields was an even
greater challenge. Having just established that retinal gan-
glion cells and cells in the lateral geniculate nucleus prefer
small spots of light, scientists were rather discouraged to find
that these stimuli were largely ineffective at driving cells in the
next stage of visual processing, the primary visual cortex (V-
1). It took an accident of experimental design to discover that
most cells in V-1 actually respond best to oriented lines.15,16

As David Hubel describes it in his Nobel lecture:13

For 3 or 4 hours [of recording from a single V-1 cell] we got
absolutely nowhere. Then gradually we began to elicit some vague
and inconsistent responses by stimulating somewhere in the mid-
periphery of the retina. We were inserting the glass slide with its
black spot into the slot of the ophthalmoscope [used to stimulate
the retina by projecting the spot onto a screen in front of the
animal’s eyes] when suddenly over the audiomointor the cell went
off like a machine gun. After some fussing and fiddling we found
out what was happening. The response had nothing to do with the
black dot. As the glass slide was inserted its edge was casting onto
the retina a faint but sharp shadow, a straight dark line on a light
background. That was what the cell wanted, and it wanted it, more-
over, in just one narrow range of orientations.

The experimental procedure employed by Kuffler and
Hubel and Wiesel in their pioneering studies of the visual
system can be characterized as follows:

Place an electrode into an Flash a Measure the neuron’s
area of the visual system  → stimulus on   → response and decide
and isolate a single cell the retina what stimulus to try next

As more and more different stimuli were tested, it became
clear that cells are rather specialized, responding really 
well to some stimulus features (e.g., lines and edges) and not
very well at all to others (e.g., different colors). Moreover,
a given cell might respond best not just to lines and edges,
but to lines and edges of a specific orientation. In fact,
one might have one’s electrode immediately adjacent to a
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cortical cell and not be able to elicit any response at all from
the cell with a 45° line if the cell’s preferred stimulus is an
80° line. Thus, in trying to fully characterize both the spatial
and temporal response properties of a given neuron, one is
faced with two problems: First, the particular stimuli that
you choose to use will influence your decisions about what
stimuli the cell is responsive to (you might mischaracterize
an orientation-selective cell if you test it only with small
spots), and second, it takes quite a long time to test a 
cell’s response to every stimulus you can think of (as you
would like to, so as not to miss the cell’s actual stimulus 
preferences).

Reverse correlation methods overcome both of these
problems, though they have limitations, which should be
appreciated so as not to misinterpret the results. (We will
discuss these at the end of the chapter.) Moreover, in addi-

tion to providing a full characterization of the spatial and
temporal response properties of single neurons, reverse cor-
relation methods have also proved useful in characterizing
the receptive fields of multiple neurons simultaneously.9 We
will first describe this powerful technique in general terms,
as it is used to study the visual system, and will then use some
specific examples to outline the limitations.

Reverse-correlation methods: The generic case

The stimulus for a reverse correlation sequence is usually
presented on a computer monitor and consists of a random
sequence of images. In figure 32.1, each letter represents a
unique stimulus. The neuron’s action potentials are recorded
continuously during stimulus presentation. These spikes are
shown as tick marks beneath the stimulus sequences (figure

F 32.1 The basic idea of reverse correlation. Top, A
random sequence of stimuli (represented by letters) is used to elicit
a neuron’s response while the neuron’s activity (vertical lines) is con-
tinuously recorded. Middle, Following thousands of stimuli pre-
sentations, one correlates the stimuli that occurred before each
action potential, keeping track of the stimuli that occurred one,
two, three, four, and so on frames before each action potential.

Bottom, One then aligns all of the stimuli sequences that preceded
action potentials to reveal correlations between the stimuli and the
neuron’s response. In this case, the stimulus represented by the
letter “A” occurred with a high probability two stimuli before each
action potential. We could conclude that this neuron responds well
to the stimulus represented by “A,” with a physiological latency of
two stimulus frames.
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32.1, top panel). As with real neurons, there is no correla-
tion between the neuron’s spikes and the stimuli that
occurred at exactly the same time; the spikes coincide with
the letters E, L, M, Y, Z, and P in this example. In real
neurons, this is because there is a visual latency—a finite
amount of time that it takes for the visual stimulus to be
encoded into neural activity and transmitted to the cell from
which you are recording. But after running an extended
sequence of stimuli and collecting the neural activity con-
currently, one can determine the prior probability that a
given stimulus occurred at a given length of time before a
spike. We can look at the stimuli that occurred immediately
before each spike (CKMAYL), the stimuli that occurred two
stimuli before each spike (AAAAAA), and so on (figure 32.1,
middle panel). If one then aligns all the letters that occurred
before a spike, one can begin to see patterns emerge. In our
example case, it is clear that the stimulus “A” occurs with a
very high probability two stimuli before each spike (figure
32.1, bottom panel). Therefore, we would conclude that this
neuron has a visual latency of two stimulus frames and
responds best to the stimulus represented by the letter “A.”
Note that this way of correlating a neuron’s activity with a
stimulus is different from forward correlation in several ways.
First, stimuli are constantly being presented. This means that
the number of stimuli that can be presented in a given
amount of time is much greater with reverse correlation
than with forward correlation. Second, the stimuli are 
presented randomly, which eliminates scientist-introduced
biases. Third, the result is an average stimulus preceding a
spike by a given amount of time as opposed to an average
response following a spike by a given amount of time (although
these are mathematically equivalent because the response is
a discrete element: a spike).

The stimuli, represented in figure 32.1 by letters, can be
anything you like. They can, for example, be used to map
the spatial structure of receptive fields. In this case, each
letter might represent a single frame of a computer monitor
that has been divided (invisibly) into a grid. Each frame
would then have just a few squares in the grid illuminated
and would look like a disorganized checkerboard (e.g., figure
32.2A); different frames would have different randomly
assigned squares illuminated. An important feature of
reverse-correlation mapping is that the configuration of each
frame is random with respect to those preceding and fol-
lowing it; that is, there is no temporal structure. After pre-
senting many of these stimuli (a sequence that looks like
coarse television “snow”), one can then determine which
frames precede action potentials, from which we can deter-
mine which are more likely to have caused excitation. We
can then generate an “average” frame for a given delay by
averaging all the frames that preceded an action potential by
that delay. We can do this for several “reverse-correlation”
delays to generate a “movie” of average stimuli. (An example

is discussed in the next section; see figure 32.2.) This is 
useful because with one major assumption, the resulting
maps can be used to infer the receptive field and to predict
the “optimal” stimulus. These maps are often referred to as
first-order receptive fields or first-order kernels.

The assumption that enables us to use these first-order
kernels to predict the optimal stimulus is that the underlying
neural response is linear. A cell is considered linear if it
responds to two spots presented simultaneously in a way that
is matched by the sum of the cell’s response to the two spots
presented separately. Because the stimuli are presented in
quick succession, it is implied either that the response to a
given stimulus ends before the following stimulus is presented
or that the response to a previous stimulus does not affect
the cell’s response to the subsequent stimulus. As it turns out,
most real neurons are not linear. For most orientation-
selective cells, for example, the sum of the responses to a
series of stimuli, each a single spot that would make up a
line if presented simultaneously, is generally much weaker
than the cell’s response to an actual line. But the response of
the cell to a spot is not negligible, so if the cell is presented
with many such stimuli, the average response can be a fair
approximation of the response to a complete stimulus and
can be used, with caution, to infer the cell’s receptive field.
Because the stimuli that are used in a reverse-correlation
experiment are random with respect to each other, all the
nonlinear interactions average out when an adequately long
stimulus sequence is used. As we will discuss in the section
entitled “Reverse-Correlation Methods: Determining
Second-Order Kernels,” some cells appear to perform a
function that is decidedly nonlinear. For these cells, the
assumption of linearity, along with the first-order kernels
that are extracted from a reverse-correlation experiment,
are poor, even misleading, characterizations of the cells’
receptive fields.

Mapping the spatial structure of simple cell 
receptive fields

Simple cells, first described in primary visual cortex of the
cat by Hubel and Wiesel, respond best to a light bar next to
a dark bar in just one particular location of the visual field
and at only one orientation of bar. Hubel and Wiesel15 dis-
covered this by astute observation of an accident (see quote
above). When cat simple cells were subsequently mapped
with reverse correlation, using single spot stimuli or checker-
boards in which the black or white value at any given posi-
tion is randomly determined, they show an average stimulus
that matches the optimal stimulus;3,18,25,28 the average stimu-
lus appears as oriented white region(s) next to oriented dark
region(s) (figure 32.2A). In figure 32.2A, the first panel in the
top row (beside the example stimulus frame) represents the
average stimulus that coincided, at exactly the same time,
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with the cell’s action potentials. As you can see, there is not
much structure in this panel, which makes sense; the cell’s
activity can correlate with the stimulus only after some visual
latency. This is because the stimulus has to be detected by
the photoreceptors, converted into action potentials by the
retinal ganglion cells, and transmitted through the lateral
geniculate nucleus to the neuron from which we are record-
ing in primary visual cortex (layer 4). All this takes some

time, which we call the visual latency. We can gauge how long
the visual latency is by how far before an action potential the
average stimulus starts to show structure.

The second panel in figure 32.2A shows the average stim-
ulus at a reverse-correlation delay of 44ms. This was the
average preceding stimulus at the optimal delay and can be
interpreted as a probability map. Whiter regions indicate
regions of the stimulus that were more likely to have been

F 32.2 Spatial first-order response maps of simple cells in
primary visual cortex revealed by reverse-correlation techniques. A,
left panel, A single frame of a checkerboard stimulus used to stim-
ulate the anesthetized cat simple cell whose response maps are
shown to the right. Right panels, The average blurred stimulus that
preceded an action potential by 0, 44, 89, and 132ms (adapted
from Reid et al., 1987, with generous permission from R. Clay
Reid). Whiter regions in each response map represent a higher
probability that the preceding stimulus had a white square at that
location; blacker regions represent a higher probability that the
preceding stimulus had a black square at that location. From this
first-order response map, we can infer that this cell responded best
to an almost vertically oriented white next to black next to white
bar, with a visual latency of 44ms. Note that regions that are white

at one delay are black at a later delay (arrowhead). See text for dis-
cussion. B, left panels, Single frames from single contrast stimuli,
used to stimulate the alert monkey simple cell whose response maps
are shown to the right. Right panels, The average blurred stimulus
that preceded an action potential by 0, 13, 25, 38, 50, 63, 75, 88,
100, and 113ms for the white stimulus (top panels) and black stim-
ulus (bottom panels). Whiter regions represent a higher probabil-
ity that the given white or black stimulus preceded an action
potential at the given delay. The response to white is subtracted
from the response to black (bottom panels) to show the spatial
antagonism of the white “ON” subregion and the black “OFF”
subregion. (Adapted from Livingstone MS, Conway BR: Sub-
structure of direction-selective cell receptive fields in macaque V1.
J Neurophysiol 2003; 89:2743–2759.)
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white at a delay of 44ms before a spike; conversely, blacker
regions represent regions of the stimulus that were more
likely to have been black at a delay of 44ms before a spike.
These average stimuli are often referred to as response maps
or stimulus-response functions. Note that the gray value (i.e.,
probability) averaged over an entire response map at any
given delay is the same for each average response map at any
delay, but in the response maps that correspond to the visual
latency of the cell, the probability is distributed non-
randomly. We can follow the structure of the probability at
different reverse-correlation delays, shown in the remaining
panels of figure 32.2A. So we can ask, “How does the
average optimal stimulus compare at different reverse-
correlation delays?” If we take our simple cell as an example
(figure 32.2A), it turns out that regions that are excited at
short delays are suppressed at long delays and regions that
are suppressed at short delays are excited at long delays (see
the arrowhead in figure 32.2A). For some cells, the relation-
ship at different delays is not so simple. This is in fact the
case with the cat cell in figure 32.2A. By inspection, you can
see that white regions are subtly shifted from one reverse-
correlation delay to another: at 44ms, the dominant white
region is centered on the blackened reference square; at 
89ms, it is to the right; and at 132ms, it is farther to the
right. Therefore, we would predict that the optimal stimulus
for this cell is not only an oriented white bar next to a black
bar, but also one that moves location from right to left across
the receptive field. Importantly, the first-order kernels that
are produced for this cell, typical of simple cells, correspond
well with the receptive field properties of the cell; the cell
does in fact respond best to a white bar next to a black bar
and, moreover, one that moves. But many, if not most, visual
cells are not adequately described by first-order kernels alone
(see the section below entitled “Reverse-correlation methods:
Determining second-order kernels”).

Early technical limitations

Reverse-correlation mapping is an elegant way to describe
the spatial and temporal response properties of visual
neurons. But it requires a relatively large amount of data
storage because one needs to have a continuous record of
the stimulus configuration and spike activity. Early attempts
at reverse correlation were hampered by the storage limita-
tion of computers. In a creative solution to this problem,
Sutter30 used photographic film to capture the stimuli that
preceded action potentials. He would expose the same piece
of photographic film to all the stimuli that preceded action
potentials. The experimental details are not available (he
published this as an abstract to the Society for Neuroscience)
but presumably were not optimal because he subsequently
developed m-sequences.31 An m-sequence is a sequence of
numbers derived from a simple formula that is used to define

the luminance value of each square in a checkerboard. The
sequence of stimuli characterized by an m-sequence has no
temporal structure, yet each stimulus can be derived from a
mathematical formula. Although the whole ensemble of
stimulus frames appears as coarse TV snow, a given stimu-
lus frame at a particular time in the sequence can be recon-
structed with the m-sequence formula. Thus, one needn’t
record the stimuli, only the spike history. The cat simple cell
shown in figure 32.2A was mapped with m-sequences.28

Today, computers are powerful enough that storage capac-
ity is no longer a limitation, and most reverse-correlation
studies use randomly generated stimuli, not m-sequences. It
should be reiterated, however, that the stimulus sequences
that are used will affect how well the stimulus response 
functions characterize the cell’s physiological properties. A
tremendous amount of mathematics is involved in deter-
mining what sort of stimuli should be used so as to avoid
acquiring spurious response functions. M-sequences remain
a nice way of doing this. The interested reader is directed
elsewhere for details of this mathematics,24 but it should
suffice to say here that the variables for spatial mapping
include the number of squares illuminated in any given
frame (sparse versus dense) and the way in which each frame
relates to the next. Most important, each frame should be
random compared to the next so that with very long stimu-
lus sequences, there is no pattern relating the stimuli.

Reverse-correlation methods in the alert animal

The earliest studies of the primary visual cortex were done
in alert cats.14 But as you can imagine, it was not easy to
determine where the cat was looking, so it was even harder
to determine the correlation between stimulus and neural
response. This led to the development of recordings in par-
alyzed and anesthetized animals, in which eye position can
be accurately determined. Although these studies provided
valuable insights, one could not rule out the effect of anes-
thetic on the recordings. But with the development of eye-
movement-monitoring systems, one could once again record
in alert animals and determine, after the fact, where the
stimuli were in retinal coordinates, by maintaining a con-
tinuous record of eye position and stimulus position.21 This
could then be coupled with reverse-correlation to enable
high-resolution receptive field maps in the alert animal. In
these experiments, monkeys are trained to fixate on a small
dot presented on a computer monitor. Having the monkeys
perform this task eliminates large saccadic eye movements
but does not reduce constantly occurring smaller eye move-
ments. The monkeys’ eyes are monitored by using an eye coil
placed inside a magnetic field coil: An insulated wire loop is
sutured to the sclera around the eye, and the ends of the
loop are mounted to a connector attached to the monkeys’
skull, which allows one to monitor the current through the
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wire. The monkey’s head is placed inside a magnetic field
coil so that a current is induced in the monkey’s eye coil
every time the monkey moves its eyes. The magnetic flux
through the eye coil, and the induced current, changes pro-
portionally with the monkey’s eye movements; the system
can be calibrated so that by monitoring the current through
the coil, one has a remarkably precise measure of eye 
position.

The details of reverse-correlation mapping using this alert
animal preparation are similar to those used in the anes-
thetized cat except that one accounts for eye position by sub-
tracting it from the stimulus position for any given frame.
The resulting maps for a simple cell recorded in monkey
primary visual cortex are shown in figure 32.2B.20 For this
particular case, only a single square was illuminated in any
given frame, and this square was not constrained to a stim-
ulus grid, as in the m-sequence mapping. The stimuli were
either white on a gray background (figure 32.2B, top panel)
or black on a gray background (figure 32.2B, middle panel).
Thus, unlike m-sequence maps, which use a checkerboard,
responses to white and black spots are mapped with sepa-
rate stimulus runs. The response maps for both black and
white spots are shown according to the same grayscale,
where whiter regions indicate a higher probability. So white
in the black maps shows the part of the receptive field that
was excited by black at that delay. Note that at the optimal
reverse-correlation delay (the fifth panel from the left), the
probability that a white stimulus preceded an action poten-
tial is roughly the inverse of the probability that a black 
stimulus preceded an action potential (compare the boxed
regions in figure 32.2B). Thus, the cell was “push-pull”11: It
was excited by white and suppressed by black in one part of
the receptive field and was suppressed by black and excited
by white in an adjacent part of the receptive field. This can
be summarized by subtracting the black response functions
from the white response functions (figure 32.2B, bottom
row). The size of the stimulus frame was much smaller in
the maps of the monkey cell because the monkey cell recep-
tive fields are considerably smaller than those of cells in the
cat. The scale bar is the same for both cells, and both cells
were recorded at roughly the same eccentricity (within 5
degrees of the fovea/area centralis). Despite the difference
in scale, however, the monkey simple cell shows many of the
same features of the cat simple cell: White regions at early
reverse-correlation delays are replaced by dark regions 
at late reverse-correlation delays, and this transition is
gradual—the black region of the monkey cell gradually
shifts to positions more rightward at longer reverse-
correlation delays, so one would predict that the cell would
respond best to a black bar moving right to left.

Because for some cells, the peak response in the response
maps shifts over different reverse-correlation delays (e.g.,
figures 32.2A and 32.2B), it is sometimes useful to generate

space-time maps that display the spatial shift over time in
one figure (figure 32.3). To generate the space-time maps
shown in figure 32.3, a monkey simple cell was stimulated
with optimally oriented black and white bars, presented on
a gray background; the bars were moved along a stimulus
range, along one spatial dimension (x-axis), through the
center of the receptive field. The probability that a given
stimulus preceded a spike at a given delay (y-axis) is shown
according to a grayscale: Whiter regions indicate a higher
probability. You can see that this cell had not only spatial
structure (the probabilities for the white and black maps are
complementary), but also temporal structure (the spatial dis-
tribution of the probabilities for each map shift as reverse-
correlation delay is changed), suggesting this cell’s optimal
stimulus was not just a bar but one that moved over time.
This cell and the ones shown in figure 32.2 were in fact direc-
tionally selective, though as we will see in the next section,
first-order maps give only a weak account of directionally-
selective cells’ receptive fields, especially those of complex
direction-selective cells (see figure 32.4).

F 32.3 First-order space-time maps for a direction-selective
simple cell in monkey primary visual cortex. The probability that
an optimally oriented black bar (left map) or a white bar (right map)
preceded an action potential is given according to a grayscale map
on which whiter regions indicate a higher probability. This cell
showed a complementary pattern of probabilities for white and
black maps, indicating that the cell is “simple”; however, the
response probabilities shift over time. Maps like these are often
called “slanted” space-time maps and reflect the direction prefer-
ence of the cell. The slant in this map is from upper left to lower
right. (In the black map, it is evident as a diagonal white blob of
increased probability, and in the white map, it is evident as a black
region that moves diagonally between two temporally offset white
blobs.) The horizontal striations throughout the maps reflect the
cell’s average, uncorrelated response to the continuously presented
stimuli. (Adapted from Livingstone MS, Conway BR: Substructure
of direction-selective cell receptive fields in macaque V1. J Neuro-
physiol 2003; 89:2743–2759.)
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F 32.4 Spatial second-order response maps for a complex,
direction-selective cell in monkey visual cortex. A, Direction tuning
curve. This cell preferred bars of almost horizontal orientation
moving down and slightly to the right. B, First-order response maps
to white spots (left) and black spots (right) at the optimal reverse-
correlation delay, reflecting the cell’s receptive field (r.f.). The hor-
izontal and vertical axes are in degrees of visual angle, centered on
the stimulus range, which was centered on the receptive field. Note
that these maps show very little spatial structure and reveal little
about the receptive field of the neuron, unlike the first-order maps
of the simple cells shown in figure 36.2. C, Second-order response
map (Wiener-like kernel). This is derived from the individual maps
shown in (D). D, Responses to pairs of spots were extracted from
the same spike train used to generate the first-order receptive field
maps (A); this involved a long reverse-correlation experiment in
which a single white and a single black spot were presented in every
stimulus frame, with a random spatial relationship to each other.
From this stimulus, four sequences of spots could be extracted:
white preceding white, black preceding black, black preceding
white, and white preceding black. The maps show the responses to
such sequential pairs of spots presented anywhere in the receptive
field; one spot was defined as the reference spot, and the other spot
as the preceding spot. The reference spot’s position, though it could

have been anywhere in the receptive field, is normalized to the
center. The gray values throughout the map indicate the response
of the cell when the preceding spot occupied that location. These
maps reflect the direction preference of the cell. For example, this
cell was suppressed by preceding white spots located below and to
the right of reference white spots (black region in the leftmost
panel) and excited by preceding white spots located above and to
the left of reference white spot (white region in the leftmost panel).
Sequential black spots show a similar pattern of second-order inter-
actions (second panel from the left). Interestingly, sequential spots
that invert contrast (last two panels) show an inverted pattern of
second-order interactions. This pattern of interactions shows 
that the cell prefers inverting-contrast sequences if the sequences
progress in the direction opposite to the cell’s actual direction pref-
erence. This is the neural correlate of the visual illusion called
reverse-phi motion: a stimulus that is made to change contrast in
mid movement appears to move in the opposite direction to the
physical progression of the stimulus. This shows that the funda-
mental stage of motion processing is contrast-sign specific. Note
that these second-order maps are much more informative than the
first-order maps. (Adapted from Livingstone MS, Conway BR:
Substructure of direction-selective cell receptive fields in macaque
V1. J Neurophysiol 2003; 89:2743–2759.)
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Reverse-correlation methods: Determining 
second-order kernels

The technique discussed so far is used to describe the
average optimal single frame at any given reverse-correlation
delay preceding an action potential. The average optimal
stimuli are sometimes referred to as first-order kernels. These
first-order kernels show the amount of the cell’s response
that is linear and are useful in characterizing the receptive
fields of simple cells whose responses are largely linear. But
as we discussed in a previous section (“Reverse-correlation
methods: The generic case”), most visual cells are not 
linear; that is, their responses to two spots presented simul-
taneously or in sequence cannot be adequately predicted by
summing the responses to the two stimuli presented inde-
pendently.2,26 This is epitomized by the so-called complex
cells in the cat’s primary visual cortex. A complex cell
responds preferentially to a bar of a given orientation, but
unlike simple cells, for which the bar needs to be situated in
a specific portion of the receptive field, a complex cell will
respond to the bar if it is placed anywhere within the recep-
tive field.15 Moreover, complex cells do not respond well to
spots; they require a bar to give a good response. Thus,
mapping a complex cell with a sequence of spots will not
provide an enlightening first-order map (see figure 32.4B).
In fact, for most visual neurons, some fraction of the
neurons’ response depends on the particular sequence or
configuration of frames.27 We can ignore this when we gen-
erate a first-order kernel because the sequence of stimulus
frames is random—it has no temporal structure. But how
then do we adequately study cells that fire well only when a
black spot is preceded by a white spot, cells that fire only to
a sequence of spots moving through visual space (direction-
ally selective cells), or cells that fire only to two adjacent spots
presented simultaneously (complex cells). Such nonlinear
cells exist, and the nonlinearities that they encode are cer-
tainly important for processing visual information. We would
not want to prevent ourselves from studying such cells by
looking only at linear properties.

Fortunately, one can use reverse correlation to examine
both first-order interactions and second-order interactions.
In the schematic shown in figure 32.1, the letters would then
represent sequences of frames, not just single frames (if one
were interested in mapping sequential interactions), or each
letter would represent a pair of spots (if one were interested
in mapping simultaneous interactions). Of course, to use the
same stimulus run to map the first-order interactions, one
still has to make sure that there is no overall temporal struc-
ture to the stimulus and that the spatial location of each spot
in any given frame is random and independent of the other
spot in that frame if pairs of spots are used.

How then, you might ask, can we examine second-order
interactions using a stimulus sequence that has no overall tem-

poral or spatial structure? The answer is that the sequence of
stimuli used is enormous: it contains every possible combina-
tion of spatial and temporal structures, many times over, but
no overall spatial or temporal structure. Using our analogy of
the letters of the alphabet to represent the stimulus sequence,
it is as if all 26 letters are presented, in a random sequence,
so many times over that every letter is, at some point in the
sequence, preceded and followed by every other letter but no
subsequence of letters predominates. The challenge, then, is
to extract from the responses to this huge stimulus sequence
those responses to all spatial and temporal combinations.

Theoretically, this has been solved by Wiener34 and 
Marmarelis and Marmarelis,24 who stipulated not only the
appropriate stimulus sequence that should be used (Gauss-
ian white noise, much like television “snow”), but also a very
powerful analysis that extracts the first-order and second-
order kernels. (It actually can extract the third-order, fourth-
order, fifth-order, and so on kernels too.) Wiener’s method is
analogous to the cross-correlation method shown in figure
32.1. Wiener’s analysis also tells you how much of the cell’s
response is accounted for by each kernel. Simple cells, for
example, would have a lot of their response accounted for
by first-order kernels (figure 32.2), while complex cells would
have more of their response accounted for by second- or
third-order kernels (figure 32.4). The method described by
Wiener and Marmarelis and Marmarelis is potentially
extremely powerful because it allows one to fully character-
ize the receptive field of a neuron without prior hand
mapping. (Hand mapping is the crude form of forward 
correlation that Kuffler and Hubel and Wiesel used to 
determine receptive field location, orientation and/or 
direction-preference.) One needn’t, for example, just acquire
the first-order kernel as a means of quantifying a simple cell;
rather, one can use the technique to demonstrate that a given
cell is in fact simple by showing that the majority of the vari-
ance of its response is accounted for by the first-order map.
Unfortunately, the white noise stimuli prescribed by this rig-
orous approach would require an almost infinite amount of
time to execute, which is practically not feasible and further
confounded by the fact that visual cells adapt rather quickly
to white noise. Simpler stimuli, such as the checkerboards 
or spots that were used to map the cells in figure 32.4,
have proven more useful. Such stimuli yield “Wiener-like”
kernels,10 which have proven enlightening in understanding
the mechanism underlying direction selectivity, in which the
neuron’s job is to compute the spatial configuration of the
stimulus across time (figure 32.4).6,20 One can see just on
cursory inspection that the second-order Wiener-like kernels
for a complex direction-selective cell have much more struc-
ture than the first-order kernels (compare figures 32.4B and
32.4C). Modifications of the technique have also been very
useful in determining the substructure of complex cell 
receptive fields.26,32
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Mapping multiple stimulus dimensions:
Orientation and color

Reverse-correlation techniques have also been used to inves-
tigate the mechanisms of orientation selectivity29 (figure
32.5), color selectivity (figure 32.6),4,5,7 and depth selectiv-
ity.12,23,33 In these cases, the letters in the schematic in figure
32.1 represent bars or sine-wave grating stimuli of different
orientations; different colors, either equiluminant (i.e.,
roughly the same value if reproduced in grayscale) or cone
isolating (i.e., selectively changing the activity of a single
cone while maintaining constant activity of the remaining
two cone classes); or bars presented independently to the two
eyes.

When orientation is tested with reverse correlation, the
response maps show that cells in layer 4B have an orienta-
tion preference,29 a nice confirmation of the results obtained
with forward correlation.16 The peak response of these first-
order kernels occurs around a reverse-correlation delay of
53ms (figure 32.5). Conversely, when the cone inputs to color
cells are examined with reverse-correlation, the spatial first-
order response maps at the optimal reverse-correlation delay
show that the cells are both spatially and chromatically, or
“double,” opponent.4 In these maps, high probability of cell
firing is represented by whiter regions. For each cone class,
the response profile shows that the cell is suppressed by
stimuli in one location and excited by the same stimuli in a
different location, while a comparison of the cone maps
shows that in any given location the cell is excited by one
cone class (L) and suppressed by the opponent cone classes

F 32.5 Dynamics of orientation tuning in monkey primary
visual cortex using a reverse-correlation technique in which the
stimuli are gratings of different orientations. Responses to each 
orientation (horizontal axis, 0°, 90°, 180°) are shown at various
reverse-correlation delays. The cell’s optimal orientation is ~135°
at an optimal reverse-correlation delay of 47ms. Note the rebound
suppression to this optimal orientation at longer reverse-correlation
delays. (Adapted from Ringach DL, Hawken MJ, Shapley RM:
Dynamics of orientation tuning in macaque primary visual cortex.
Nature 1997; 387:281–284.)

F 32.6 Spatial structure of the first-order response maps, at
the optimal reverse-correlation delay, of a cone-opponent cell in
monkey visual cortex using reverse-correlation and cone-isolating
stimuli. These maps show that the cell’s receptive field is both spa-
tially and chromatically opponent. Whiter regions indicate a higher
probability that the given stimulus preceded an action potential;

blacker regions indicate a lower probability. The maps predict that
the optimal stimulus for this cell is a red spot surrounded by a green
annulus. Such cells likely underlie spatial color contrast. (Adapted
from Conway BR: Spatial structure of cone inputs to color cells 
in alert macaque primary visual cortex [V-1]. J Neurosci 2001;
21:2768–2783.)
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(M + S). Such “double-opponent cells” are found in the
cytochrome oxidase blobs22 in layers both above and below
layer 4 in the monkey. As with the simple cell receptive fields
that showed opposite responses to opposite contrast spots at
different reverse-correlation delays, oriented cells and color
cells are suppressed at long reverse-correlation delays by
stimuli that cause excitation at optimal reverse-correlation
delays. This phenomenon is loosely described as rebound.

Potential pitfalls of reverse correlation

One must be careful in interpreting the results of a reverse-
correlation experiment. One potential pitfall of spatial maps
involves the interpretation of regions in a stimulus-response
function that correspond to the absence of a spot—the dark
regions in the response function for the monkey color cell,
for example. These regions show that the average optimal
stimulus X ms before the cell’s spikes did not contain a spot
at that location. This is often interpreted as “spots at these
locations cause suppression of cell firing,” which is some-
times misstated as “spots at these locations cause inhibition
of cell firing.” The potential difficulty in interpretation arises
because the dark regions might simply represent the cell’s
complete disinterest in the stimulus—neither excitation nor
suppression. If one stimulated a cell in the visual system with
auditory stimuli, it would be unlikely to show any correlated
response or any response at all. This does not mean that the
auditory stimuli cause suppression. So how does one deter-
mine whether a region is actually suppressed by a given stim-
ulus, on the basis of the reverse-correlation response profile?
For the maps shown in figure 32.6, one can compare the
response probability in a region under question to the
response probability that one knows is well outside the recep-
tive field, where stimuli do not correlate with the cell’s activ-
ity. Thus, we can see that the dark regions in figure 32.6 that
form an annulus in the “L” map and the center of the
annulus in the “M” and “S” map do correlate with a much
lower probability of firing than the average probability
outside the receptive field. Therefore, we can safely conclude
that these stimuli, when located in particular configurations
corresponding to the black regions, cause suppression of
firing. But we have to be even more careful. We still do not
know whether the suppression is attributed to an inhibition
of the cell from which we are recording. It may be inhibi-
tion of a cell in the retina or lateral geniculate nucleus.
Therefore, even though these regions represent significant
suppression of firing, because we cannot record a firing rate
of less than zero spikes per second, we cannot attribute this
suppression to the mechanism “inhibition.” To establish this,
we would have to record from the cell intracellularly.11

Similarly, what does one make of the reduced firing of a
cell to nonoptimal orientated stimuli at the optimal reverse-
correlation delay (compare the response to 180° at the

reverse-correlation delay of 35ms with response at 53ms;
see figure 32.5)? Can we conclude that these nonoptimal
stimuli inhibit the cell because the response probability is
lower at the optimal reverse-correlation delay? Just as in the
spatial maps in which the probability averaged across a given
response map at any given delay is the same regardless of
the delay (i.e., the average grayscale is the same for all panels
in figure 32.6), the average response for all orientations 
at any given delay will be the same. Thus, at reverse-
correlation delays that are shorter than the visual latency, the
response for any given orientation will be roughly equal to
the response for any other orientation; any orientation could
have coincided with an action potential because there is no
correlation between the action potential and the randomly
presented stimulus. But as one approaches the cell’s visual
latency, the probability distribution shifts, revealing the cell’s
optimal orientation. This necessarily means that the proba-
bility at nonoptimal orientations will go down and does not
mean that the cell is inhibited, or even suppressed, by these
nonoptimal orientations. But the temporal evolution of the
response profile shows not only that the cell is suppressed by
optimal stimuli at long reverse-correlation delays (a rebound
at 71ms; see figure 32.5), but also that it is suppressed by
nonoptimal stimuli at long delays. This is shown as the so-
called Mexican hat response profile at a reverse-correlation
delay of 59ms. This might be evidence that inhibition of a
cortical origin, which has a longer visual latency than the
feedforward excitation that establishes orientation selectivity,
sharpens orientation selectivity.

Finally, one must be careful not to use reverse correlation
to blindly assign function to neurons in the visual system.
One could imagine, for example, measuring the orientation-
tuning response of a strongly cone-opponent cell and achiev-
ing some weak orientation bias. This need not mean that the
cell is using the orientation bias to encode information about
the visual scene. Thus, one is left with a compromise between
two experimental approaches. On the one hand, there are
advantages and disadvantages to studies that examine all
neurons with the same battery of stimuli (e.g., cone-
isolating, orientation, spatial luminance, moving). These
studies can produce nice population results that can be used
to categorize cells.17 But these sorts of studies are cumber-
some because one usually is not able to maintain recording
from a single cell long enough to allow one to measure the
responses to all the stimuli. Moreover, for any given stimu-
lus parameter (say, orientation), one usually has to use a less
than optimal stimulus for any given cell (say, nonoptimal
spatial frequency) to allow one to use the same stimulus (dif-
ferently oriented bars of a fixed spatial frequency) to test
every cell. On the other hand, there are advantages and dis-
advantages to screening cells with hand-mapping before
testing with reverse correlation. The major disadvantage is
that one cannot make very secure conclusions about how a



  :    471

given aspect of the visual world (say, color) is processed by a
population of cells. But screening does permit one to reach
more accurate and in-depth conclusions about how a given
visual attribute is processed.4 Fortunately, different investiga-
tors have their biases, so both kinds of studies continue to
be done.

Conclusion

In summary, reverse correlation is a powerful tool that has
provided insight into the mechanisms of visual processing by
permitting a thorough characterization of the spatial and
temporal properties of the receptive fields of cells in the
early visual system along multiple stimulus dimensions,
including spatial structure, luminance, orientation, direction,
and color. Undoubtedly, reverse correlation will assist us as
we begin to study more closely the transformations of this
information in higher visual areas.

 We gratefully acknowledge Chris Pack and Tom
Davidson for useful comments on the manuscript.
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T   stimulus intensity to ERG response 
has been widely studied in healthy and diseased
retinas.9–11,13–15,23,24,34,61,66,67 The ERG stimulus-response func-
tions summarize the graded responses of the distal retinal
cells to a range of flash intensities. Stimulus-response (S-R)
functions for the amplitudes and implicit times of the several
components of the intact ERG waveform in human 
and animal subjects have been described and provide a foun-
dation on which the interpretation of cellular processes is
built. This chapter will focus on scotopic b-wave functions.
Other chapters are devoted to derivation of the photore-
ceptor response from the a-wave (chapter 35) and postre-
ceptoral components such as the oscillatory potentials
(chapter 43).

The hyperbolic function

V/Vmax = I n/(I n + sn) (1)

reasonably well describes2,3,23,44,61 the relationship of the sco-
topic b-wave potential, V, to stimulus intensity, I. The value
of I that produces a half-maximum (semisaturated) response
is s. Thus, 1/s is an index of sensitivity. The exponent in
equation (1) indicates the slope of the function at s.

As is shown in figure 33.1, the two parameters logs and
Vmax provide a compact representation of a large number of
b-wave responses (figure 33.1A). On a log-log plot of the 
S-R function, response voltage increases linearly as low-
intensity lights are incremented and then, as I is increased
further, approaches a maximum (figure 33.1B). The im-
plicit time of the response decreases with increasing in-
tensity (figure 33.1C). If n is 1, as usually is the
case,3,5,6,18,19,25,26,38,44,46,69 the linear range covers about 1.8
decadic log units of stimulus intensity.59 With progression to
higher flash intensities at which the a-wave is present, a
second limb of the S-R function becomes apparent.51

The complete b-wave function (figure 33.1B) is not 
monotonic. The fit of equation (1) does not include the
second limb.16,23,51,61 For normal adults, the reported
values3,4,6,16,23,44,52,58 of logs range from 0 to -0.5 log scotopic
troland seconds with standard deviations less than 0.2 log
unit. Normal adult values of Vmax range from 281mV to 
521mV with a standard deviations of less than 
100mV.3,4,6,16,23,44,52,58

In the first reports that equation (1) summarizes the
voltage of the response of distal retinal cells to a range of
stimulus light intensities, Naka and Rushton47,48 noted that
the mathematical function also represents a logistic growth
curve64 such as describes the growth of the U.S. population
between 1790 and 1940. Perhaps more relevant to changes
in potential across the membranes of retinal cells are models
of enzyme45 or adsorption42 kinetics that may be cast as a
hyperbolic function and summarized by equation (1). Exam-
ples of physical events fulfilling the prediction of this 
mathematical model are enzyme and adsorption kinetics.42,45

As substrate is added, enzyme velocities increase linearly
until enzyme sites approach saturation and velocities
approach a maximum.42 Adsorption of particles on a surface
proceeds linearly until sites become occupied, and then, no
matter how many more particles are made available, the rate
of adsorption reaches a never-to-be-exceeded rate.42

Since the first mathematical summary of ERG S-R 
functions,26 a good deal more has been learned about the 
S-R functions of the photoreceptors and the postreceptoral
cells and the origins of the components of the ERG 
(chapter 12). No single class of cells accounts entirely for the
behavior of b-wave S-R functions.53,57 The current under-
standing is that the scotopic b-wave S-R function represents
the observed relationship of the mass activity of
ON-bipolar cells with lesser contributions from other
second- and third-order neurons.1,29,30,49,50,65,68,70

To obtain S-R curves such as those shown in figure 33.1,
stimulus intensities sufficiently low to establish the linear
portion of the curve and sufficiently high to establish satu-
ration are needed. In practice, a several log unit range of
stimuli, incremented in 0.2–0.5 log unit steps, are used to
obtain data sets from which the parameters of equation (1)
can be determined. Curve-fitting programs minimize the
root mean square deviation of the observed responses from
equation (1). Larger step sizes and fewer experimental points
may reduce the precision with which the parameters of
equation (1) can be determined.

Procedural and technical explanations are usually offered
for the scotopic b-wave S-R functions that are not well
described by equation (1). The most straightforward and
common explanations are that the stimuli are not well
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placed. For instance, definition of the lower end of the func-
tion depends on sufficient stimulation with low intensities.
In the normal adult eye, stimuli producing approximately 
-1 to -2 log scotopic troland seconds retinal illuminance
evoke small b-waves. At very low intensities, producing
approximately -3 log scotopic troland seconds retinal illu-
minance, the small (£20mV) scotopic threshold response
(STR) is evoked from the thoroughly dark-adapted eye.17,57,63

Besides being evoked by lower-intensity stimuli, the STR is
a corneal-negative potential and has longer implicit times,
typically in the range of 100–180ms. Insufficient intensity
and large step size would leave the upper portion of the
curve, including the second limb (figure 33.1B), incompletely
defined. The lack of demonstrable saturation at higher
intensities may be due to several factors that are not neces-
sarily mutually exclusive. These include the failure to limit
responses to those mediated by one class of photoreceptors
and, especially at higher stimulus intensities, repetition rates
that suppress amplitudes of subsequent responses. The sco-

topic b-wave S-R functions in normal subjects are similar,
whether the cone contribution is subtracted or not. However,
the cone contribution may have a significant effect on the b-
wave S-R functions recorded from dark-adapted patients
with retinal disease.52,60

Responses to test lights that uniformly stimulate as much
of the retina as possible39,40 are more readily interpreted than
those elicited by smaller, nonuniform fields. International
Society for Clinical Electrophysiology of Vision (ISCEV)
standards recommend full-field stimulation.43 An integrating
sphere or a flash lamp and diffuser at close range are used.
It is recognized that the integrating sphere does not provide
perfectly uniform intensity of stimulation over the entire
retinal surface.39,40 Full-field and less than full-field stimuli
yield nearly identical S-R functions in normal subjects.21

However, valid comparisons of responses from normal and
diseased retina are best based on responses to full-field stim-
ulation. Disease may reduce the area of functional retina
and alter the parameters of the S-R function.12,37,62

F 33.1 The scotopic stimulus-response (S-R) functions. A,
Sample ERG records from a normal subject. The amplitude of the
b-wave response increases with increasing stimulus intensity. At 
the higher intensities, a-waves are also seen. The troland values of
the stimuli are indicated to the left of every other trace. B, The
amplitudes of the a- and b-wave responses in panel A are shown
as a function of stimulus intensity on a log-log plot. The arrow indi-

cates logs, the flash intensity that elicits a half-maximum b-wave
amplitude. The smooth curve represents equation (1) (see the text)
with n = 1 fit to the monotonic portion of the S-R function. The
upper limb is ignored in the curve fit. The dashed lines are an
oblique with a slope of 1.0 and a horizontal at Vmax. The dashed
lines intersect at log s. C, The implicit times of the a- and b-waves
are plotted as a function of log stimulus intensity.
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In retinal degenerative disorders or in early infancy, the
range of response amplitudes between the noise level and
saturation is attenuated. To improve signal-to-noise ratio,
signal averaging becomes necessary if interpretable S-R data
are to be obtained. Maintenance of a constant state of
retinal adaptation is critical. Care must be taken that
repeated stimulations do not themselves attenuate the
response. The on-line observation of the trough-to-peak
amplitudes of successive b-waves is often used to make this
determination. At high stimulus intensities, 60-s or longer
intervals may be necessary.

In an analysis reminiscent of that of Granit,27,28 the ERG
waveform is considered to be the sum of the photoreceptor
and postreceptoral retinal responses.33,35 Contemporary
analyses digitally subtract the rod photoreceptor response,
which is derived mathematically from the a-wave and 
called P3,34,41,54 from the intact ERG waveform to obtain P2

(figure 33.2A). P2 is thought to represent mainly the 
ON-bipolar cell response but also activity in other 
second- and third-order retinal neurons.1,29,30,33,35,50,55,56,65,68

The isolated P2 component (figure 33.2B) may be a clearer
representation of the postreceptoral activity than is the 
b-wave.15 In a mathematical analysis similar to that using
equation (1) for the b-wave, the P2 S-R function (figure
33.2C) is fit with

P2/P2max = I/(I + KP 2)

where P2max is the saturated amplitude and KP2 is the semi-
saturation constant. The ON-bipolar cells have their own G-
protein cascade. To evaluate the kinetics of the G-protein
cascade,55 the latency at which P2 reaches 50mV is noted
(figure 33.2D). In the normal retina, this latency, plotted as
a function of stimulus intensity on log-log coordinates, is a
linear function with slope approximately -0.2. Departures

F 33.2 Derivation of the postreceptoral response, P2. A, P2

is derived by subtraction of the rod photoresponse (labeled P3) from
the intact ERG waveform. B, The family of P2 waves in a normal
subject is shown. A horizontal line marks the 50-mV level. C, The
points show the amplitude of P2 (waves displayed in B) as a func-
tion of stimulus intensity on a log-log plot. The smooth curve is the
equation P2/P2max = I/(I + KP2) fit to the points. The dashed curve

shows the S-R function for the b-wave from which the P2 records
were derived. The arrow indicates the semisaturating stimulus 
(log s or logKp2), which, for the normal retina, is the same for the
b-wave and P2. The saturated amplitude of P2 (P2max) exceeds that
of the b-wave (Vmax). D, For the records shown in B, the latency of
P2 at 50mV is shown as a function of stimulus intensity of a 
log-log plot.
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from this relationship are taken as evidence of dysfunction
of the ON-bipolar cells’ G-protein cascade.55

Theoretical and experimental studies of P2 have led to
more complete specification of factors that control the
parameters of the S-R function.14,15,33,35 For instance, low
photoreceptor sensitivity33,35 alone shifts logs and logKP2.
Also, low saturated amplitude33,35 of the rod photoresponse
alone shifts logs and logKP2. Furthermore, there is evidence
that if rod outer segment function is intact (that is, rod pho-
toreceptor sensitivity and amplitude the saturated response
are normal), rod inner segment dysfunction is transmitted to
the bipolar cell so as to shift logs and logKP2.15

Analyses of S-R functions have found applications in
studies of development,19–23,31 aging,4,7,67 photoreceptor
degenerations,3,6,18,19,25,44,46 and retinal vascular diseases.8,38,66

The two parameters of the b-wave S-R function, logs and
Vmax, can be examined separately as shown for studies of
normal development (figure 33.3). In normal human devel-

opment, logs and Vmax follow indistinguishable courses of
maturation.23 The age at which logs and Vmax are half the
adult value is approximately 10 weeks (figure 33.3). In some
retinal diseases, logs and Vmax follow disparate courses
(figure 33.4). Study of the behavior of the parameters of the
S-R functions, logs and Vmax, offers an opportunity to 
consider cellular mechanisms such as variation in number 
of retinal cells and photopigment or simple response 
compression.32,36

 Supported by National Eye Institute Grant
EY 10597.
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C 33  with linear systems and stated that there
is no general method of describing nonlinearities. Never-
theless, these are so common and important in the visual
system that methods of description are important, none
more so than kernel analysis. The aims of this chapter are,
first, to give a nonrigorous account of this method that will
enable the clinical electrophysiologist to use the method and
interpret the results and, second, to briefly indicate the
rationale for using kernel analysis and the choice of strategy
to fit particular situations. Finally, some clinical and experi-
mental results of this method will be given. For a more math-
ematically rigorous treatment of many of these same points,
the reader is referred to other sources.15,18,21–23,25,26,32,35,37

The definitions of a linear system are given in the previ-
ous chapter. It will be recalled that if the response to a brief
impulse is known, the response of a linear system to any
other stimulus can be predicted. This is not true of a non-
linear system. Figure 34.1 provides an example of a non-
linear system. Figure 34.1A is a diagram of two stimulus
pulses—the stimulus that is readily obtained from Grass stro-
boscopes, for example; figure 34.1B shows the response. The
early part of the response is shown as a solid line. In the
absence of a stimulus, the record would continue according
to the dotted line, but in the presence of a second flash, the
record corresponding to the lower full line is obtained. If the
responses to the first and second of the paired flashes were
equal (a linear system), the upper of the two lines would be
followed. Figure 34.1C shows the difference between the
actual response and the larger response that is expected from
a linear system. The waveform (for ease, look at the peak
times) of the residual “real” second response and also the
waveform of the difference bear a complex relationship to
the impulse response. Many systems that are nearly linear
have thresholds and saturation points, and stimuli of appro-
priate intensity can evoke nonlinear behavior. Such 
nonlinearities are typically referred to as nonessential 
nonlinearities. An example of a nonessential nonlinearity is
the clipping observed from the output of a linear filter when
the input is too large. Other systems exhibit nonlinearities
throughout the full range of their operations. These are
referred to as essential nonlinearities. A rectifier is a typical
example of a physical system that demonstrates essential
nonlinearities. As was indicated with the previous examples,
nonlinearities can be modeled by electronic components
(e.g., rectifiers, amplifiers, filters). In the case of figure 34.1,

which behaves in a way very similar to the electroretinogram
(ERG), the nonlinearity occurs at various voltage levels 
and is time dependent, that is, it demonstrates an essential
nonlinearity.

Several strategies exist to characterize a system so that 
its response to an arbitrary stimulus can be predicted. In 
the time domain, these strategies are based on com-
puting cross-correlations between the stimulus and the
response.15,18,20,22,23,25,26,32,37 Stimuli that are used to determine
kernels are presented in figure 34.2. Typical stimuli are 
white noise or pseudorandom sequences (PRS), such as M-
sequences. In the frequency domain, the system’s responses
to a set of sine waves are described by Fourier analysis, and
the responses of appropriate order (second order, etc.) are
summed.20,21,26,35

In using these input signals, it is possible to calculate a
series of integrals that fully characterize the system’s
response to any arbitrary stimulus. Kernels are the weights
of these integrals; as such, they are analogous to the coeffi-
cients of a polynomial. The zero-order kernel represents the
bias or mean response of a system. The first-order kernel,
analogous to the polynomial’s first-order coefficient, repre-
sents the best linear approximation (in a least mean square
error sense) of the response elicited by the stimulus and 
estimates the impulse response. The second-order kernel is
analogous to the second-order coefficient in a polynomial
equation; it represents the interactions of two stimulus pulses
or variations in stimulus pulse amplitude on the response.
It is difficult to record enough response samples to char-
acterize higher-order kernels accurately. Consequently, it is
uncommon to calculate kernels beyond the second order.
Figure 34.3 illustrates some of the difficulties of linear
approximations of nonlinear systems. A linear approxima-
tion of a nonlinear system varies with the range of stimulus
conditions over which the estimate is made.

First-order kernels and systems

If a system were linear, the first-order kernel would com-
pletely characterize the system and would be exactly equiv-
alent to the normalized impulse response. In a nonlinear
system, the first-order kernel represents a linear approxima-
tion to the system’s impulse response. Because higher-order
odd nonlinearities (third, fifth, etc.) can influence the 
estimate of the first-order kernel, it does not represent or

34 Kernel Analysis

.  
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estimate the system’s linear elements or processes directly.
However, given a model of the visual system, such as a 
sandwich model, one can evaluate the appropriateness of
the models.15,23,25,26,35

The visual system is highly nonlinear. The visual system’s
nonlinearity is indicated by its response to pattern stimula-
tion, especially as recorded by visual evoked potentials
(VEPs). Figure 34.4 illustrates that a linear system’s response
to either pattern appearance or reversal as recorded by scalp
electrodes cannot be observed if (1) there is no change in the
mean luminance with pattern appearance or change and (2)
the receptor elements are homogeneously spaced and one
assumes that the elements respond symmetrically to light
increase and decrease.25,40 Despite the visual system’s essen-
tial nonlinearity, it is possible to calculate a first-order kernel.

Second-order kernels

In the time domain, the second-order kernel is a three-
dimensional construct that represents the response as a func-
tion of time from a first impulse and a second impulse. It
indicates the nonlinear effect of the time between two pulses
on the response.15,18,23,36 Usually, the second-order kernel is
plotted as a two-dimensional contour map (see figure 34.1D)

F 34.1 First- and second-order kernels. The four panels
illustrate several of the major points of first- and second-order
kernels. A, Two impulses with a fixed separation. B, (1) The
response to a single pulse, (2) the linear prediction of the response
to two pulses with the delay illustrated in A (the response of two
single flashes added together with the appropriate delay), and (3)
the obtained response. C, The difference between the predicted
response and the response obtained in B. D, One way of present-
ing the second-order kernel. The second-order kernel has three
dimensions. Time from pulse 1 is on the abscissa, and time from
pulse 2 is on the ordinate. The difference between linear predic-

tions and obtained results (e.g., C) could be plotted either on the z-
axis (not displayed) or as contour lines on the xy-coordinates. The
main diagonal represents the response when the two pulses were at
the same time and reflects second-order nonlinear ties related to
amplitude differences in the pulses. One physical system with
second-order amplitude dependent nonlinearities is a rectifier. Off
diagonals represent the differences between predicted and obtained
responses for a specific difference in time between the two pulses.
C would represent an off diagonal, with the time between pulses
illustrated in A.

F 34.2 Stimuli for kernel analysis. The values of +1, 0, and
-1 represent arbitrary dimensions. They may be thought of as input
voltages, logic levels, or intensity levels. A, An effort to represent
band-limited white noise. It should have a flat frequency spectrum
and a Gaussian amplitude distribution. White noise may be approx-
imated by using a sum of sinusoids (usually eight or more different
frequencies). Binary pseudorandom sequences (B), ternary
sequences (C), and sums of two sinusoids (D) have useful properties.
Deterministic signals such as B, C, and D may have greater con-
trast, are computationally easier to analyze, and may be averaged.
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F 34.3 Linear approximations of the response of a non-
linear system. The dashed lines extending to the abscissa indicate
the limits of the stimulus conditions; those extending to the ordi-
nate indicate the limits of the observed responses. The straight lines
were best fit through the indicated regions. Linear estimates of a
nonlinear process will be different depending on the input condi-

tions, such as mean luminance or contrast, and are highly depend-
ent on the stimulus values used. Consequently, different experi-
ments can yield very different estimates of the first-order kernel.
The presence of a strong, reliable first-order kernel for a particu-
lar stimulus range does not mean that the system or the response
is linear.

F 34.4 If the visual system were composed of linear ele-
ments, the response recorded by ERG and VEP electrodes to
pattern reversal and to pattern appearance would be zero. Top row,
The stimuli observed at two time periods: time 1 and time 2. Second
row, The two sensors that detect the light level in the two regions of

the figure. Third row, The voltage outputs of the sensors at the two
times, low output for dark and higher outputs for light. Fourth row,
Any ERG or VEP electrode sums the output of the two sensors. In
each case, the sums are the same in time 1 and time 2, and there
would be no change in response recorded by the electrode.
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with the x- and y-axes representing time from the first and
second pulses, respectively. In the frequency domain, the
second-order kernel is the sum of all of the second-order
frequencies present in the response.20,21,35

Stimuli

Theoretically, Gaussian white noise is the most appealing
stimulus with which to characterize a system. It has equal
power at all frequencies and a Gaussian amplitude distribu-
tion and is equivalent to all frequencies of sine waves, with
their phases random with respect to one another. If white
noise has a Gaussian amplitude distribution, most of the
changes in stimulus values are small, and if the stimulus is
light, the nonnegative nature of light requires a truncation
of range about the mean value. Therefore, the signal-to-
noise ratio of responses elicited by white noise stimuli is 
often small and requires longer recording periods to acquire
reliable kernel estimates. The same considerations apply to
sums of sinusoids. The larger the number of frequencies that
are used, the lower is the maximum contrast of individual
sine waves because the total contrast of the sum of sinusoids
must be 100% or less. For example, if one employed a sum
of eight sine waves, the maximum contrast of any one fre-
quency would be about 12%.

If a PRS of two or three stimulus levels or a sum of sinu-
soids with two or three sine waves is selected as the stimu-
lus, the system characterization will be less complete, but
there will be an improved response signal-to-noise ratio
because the stimuli can be presented at higher contrasts.
Therefore, shorter recording periods may be used to acquire
the response. Because the stimulus is deterministic, more
efficient analysis procedures may be used to calculate the
kernels, and the responses may be signal averaged.

In determining kernels from PRS, several constraints 
are important. First, if a binary PRS controls stimulus 
polarity, it is impossible to establish the main diagonal of
the second-order kernel (table 34.1). Second, in using 
PRS, general principles of digital sampling must be
observed. The accuracy of the kernels is primarily 
determined by the total duration of the experiment,13,37 and
the highest-order kernel that can be calculated is limited by
the recording period.

To avoid what are termed deconvolution errors in kernel
estimation, the stimulation frequency should be high relative
to the high-frequency limit of the visual system (e.g., the
ERG or VEP critical flicker fusion frequency) at the par-
ticular mean luminance and contrast that are selected. To
avoid transduction errors, the stimulus must be accurately
presented, that is, the stimulus-generating interface must be
able to follow a stimulus of at least twice the maximum stim-
ulus frequency. For example, a video display cannot follow
stimuli of greater than 30Hz in the Americas or 25Hz or so

in Europe and Asia. The luminance of xenon flash units
often varies with the frequency or interstimulus interval. If
a xenon flash is used, it must be stable in these characteris-
tics. A cathode-ray tube (CRT) display, a light-emitting diode
display, or a bright light with a shutter or chopper as the
stimulus should work well.

To understand the meaning of a kernel, one must know
which stimulus events were controlled by the PRS (see table
34.1). If the stimulus is light and a PRS controls stimulus
polarity (light on or light off ), the impulse is a rapid change
from the minimum light level to the maximum light level
employed in the PRS and has a duration of one time period
in the PRS. If the stimulus is pattern, the PRS may control
stimulus polarity (e.g., pattern phase 1 or 2) or the presence
or absence of a reversal. The impulse is a pattern reversal
in the second case. In the first case, it is the rapid change
from pattern phase 1 to phase 2 and back to phase 1. Until
recently, only a few VEP or ERG experiments have
employed kernel analysis.1,3–5,13,14,17,22,24,26–40 Determinations
of the first- and second-order kernels permit the detection
of different frequency regions of VEP activity22,23,26 and 
isolation of the characteristics of different stages of
monocular13,20,40 and binocular1,19,39 visual processing and
demonstrate the feasibility of using kernel analysis in clini-
cal situations.4,5,24 The isolation of particular pathways or
stages of visual processing opens exciting possibilities for
clarifying the nature of disease processes or detecting and
diagnosing different diseases.

VEP4 and cone ERG5,13,17 first-order kernels elicited by
luminance are reported to be acquired more rapidly and/or
to be more reliable than their averaged equivalents. Cone
ERG first-order kernels are abnormal in some amblyopes.14

Rod ERG first-order kernels are considerably smaller than
the clinical dark-adapted flash ERG13 because (1) it is diffi-
cult to achieve the same level of dark-adaptation in the PRS
conditions as in the clinical situation, (2) the flash intensity

T 34.1
Effect of binary sequence control sequence

Polarity Change/Reversal
Sequence
Value Light Pattern Light Pattern
-1 Off 1 Off 1
+1 On 2 On 2
+1 On 2 Off 1
-1 Off 1 Off 1
+1 On 2 On 2
-1 Off 1 On 2
+1 Off 1 Off 1
-1 Off 1 Off 1
+1 On 2 On 2
-1 On 2 On 2
-1 Off 1 On 2
+1 On 2 Off 1
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is usually lower, and (3) the clinical ERG reflects linear and
nonlinear processes.

Pattern-reversal stimulation has been employed success-
fully to determine first-order kernels of VEPs14,24 and
ERGs14 (see table 34.1). Patients with multiple sclerosis 
generally have altered VEP pattern-reversal kernels,24 and
amblyopes have smaller VEP and pattern ERG responses in
the amblyopic eye.14

Recently, arrays of as many as 200 light sources have been
employed to estimate ERG and VEP first- and second-order
kernels. From these kernels, it is possible to compute ERG34

or VEP33 visual fields with finer spatial resolution than
automated perimetry in a recording session of less than 30
minutes for both eyes. ERG fields were initially reported to
be abnormal in blind spot syndrome and age-related macu-
lopathy patients.34 These multiple input stimuli have come
to be termed multifocal stimuli. One may record a multifocal
ERG (mfERG) or multifocal VEP (mfVEP), depending on
the choice and placement of electrodes and recording
obtained. These multi-input stimuli may be patterns, but
more commonly, one uses lights or regions of a CRT that
are turned on and off (figure 34.5). The mfERG has been

F 34.5 Schematic representation of a typical multifocal
ERG setup using the VERIS system. (Illustration used with the 

permission of Interzeag Corporation at: http://www.octopus.ch/
products/fr3_veris_description.htm.)
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useful in detecting a number of central retinal dystrophies.7,8

The mfERG is already sufficiently widely used that the Inter-
national Society for Clinical Electrophysiology of Vision has
established a standard for clinical mfERG.16

The reasons for desiring an objective map of visual func-
tion are numerous. A map of visual function should corre-
late better with localized lesions than does the standard ERG
and should provide information about central retinal func-
tion, which the standard ERG does not. In addition, there
is an issue of familiarity; ophthalmologists are familiar with
looking at visual fields and thinking of retinotopic variations
in function as correlating with specific diseases.

The fact that the mean luminance of the stimulus is in the
photopic range and the frequency of stimulation is quite
high suggests that the origins of the standard mfERG are
more like those of photopic fast flicker; that is, the first order
kernel involves little or no photoreceptor activity and is pre-
dominantly determined by postreceptoral cells with some
ganglion cell layer involvement in its generation while the
second order kernel has some postreceptoral level activity
and considerable inner retinal (amacrine and ganglion cell)
input.2,6,9–12,36

The uses of multifocal techniques are a trade-off between
spatial resolution, recording time, and size of the signal. The
finer the spatial resolution, the smaller is the signal and the
more recording time is required. Using relatively fine reso-
lution, one records signals that are typically in the nanovolt
range using a recording time of at least 8 minutes per eye,
divided into several shorter intervals. Therefore, careful
attention to recording details is essential. Otherwise, signals
are overwhelmed by environmental and physiological noise
sources. Similarly, stable fixation is essential to obtain reli-
able mfERG recordings with relatively fine spatial resolution.
These issues of stable fixation and small signal size may limit
the utility of multifocal techniques in those whom one
cannot trust to maintain stable fixation, such as children,
patients with nystagmus, and malingerers. In patients with
small central lesions, one can usually obtain satisfactory
recordings with instructions to fixate the center of the
screen. In a few cases, it may be advisable to reduce the
spatial resolution to decrease the recording time and 
the need for precise fixation.

 Although the author takes full responsibility
for the section, he wishes to acknowledge the helpful comments,
suggestions, and ideas of many people and to acknowledge the
inspiration of Henk Spekreijse and Dik Reits in the year of their
retirement, 2003.
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D  1980, there was an explosion of information
about the physiology of single retinal cells. Although elec-
troretinogram (ERG) research became more sophisticated
with modern recording and computer technology, the analy-
sis of the human ERG did not keep pace with the new infor-
mation that was gained from retinal physiologists. In 1989,
we started our study of the cellular bases of the human ERG
with a simple strategy. We asked, “Would a quantitative com-
parison between single-cell physiology and aspects of the
ERG help to reveal the cellular bases of the human ERG?”
In particular, the analyses of the human ERG at that time
did not make use of the new information about primate
receptors. In fact, the prevailing analysis of the ERG was
actually inconsistent with the single-cell results.19

Our starting point was the model of the ERG proposed
by Granit in the 1930s.15,16 The vertebrate ERG potential
shows two prominent peaks: the a- and b-waves (see chap-
ters 15 and 26). These waves result from the algebraic sum
of a number of components with different cellular bases (see
chapter 15). Figure 35.1A (from Hood and Birch22) presents
a simplified version of the ERG based on Granit’s classic
analysis.15,16 According to this view, the ERG is the result of
the algebraic summation of the negative potential P3 pro-
duced by the receptors with the positive potential P2 pro-
duced by the cells of the inner nuclear layer.

We asked, “Is the leading edge of the a-wave the sum of
rod receptor activity?” While it was clear that the a-wave
largely reflected photoreceptor activity,7,42 other evidence
suggested that postreceptoral contributions could influence
the a-wave.6,40 We argued that if the leading edge of the a-
wave is the sum of rod receptor activity, then it should be
possible to fit the leading edge of the human rod a-wave with
the quantitative model that Baylor et al.2 fitted to the
responses of single primate rod photoreceptors. In 1990, we
showed that the same model, fitted to recordings from single
rods, fit the leading edge of the human a-wave.20,21 The solid
curves in figure 35.1B are human rod ERGs to a series of
high-intensity flashes presented to the dark-adapted eye. The
dashed curves are the predictions from a version of the

Baylor et al.2 model. These results provided strong support
for Granit’s view that the leading edge of the a-wave was the
response of the receptors.

In this chapter, we review how models of phototransduc-
tion have been fitted to the leading edge of the human a-
wave and illustrate how the parameters of these models
provide a way to evaluate the effects of retinal disease on the
human photoreceptors.

The need for high-intensity flashes

Figure 35.2A shows the ERG response to a brief (<1ms) flash
of white light of moderate intensity (2 logsc tds) presented
to the dark-adapted eye. This flash is the highest intensity
that is currently recommended by the International Society
for Clinical Electrophysiology of Vision (ISCEV) standards
(see chapter 26). The dashed curve shows the receptor con-
tribution to this response. At this intensity, only a small
portion of the rod photoreceptors’ response is seen. (In fact,
the rods are still in their linear range.21) Notice that the
amplitude of the peak of the a-wave (small arrow) does not
represent the peak of the receptor’s response. A mix of pho-
toreceptor and postreceptor activity determines the peak of
the a-wave at this intensity (see chapter 15; see also Bush and
Sieving,8 Jamison et al.,36 and Robson et al.47). In fact, the
negative a-wave, elicited by moderately intense flashes (e.g.,
figure 35.2A), has a negative postreceptoral contribution.8

(See figure 10 in Robson et al.47 for an illustration.) On the
other hand, the leading edge of the response to a flash that
is about a hundred times more intense (e.g., 4.0 logsc tds)
provides a good estimate of the receptors’ responses, as
shown in figure 35.2B.

High-intensity ERG protocols

To study receptor activity, protocols have been designed to
isolate rod and cone a-waves at relatively high flash intensi-
ties. (Technically, the flashes are expressed in energy units,
but we will use the common convention and refer to flash

35 Measuring the Health of the

Human Photoreceptors with the

Leading Edge of the a-Wave

 .    . 
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intensity rather than flash energy.) The protocols must meet
three criteria:

1. The flashes must be intense enough to allow for a good
estimate of the maximum receptor response.

2. The contributions of the rods and cones must be iso-
lated. In particular, the a-wave response to an intense flash
in the dark is a mixed rod and cone response. Although the
cone contribution is relatively small in normal control sub-
jects, the cone contribution can be a significant part of the
dark-adapted a-wave from patients with diseases of the rod
receptors.25

3. The yellowing of the lens or cornea can affect the esti-
mate of receptor sensitivity, especially if blue flashes are used
and older populations are studied.

These problems have been addressed in different ways by
the protocols described in the literature.5,10,11,20,25,37

In the protocol that we prefer,29 both rod and cone a-
waves are obtained by using a single series of white flashes.
The flashes are first presented to the dark-adapted eye. Typ-
ically, we use four flashes ranging in intensity from 3.2 to 4.4
logsc tds. (Higher intensities can be used as well.) To obtain
an estimate of the cone contribution to these responses, the
same flashes (2.8–4.0 logphot tds) are then presented on a
steady field of about 30cd/m2 (ISCEV standard white back-
ground). Assuming an 8-mm pupil, this background is about
3.2 log td. The choice of the background intensity is critical.
If it is too dim, a rod contribution will be present in the ERG.
If the background is too intense, the cone response will be
reduced in amplitude. While no background intensity can

F 35.1 A, A simplified version of Granit’s model15,16 of the
vertebrate rod ERG. (From Hood DC, Birch DG: Human cone
receptor activity: the leading edge of the a-wave and models of
receptor activity. Vis Neurosci 1993; 10:857–871.) B, The ERGs

elicited by flashes of intensities higher than are typically used in the
clinic. (Modified from Hood DC, Birch DG: The relationship
between models of receptor activity and the a-wave of the human
ERG. Cl Vis Sci 1990; 5:293–297.)

F 35.2 A, The ERG elicited by a brief flash of moderate
intensity (about 2 log sc td s) presented to the dark-adapted eye. B,

The ERG elicited by a brief flash 100 times more intense (about 
4 log sc td s) presented to the dark-adapted eye.
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strictly satisfy these criteria, in our experience the 3.3 logsc
td background reduces the rod a-wave to close to zero and
has a very small effect on the cone a-wave amplitude.23,24,26,29

A two-flash technique can also be employed to obtain iso-
lated cone responses.4,12,41,43,47 The two-flash technique has
the advantage that it does require a background, and thus,
with the appropriate time interval between flashes, one can
obtain a truer measure of the “dark-adapted” cone response.
On the other hand, it is harder to incorporate into a clini-
cal protocol.

Figure 35.3A contains the responses to a 4.0 logsc tds flash
presented in the dark (thin black trace) and on the rod-
saturating background (thick gray trace). The difference
between these two responses is the isolated rod response
(thick black trace). Figure 35.3B shows the first 25ms of
these records. The thick black curve is the rod-isolated a-
wave for this flash intensity. The response on the back-
ground, shown as a thick gray curve, is the cone response.

Figure 35.4 shows the rod-isolated (panel A) and cone
(panel B) ERGs for a control subject. The solid curves cor-
respond to the leading edges of the four flash intensities that
make up our white flash protocol. The dashed curves are a
fit of the model described below.

To summarize the white flash protocol, there are four flash
intensities extending up to about 4.4 logsc tds. (Assuming an
8-mm pupil, 4.4 logsc tds corresponds to 500sccds/m2 or
210cds/m2). The same flashes are presented in the dark and
on a white background of about 30cd/m2. We typically
average three dark-adapted responses and ten light-adapted
responses; more might be needed in studying patients with
retinal diseases that reduce a-wave amplitudes. The rod-
only response is obtained by subtracting the light-adapted
responses from the dark-adapted responses. The responses

on the background are the cone-only responses. As we will
see below, this protocol could be reduced to two flash inten-
sities. (For more details about the white flash protocol, see
Hood and Birch.29)

Fitting a model to the leading edge of the a-wave

F  M   R P In our
initial work, we fitted the Baylor et al.2 model to the leading
edge of the rod-isolated a-wave. In 1992, Lamb and Pugh39

suggested an equation based on the kinetics of the activa-
tion phase of rod phototransduction. For the leading edge
of the a-wave, their formulation is computationally similar
to that of Baylor et al.2 (see the discussion in Hood and
Brich23). The parameters of the Lamb and Pugh model,
however, can be more easily interpreted in terms of param-
eters of transduction. In our expression of this model,23,25

the leading edges of the rod a-waves are fitted with the fol-
lowing equation:

(1)

where the amplitude R is a function of flash energy I and
time t after the occurrence of a brief, essentially instanta-
neous, flash. S is a sensitivity parameter that scales I (flash
energy); Rmax is the maximum amplitude; and td is a brief
delay. Values of td from about 2.5 to 4ms have been reported
from different laboratories.5,10,23,25 Part of the parameter td is
a constant that depends on the duration of the test flash and
the properties of the recording equipment, and part depends
on the properties of the receptors and the transduction
process. (See Breton et al.,5 Cideciyan and Jacobson,11

Hamer and Tyler,17 Lamb and Push,39 and Robson et al.47

for a discussion.) We find that for practical purposes, td can

R I t I S t t R t td d, exp max( ) = - - ◊ ◊ -( )[ ]{ } ◊ >1
2

for

F 35.3 A, The ERG responses elicited by a 4.0 log sc td s
flash presented in the dark (thin black) and on a rod-saturating
background (thick gray). The difference between these two

responses is the isolated-rod response (thick black). B, The first 25
ms of the records in panel A.
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be considered a constant for any given recording system.
The value of td is determined by fitting equation (1) to the
records from normal control subjects with td, S, and Rmax that
are allowed to vary for the best fits. The value of td is then
fixed at this averaged control value, and the data from
normal controls and patients are then refitted, allowing S
and Rmax to vary. This leaves only two parameters, S and
Rmax, that need to be estimated. (For our system, the value of
td is 3.2ms.) Note that in equation (1), flash intensity is
expressed in scotopic troland seconds. The flash intensities
given in scotopic troland seconds in this chapter assume a
pupil diameter of 8mm. The diameter of the dilated pupil
can vary from 7mm to 9mm depending on the individual
and may be much smaller in subjects with glaucoma and
other conditions that affect pupil size. Therefore, we
measure each individual’s dilated pupil diameter and use the
actual flash intensities expressed in scotopic troland seconds
when fitting equation (1). Thus, individual differences in
pupil diameter will not affect the results.

The dashed curves in figure 35.4 show the fit of the model
to the leading edge of the rod a-wave of a control subject
(panel A) and of a patient with dominant retinitis pigmen-
tosa (RP) (panel C). The bold parts of the records are the
portions of the wave that are fitted. For normal control sub-
jects and patients with near normal values of S, the model
is fitted to the three lowest flash intensities, that is, up to 4.0
logsc tds. If S is substantially elevated, then the response to
the highest flash intensity is also used in the fitting proce-
dure. (Technical note: The range of flash intensities that 
we use can be expressed in values of log (I ¥ S) from about
4.6 to 6.0. Equation (1) provides a good fit up to a value 
of log (I ¥ S ) of about 5.3. As we discuss below, there are
alternative models that can be used to fit responses to higher
flash energies.)

The fit of the model yields estimates of S and Rmax. For
the patient’s records in figure 35.4C, Rmax is substantially
reduced to about 15% of the normal value. (Note the change
in the vertical scale between panels A and C.) The value of

F 35.4 A, The rod-isolated responses to flashes ranging in
intensity from 3.2 to 4.4 log sc td s. The portion of the leading edge
of the a-wave shown in bold black was fitted with equation (1). The
dashed curves are the results from the model for the best fitting
parameters (Rmax of 251.2mV and log S of 0.84). B, The cone
responses to flashes ranging in intensity from 2.8 to 4.0 logphot td
s. The portion of the leading edge of the a-wave shown in bold
black was fitted to the cone version26,33 of the Lamb and Pugh
model.39 The dashed curves are the results from the model for the
best fitting parameters (Rmax of -63.1mV and logS of 1.57). C,

Same as in panel A for the rod-isolated responses from a patient
with retinitis pigmentosa. The best fitting parameters were -40.1
mV (Rmax) and 0.64 (logS). D, Same as in panel B for the cone
responses from a patient with retinitis pigmentosa. The best-fitting
parameters were -32.0mV (Rmax) and 1.14 (logS). The vertical 
scale for the patient in panels B and D are twice those for the
control subject in panels A and C. (Modified from Tzekov 
RT, Locke KG, Hood D, Birch DG: Cone and rod ERG 
phototransduction in retinitis pigmentosa. Invest Ophthal Vis Sci
2003; 44:3993–4000.)
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logS is slightly lower, by 0.2 log unit, than the value of logS
for controls of a similar age.

Postreceptoral contributions can intrude on the leading
edge of the a-wave (e.g., see chapter 15). Although the
manner in which these contributions affect the peak of the
a-wave is not completely understood, they do not appear to
affect the fit of equation (1).13,14 Two lines of evidence
suggest that the influence of postreceptoral contributions are
relatively minor in our recordings. First, the postreceptor
responses in many of the patients with RP are delayed, pro-
viding a better picture of the photoreceptor response. Notice
in figure 35.4C, for example, that the model fits the rod a-
wave well beyond 12ms. Figure 35.5 (right panel) provides
another example from Hood, Cideciyan, Roman, and
Jacobson.30 This patient has a disorder that is known to de-
lay the postreceptoral responses. The left panel shows the
records from a control subject from the same experiment.
In both cases, the model was fitted in the same way and for
the same range of times. The model fits the leading edge of
the a-wave well in both cases. For the patient, however, the
model fit the rod a-wave out to 20ms and beyond.

The second line of evidence suggesting that the influence
of postreceptoral contribution is relatively minor comes
from a study of adaptation. These results are shown in 
figure 35.6 (from Pepperberg, Birch, and Hood44). The 4.4
logsc tds flash was presented on a series of backgrounds
from 0 (dark) to 2.8sc tds. Notice that weak backgrounds
reduce the peak of the a-wave by about 5%. The peak of
the a-wave is not reduced further until the background
reaches levels that are known to affect the rod photorecep-
tors.2 Taken together, the results in figures 35.4 through 35.6
suggest that the peak a-wave in our fully dark-adapted
recordings is only slightly influenced by a small negative con-
tribution from postreceptoral cell(s). (Interestingly, the pub-
lished fits of equation (1) often fall below the peak of the
a-wave, suggesting an early, postreceptoral contribution that
is positive. It is not clear to what extent these small differ-
ences are due to different states of adaptation or the way the
model is fitted.)

T I   G--F M The a-
waves from patients with disease of the receptors can be

F 35.5 The rod-isolated responses from a normal control
subject (A) and a patient with abnormally delayed postreceptoral
responses (B). The fit of equation (1) is shown as the dashed curves.

(From Hood DC, Cideciyan AV, Halevy DA, Jacobson SG: Sites of
disease action in a retinal dystrophy with supernormal and delayed
rod electroretinogram b-waves. Vision Res 1996; 36:889–901.)
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small, and the model can therefore be difficult to fit. A 
goodness-of-fit measure provides an objective way to elimi-
nate poor fits. In particular, we calculate a least-squares,
goodness-of-fit measure defined as follows:

(2)

where xi is the value of the response at point i in time, mi is
the value of the model fitted at the same point in time, and
m is the mean of the response for the time period evaluated.
A perfect fit to the data would produce a statfit of 0.0,
whereas a value of 1.0 indicates that the model does no
better than using the mean of the data.32 In general, statfit
values less than 0.15 represent good fits, and we reject fits if
the statfit is greater than 0.5. (Note that the statfit statistic
can be related both to signal-to-noise ratios and to false-
positive rates.32)

F  M   C P The a-
wave of the cone-driven response, obtained on the rod-
suppressing background, can be fitted with a modification of
equation (1). To fit the cone a-wave, Hood and Birch24,26

added a stage of low-pass filtering with a time constant of
1.8ms. They showed that the cone a-waves from control sub-
jects and patients with RP were well described by setting td
to 1.7ms and letting S and Rmax vary. The dashed curves in
figure 35.4 show the fit to a normal control (panel B) and a
patient with RP (panel D). As the postreceptor contributions
to the photopic ERG intrude on the leading edge of the a-
wave at these intensities (see Bush and Sieving8 and Robson
et al.47 and chapter 15), the model is fitted to the first 8–

statfit =
-( )
-( )

Â
Â

x m

x

i i

i

2

2m

10ms of the response. Notice that the responses from the
control subject deviate from the model as early as 8ms at the
higher intensities that are used (arrow in figure 35.4B).
Robson et al.47 found that the intrusion of a postreceptoral
component can occur even earlier at the highest intensities.
As in the case of the rods, this does not mean, however, that
we cannot get a good estimate of the cone photoreceptors’
response. In fact, the results from patients with RP confirm
that we are, in fact, obtaining a good estimate. The post-
receptoral portions of the responses are delayed in many of
these patients, providing a better picture of the photorecep-
tor response. Notice in figure 35.4D, for example, that the
model (dashed curves) fits the a-wave well beyond 10ms.
Figure 35.7 (right panel) provides another example. This
patient with a dominant form of RP had reasonably large
cone a-waves with a clearly delayed postreceptoral contri-
bution. The model fitted the a-wave out to nearly 20ms. (See
also figure 4A in Hood and Birch.26)

A S E   C -W Fitting the
cone model requires convolving equation (1) with the 
equation for an exponential filter. However, there is a 
simpler approach that does not require a convolution 
operation and therefore can be more easily implemented. In
particular, Hood and Birch26 adapted the Lamb and Pugh
expression in equation (1) so that the saturating nonlinearity
had the form of a Michaelis-Menton equation and the expo-
nent had a value of 3. In particular, they showed that the
leading edge of the cone a-waves was equally well fitted by
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F 35.6 A, Responses to a 4.4 log sc td s flash presented on 
a series of steady background fields ranging from darkness to 
680 sc td s. B, The relative amplitude of the response at 7.2ms (see
dashed line in panel A) is shown as a function of the intensity of

the background. (Modified from Pepperberg DR, Birch DG, Hood
DC: Electroretinographic determination of human rod flash
response in vivo. Methods Enzymol 2000; 316:202–223.)
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where the terms have similar meaning as the terms in equa-
tion (1). Sc is a sensitivity (gain) parameter that scales flash
energy I and has as its units (td s)-1(s)-3; Rmax is the maximum
amplitude; and td is a brief delay. The solid, bold curves in
figure 35.7 (right panel) are the fit of equation (2). These
curves are nearly indistinguishable from the fit of equation
(1) followed by low-pass filtering.

N V  R R Figure 35.8
shows the parameters for 100 control subjects reported by
Birch et al.3 The rod and cone values of logS significantly
decrease with age, but the values of logRmax do not.11 In par-
ticular, on average, the values of logS for the rods and cones
decreased by 0.06 (rod) and 0.04 (cones) log unit per decade.
In other words, on average, the value of rod S for someone
70 years old would be one half (0.3 log unit) the value for
someone who is 20 years old.3 As with all electrophysiologi-
cal testing, each clinic needs to establish its own normative
values. For example, Rmax will vary with electrode composi-

tion and configuration (e.g., bipolar versus monopolar elec-
trode configurations).

The repeat reliability of the a-wave measures is good. In
fact, the results of Birch et al.3 strongly suggest that Rmax

is a better outcome measure for prospective studies than 
are the more traditional measures of the ISCEV standard
ERGs. In addition to being stable with age, the repeat reli-
ability of Rmax is better than that of the traditional measures
(e.g., b-wave amplitude) of the ISCEV standard flashes.

A M The original Lamb and Pugh39

model has a major weakness: Equation (1) does not fit the
first few milliseconds of the response to high flash intensi-
ties. Figure 35.9 shows the first 20ms of the isolated rod
responses to five flash intensities. The model was fitted to the
lower three intensities (bold records), but the theoretical
curves (dashed curve) are shown for all responses. The the-
oretical curves become increasingly poor at fitting early
times as flash intensity is increased.5,11 While these deviations

F 35.7 The cone responses from a normal control subject
(A) and a patient with retinitis pigmentosa (B). The fit of a cone
version26 of the Lamb and Pugh model39 is shown as the dashed
curves and the fit of equation (3) as the smooth bold curve.

(Modified from Hood DC, Birch DG: Phototransduction in human
cones measured using the alpha-wave of the ERG. Vision Res 1995;
35:2801–2810.)
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F 35.8 A, Log Rmax values for the fit of a cone version26 of the Lamb and Pugh model39 to the cone a-waves of control subjects are shown as a func-
tion of the age of the subject. B, LogS values for the fit of the cone model as a function of the age of the subject. C, Log Rmax values for the fit of equation
(1) to the rod-isolated a-waves of control subjects are shown as a function of the age of the subject. B, LogS values for the fit of equation (3) as a function
of the age of the subject. (From Birch DG, Hood DC, Locke KG, Hoffman DR, Tzekov RT: Quantitative electroretinogram measures of phototransduction
in cone and rod photoreceptors: normal aging, progression with disease, and test-retest variability. Arch Ophthalmol 2002; 120:1045–1051.)
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fitting these models. However, if flash intensities greater than
about 4.4 logsc tds are used, then one of these alternative
models should be employed.

Diseases of the photoreceptors and the leading edge of
the a-wave

U  M   S  Rmax

P Figure 35.10 provides a simple way to under-
stand the parameters S and Rmax. This figure illustrates two
hypothetical, and very different, effects that a disease process
might have on the rod a-waves. The dashed curves in both
panels are the first 60ms of the rod ERG to a brief (1ms)
flash of light of about 4.0 logsc tds. Suppose that a disease
process decreased the sensitivity parameter, S, of the rods
without changing their maximum response. A change in S is
like a change in flash intensity. (Note in equation (1) the term
(I ¥ S ).) The solid curve in figure 35.10 (left panel) is the
response of a control subject to a flash of light that is one
fourth (0.6 log unit) less intense than the flash that produces
the dashed curve. This change in flash intensity mimics a
change in S by a factor of one fourth (a change in logS of
0.6 log unit). The right panel of figure 35.10 illustrates a
change in the maximum response Rmax. A change in Rmax is
defined as one that decreases the a-wave by a multiplicative
factor. The solid curve is the normal curve divided by 4.

The dotted curves in figure 35.10 show the fit of equation
(1) to the hypothetical responses. The model is fitted only to
the leading edge of the a-wave (bold part). From the fit of
the model, changes in S and Rmax can be obtained. As indi-
cated in the figure, a change in the parameter S by a factor
of one fourth is equivalent to a change in flash intensity by
the same factor. Similarly, a change in Rmax by a factor of one
fourth is equivalent to scaling the entire receptor response
by a factor of one fourth.

D   R  C  R P-
 P Diseases of the retina can affect S
and/or Rmax. In figure 35.11A, the change in logS is plotted
against the change in logRmax. The mean normal values are
shown as the solid lines at zero, and the dashed lines show
the 95% limits. Thus, the points that fall to the left of the
vertical dashed line have abnormal Rmax values, and the
points that fall below the horizontal dashed lines have abnor-
mal S values. Johnson and Hood37 found that patients with
CRVO who develop neovascularizaton had decreased values
of S but relatively normal values of Rmax (solid circles in
figure 35.11A). The change in S in these patients is proba-
bly due to a slowing of one or more of the steps of photo-
transduction, which results in a decrease in the amplification
or sensitivity of transduction. The authors speculated that
these changes are secondary to hypoxia. Other conditions
that are thought to produce hypoxia of the receptors have

F 35.9 The rod-isolated responses from a control subject to
flashes ranging in intensity from 3.6 to 5.0 log sc td s. The dashed
curves are the results from the fit of equation (1) to the leading edge
of the a-waves for the three lowest flash intensities.

were originally thought to be due to a breakdown in the
assumptions underlying the biochemical model,5,39 it is now
clear that the problem is a result of lumping a number of
factors into the single delay parameter, td.11,17,52 Three groups
have produce alternatives to equation (1) for the human rod
a-wave.11,47,52 The alternative models differ in detail, but they
share the following characteristics: First, they all improve the
fit to responses at early times after intense flashes. Second,
these models are more difficult to implement than equation
(1) because more parameters need to be estimated or calcu-
lated. Furthermore, a convolution operation is required,
meaning that the model cannot be implemented in most
spreadsheet programs. Third, the models all have two
parameters that are essentially the same as S (a gain param-
eter) and Rmax (the maximum response). Fourth, it is likely
that if all other parameters except these two are fixed for a
group of normal controls, then reasonably comparable esti-
mates of the effects on S and Rmax should result. From the
viewpoint of basic science, none of these models is based
entirely on parameters that can be independently estimated
from the steps of phototransduction, although the Robson
et al. model47 has the most biochemical detail. From a clin-
ical point of view, it remains to be seen whether the result-
ing parameters will be sufficiently different from those
estimated from equation (1) to justify the added difficulty in
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F 35.10 Two effects that a disease process could have on the
rod receptor and thus on the leading edge of the rod a-wave (shown
as bold). The dashed curve is the dark-adapted rod response to a
flash of 4.0 log sc td s. A, A change in sensitivity, S, is defined as a
change that acts as if the flash intensity were decreased. The solid
curve shows the ERG response to a flash that is one fourth as
intense as the flash producing the dashed curve. The bold dotted

curve labeled “model” is the fit of equation (1) assuming that the
flash intensity has not changed. B, A decrease in the maximum
response (Rmax) is defined as a change that scales the entire 
leading edge (bold) by the same factor. The solid curve shows 
a hypothetical ERG response created by dividing the dashed 
curve by 4. The bold dotted curve labeled “model” is the fit of
equation (1).

F 35.11 A, The change in log rod S versus the change in log
rod Rmax for individual subjects with central retinal vein occlusion
(solid circles) and “cGMP-type” enhanced b-wave (plus signs). The
open squares show the effects of steady backgrounds on the rod
parameters of a control subject. B, The change in log rod S versus

the change in log rod Rmax for individual subjects with RP. In both
panels, the mean normal values are shown as the solid lines at zero,
and the dashed lines show the 95% limits. (Data from Tzekov RT,
Locke KG, Hood D, Birch DG: Cone and rod ERG phototransduc-
tion in retinitis pigmentosa. Invest Ophthal Vis Sci 2003; 44:3993–4000.)
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been shown to produce changes in S.13,18,45,46 Reynaud,
Hansen, and Fulton46 speculated that metabolic acidosis
may be the cause.

Figure 35.11A shows two conditions that can affect Rmax

while leaving S relatively unchanged. The open squares show
the effects of a steady background on the leading edge of
the rod a-wave of control subjects. Increasing the back-
ground intensity (the square symbols) decreases Rmax owing
to response compression while producing relatively small
changes in S.26,29,53 The second example of a decrease in Rmax

with a relatively normal S value comes from a study of
patients with delayed, and supernormal, rod b-waves.31 This
is an unusual retinal dystrophy that has been described by a
number of groups.1,14,38,48,49,55 The results from fitting the rod
a-waves from four of these patients are shown in figure
35.11A (plus signs). The value of S was normal, while Rmax

was reduced in three subjects.
Some diseases, such as RP and the cone dystrophies, have

been found to produce changes in both S and Rmax. While
some patients show only changes in Rmax,9,35 others show
changes in both S and Rmax.4,25,51,54 Figure 35.11B contains
the results for 157 patients with RP.54 RP clearly decreases
Rmax as expected. In some cases, there is also a change in S,
while in others, the S value is within normal limits (dashed
horizontal line in figure 35.11B). Diseases that affect the
phototransduction cascade directly are most likely to affect
S, although other factors may be involved as well.54 It is 
likely that the Rmax changes are due to missing and/or 
shortened rod receptors, while the S changes imply that
transduction is abnormal in at least some of the remaining
rod photoreceptors.25,33

RP  C  C P P
Because the cone signals are smaller, there are fewer studies
that have reported cone parameters. However, the cone
parameters have been studied for RP. Interestingly, RP, a
primary disease of the rod photoreceptors, decreases the
sensitivity S of the cones.26–28,54 Figure 35.12 shows 
the results from 157 patients with RP plotted as in 
figure 35.11B.54 On average, the loss in cone Rmax is less
severe than the loss in rod Rmax (figure 35.11B), while the loss
in cone S values is more severe than in the case of the rods.
While the decrease in cone Rmax is easy to understand, the
decreases in S values are more interesting, especially consid-
ering that they can be larger than the change in the rod S
values. Tzekov et al.54 note that choroidal and retinal blood
flow are reduced in many patients with RP and suggest that
this may be the underlying cause of the depressed S values.
(Remember that decreases in S have been associated with
conditions that produce hypoxia.) In any case, there are
other pathologic changes in the outer retina that could be
causing the decrease in S; a discussion of these can be found
in Tzekov et al.54

D A A E 
R D With careful assumptions, the param-
eters S and Rmax can be related to parameters of the initial
phases (activation) of phototransduction.25,29 However, there
are only two parameters, and each can be affected by a
number of possible disease mechanisms. Therefore, by
themselves, these parameters cannot necessarily distinguish
among alternative hypotheses. For example, a change in S
has been attributed to changes in the amplification or speed
of transduction, to preretinal absorption, and to a decrease
in the density of rhodopsin in individual disks. Likewise, a
change in Rmax has been attributed to response compression
(light adaptation), the loss of large sections of the retina, and
shortened outer segments. Presumably, most patients with
RP show decreased Rmax due to a combination of a loss of
regions of receptors and local losses of rod outer segment
membrane. To distinguish among alternative hypotheses,
other measures can be used, including measures of prereti-
nal absorption, b-wave (or derived P2) implicit times and
amplitudes,22,33,51 densitometry, phototransduction deactiva-
tion4,12,41,43,47 (see chapter 39), visual fields,51 focal ERGs, and
computer simulations.33,34

Assessing human receptor activity in the clinic

Traditionally, human rod receptor activity has been evalu-
ated by measuring the slope and/or the peak amplitude 
of the a-wave to flashes of moderate intensity (see 

F 35.12 The change in log cone S values versus the change
in log cone Rmax values for individual patients with retinitis pig-
mentosa. (Data from Tzekov RT, Locke KG, Hood D, Birch DG:
Cone and rod ERG phototransduction in retinitis pigmentosa.
Invest Ophthal Vis Sci 2003; 44:3993–4000.) In both panels, the mean
normal values are shown as the solid lines at zero, and the dashed
lines show the 95% limits.
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figure 35.2A). The peak a-wave amplitude does not repre-
sent the peak receptor response, and the slope is affected sim-
ilarly by changes in Rmax or S. Adding high-intensity flashes
to the standard clinical protocol would allow the clinician to
directly evaluate receptor function. In addition, there are dis-
eases that are better identified with high-intensity flashes,
such as enhanced S-cone syndrome and X-linked juvenile
retinoschisis. In this section, we consider how the high-inten-
sity techniques can be modified for the clinic.

C P The ISCEV-recommended “high-
intensity” flash is about 100 times too dim for an adequate
measure of receptor activity. This standard intensity was set
at a time when commercially available equipment could not
produce flashes of higher intensities. Newer systems are
capable of flash intensities 1000 or more times higher. Thus,
there appears to be little reason not to modify the clinical
standards. The four flash protocol29 described above adds
about 10 minutes to a testing session.3 However, the addi-
tional testing time could be reduced to between 2 and 5

minutes, as excellent results can be obtained with one or two
flash intensities.11,29 In fact, Cideciyan and Jacobson11

showed that two flash intensities (4.6 and 2.3 logsc tds) were
sufficient to obtain reliable estimates of S and Rmax. If the
current “high-intensity” flash in the ISCEV protocol were
dropped, the time that is added to the test would be 
negligible.

N N   F P In principle, it should
be possible to incorporate the software needed to fit equa-
tion (1) into commercial equipment, and at least one manu-
facturer has expressed plans to do so. Until this feature is
generally available, a fear of curve fitting should not dissuade
someone from using the a-wave to estimate receptor param-
eters. Hood and Birch29 suggest a procedure that could be
easily implemented by anyone who is capable of using a
spreadsheet program. Here, we demonstrate an even easier,
although slightly less precise, technique.

Figure 35.13 illustrates a procedure that requires only a
pencil and a ruler. Figure 35.13 shows the rod-isolated

F 35.13 A, The first 30ms of the rod-isolated ERG
responses from a normal control subject. The dashed curves 
are the fit of equation (1) to the leading edge of the responses 
to the lowest three flash intensities. B, As in panel A for a 
patient with retinitis pigmentosa. C, Illustration of the 

simple method for obtaining estimates of Amax and tAmax for 
the records in panel A. The values of Amax and tAmax are proxies 
for the model parameters S and Rmax. D, As in panel C for a 
patient with retinitis pigmentosa whose records are shown in 
panel B.
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responses from a normal control (panel A) and a patient with
RP (panel B) for the four-flash protocol. In the lower panels,
the response to 4.0 logsc tds is shown. The simple method
involves first drawing two lines: A horizontal line at the point
of the maximum a-wave and a diagonal line along the
leading edge of the a-wave. Next, two measures are
obtained: Amax, which is the y-axis value of the horizontal
line, and tAmax, which is the x-axis value of the point at which
the two lines intersect. These measures, Amax and tAmax, are
the proxies for Rmax and S. Figure 35.14 compares the
parameter values that are obtained by the simple method
with those estimated from the fit to the full protocol. Each
point represents a pair of values for one of 40 control sub-
jects (open circles) or for one of the 40 patients with RP (plus
signs). The value of Amax is an excellent measure of Rmax,
with r2 of 0.95 for the controls and 0.99 for the patients
(figure 35.14A). The tAmax values provide a reasonably good
measure of S, with r2 of 0.71 for the controls and 0.76 for
the patients (figure 35.14B). There are two possible reasons
why the correlation between S and tAmax is lower than that
between Amax and Rmax. First, unlike S, the tAmax measure does
not take pupil diameter into consideration. This factor can
affect logS by about 0.1 log unit (i.e., in our experience, the
pupil diameters ranged from 7 to 9mm for the 80 subjects).
A correction factor could be incorporated into this method.50

Second, at the 4.0 logsc tds intensity, tAmax changes relatively
little with changes in intensity (see figure 35.13A) and thus
relatively little with S. The fit to the model may provide a
better measure of S because it makes use of the responses

F 35.14 A, A comparison of the parameter rod Rmax esti-
mated from the fit of equation (1) with the values of rod Amax

obtained from the simple method illustrated in figure 35.13. B, A
comparison of the parameter log rod S estimated from the fit of

equation (1) with the values of rod tAmax obtained from the simple
method illustrated in figure 35.13. In both panels, the straight lines
are the best-fitting linear regression line for the patients (dashed)
and normal controls (solid).

F 35.15 A version of the simple method that uses two flash
intensities. Amax is estimated from the response to the more intense
flash (4.4 log sc td s), and tAmax is estimated from the response to the
less intense flash (3.1 log sc td s).

to lower flash intensities, at which the curves change more
with flash intensity or S changes.

Figure 35.15 shows a second version of a simple method;
in this case, two flash intensities are employed. The higher
flash intensity (4.4 logsc tds) provides the measure of Amax,
and the lower flash intensity (3.1 logsc tds) provides the
measure of tAmax. Compared to the simple method based on
one flash, the values of tAmax obtained with the two-flash
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method should correlate better with S, while the values of
Amax should correlate as well.

This analysis suggests that the ISCEV ERG protocol
should be modified to include two flashes of higher inten-
sity presented in the dark and on a 30cd/m2 back-
ground. The lower intensity of two flashes should be about
3 logsc tds, and the higher should be about 4.4 logsc tds. The
rod-isolated and cone responses can be analyzed by fitting
one of the models, although for most purposes, a pencil and
ruler technique will do.

Summary

The analysis of the leading edge of the a-wave offers a way
to answer the question “How does a particular disease or
treatment affect the phototransduction process of the
human rod and cone receptors?” Furthermore, when com-
bined with information from other techniques, an alterna-
tive hypothesis about the effects of a disease process can be
distinguished. Although alternative equations have been 
suggested and more work is needed to distinguish among
them, any of these equations can be used to improve our
understanding of receptor function. In fact, as we have
shown, it is even possible to estimate the parameters of
phototransduction without fitting an equation. While an 
a-wave analysis has been used in the laboratory study of
animal models and in the clinical study of patients with
retinal diseases, it has not made its way into the standard
(ISCEV) ERG protocol (see chapter 26). To be of use in the
clinic, flashes of higher intensity need to be added to this
protocol.
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T   electrophysiological testing to provide objec-
tive evidence of function at different levels of the visual
system enables accurate localization of dysfunction in the
vast majority of patients. This chapter provides an overview
of lesion localization in clinical practice; it does not set out
to address specific diseases in detail; those are covered else-
where in this volume. The patients and disorders chosen to
illustrate diagnostic points have been selected merely to be
representative for the nature of the associated electrophysi-
ological findings. Referencing has also been restricted,
and the reader is referred to the relevant chapters of this
volume or to another standard text (e.g., Fishman et al.4) for
more information, particularly clinical details, on specific
diseases.

Conventional clinical diagnosis relates the symptoms,
history, and family history reported by the patient to the
signs found on examination. The difficulties in accurate
lesion localization based purely on this approach are clearly
manifest in the visual system. For example, night blindness
can arise from disorders of the photoreceptors, such as
retinitis pigmentosa (RP) or enhanced S-cone syndrome, or
may arise post-phototransduction, as in X-linked congenital
stationary night blindness or melanoma-associated retinopa-
thy. Fundus examination might not be helpful; a retina may
look grossly normal on ophthalmoscopic examination but
not function normally, as in Leber congenital amaurosis 
or vitamin A deficiency. Also, the degree of intraretinal
pigment deposition in a patient with RP may be a poor indi-
cator of the extent of retinal degeneration; there may be
only mild pigmentary changes but profound loss of function.
Equally, an abnormal retinal appearance may be associated
with normal function, such as in a choroideremia carrier.
Further, blurring of vision, central field loss, color vision 
disturbance, and a relative afferent pupillary defect can
occur in macular dysfunction but are more commonly 
associated with optic nerve disease. Many diagnostic dilem-
mas can be resolved by appropriate electrophysiological
testing.

The approach adopted relates to the nature of the 
electrophysiological findings. In summary, the electro-
oculogram (EOG) will give information regarding the 
function of the retinal pigment epithelium (RPE) and its

interaction with the photoreceptors. Electroretinography
(ERG) assesses the photoreceptor and inner nuclear layers of
the retina, with additional diagnostic dissection enabled in
the cone system by the use of short-wavelength stimulation
to assess the function of the S-cone pathway and long-dura-
tion stimulation to separate the function of the ON (depo-
larizing) and OFF (hyperpolarizing) pathways associated
with L- and M-cones. If disease is confined to the macula,
the full-field ERG will be unaffected, and pattern elec-
troretinography (PERG) or multifocal electroretinography
(mfERG) is needed. The reader is reminded that these tests
of central retinal function are technically demanding; both
are small signals, and the latter is particularly dependent on
the ability of the patient to maintain accurate fixation. The
PERG consists of two main components: P50 and N95.
Although much of P50 arises in relation to spiking cell func-
tion, it is driven by the macular photoreceptors, and P50
component amplitude may be used to assess macular func-
tion quantitatively. The function of the retinal ganglion cells,
which do not significantly contribute to the routine clinical
full-field ERG, is objectively measured using the PERG N95
component. The cortical visual evoked potential (VEP)
enables conclusions to be drawn regarding the intracranial
visual pathways, including the optic nerves, the optic chiasm,
and the visual cortex. However, it should always be borne in
mind that the VEP is a “downstream” response that arises
largely in the visual cortex and, as such, can be affected by
disease anywhere “upstream” in the visual system, exempli-
fied by the delayed pattern VEP common in macular
disease. Thus, a combined approach, incorporating 
and integrating information from different tests, might be
needed for accurate disease characterization and lesion
localization.7

Abnormal EOG light rise: RPE dysfunction

The majority of patients with an abnormal light rise in the
EOG have disturbance of function at the level of the pho-
toreceptors, and reduction in EOG light rise is consequent
upon photoreceptor dysfunction. The main exception to this
is Best vitelliform macular dystrophy, a dominantly inherited
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disorder related to mutation in VMD2. In Best disease, a 
profoundly reduced, often abolished, EOG light rise is 
associated with normal ERGs. The diagnosis is usually first
suggested by the appearance of characteristic vitelliform
foveal lesions, but once these have progressed to the vitel-
liruptive stage, there may occasionally be difficulties in
making the distinction between Best disease and adult vitel-
liform macular dystrophy or pattern dystrophy. In the latter
case, although there may be mild EOG light rise reduction,
the profound loss of EOG light rise characteristically present
in Best disease does not occur.

Abnormal rod-specific b-wave, abnormal maximal ERG
response a-wave: rod photoreceptor dysfunction

Although the rod-specific response of the International
Society for Clinical Electrophysiology of Vision standard

ERGs is the most sensitive measure of rod system dysfunc-
tion, an abnormality of this response, which consists of a
rod-specific b-wave but no a-wave, does not allow accurate
lesion localization. The b-wave arises in the inner nuclear
layer of the retina in relation to rod ON-bipolar cell func-
tion (see chapter 12), and an abnormality of the rod-specific
b-wave may reflect either photoreceptor disease or dysfunc-
tion arising post-phototransduction. The first 10–12ms of
the maximal response a-wave relate to photoreceptor hyper-
polarization; thus, it is an a-wave abnormality that accu-
rately localizes dysfunction to the rod photoreceptors. RP
(rod-cone dystrophy) is the most frequently occurring
example of this, and the findings from three patients are
illustrated in figure 36.1. In rod-cone dystrophy, the rod
ERG, by definition, is more affected than the cone ERG; the
opposite applies in cone-rod dystrophy; most genetically
determined generalized photoreceptor degenerations fall
into these two categories. Note the complementary infor-

F 36.1 Data from three patients with rod-cone dystrophy
(RP). The findings illustrate the complimentary nature of full-field
ERG, reflecting the mass responses of the retina, and pattern ERG,
reflecting macular function. See text for further details. (After
Holder GE: The pattern electroretinogram. In Fishman GA, Birch

DG, Holder GE, Brigell MG: Electrophysiologic Testing in Disorders of
the Retina, Optic Nerve, and Visual Pathway, 2 ed. Ophthalmology
Monograph 2. San Francisco: The Foundation of the American
Academy of Ophthalmology; 2001. Reproduced with per-
mission.)



:       507

mation provided by the PERG; in patient A, with “classical”
RP, full-field ERGs are almost undetectable, but a normal
PERG indicates macular sparing. The other two patients
have variable degrees of macular involvement with a
reduced and undetectable PERG, respectively; the severity
of PERG P50 component reduction reflects the degree of
macular involvement. Note the delayed 30-Hz flicker ERG
implicit times, a common feature of generalized cone 
dysfunction. The mfERG is more difficult to quantify but
can clearly demonstrate spared areas of macular function
(figure 36.2). Patients with restricted loss of function such as
may occur in sector RP or retinal detachment usually 
show ERGs of reduced amplitude but without implicit time
shift.1

In one particular condition, enhanced S-cone syndrome
(ESCS),13 the predominant abnormality in the maximal
ERG response can be that of implicit time and waveform
change rather than amplitude. In this rare autosomal-
recessive disorder, related to mutation in NR2E3, the retina
is devoid of rods; there is an increased number of cones,14

and the majority of those cones respond maximally to short-
wavelength stimulation. The presentation is usually with life-
long night blindness but may present with visual acuity loss
due to foveal schisis. Goldman-Favre syndrome (GFS) has
been used to describe a combination of foveal schisis and
peripheral degeneration; the ERGs in GFS are usually very
abnormal and may be undetectable. ESCS is characterized
by pigmentary changes, maximal in relation to the arcades,
but although the pigmentary deposition is nummular and at
the level of the RPE rather than the intraretinal bone spicule
pigment deposition of RP, the combination of pigment dep-
osition and night blindness sometimes leads to the erroneous
diagnosis of “atypical RP.” There may be small areas of
hyperpigmentation within the arcades that hyperfluoresce
on fundus autofluorescence imaging. The ERG findings are
pathognomonic (figure 36.3). The rod-specific ERG is unde-
tectable, and the maximal ERG is both simplified and
markedly delayed, with an altered waveform that shows
minimal difference to the same stimulus under photopic and
scotopic conditions. Additionally, the amplitude of the
grossly delayed photopic 30-Hz flicker response is of lower
amplitude than that of the photopic a-wave; in a normal
subject, the 30-Hz amplitude falls between that of the single-
flash photopic ERG a-wave and b-wave. Short-wavelength
stimulation (blue on amber) elicits responses that are of
much higher amplitude and altered waveform compared
with normal; stimulation directed at L-/M-cone populations
(long-duration orange on green) gives severely reduced
responses. Note that some patients appear to show OFF-
related activity with long-duration blue stimulation, not a
feature usually associated with short-wavelength cones. This
raises the possibility that the S-cones that predominate in the
retina are atypical and/or may not have the intraretinal

wiring anticipated for that type of photoreceptor. Some
patients, particularly with increasing age, show the charac-
teristic features described above, but there can be marked
overall amplitude reduction. In common with other inher-
ited disorders, there can be marked interindividual pheno-
typic variability in amplitude (figure 36.3).

Normal maximal ERG response, abnormal cone ERGs:
cone dysfunction

Much less common than those conditions that affect both
rod and cone photoreceptors, some disorders are confined
to the cone system. In such cases, the rod-specific ERG is
normal, and there is a normal or near-normal maximal
ERG response, but the cone ERGs are profoundly abnor-
mal. The cone dystrophies usually have abnormalities of
flicker response implicit time (e.g., figure 36.4), although
there are some exceptions,3 and eventually, there may be
mild rod system involvement. Two stationary inherited dis-
orders of cone function may have no detectable cone flicker
ERG at an early age. These are rod monochromacy and S-
cone (blue cone) monochromacy. Although there may be
clinical distinguishing features, the electrophysiological dis-
tinction is suggested by conventional ERG. The single-flash
photopic ERG shows some preservation in S-cone mono-
chromacy, and this can be confirmed by the use of short-
wavelength stimulation (figure 36.4). Measures of central
retinal function, such as the PERG, are profoundly abnor-
mal. Many of these patients have involuntary eye movement
disorders, and it may be difficult to obtain technically satis-
factory mfERG or PERG recordings.

Abnormal rod-specific b-wave, (electro-) negative maximal
ERG response: dysfunction postphototransduction

The presence of a negative maximal ERG response, in
which a normal a-wave is accompanied by a markedly
reduced b-wave, indicates dysfunction post-phototransduc-
tion. There are many causes of a negative ERG, including
congenital stationary night blindness (CSNB), X-linked 
juvenile retinoschisis, and central retinal artery occlusion
(CRAO) (see also chapter 72). The negative ERG in CRAO
reflects the duality of the blood supply to the retina; the pho-
toreceptors are supplied via choroidal circulation, whereas
the inner nuclear layer of the retina is supplied via the
central retinal artery. Thus, the ERG b-wave, which arises
in the inner nuclear layer, is abnormal, but the a-wave of
the maximal response, reflecting photoreceptor function, is
spared. In the cone system, S-cones, similar to rods, connect
to depolarizing (ON) bipolar cells, whereas L- and M-cones
also have an OFF pathway via hyperpolarizing bipolar cells.
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F 36.3 Representative findings in four patients with
enhanced S-cone syndrome. The data for the four patients (rows 1,
2, 3, and 4) are shown in relation to a typical normal control subject
(row 5). A, Conventional ERGs. Note the undetectable rod-specific
ERGs, the simplified waveform and delayed bright flash responses
with a similar waveform to the same stimulus under photopic and
scotopic conditions, and the amplitude of the grossly delayed 30-
Hz flicker ERG lying below that of the photopic a-wave (see text
for further details). The PERG, when detectable, is markedly
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F 36.2 ERGs, PERGs, and mfERGs from a 44-year-old
male with sporadic RP. Rod-specific ERGs are markedly subnor-
mal, confirmed by the maximal response a-wave loss to reflect 
photoreceptor dysfunction. Cone single-flash and flicker ERGs are

markedly reduced and delayed. ON/OFF responses and S-cone
ERGs are attenuated. PERG is mildly subnormal from both eyes,
and the mfERG demonstrates the spatial aspects of macular cone
function.

Right eye

mFERGs

Left eye

B

delayed. B, S-cone-specific and ON/OFF ERG responses. Note the
increased amplitude responses to short-wavelength stimulation and
the markedly reduced responses to longer wavelength stimulation.
Note also the presence of apparently OFF activity in patients 1 and
3 (with concomitant b-wave reduction going from 10-ms to 200-ms
blue stimulation). Patient 1 is a 6-year-old male; patient 2 is a 16-
year-old male; patient 3 is a 23-year-old male; patient 4 is a 42-
year-old female. Note the differences in scale for some of the traces
for patients 3 and 4 relative to the normal traces.
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F 36.4 Typical findings in cone dystrophy (CD), rod mono-
chromacy (RM), and S-cone monochromacy (SCM). Rod and
maximal ERGs fall within the normal range. The patient with CD
has markedly delayed and reduced 30-Hz cone flicker ERG; the
patients with RM and SCM have no detectable flicker ERG. There

is residual ON/OFF ERG in the patient with CD; not with RM
and SCM. There is low-amplitude photopic ERG in the patient
with SCM, suggested by S-cone-specific ERGs to arise in S-cones
but not in RM. PERG is undetectable in all three patients but will
not always be undetectable in CD.

These cone subsystems can be separately assessed using
long-duration photopic stimulation.16 Application of this
technique to complete X-linked CSNB is shown in figure
36.5. The rod-specific ERG is undetectable, and the max-
imal response is profoundly negative. This combination indi-
cates rod system dysfunction post-phototransduction. There
are subtle but specific changes in the photopic ERGs: There
is a broadened trough to the 30-Hz flicker response with
minimal implicit time shift, and the single-flash 
photopic ERG shows a broadened a-wave followed by a
sharply rising b-wave with no photopic oscillatory potentials.
These appearances are characteristic of disruption of the
ON-bipolar cell pathway but preservation of the OFF
pathway. This is confirmed by using a 200-ms stimulus: The
ON-response a-wave is normal, the ON-response b-wave is
profoundly reduced, and the OFF-response (d-wave) is
normal. S-cone-specific responses are undetectable (not
shown). The findings in this type of CSNB therefore repre-
sent loss of ON pathway function in rods, L-/M- and S-
cones, with sparing of OFF pathway function and sparing
of photoreceptor phototransduction. PERGs are abnormal,
reflecting the dependence of the PERG on ON pathway

function. The necessity always to interpret ERG findings in
the context of clinical examination and an accurate history
are well illustrated by complete X-linked CSNB; identical
electrophysiological findings occur in melanoma-associated
retinopathy (MAR) (see chapter 58), but MAR is an acquired
nyctalopia accompanied by shimmering photopsias that can
occur in both females and males, is not associated with
myopia, and almost invariably involves a history of cuta-
neous malignant melanoma. In incomplete CSNB, there is
a subnormal but detectable rod-specific ERG and more
markedly abnormal cone ERGs shown by the use of long-
duration stimulation to involve both ON and OFF systems
(figure 36.5).

Normal ERG, abnormal PERG P50 component
(N95: P50 ratio not reduced) or mfERG—VEP usually
abnormal, often delayed: macular dysfunction

An undetectable PERG or a subnormal PERG P50 compo-
nent (N95 : P50 ratio not reduced) or marked abnormality
centrally in mfERG, combined with a normal full-field ERG,
indicates dysfunction confined to the macula and eliminates
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significant generalized retinal dysfunction. A macular dys-
trophy or localized maculopathy displays this pattern of elec-
trophysiological abnormality. The most common genetically
determined macular dystrophy is Stargardt–fundus flavi-
maculatus (S-FFM), a usually autosomal-recessive disorder,
some or all of which may be related to mutation in ABCA4
(ABCR).

In a “pure” macular dystrophy, the (full-field) ERG is
normal. However, a recent large prospective study of S-
FFM11 identified three groups of patients: group 1 with dys-
function confined to the macula (abnormal PERG, normal
rod and cone ERGs), group 2 with abnormal PERG and
abnormal photopic ERGs, and group 3 with abnormal
PERG and abnormalities in both photopic and scotopic
ERGs (figure 36.6). It was shown that although there was a
highly significant relationship between the magnitude of the
full-field ERG abnormality and the duration of disease in
group 3 patients, no such relationship existed for groups 1
and 2. It had previously been reported12 that sibling pairs
with S-FFM could have markedly different fundus appear-
ance, length of disease, or visual acuity but that the electro-
physiological grouping was 100% concordant across sibling
pairs. It therefore appears that the finding of a normal ERG
at any stage during the course of the disorder is associated
with continuing normal full-field ERGs. A similar analysis
applied to patients with bull’s-eye maculopathy (BEM)10

failed to find similar results, and it cannot be concluded 

that BEM is not an inexorably progressive disorder. It is
remarkable that although BEM is widely perceived as being
associated with cone dystrophy, only a small number of
patients presented with that electrophysiological phenotype;
most had either a pure macular dystrophy or cone-rod 
dystrophy.

Macular dysfunction, either inherited or acquired, is
usually associated with a delayed pattern VEP. It is therefore
of great diagnostic importance that such delay is invariably
accompanied by a reduced-amplitude P50 component in the
PERG, sometimes with additional latency increase, a finding
not usually encountered in optic nerve or retinal ganglion
cell dysfunction (see below, and figure 36.7). It is likely that
the mfERG will also usually be abnormal under such cir-
cumstances, but data similar to those that have been accu-
mulated over many years for the PERG have yet to be
acquired for the mfERG, which, at the time of writing,
remains in relative infancy.

Normal ERG, preserved PERG P50 component,
abnormal N95 component—VEP usually abnormal,
often delayed: retinal ganglion cell dysfunction

Disease of the retinal ganglion cells may be primary, such as
in Leber hereditary optic neuropathy or dominant optic
atrophy (DOA), or may be consequent on optic nerve dys-
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F 36.5 Complete and incomplete CSNB. Both show a 
profoundly electronegative bright flash ERG, with a normal 
a-wave confirming normal photoreceptor function. Cone 
system abnormalities are more pronounced in incomplete 

CSNB; note particularly the “double-peaked” 30-Hz flicker 
ERG that is characteristically present, in keeping with the involve-
ment of both ON and OFF photopic systems. See text for further
details.
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function. The N95 component of the PERG directly relates
to the function of the retinal ganglion cells and may be selec-
tively affected in ganglion cell dysfunction. Usually, the
pattern VEP is delayed, but in severe disease may be unde-
tectable. The putative changes in the PERG that occur over
time were deduced from patients with different disease stages
in DOA9 (figure 36.8), and can be related to the cellular
origins of the PERG. All of N95 and much of P50 (approx-
imately 70%) is thought to arise in the ganglion cells; the
origins of the remainder of P50 have not been fully ascer-
tained at the time of writing but are unrelated to spiking
cells.17 In the initial stages of DOA, there is usually ampli-
tude reduction of the N95 component with a completely
normal P50. In more advanced disease, N95 shows a greater
degree of reduction. In severe disease, there is eventual
involvement of P50, but unlike the P50 reduction that 
occurs in maculopathy, this reduction in P50 is accompanied
by a shortening of P50 component latency. In this author’s
experience, extinction of the PERG does not occur in optic
nerve disease, provided that technical factors are given 
adequate consideration during recording. It has been shown
in severe longstanding optic nerve compression that the
PERG can still be detected even when optic nerve disease 
is so longstanding that there is no light perception8

(see also chapter 22). Similar observations have been

described following human optic nerve section (see 
chapter 22).

Normal PERG or PERG abnormality confined to the
N95 component—VEP abnormal, usually delayed:
optic nerve dysfunction

The VEP is the investigation of choice in the detection and
characterization of optic nerve disease, but given that blur-
ring of vision, central field loss, color vision disturbance, and
a relative afferent pupillary defect, usually associated with
optic nerve disease, may also occur in macular disturbance,
it is of crucial importance that the possibility of macular dys-
function not be overlooked. The different effects of optic
nerve and macular disease on the PERG enable this dis-
tinction in the vast majority of cases (see figures 36.7A and
36.7B). Most optic nerve disorders are accompanied by
delay in the pattern-reversal VEP, but there are some excep-
tions. For example, nonarteritic anterior ischemic optic 
neuropathy may show amplitude reduction in the absence
of latency change (see chapter 59). In many patients, there 
will be insufficient retrograde degeneration to the retinal
ganglion cells for an N95 abnormality to be evident. A 
large series of patients with optic nerve demyelination 
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F 36.6 S-FFM. Findings from three patients with Star-
gardt–fundus flavimaculatus to demonstrate electrophysiological
grouping. The PERG is characteristically undetectable. The group
1 patient shows normal full-field ERGs in keeping with dysfunction

confined to the macula; group 2 shows additional cone ERG abnor-
malities but normal rod and bright-flash ERGs; the group 3 patient
has both rod and cone ERG abnormalities in addition to the unde-
tectable PERG.
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F 36.7 A, Histogram demonstrating the incidence of PVEP
delay in macular dysfunction and multiple sclerosis. All values
larger than 105ms are abnormal. Note the high incidence of PVEP
P100 delay in macular dysfunction, with more than 50% of eyes
having a VEP delay greater than 10ms. (From Holder GE: The
pattern electroretinogram and an integrated approach to visual
pathway diagnosis. Prog Ret Eye Res 2001; 20:531–561. Reproduced
with permission.) B, PERG parameters in macular dysfunction and
multiple sclerosis. No eye with macular disease and a P100 latency
greater than 135ms still had a detectable PERG. Mean P50 ampli-

tude with a latency of 125–134ms was less than 0.5 mV in macular
disease, but approximately 3.0mV in optic nerve demyelination.
The normal latency values shown in the multiple sclerosis 
group reflect the “normal” eye in patients with monocular VEP
delay. Note that even in eyes with no detectable PVEP, the P50
component remains well within the normal range in the patients
with optic nerve dysfunction. (From Holder GE: The pattern 
electroretinogram and an integrated approach to visual pathway
diagnosis. Prog Ret Eye Res 2001; 20:531–561. Reproduced with
permission.)
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F 36.8 Findings from three patients with dominantly inher-
ited optic atrophy. The first patient (A), despite the normal pattern
VEP, shows significant loss of the N95 component of the PERG.
The second patient (B) shows a delayed PVEP accompanied by
N95 loss. P50 is normal in both those patients. The third patient

(C) has severe end-stage disease with no detectable pattern VEP
and a poorly formed low-amplitude flash VEP. In addition to N95
reduction, there is P50 amplitude reduction with shortening of P50
component latency. (From Holder GE: Electrophysiological assess-
ment of optic nerve disease. Eye 2004; 18:1133–1143.)

and VEP conduction delay revealed an incidence of
PERG abnormality of approximately 40%.5 However, of
those abnormalities, 85% were confined to the N95 
component. Typical findings in a patient with multiple 
sclerosis and optic nerve demyelination are shown in figure
36.9. Note the ability of the VEP to detect subclinical
demyelination.

Asymmetrical VEP distribution, crossed asymmetry:
chiasmal dysfunction or misrouting

The majority of optic nerve dysfunction has a posterior dis-
tribution that is largely symmetrical across the two hemi-
spheres. However, when the dysfunction is primarily at the
level of the optic chiasm or in the presence of chiasmal 

misrouting, there is a crossed asymmetry whereby the find-
ings obtained on stimulation of one eye show an asymmet-
rical distribution that is reversed when the other eye is
stimulated. Great caution is needed when interpreting
pattern-reversal VEPs because of the phenomenon of par-
adoxical lateralization that occurs with a large-field, large-
check stimulus and common reference recording to Fz (see
chapter 78). The most common cause of acquired chiasmal
dysfunction is compression from a pituitary tumor, which
gives characteristic VEP abnormalities that are described in
detail elsewhere in this volume but that show predominance
of the responses from the ipsilateral hemisphere. A congen-
ital misrouting of chiasmal fibers occurs in association with
ocular or oculocutaneous albinism such that the majority of
fibers from each eye decussate to the contralateral hemi-
sphere; this contralateral predominance is best revealed with
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pattern appearance stimulation in older patients or diffuse
flash in children or infants (e.g., Dorey et al.,2 Neveu et al.15;
see also chapter 25). Typical findings are shown in figure
36.10.

Asymmetrical VEP distribution, uncrossed asymmetry:
retrochiasmal dysfunction

Dysfunction posterior to the optic chiasm gives an uncrossed
asymmetry such that the findings obtained on stimulation of
each eye show an asymmetrical distribution across the two
hemispheres that are similar when either eye is stimulated.
As with chiasmal dysfunction, caution is needed when inter-
preting pattern-reversal VEPs owing to the phenomenon of
paradoxical lateralization that occurs with a large-field,
large-check stimulus and common reference recording to Fz.
Retrochiasmal lesions are addressed elsewhere in this volume
(see chapter 78).

Concluding remarks

It should be evident, from the nature of the electrophysio-
logical changes described, that appropriate electrophysio-

logical testing allows accurate localization of visual pathway
dysfunction. Diagnostic flowcharts have been devised6,7 to
assist in ascertaining the cause of a delayed pattern VEP and
further to demonstrate how to evaluate, commencing with
PERG, the patient with unexplained visual acuity loss. These
appear in figures 36.11A and 36.11B. It is possible partly to
substitute mfERG for PERG, but the direct assessment of
ganglion cell function that the PERG provides is not readily
available in the mfERG. It is perhaps also more appropriate
to examine macular function by using a stimulus similar to
that used to evoke the PVEP. The evaluation of “functional”
or nonorganic visual loss is fully addressed elsewhere (see
chapter 51).

The flowchart in figure 36.11A can be applied to the
patient illustrated in figure 36.12. This unfortunate person
was involved in a road traffic accident and sustained a trau-
matic left optic neuropathy. During face-down surgery for a
spinal injury that was sustained during the accident, a severe
pressure retinopathy in the right eye occurred. Pattern VEPs
are undetectable, and flash VEPs are severely abnormal
from both right and left eyes. The PERG is undetectable
from the right eye but in the left eye shows a normal P50
component with selective loss of N95, in keeping with 
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F 36.9 The findings in this patient demonstrate the ability
of the PERG to detect subclinical optic nerve demyelination. The
patient is a 35-year-old female with blurred vision following exer-
cise or a hot bath (Uhthoff phenomenon). Although demyelination
was suspected, visual acuity was 6/5 bilaterally, and there was no

relative afferent pupillary defect. Note the profound delay present
in the VEP both from the symptomatic and asymptomatic eyes.
The left eye PERG shows some N95 loss and shortening of P50
latency. (From Holder GE: Electrophysiological assessment of optic
nerve disease. Eye 2004; 18:1133–1143.)
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F 36.10 Pattern appearance (150-ms onset) and flash VEPs
in a 7.5-year-old girl with ocular albinism. Note the pronounced
contralateral predominance of the VEPs (arrows). Pattern appear-
ance VEPs show only the positive component at 100ms in the con-

tralateral hemisphere traces. The flash VEPs show little activity in
the first 100ms in the ipsilateral hemisphere traces but a clear
FVEP in the contralateral traces.

A B

F 36.11 These diagnostic flowcharts detail the diagnostic
strategy that can be applied to the improved assessment of an
abnormal pattern VEP and the patient who presents with unex-
plained visual loss. Note the pivotal role played by the PERG. (A
from Holder GE: The pattern electroretinogram in anterior visual

pathway dysfunction and its relationship to the pattern visual
evoked potential: A personal clinical review of 743 eyes. Eye 1997;
11:924–934. B from Holder GE: The pattern electroretinogram
and an integrated approach to visual pathway diagnosis. Prog Ret
Eye Res 2001; 20:531–561.)
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retrograde degeneration to the retinal ganglion cells from
the optic neuropathy. The ERGs are normal in the left eye
but undetectable in the right eye, in keeping with severe gen-
eralized retinal dysfunction. The electrophysiological find-
ings identify and localize the dual pathology.
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F 36.12 VEPs and ERGs in a patient with a pressure-induced retinopathy in the right eye and traumatic optic neuropathy in the
left eye. See text for details.
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I    established that the rising phase of the sco-
topic electroretinogram (ERG) a-wave largely represents the
massed electrical response of the rod photorecep-
tors.9,11,17,19,20,36,45 This has motivated wide use of the ERG to
study fundamental and clinically relevant aspects of rod
function in the living eye. However, a severe constraint asso-
ciated with conventional (i.e., single-flash) ERG recording is
that intrusion by the b-wave and other postreceptor ERG
components begins to mask the a-wave shortly after test flash
presentation and thus obscures all but the initial portion of
the photoreceptor flash response. The constraint is especially
pronounced in the case of rods in the mammalian eye. That
is, intrusion by the b-wave in the mammalian ERG becomes
substantial at ~25ms or less after test flash presentation,
while photocurrent data from mammalian rods in vitro 
indicate a flash response duration of at least several hundred
milliseconds.2,26,33 Recently, however, we and others have
developed a paired-flash ERG technique that allows approx-
imate determination of the rod response’s full time
course.3,14,16,29,37,39,41 The aim of this chapter is to describe the
measurement of rod phototransduction and adaptation
properties using the paired-flash ERG method. The work to
be highlighted is drawn from recent studies conducted on
human subjects and on wild-type (C57BL/6J) mice.

Concept and methodology

Numerous studies of rods in vitro have described the prop-
erty of photocurrent saturation, a condition of essentially zero
circulating current and thus maximal photocurrent response
amplitude, produced transiently by a bright flash. Pho-
tocurrent saturation reflects the flash generation of a large
quantity of activated cGMP phosphodiesterase (PDE*) on
the disk membranes of the rod outer segment (for recent
reviews, see Arshavsky et al.1 and Burns and Baylor6). The
resulting large burst of PDE*-mediated cGMP hydrolysis
produces a drop in the intracellular level of free cGMP to
near zero, a resulting closure of virtually all of the cGMP-
gated channels in the plasma membrane of the outer

segment, and rapid development of an ERG a-wave of near-
maximal amplitude.

The paired-flash method is based on the notions that (1)
a bright flash, by rapidly driving the rods to saturation, gen-
erates a rapidly developing ERG a-wave that essentially
titrates the prevailing level of circulating current, and (2) rod
saturation (closure of essentially all of the cGMP-gated
channels) is a fixed reference condition that is presumably
independent of simultaneously occurring, postreceptor ERG
potentials. In this method, the full time course of the rod
response to a test flash of arbitrary strength is reconstructed,
that is, “derived,” from results obtained in a series of paired-
flash trials. Each trial involves presentation of the test flash
at time zero in the experimental run and subsequent pre-
sentation of a bright probe flash of fixed strength. The inter-
val between the test and probe flashes (termed tprobe below)
is varied among trials, and the rod-mediated a-wave
response to the probe flash of each trial is analyzed for
amplitude. As referenced to the probe response obtained in
the absence of recent test flash presentation (“probe-alone”
response), the family of probe response amplitudes yields 
the test flash response (figure 37.1). A(t), the full time course
of the derived response to the test flash, is obtained through
the relation

A(t) = Amo - Am(t) (1)

where Amo is the amplitude of the probe-alone response and
Am(t) is the probe response amplitude determined in a paired-
flash trial at time t after the test flash. With a fixed interflash
interval and varying test flash strength, the paired-flash
method can similarly be used to determine the amplitude-
intensity function of the rod response at a fixed time after
test flash presentation.

Paired-flash ERG experiments utilize a Ganzfeld (i.e., full-
field) photostimulator equipped with short-duration (~2ms
or less) flash lamps. The short duration of the probe flash
specifically permits delivery of this stimulus within an 
interval that is small by comparison with that of the time-
to-peak of the probe-generated a-wave. In the mouse,
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the time-to-peak of the a-wave generated with our standard
probe flash (~300–400 scotopic candela second per square
meter (sc cd sm-2) ) is typically ª7–8ms, and probe responses
are routinely analyzed for amplitude at 6ms after probe flash
presentation (determination time tdet = 6ms).16,46 However,
analyses of probe responses that are obtained after 

substantial rhodopsin bleaches have employed a tdet of 7ms24

(see below). In the mouse experiments highlighted below,
values of the post-test-flash time t quoted in determinations
of the derived response A(t) represent the sum of the test
probe interval and the probe response determination time (t
= tprobe + tdet). In experiments on human subjects, in which
the probe flash strength is typically ~1.2 ¥ 104 to 1.6 ¥ 104

scotopic troland seconds (sc td s), the time-to-peak of the
probe response is about 8–9ms, and probe responses
obtained in a given session are analyzed for amplitude at a
fixed near-peak time. For the experiments on human sub-
jects highlighted below, quoted values of the post-test-flash
time t ignore the determination time tdet (i.e., t = tprobe). Raw
probe responses recorded from human subjects furthermore
contain a significant contribution from the cone photore-
ceptors, necessitating determination and computational sub-
traction of the cone-mediated component to obtain the
rod-only component (see below). Full details of this cone
subtraction technique, as well as other procedures for
recording and data analysis in paired-flash ERG experi-
ments on human subjects and mice, have been
described.16,23,24,39,40,46

Dark-adapted flash response

Figure 37.2 illustrates data obtained from a human subject
and describes the approach used to derive the rod response
to fixed, relatively weak test flash (test flash strength Itest = 11
sc td s). Figure 37.2A shows raw responses to a fixed, short-
wavelength probe flash delivered at varying times after the
11 sc td s test flash in a series of paired-flash trials. Also
shown in figure 37.2A is response C, the presumed cone-
mediated response to a long-wavelength probe flash that 
is photopically matched to the nominally used short-
wavelength probe (cf. figures 1–3 and accompanying text of
Pepperberg et al.39). Shown in figure 37.2B are rod-only
probe responses obtained after computational subtraction of
response C from the raw probe responses. Figure 37.2C
shows the derived response to the test flash determined from
the rod-only probe responses; here, these probe responses
are vertically positioned to achieve a match of their nega-
tive peaks at a fixed value (labeled Amo) that represents the
presumed fixed condition of photocurrent saturation (see
figure 37.1). These probe responses, which are positioned
horizontally according to the time of probe flash presenta-
tion, define a family of preprobe baselines (solid circles) that
together represent the derived response to the test flash. The
derived response exhibits a peak at t ª 170ms and a falling
phase that lasts several hundred milliseconds. Support for
the notion that this derived response approximates the in
vivo massed response of the rods comes from the response’s
similarity to photocurrent flash responses recorded from
human rods in vitro.26

F 37.1 Diagram describing the paired-flash method. A,
Hypothetical ERG response obtained in a paired-flash trial, with
test flash presentation at time zero and subsequent presentation of
a bright probe flash. Lower part shows hypothetical responses to
probe flashes presented in paired-flash trials of differing interflash
intervals, the vertical alignment of these probe responses to match
their peak amplitudes, and representation of the preprobe base-
lines (solid circles) as the amplitudes of the derived rod response
(solid curve). For simplicity, the diagram ignores the correction of
probe responses to remove the cone contribution to these responses.
B, Variation of the test-probe interval among paired-flash trials.
(Reproduced from Pepperberg et al.40 with permission from 
Elsevier Science.)
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Paired-flash ERG experiments on mice indicate that
shortly after a bright (i.e., rod-saturating) conditioning flash,
the small a-wave response that is produced by the bright
probe flash largely reflects the activity of cone photorecep-
tors (see figure 9 of Hetling and Pepperberg16). However, at
the early times that are used to determine the probe response
amplitude in mouse (6 or 7ms), the size of this cone contri-
bution is tiny by comparison with that of the dark-adapted
probe response and ordinarily can be ignored in deriving the
flash response of the rods.16,24,28,46 Figure 37.3 shows the
paired-flash-derived rod response to a weak test flash (Itest =
0.12 ± 0.02 sccd sm-2), obtained with use of a 6-ms deter-
mination time for the probe response amplitude. The
derived response resembles those of photocurrent recordings
obtained from mouse rods in vitro7,49,53 and is well described
by the nested exponential relation (solid curve)

A(t)/Amo = 1 - exp[-k86Itestu(t)] (2a)

u(t) = g {1 - exp[-a(t - td)2]}exp(-t/tw) (2b)

where k86 = 7.0 (sc cd sm-2)-1 is a sensitivity parameter deter-
mined from the amplitude-intensity relation at the near-peak

time of t = 86ms (test probe interval of 80ms and tdet = 6ms;
see figure 2 of Hetling and Pepperberg16), a = 2.32 ¥
10-4 (ms)-2 describes the acceleration of the response (coun-
terpart of the amplification constant used by Lamb and
Pugh27 and Breton et al.5), td = 3.1ms is a fixed delay (see, e.g.,
Birch et al.3), tw = 132ms is an exponential decay constant, g
= 2.21 is a dimensionless scaling factor, and the time-
dependent function u(t) represents a unit (i.e., elemental) con-
tribution to the dark-adapted response.16,46,47 Equation (2)
accounts well for the approximately exponential behavior of
the amplitude-intensity relation that is obtained at a fixed time
in the weak-flash response, and for the overall time course of
the response to brighter flashes, including the progressively
longer period of rod saturation that is produced with increas-
ing test flash strength (see figures 2, 3, and 8 of Hetling and
Pepperberg16). However, equation (2) does not capture the
progressive slowing of the derived response’s recovery phase
that occurs with increases in test flash strength well above sat-
uration. Furthermore, with the fixed delay td, this equation
does not account for the advance of the rising phase to shorter
times that is observed with very bright flashes.42

F 37.2 Derived rod response of human rods to a fixed weak
test flash (Itest = 11 sc td s). A, Raw probe flash responses obtained
with differing interflash intervals. Labels accompanying the wave-
forms identify the test-probe intervals in milliseconds. B, Rod-only
(i.e., cone-corrected) probe responses obtained after computational

subtraction of the putative cone contribution (response C in part
A) from each raw probe response. C, Derived rod response to the
test flash. See text for further details. (Reproduced from 
Pepperberg et al.39 with permission from Cambridge University
Press and Elsevier Science.)
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Light adaptation

It is well established that in the presence of steady back-
ground illumination, rod photoreceptors in vitro exhibit a
maintained response to the background as well as a reduced
sensitivity and duration of their response to a superimposed
test flash (reviewed by Burns and Baylor6 and Fain et al.12).
Figure 37.4 shows the effect of steady background light on
the maintained derived response of mouse rods. In each of
a group of experiments, the probe-alone response that was
obtained in darkness was analyzed to yield the dark-adapted
maximal amplitude AmoD. The same probe flash was pre-
sented during background illumination of fixed intensity
(background strength Ib ranging from 0 to 21 sccdm-2; back-
ground on for at least 2 minutes before probe flash presen-
tation), and the probe-alone response was similarly analyzed
to yield AmoL, the light-adapted maximal amplitude. Ab, the
maintained derived response to the background, was then
determined from the relation (cf. equation [1] above)

Ab = AmoD - AmoL (3)

It is of interest to compare the background dependence of
the maintained normalized response (Ab/AmoD versus log Ib)
with the amplitude-intensity relation obtained under 

dark-adapted conditions. Curve 1 in figure 37.4 (A(86)/AmoD

versus log Itest) shows the normalized amplitude-intensity
function for the dark-adapted flash response at the near-peak
time t = 86ms determined in separate experiments (not illus-
trated; see figure 2 of Hetling and Pepperberg16). Curve 2
represents the background dependence of the normalized
maintained response (Ab/AmoD versus log Ib) that is expected
in the absence of light adaptation, that is, if this maintained
response reflected the superposition of nonadapting ele-
mental responses; this curve is related to curve 1 by an inte-
gration time (tint = 235ms) determined for the dark-adapted
weak-flash response (see figure 1 of Silva et al.46). Curve 2
approximates the behavior of the maintained response
Ab/AmoD determined experimentally with weak backgrounds
but becomes a progressively poorer description of the data
at higher values of Ab/AmoD (i.e., at higher background
strengths), consistent with the action of light adaptation in
reducing the amplitude of the maintained response.

Accurate determination of the paired-flash-derived
response requires the probe flash to be bright enough to
rapidly saturate the rods even in the presence of background
light. Figure 37.5, which shows results obtained from mouse,
describes a test of the extent to which backgrounds alter the
dependence of the probe response amplitude on the strength

F 37.3 Derived normalized response A(t)/Amo of mouse rods
to a weak test flash (Itest = 0.12 ± 0.02 sccd sm-2). (Adapted from

Hetling and Pepperberg16 with permission from The Physiological
Society and Elsevier Science.)



F 37.4 Effect of steady background light on the maintained
derived rod response of mouse rods. Data points plot determina-
tions of the normalized maintained response Ab/AmoD as a function
of log Ib, the log value of the background strength in scotopic
candela per square meter (sc cdm-2). Curve 1 plots the amplitude-
intensity relation at t = 86ms for dark-adapted mouse rods 

determined in separate experiments as a function of log Itest, the log
value of test flash strength in scotopic candela seconds per square
meter (sc cd sm-2). Curve 2, derived from the function plotted as
curve 1, is the dependence of Ab/AmoD on log Ib predicted in the
absence of light adaptation. (Reproduced from Silva et al.46 with
permission from The Physiological Society.)

F 37.5 Dependence of normalized probe response 
amplitude on probe flash strength under dark-adapted condi-
tions (solid circles) and in background light of 1.2 and 

5.8 sc cdm-2 (open circles and open triangles, respectively).
(Adapted from Silva et al.46 with permission from The 
Physiological Society.)
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of the probe flash. Here, probe flashes of differing strength
were presented in darkness (Ib = 0) and in the presence 
of backgrounds of 1.2 and 5.8 sc cdm-2. The data indi-
cate a relatively modest dependence of the normalized
probe response amplitude on probe flash strength under
dark-adapted conditions and relatively little effect of the
tested backgrounds on the slope of the illustrated func-
tions. These results indicate that over the investigated 
range of background strength, the strength of the routinely
used probe flash (~300 sccd sm-2 or greater) is sufficient 

to permit accurate determination of derived rod 
responses.

A central property of rod light adaptation is the reduction
in peak amplitude and duration of the response to a super-
imposed test flash. Figure 37.6 illustrates the effect of steady
background light on the flash response of mouse rods. Here,
dashed curve DA is the function that was previously shown
to describe the normalized dark-adapted response (A(t)/AmoD

versus t) to a test flash of 0.12 sccd sm-2 (equations (2a) and
(2b) with Itest = 0.12 sccd sm-2). Open circles show paired-
flash determinations of the normalized response (A(t)/AmoL

versus t) to a test flash of 0.30 sccd sm-2 superimposed on a
background of 0.63 sccdm-2. Note that the peak amplitude
of the normalized light-adapted response to the 0.30 sccd s
m-2 test flash is similar to that of the normalized 
dark-adapted response to the 0.12 sccd sm-2 test flash, and
that the light-adapted response falls to preflash baseline
more rapidly than the dark-adapted response does. An accel-
erated recovery of the flash response is indicated also by the
integration time tref determined for the derived response (see
table 1 and accompanying text in Silva et al.46). By contrast
with the 234-ms value of tref obtained under dark-adapted
conditions, tref for the derived flash response in the presence
of the 0.63 sccdm-2 background was 71ms. Backgrounds of
1.2 and 2.5 sc cdm-2 further reduced this integration time to
65 and 54ms, respectively.

Figure 37.7 illustrates the effect of steady background light
on the flash response of human rods. Figure 37.7A shows the
derived rod response to a fixed test flash (44 sc td s) deter-
mined in the absence and presence of a 32 sc td background
(solid and open circles, respectively) and with use of a
nominal probe flash strength of 1.2 ¥ 104 sc td s. The dashed

F 37.6 Open circles: Normalized response of mouse rods
to a test flash (0.30 sccd sm-2) superimposed on steady background
illumination (0.63 sccdm-2). Dashed curve: Normalized dark-
adapted response to a test flash of 0.12 sccd sm-2, based on data
obtained in separate experiments. (Adapted from Silva et al.46 with
permission from The Physiological Society.)

F 37.7 Effect of background light (32 sc td) on the 
derived response of human rods to a 44-sc td s test flash. Solid 
and open circles: Dark- and light-adapted responses, respectively.
Data obtained from a single subject. A, Derived amplitudes 
A, in microvolts. B, Dark- and light-adapted derived responses 

normalized to prevailing maximal amplitudes of the flash-
generated response (Amo and A¢mo, respectively). See text for 
further details. (Adapted from Pepperberg et al.39 with 
permission from Cambridge University Press and Elsevier 
Science.)
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line represents the amplitude of the derived rod response
maintained by the background itself. In background light, the
derived response to the test flash exhibits a shortened dura-
tion, that is, the response recovers more quickly than does the
dark-adapted response to the prevailing baseline. This short-
ening of time scale by the background is evident also when
the dark- and light-adapted derived responses are plotted on
normalization to the prevailing maximal amplitude (figure
37.7B). The open diamond, open triangle, and open square
in figure 37.7A show results obtained under dark-adapted
conditions at t = 500ms with probe flash strengths of 2.5 ¥
103, 5.0 ¥ 103, and 2.4 ¥ 104 sc td s, respectively. That these
differing probe strengths yielded derived amplitudes similar
to that obtained with the nominal (1.2 ¥ 104 sc td s) probe
flash is consistent with the notion that the response to the
nominal probe flash was not subject to substantial desensiti-
zation by the test flash itself.

The decrease in rod responsiveness that is observed in
steady background light motivates interest in understanding
the time course of the change produced by stepped onset of
a background. The derived response to a background step
can be determined in a series of experimental runs, each of
which involves background onset at time zero and presenta-
tion of the probe flash at defined times after this onset.
Because this series of runs requires repeated presentation of
the background step, it is important to limit the intensity and
duration of the background to conditions that permit full
dark adaptation between runs, to avoid a cumulative adapt-
ing effect of the measurement procedures. Figure 37.8A
shows results obtained in mouse for the derived response to
step onset of a 1.2 sc cdm-2 background. Here, each exper-
imental run involved a 1-s exposure to the background, and
consecutive runs were separated by a 2-min period of dark
adaptation. Consistent with results obtained in vitro for
backgrounds that are approximately half-saturating in steady
state,30,50 the response to the 1.2 sc cdm-2 background step
suggests a slight sag from initial peak within the first 1s after
background onset. Figure 37.8B presents evidence that this
stepped 1.2 sc cdm-2 background furthermore desensitizes
the flash response within a 1-s period. Here, a fixed test flash
(T) of 0.98 sccd sm-2 was presented in darkness, or at 50 or
700ms after background (B) onset (conditions termed
“Dark-adapted,” “B50T,” and “B700T,” respectively, in
figure 37.8B). Under each condition, experimental runs were
conducted in which presentation of the probe flash occurred
at 20ms or 250ms after the test flash. The use of these two
test probe intervals was designed to yield information about
the test flash response at relatively early and late times,
respectively, in this response. The illustrated data show the
effect of the background on normalized amplitudes of the
derived response to the test flash. The similarity of normal-
ized amplitudes obtained with the 20-ms test-probe interval
(open bars) indicates that there was no substantial effect of

the background at this very early time in the test flash
response. However, results obtained with the 250-ms test
probe interval (solid bars) indicated a substantial effect of the
background. That is, as is noted by the asterisk above the
bar representing the B700T results with the 250ms test
probe interval, background desensitization led to a signifi-
cant reduction in the derived response to the test flash pre-
sented at 700ms after background onset (see figure 8 and
accompanying text of Silva et al.46).

Recovery following bright illumination

Recovery of the rod response from the condition of pho-
tocurrent saturation produced by a bright test flash can be
determined in paired-flash trials involving variation of the
test probe interval, as in measurement of the weak-flash
response.3,15,22,29 Determining the time course of recovery
from the bright-flash-induced condition of rod saturation
can provide information on the relationship between the
strength of the bright test flash and the progress of reactions
that terminate excitation in the phototransduction cascade.
Figure 37.9 shows results obtained from a human subject in
an experiment that involved presentation of a fixed bright
flash (2.0 ¥ 103 sc td s). Figures 37.9A and 37.9B show rod-
only probe responses and amplitudes of these responses,
respectively, determined at defined times after this bright
flash. These data indicate the occurrence of rod saturation
(near-zero amplitude of the probe response) for a period of
about 1 s and a subsequent recovery of the response. Figure
37.9C shows determinations of the rod saturation period as
a function of the bleaching strength of the test flash. Over
a range corresponding with up to ~4 ¥ 105 rhodopsin pho-
toisomerizations (Ro*) per rod, the saturation function (satu-
ration period T versus the natural logarithm (ln) of Ro*) is
approximately described by a line (not illustrated) of slope
ª0.3 s. ERG and photocurrent data from mouse rods have
yielded generally similar values of slope of the saturation
function over a corresponding test flash range.7,8,16,29 Above
this range, there occurs an acceleration of the saturation
function to a regime of higher slope, a result implicating rate
limitation of recovery by a process that is distinct from that
responsible for the slope of the function’s lower branch.3,38

Birch et al.,3 in a paired-flash ERG study of normal subjects
and of patients with retinitis pigmentosa (RP) and the pro-
23-his rhodopsin mutation, observed in the RP patients an
abnormally slow recovery from rod saturation that is describ-
able by an abnormally high slope of the upper branch of
the saturation function (their figure 10).

Properties of the rod weak-flash response during recovery
from bright adapting light can also be determined. Hetling
and Pepperberg16 investigated the recovery of mouse rods
from a brief adapting flash of high intensity. In each of a
series of three-flash trials, the eye was exposed to the bright
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F 37.8 A, Derived response of mouse rods to a step of light
(1.2 sc cdm-2). Background onset was at time zero. B, Normalized
amplitudes of the derived response to a test flash (0.98 sccd sm-2)
presented at differing times after onset of a 1.2 sc cdm-2 background.

Pairs of histograms indicate data obtained under dark-adapted con-
ditions (left) and with test flash presentation at 50ms (middle) and
700ms (right) after step onset. See text for further details. (Adapted
from Silva et al.46 with permission from The Physiological Society.)
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adapting flash, a relatively weak test flash at t = 10 s or 12 s,
and a bright probe flash at varying times after the test; the
test flash presentation times were chosen to correspond with
partial recovery from the adapting flash. Analysis of the
probe responses yielded the time course of derived responses
to the test flash delivered at 10 or 12 s. The relatively short
duration that was observed for these derived weak-flash
responses (figure 10 of Hetling and Pepperberg16) suggests
that under the investigated conditions, photocurrent recov-
ery from the bright-adapting flash was rate-limited by the
deactivation of an excitatory transduction intermediate
rather than by the resynthesis of cGMP.

Adapting illumination of sufficient bleaching strength is
associated with robust operation of the series of metabolic
and transport reactions, collectively termed the retinoid visual

cycle, that support the regeneration of rhodopsin (reviewed
by McBee et al.31 and Saari43). The relatively long periods
that are required for rod recovery after substantial rhodopsin
bleaches preclude the experimental design used in the exper-
iment of figure 37.9, in which each run involved presenta-
tion of the bleaching light. Rather, analyses are carried out
over the course of recovery from a single adapting (bleach-
ing) illumination terminated at time zero in the experiment.
A striking feature of results obtained from mouse rods fol-
lowing substantial bleaching is a change in the rising-phase
kinetics of the probe flash response (figure 37.10). The
experiment described in figures 37.10A and 37.10B involved
a 45-s exposure to bright light (referred to below as the “stan-
dard” adapting illumination) that, as determined at 5, 10,
and 20min after the illumination (extraction and analysis of

F 37.9 Recovery of human rods following a bright test 
flash. Data in parts A and B obtained from a single subject in
response to a 2 ¥ 103 sc td s test flash. A, Rod-only probe response
waveforms. Labels indicate the test-probe interval in ms. B, Recov-
ery of r/rmax, the normalized probe response amplitude. Here,
r/rmax corresponds with Am/Amo in equation (1). The fitted curve
plots the relation, r/rmax = {1 - exp[-(t - T)/tr] }, with T = 1.2 s

and tr = 0.82 s. C, Dependence of the saturation period T on the
natural logarithm of the test flash strength (ln Itest), and on the
natural logarithm of Ro* (ln Ro*). Ro*, the number of rhodopsin
photoisomerizations per rod produced by the test flash, was deter-
mined by equating 1 sc td s with 8.6 Ro*.5(Adapted from Pepperberg
et al.38 with permission from the Optical Society of America and
Elsevier Science.)
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retinoids contained in the eye tissues), produced average
rhodopsin bleaching extents of 25%, 14%, and 9%, respec-
tively (table 1 of Kang Derwent et al.24). Waveforms labeled
PAD in figure 37.10A are probe-alone responses recorded
under dark-adapted conditions. Those labeled PA1–PA40 are
probe responses obtained at 1–40min after the standard
adapting illumination. Figure 37.10B shows the responses
from figure 37.10A in peak-normalized form and illustrates
a similarity among the rising-phase kinetics of the post-
bleach responses, the key feature of which is a slight delay
in onset of the rising phase. This bleach-induced delay
resembles the delay that is evident in responses to probe
flashes of reduced strength obtained in a separate experi-
ment (figure 37.10C) and thus indicates, for the experiment
of figures 37.10A and 37.10B, a bleach-induced desensiti-
zation of the response to the probe flash. To compensate for
this delay, Kang Derwent et al.24 employed a determination
time tdet of 7ms (rather than 6ms; see above) to obtain ampli-
tudes of responses to probe flashes presented after bleach-
ing. This analysis yielded the data of figure 37.11A, which
shows determinations of the normalized probe response
amplitude AmoL(tda)/AmoD as a function of dark-adaptation time
tda following a standard bleaching illumination. Here, rod
recovery was 80% complete at 13.5min, on average, after
the adapting exposure. Furthermore, for a given extent of
recovery (i.e., at a given value of AmoL(tda)/AmoD), results
obtained from different mice differed primarily with respect
to the time required to achieve this recovery extent, rather
than to the instantaneous absolute rate of recovery at the
given value of AmoL(tda)/AmoD (figure 37.11B).

The data of figure 37.11A and results obtained in 
steady background light (figure 37.4, reproduced in figure
37.11C) allow determination of the “excitation-equivalent
background (Ie),” a time-dependent parameter with units of
background strength that can be associated with a given
extent of rod recovery (see, e.g., Kennedy et al.25 and
Thomas and Lamb51). Figures 37.11D and 37.11E show the
transform that links Ie with a given extent of rod recovery,
and figure 37.11F illustrates determination of the decay
kinetics of Ie (log Ie versus tda). The plot in figure 37.11F yields
an exponential time constant of 5.2min for decay of the
excitation-equivalent background associated with the
bleaching experiments of figure 37.11A. Kennedy et al.25

investigated recovery of the rod ERG a-wave in mouse fol-
lowing a similar extent of rhodopsin bleaching, and deter-
mined the course of rod recovery by analysis employing a
model of the a-wave rising phase.5,27 They observed a bipha-
sic recovery of the rod response characterized by exponen-
tial decay constants of 2.4min (accounting for the major
portion of recovery) and 56min. Kennedy et al.25 further-
more determined the time course of enzymatic reduction of
all-trans retinal, the immediate retinoid product of rhodopsin
bleaching and a component that has been hypothesized to

F 37.10 Effect of bright adapting light on probe responses
of mouse rods. A–B, Responses PAD were obtained under dark-
adapted conditions; PA1–PA40 were obtained at 1–40min after a
standard adapting illumination. In part B, PA1–PA40 are rescaled to
achieve a match of the peak amplitudes with the average peak
amplitude of PAD. C, Delay in response rising phase obtained with
attenuation of the probe flash. Data obtained in an experiment sep-
arate from that of parts A and B. Labels indicate the strengths 
(in sc cd sm-2) of flashes presented before (left-hand labels) and 
after (right-hand labels) a standard adapting illumination.
(Reproduced from Kang Derwent et al.24 with permission from The
Physiological Society.)
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F 37.11 Recovery of mouse rods following a standard adapt-
ing illumination. A–B, Recovery of AmoL(tda)/AmoD, the normalized
probe response amplitude, as a function of dark-adaptation time tda.

C–F, Determination of decay kinetics of the excitation-equivalent
background Ie. See text for further details. (Reproduced from Kang
Derwent et al.24 with permission from The Physiological Society.)
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F 37.12 Probe responses obtained from mouse rods before
and after a standard adapting illumination. Results obtained in a
single experiment, before (A) and after (B) the adapting illumina-
tion. See text for further details. (Adapted from Kang Derwent et
al.24 with permission from The Physiological Society.)

maintain excitation during dark adaptation by continued
interaction with opsin (cf. Hofmann et al.18 and Sachs et
al.44). For the decay of all-trans retinal, Kennedy et al.25 deter-
mined a decay time constant of 14min under bleaching con-
ditions similar to that of the experiments in figure 37.11A.
Because the exponential decay constant for Ie described
above (5.2min) is considerably less than 14min, the ERG
data in figure 37.11 suggest that a reaction that occurs before
all-trans retinal reduction, perhaps removal of all-trans retinal
from opsin or the translocation of this retinal across the
outer segment disk membrane, is the origin of the 5.2-min
time constant. Consistent with this possibility, Weng et al.52

have reported a marked impairment of postbleach rod
recovery in abcr mice, which lack the transporter that facili-
tates the translocation of all-trans retinal photoproduct from
the disk lumen to the cytosol.

Paired-flash determinations of rod response amplitudes
after bright adapting illumination have yielded information
specifically on the extent of bleach-induced rod desensitiza-
tion. Using test-probe intervals of 80ms and 250ms, Kang
Derwent et al.24 determined amplitudes of the derived
response of mouse rods to a weak test flash (0.11 sccd sm-2)
presented at varying times after a standard adapting illumi-
nation. Figures 37.12A and 37.12B show probe responses
recorded in a single experiment of this type. Waveform PAD

in figure 37.12A is the dark-adapted probe-alone response,
and waveforms T80PD and T250PD are probe responses
obtained in paired-flash trials with test-probe intervals of
80ms and 250ms, respectively, under dark-adapted condi-
tions. Figure 37.12B shows probe responses obtained at
defined times after the standard adapting illumination (sub-
scripts identify dark-adaptation times, in minutes). These
data provide evidence for a lingering desensitization, that is,
a reduction in amplitude of the derived response to the 
0.11 sccd sm-2 test flash, produced by the adapting exposure.
For example, with the 80-ms test-probe interval, the derived
amplitude at ª25–26min after the adapting illumination (in
figure 37.12B, the difference between waveforms PA25 and
T80P26 at tdet = 7ms) is considerably smaller than the dark-
adapted derived amplitude (in figure 37.12A, the difference
between waveforms PAD and T80PD at tdet = 6ms) (cf. equa-
tion (1) ) despite the essentially full recovery of the probe-
alone response (in figure 37.12B, the similarity in amplitudes
of waveform PA25 at tdet = 7ms and waveform PAD at tdet =
6ms). Data obtained in a group of experiments of this type
indicate a lingering desensitization of about fourfold at 5min
and about twofold at 20min following the standard adapt-
ing illumination. As discussed by Kang Derwent et al.,24 a
possible basis for this lingering desensitization is the light-
dependent translocation of transducin from the outer to the
inner segment, that is, the removal of a key signaling com-
ponent in the amplifying chain of disk-based transduction
reactions.4,32,34,48

Summary

The paired-flash ERG method provides a means by which
to determine in vivo the full time course of the dark-adapted
rod flash response and to track changes in rod response prop-
erties produced by light and dark adaptation. This noninva-
sive method is likely to be of increasing significance for
clinical vision electrophysiology—in particular, for deter-
mining the effects of photoreceptor and other retinal dis-
eases on specific properties of the rod electrical response (for
an example, see Kang Derwent et al.23). The method can
furthermore be extended to the study of cone photorecep-
tors, and several studies examining paired-flash-derived cone
responses have already appeared.10,13,21,35 In combination
with in vitro and ERG-based studies of postreceptor
neurons, paired-flash ERG analyses of photoreceptor func-
tion should prove helpful in advancing the understanding of
visual signal generation and processing in the retina.

 The studies highlighted in this chapter were
conducted in close collaboration with Drs. David G. Birch (Retina
Foundation of the Southwest), Donald C. Hood (Columbia Uni-
versity), John R. Hetling (University of Illinois at Chicago), Gabriel
A. Silva (University of California, San Diego), Jennifer J. Kang
Derwent (Illinois Institute of Technology), and Nasser M. Qtaishat
(University of Illinois at Chicago). I acknowledge with many thanks
the major contributions to these studies made by these colleagues.
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T  (ERG) is widely used to diagnose
various disorders with panretinal dysfunction. Changes in
the photopic, rod-isolated, and bright flash scotopic ERG are
compared and analyzed to arrive at more specific diag-
noses.12 (See also chapter 49.) Almost uniformly, poor or less
than normal responses are used to determine abnormality,
and larger-than-normal responses fall into a conceptual cat-
egory that “bigger is better” and therefore they must be
normal. To examine the question of what is really normal,
it is essential to establish good normal controls for a labora-
tory. Standardized testing is essential, such that the elec-
troretinogram methodology tests isolated cone and rod
responses as well as both cone and rod responses together.
Flicker and dark-adapted red and blue stimuli give 
added information. The International Society for Clinical
Electrophysiology of Vision (ISCEV) ERG standard estab-
lishes protocols for achieving reproducible results that are
easily interpreted by experienced ophthalmic electrophysiol-
ogists. (See the ISCEV Electrophysiologic standard in
chapter 20 or at www.iscev.org.)

The concept of what is “normal” may be more difficult
to establish than might be expected, since physiologic mea-
surements have innate variability and setting protocols with
multiple variables, such as light flashes that are uniform,
pupil dilation that is adequate, standard lengths of dark and
light adaptation, and accounting for age, gender, and gen-
eralized health and eye status, are all confounding factors in
assessing “normality.” To establish normal values, most lab-
oratories run tests on a set of subjects who have had normal
eye examinations through a standardized protocol, record-
ing the amplitudes and implicit times of the a- and b-waves
for each test parameter. (Rod-isolated ERGs have minimal
a-waves.)

What is a normal value?

To examine the issue of normal electroretinographic values,
we tested 242 normal subjects with a standardized elec-
troretinographic protocol between the years 1979 and 1992.
All patients had dilated eye examinations to ensure that there
were no discernible retinal abnormalities.11 These ERG
values consisted initially of those from normal subjects who

were recruited to establishing normal laboratory values;
because there were patients who had ERGs on referral that
were normal by these initial standards, they were included
after a fundus examination was normal. Similarly, some
patients with unilateral conditions had the other good eye’s
data included after the eye was inspected. While these addi-
tions did not provide as rigorous normal control data as a
prospectively derived study would, they still provided rea-
sonably normal data that were within the standards that are
employed at large numbers of universities around the world.

The data were analyzed, and distribution curves, means,
normal ranges, and standard deviations were calculated for
the group and by gender. Ranges and maximum values were
established for b-wave amplitudes, which were equal to or
great than two standard deviations by age group (table 38.1,
figure 38.1). These values are subjected to analysis to ensure
that there is a bell-shaped distribution curve common to
population study measurements, and values two standard
deviations above and below the mean are taken to be abnor-
mal. Because normal ERG studies have demonstrated some
amplitude and implicit time changes with age, age-adjusted
values are commonly used (table 38.1).

The maximum value can be identified on the right-hand
side of each range for b-wave amplitudes. As examples, an
18-year-old man would have to show a photopic b-wave
amplitude of ≥244mV, and a 43-year-old woman would
need a bright-flash dark-adapted b-wave amplitude of
≥666mV to be included in the study.

Between 1979 and 1993, over 5000 diagnostic ERGs were
performed on patients who had been referred to the UCLA
Visual Physiology Laboratory. These ERGs were screened
by gender and age bracket for patients who had hyperab-
normal b-wave amplitudes that were more than two stan-
dard deviations from the mean. The photopic, scotopic
rod-isolated, and dark-adapted bright-flash ERGs were all
included as parameters for study. The minimum qualifica-
tion for patient selection was a single amplitude in one eye
that was hyperabnormal (>2 standard deviations). Once suit-
able patients were identified, their records were evaluated to
ensure that there was adequate information, including
fundus photographs, for the retrospective analysis.11 As 
part of this study, we were interested in whether 

38 Hyperabnormal (Supranormal)

Electroretinographic Responses

 .    
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T 38.1
ERG normal ranges* (determined by normal ±2 standard deviations of each parameter)

Photopic a-Wave Amplitude (mV) Photopic b-Wave Amplitude (mV)
Age Male Female Age Male Female
0–20 30–94 36–109 0–20 96–244 95–282

21–40 33–91 37–94 21–40 85–223 95–225
41–60 29–78 33–89 41–60 86–186 85–212
61+ 19–105 30–78 61+ 75–217 109–178

Photopic a-Wave Implicit Time Photopic b-Wave Implicit Time
Age Implicit Time (ms) Age Implicit Time (ms)
0–20 12.2–14.3 0–20 28.8–34.4

21–40 12.0–14.8 21–40 28.9–33.5
41–60 12.7–14.9 41–60 29.6–35.6
61+ 12.7–15.4 61+ 29.6–37.2

Scotopic b-Wave Amplitude (mV)
Age Male Female

0–20 213–515 240–512
21–40 205–463 232–575
41–60 187–449 220–565
61+ 156–432 181–443

Scotopic b-Wave Implicit Time
Age Implicit Time (ms)
0–20 63.0–86.9

21–40 61.5–96.6
41–60 69.3–97.5
61+ 71.1–100.9

Bright-Flash, Dark-Adapted Bright-Flash, Dark-Adapted
a-Wave Amplitude (mV) b-Wave Amplitude (mV)

Age Male Female Age Male Female
0–20 156–336 176–387 0–20 276–756 419–698

21–40 160–369 160–358 21–40 355–639 338–717
41–60 164–330 148–368 41–60 255–655 339–666
61+ 118–340 132–327 61+ 303–602 321–617

Bright-Flash, Dark-Adapted Bright-Flash, Dark-Adapted
a-Wave Amplitude Implicit Times (ms) b-Wave Implicit Times (ms)

Age Male Female Age Male Female
0–20 20.0–22.9 19.7–23.2 0–20 39.8–52.5 41.1–58.3

21–40 20.7–23.1 19.9–21.0 21–40 39.6–55.2 40.7–56.2
41–60 20.4–23.4 19.6–23.3 41–60 42.3–51.8 47.0–58.6
61+ 21.5–24.4 20.6–24.3 61+ 46.8–53.7 46.8–58.9

*Normal electroretinographic ranges for control male and females divided by age groups (see text for further selection methodology).
The highest amplitude for each gender and age group was used as the cutoff value for inclusion in the hyperabnormal group. On the left
center is a standard bell-shaped distribution curve illustrating the concept that 95% of population would be considered normal, while
those outside the two standard deviations would be abnormal.
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F 38.1 Distribution curves for 241 normal control subjects
evaluating their photopic, rod-isolated, and bright-flash dark-

adapted a- and b-wave amplitudes. Normal population distribu-
tions curves were generally seen (see results).
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hyperabnormal (supernormal) responses should be inter-
preted as normal.

Once a patient was identified as having an amplitude
greater than two standard deviations from the mean, the
patient’s chart was examined to identify aspects of the
history or clinical findings that could be related to the asso-
ciated finding of a hyperabnormal response. The pertinent
findings were categorized by the most prominent feature.
In particular, the fundus photographs and fluorescein
angiogram were carefully evaluated for pathology.

The 242 normal control results were plotted on frequency
distribution curves, which gave reasonably normal bell-
shaped distributions (see figures 38.1A through 38.1E).
There were 139 females and 103 males. The photopic and
rod scotopic b-wave distribution appeared to be 
slightly bimodal (see figures 38.1B and 38.1C), with higher-
amplitude values represented more frequently. The photopic
a-wave distribution has a long tail on the high end; both
these findings suggest that a few patients were marked as
normal but had hyperabnormal responses that were not
appreciated at the time of testing. If this were true and a
correction had been made, it would only have moved the
two-standard-deviation cutoff point lower than the one that
was used in the second part of the study, in which patients
with hyperabnormal responses were carefully evaluated for
associated pathology. The normal ranges for the amplitudes
and implicit times by gender and age are listed in table 38.1
for the photopic, scotopic, and bright-flash dark-adapted
ERGs, all performed on the same equipment using a stan-
dardized protocol.

In searching our records, 381 patients were found to have
a response more than two standard deviations from the
mean in at least one ERG parameter. Because ours was a
referral laboratory for testing, the number of patients with
complete eye examinations was limited. However, 104
patients with hyperabnormal responses were found to have
adequate information to allow a full review of their clinical
findings. Representative examples can be viewed in 
figure 38.2. In classifying their ophthalmologic findings, the
following categories and numbers of patients were found
(table 38.2): maculopathies, twenty-two patients (22%) of all
types, including four patients with Best’s vitelliform dystro-
phy; optic neuropathies, nineteen (19%); retinitis pigmentosa
suspect or carriers, twenty (20%), including five who were
known carriers and two patients with family histories of
retinitis pigmentosa; panretinal degenerations (other than
maculopathy), seven (7%); color blindness or cone dysfunc-
tion, seven (7%); drug toxicity, six (6%); neurologic referrals
of ataxic patients, six (6%); posttrauma, five (5%); aniridia,
three (3%); and miscellaneous findings, thirteen (13%),
including two patients with congenital nystagmus.

In looking at the categories, no particular hyperabnormal
component of the ERG was predominant. Optic neuropa-

thy and maculopathy patients had representation from
hyperabnormal photopic, scotopic, and bright-flash dark-
adapted ERGs, although there was only one patient with
optic neuropathy and a hyperabnormal rod response.
Hyperabnormal responses were also underrepresented in
the drug toxicity and trauma categories.

In correlating fluorescein angiographic changes in the
hyperabnormal group, fourteen patients had bright tempo-
ral disk staining on late phases of the angiogram (see figures
38.4B, 38.5, and 38.7), which was not easily explained, since
the majority (ten) were in cases of maculopathy or retinal
degeneration (table 38.3). While temporal optic nervehead
staining was found in only 14% of the hyperabnormal ERG
cases, it was distinctive and suggests that there may be an
association between temporal disk staining on the fluores-
cein and hyperabnormal ERGs.

Illustrative case reports

C 1 A 55-year-old Hispanic man presented with com-
plaints in the right eye of decreasing visual acuity. History
revealed an alcohol consumption of seven scotches a day for
about 20 years. On examination, his best-corrected visual
acuity was 20/70 O.U. Fundus examination revealed multi-
ple round yellow-white deposits at the level of the retinal
pigment epithelium in the foveae (figure 38.3A). The fluo-
rescein angiogram demonstrated numerous basilar deposits
in the posterior pole as well as foveal edema (figure 38.3B).
On late phases, both optic nerveheads had a sliver of intense
temporal disk staining. His ERG demonstrated hyperabnor-
mal scotopic b-wave amplitudes and dark-adapted bright
flash a- and b-waves amplitudes (see figure 38.2 composite).
The diagnosis was macular degeneration with basilar
laminar drusen.

C 2 A 25-year-old college student complained of inter-
mittent blurry vision. Family history was negative for any
other affected persons with eye problems. On examination,
her visual acuity was 20/25 O.U. Ophthalmoscopy demon-
strated focal areas of RPE dropout in the perifoveal regions
with some flecklike deposition. The fluorescein angiogram
showed a dark choroids effect and window defects in the per-
ifoveal regions; and on late phases, an intense staining of the
temporal optic nervehead was seen (figure 38.4). Her ERG
showed hyperabnormal scotopic and bright-flash dark-
adapted b-wave amplitudes (see figure 38.2). Although the
ERG is not typical of Stargardt’s disease, which typically
shows a cone-rod dysfunction pattern), the fundus findings
were consistent with Stargardt’s disease. Molecular testing
was not performed in this patient.

C 3 A 27-year-old woman had a 1.5-year history of
blurred vision and related having headaches and 
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F 38.2 Composite illustration of normal and four case examples of hyperabnormal electroretinograms; amplitudes are listed below
the waveforms by case.

T 38.2
Distribution of hyperabnormal responses by category

Category Number of Patients Photopic Rod Bright Flash
Maculopathy 22 15 6 11
Optic neuropathy 19 12 1 9
RP Suspect/carrier 20 14 6 12
RPE/retinal degeneration 7 1 2 4
Cone dysfunction 6 1 2 4
Drug toxicity 6 5 0 2
Neurology referral 3 1 2 2
Posttrauma 5 2 0 4
Aniridia 3 2 0 2
Miscellaneous 13 3 3 10
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photosensitivity. On examination, the visual acuity was
20/200 in each eye. Fundus examination revealed a blond
fundus and optic pallor O.U. There were some granular
changes and atrophy in the foveae, and fluorescein
angiograms showed minor window defects in the maculae
and an intense late staining of the temporal optic nervehead
O.U. (figure 38.5). The ERG demonstrated hyperabnormal
photopic, scotopic, and bright-flash dark-adapted responses
(see figure 38.2).

C 4 A 72-year-old woman with regional atrophic
macular degeneration had been followed routinely for eight
years. An electroretinogram had been ordered to rule out a
senile cone dystrophy because of the distribution of macular

T 38.3
Diagnoses in hyperabnormal ERG patients with temporal disk staining on

late phases of the fluorescein angiogram
Retinal pigment epitheliopathy
Optic neuropathy
Chronic macular edema and degeneration
Macular degeneration
Idiopathic foveal dysfunction
Suspected retinitis pigmentosa (mother had)
Macular degeneration
Optic neuropathy
Optic neuritis
Behr’s syndrome (optic atrophy)
Early macular degeneration
Macular degeneration

F 38.3 Case 1: fundus photograph (A) and fluorescein
angiogram (B) of left eye of a 55-year-old man with macular degener-
ation and basilar laminar drusen in posterior pole. Late phases of the
fluorescein angiogram show diffuse small drusen throughout the pos-
terior pole and intense hyperfluorescence of the fovea. (Adapted from
Heckenlively JR, Tanji T, Logani S: Retrospective study of hyperab-
normal (supranormal) electroretinographic responses in 104 patients.
Trans Am Ophthalmol Soc 1994; 92:217–231. Reprinted with permission.)

A

B

F 38.4 Case 2: fundus photograph (A) and fluorescein
angiogram (B) of left eye of a 25-year-old woman with Stargardt’s
disease. The patient had flecklike lesions in the parafoveal regions,
and on the fluorescein angiogram, a dark choroid effect was seen.
Minor window defects were present in the area of the flecks.
There was notable late staining of the temporal optic nervehead
O.U. The ERG b-wave amplitudes were all hyperabnormal 
(see figure 38.2).

A

B
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F 38.5 Case 3: left eye, fluorescein angiogram of a 27-year-
old woman with optic neuropathy with a history of headaches and
photosensitivity. Optic pallor was evident on funduscopy, while on
late phases of the fluorescein aniogram, intense temporal staining
was seen in the optic nervehead. Her ERG amplitudes were hyper-
abnormal for all modalities tested (see figure 38.2).

F 38.6 Case 4: fundus photograph of the left eye of a 
72-year-old woman with geographic macular degeneration with
crystalline drusen scattered in the posterior pole. One late phases
of the fluorescein angiogram, there was a distinct edge of tempo-
ral disk staining O.U. Her hyperabnormal photopic ERG values
were particularly surprising in light of the macular atrophy.

loss and complaints of photosensitivity. The visual acuity
was 20/20 O.U., owing to intact foveal islands. Fundus
examination showed scalloped loss of the retinal pigment
epithelia in the perifoveal region and hyperpigmented intact
foveolar tissue, with scattered crystallinelike drusen in the
posterior pole (figure 38.6). The fluorescein angiogram
showed window defects in the perifoveal region and an edge
of temporal staining in each optic nerve. The ERG demon-
strated hyperabnormal photopic, scotopic, and bright-flash
dark-adapted b-waves (see figure 38.2), an unexpected
finding in this elderly woman with atrophic macular 
degeneration.

C 5 A 41-year-old woman presented with visual loss
over the previous month in her left eye. Her medical history
revealed that the year before, she had undergone a kidney
transplant and a parathyroidectomy. She had been on dial-
ysis 1.5 years before her renal transplant. There was no
family history of eye disease. On examination, her visual
acuity was O.D. 20/20, O.S. 20/200, with scattered drusen
in her fundus and macular atrophy OS (figure 38.7). The
Goldmann visual field was normal O.U. Her b-wave ampli-
tudes O.D. 277, O.S. 304 for the photopic ERG, were O.D.
531, O.S. 585 for the rod-isolated ERG, and O.D. 781, O.S.
851 microvolts for her bright-flash dark-adapted ERG, all
nearly double normal values.

Hyperabnormal responses suggest a pathologic process

Less than normal ERG responses have been useful in diag-
nosing a large number of clinical disorders and, in patients
with minimal to no retinal findings, can be very important
in proving that a disorder exists. Generally, however, when

F 38.7 Case 5: fluorescein angiogram of a 41-year-
old woman who had noted visual loss the previous month 
with 20/200 vision O.S. She had scattered drusen and macular
atrophy O.S. The Goldmann visual field was normal O.U.
Her b-wave amplitudes were all nearly double normal values 
(see text).

an electroretinographic response was found to be bigger
than normal (more than two standard deviations from the
mean), the finding has been ignored and thought to be part
of “normal.” The analysis of these 104 patients with hyper-
abnormal ERG responses suggests that hyperabnormal
responses need to be considered in a more critical fashion,
as they likely reflect a disease process or possibly a disorder
in which inhibitory circuits are suppressed or underrepre-
sented,9,15 albinism,16 atypical cone dystrophies,1,10,22 optic
nerve sectioning,8,14 optic neuropathies (e.g., optic nerve
hypoplasia, optic atrophy),6,7,20 vascular occlusions and
ischemia,2,13,19 uveitis,3,17,18,21 cortical steroids,24 low-dose 
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barbiturates,23 and carbon disulphide poisoning.4,5 In some
of these examples, it is easy to intuitively comprehend that 
metallosis, chronic inflammation, and ischemia are phy-
siologically irritating to the retina and may result in larger-
than-normal responses. Similarly, in our cases of aniridia
and albinism, more light is reaching the photoreceptors, and
larger responses can be expected.

The mechanism of higher electroretinographic ampli-
tudes in optic neuropathies is unknown, and it can be spec-
ulated that inhibitory components within the retina may be
affected during the course of transsynaptic degeneration,
resulting in higher ERG amplitudes. It can be speculated
that the temporal optic atrophy and staining that are seen in
some of the patients with hyperabnormal responses may be
related to degeneration of inhibitory neurons.

Perhaps the most puzzling group of patients with hyper-
abnormal responses were those with macular degeneration.
Generally, any patient who exhibits retinal degeneration,
whether in the posterior pole or more diffusely, would be
expected to have a reduced ERG. Yet in a number of our
patients, there were thirteen hyperabnormal photopic and
eleven with dark-adapted bright-flash hyperabnormal
values. (Some eyes were affected bilaterally.) These findings
might imply that these patients are experiencing a panreti-
nal process in which the demonstrable sign is macular degen-
eration. Certainly, it appears that the ERG might be more
useful than was previously thought in differentiating types of
macular degeneration.

The correlation of pathologic findings and visual symp-
toms in these patients with hyperabnormal ERG responses
strongly suggests that patients who show hyperabnormal
responses need a careful evaluation for diseases which will
explain their findings and that a hyperabnormal response
should not automatically be treated as normal. Even in the
face of no obvious ocular pathology, it might be an indication
that the patient should be followed more closely and have a
repeat ERG in the future to further evaluate the patient.

Identification of hyperabnormal ERGs is contingent on
each electrophysiology laboratory’s having carefully main-
tained standardized testing with normal control values by
age and gender. Inherent in this methodology are the use of
Ganzfeld stimulation and a Burian-Allen-style contact lens
electrode for recording to reduced the variability in testing
methodology. Furthermore, maintenance of light stimuli
and background light calibration must be checked on a
regular basis.
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T   are an individually rare but col-
lectively common cause of progressive visual loss in children
and adults.6,7,12 Treatment is currently limited to visual aids
and rehabilitation. In light of recent advances in under-
standing these conditions at the molecular level, there is a
realistic prospect that soon, gene therapies and novel phar-
maceutical agents will become available that will purport to
prevent, arrest, or ameliorate retinal degeneration.1,36 In
addition, it has been suggested that dietary or vitamin sup-
plements might be useful in working against disease pro-
gression in certain individuals.5

Study design

It is therefore incumbent on those who are interested in
exploring this potentially exciting area to design treatment
trials that examine the efficacy of new interventions. The
randomized controlled trial (RCT) is the gold standard
method for interventional studies, and guidelines for the
conduct of such studies have been published in the
CONSORT statement.24 Factors specifically relating to
studies of therapeutic intervention in retinal dystrophies will
be discussed further.

Outcome measures

Outcome measures should be carefully chosen to optimize
the likelihood of demonstrating a treatment effect (benefi-
cial, not beneficial, or even harmful). Because vision is a
complex function, outcome measures should ideally provide
information about both the status of retinal function as close
as possible to the cellular disturbance that is created by the
disease and the status of retinal function as is meaningful
and important for the patient. The treatment, for example
with a growth or survival factor, may be able to rescue or
preserve the anatomical number of cells within the retina,
but if rescue or preservation of functional sight is not
achieved, then no true benefit has been derived.

In human studies, the most important clinical outcomes are
functional capabilities in real-life situations, such as reading,
recognizing family and friends, driving, participating in sports
and recreational activities, and other visually oriented tasks.
These aspects of vision are subject to personality variables

and the influence of other physical, social, and psychological
factors that argue for more objective outcomes for treatment
trials, such as those given by optotype acuity testing and stan-
dardized visual field algorithms. Even these measures,
however, are subject to performance factors and, because of
their contrived nature, might not reflect the patient’s real-life
experience. Furthermore, these tests might not evaluate visual
symptoms specific to patients with retinal dystrophies, limit-
ing their ability to quantify disease and response to treatment.
Despite these limitations, however, it is advisable in designing
an intervention study, to use previously validated methods of
assessing visual function. This not only ensures that the tool
measures its purported substrate, but also allows comparison
with other trials and research outcomes.

Visual acuity measures

Snellen visual acuities are often used for distance vision
testing in the clinical setting, but in a trial, logarithmic-based
acuities, such as those used in the Early Treatment for 
Diabetic Retinopathy Study (ETDRS),11 are preferable, as
they are more standardized and offer greater precision of
measurement. Additionally, geometric progression in letter
height allows analysis of acuity as a continuous variable with
the advantage of greater statistical flexibility. One solution
that the National Eye Institute of the United States of
America is supporting for clinical trials is to use a comput-
erized method of visual acuity determination, such as the
electronic vision acuity (EVA) based on the standard
ETDRS testing protocol, or EVA E-ETDRS, developed by
the Jaeb Center for Health Research in Tampa, Florida.3

There are many methods of near vision testing, but once
again, a logarithmic-based chart has distinct advantages.
Identification of single optotypes at near, however, is differ-
ent from reading words and sentences, which is a much more
complex task. Some trials have therefore included reading
speed as an outcome measure that is more representative of
patients’ daily reading activity.19,28

Visual field measures

Goldmann kinetic visual field testing is a convenient,
reproducible method for the assessment of field defects in

39 Technical Issues in Evaluating

Patients for Therapeutic Trials

 ,  . ,   . 
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peripheral retinal degenerations, such as retinitis pigmentosa
(RP).29 Here, perimetry provides the opportunity to use a
wide variety of stimulus sizes and intensities. For progressive
retinal degenerations, an intermediate test target, for
example, the I-4e, would be predicted to be the best choice,
as it is likely to provide data for the largest number of indi-
viduals.25 Overall, visual field size can then be calculated
from the solid angle in steradians of seeing field minus 
scotomas.26,37

Currently, the static visual field programs that exist 
for commercial perimeters, such as the Humphrey Field Ana-
lyzer, are optimized for algorithms that are designed 
to detect visual field loss from glaucoma and neuro-
ophthalmologic disease. Visual field programs need to be
developed and optimized for the type of progressive visual
field loss that is seen in the various types of inherited retinal
degenerations, such as RP. Visual field testing in RP often is
very time consuming and stressful for the patient, who might
be unable to see many, if not most, of the test target presen-
tations. The time needed to reliably assess the visual field in
patients with retinal dystrophies can be decreased by using
Bayesian probability algorithms rather than the lengthier full
threshold staircase methods. Also, attention must be directed
toward standardizing instructions that are given to patients
who are undergoing testing, since these instructions can dra-
matically influence the resulting findings on static perimetry.17

When all of the peripheral visual field has been lost but
significant visual retinal function persists centrally, as, for
example, in gyrate atrophy of the retina,10 a useful measure
for following patients is the sum of all thresholds measured
with a program such as the 30-2, the 24-2, or even the 10-2
static perimetry program of the Humphrey Field Analyzer.
Such programs have also been used to follow patients with
advanced RP.13 The advantage of such measurements is that
a single variable is derived that correlates relatively well with
overall remaining retinal sensitivity. Other perimetric tech-
niques, such as two-color scotopic threshold perimetry,16 that
are currently available only as custom-made research instru-
ments may become commercially available in due course, but
these devices and their protocols will require the same vali-
dation as has been undertaken for Humphrey field 
testing.

Electrophysiology

Retinal electrophysiology, principally the electroretinogram
(ERG), is commonly used for the assessment of retinal dys-
trophies because it provides objective measures of retinal
function and correlates well with anatomic preservation,
restoration of cellular function, and subjective aspects of
vision, such as acuity and visual field. Parameters such as
implicit times and peak amplitudes can be compared
between treated and control eyes and over time in the same

eye. Because ERG amplitudes and implicit times exhibit
skewed distribution among normal subjects, transformation
of the data by conversion to the log or square root is usually
performed before statistical analysis.4,7,26 Assessment of PIII
function through a-wave analysis using bright-flash ERG has
allowed investigators to infer mechanisms of photoreceptor
dysfunction in retinal degenerations.8,9,14,27,34 The multifocal
ERG (mfERG), developed by Sutter and his colleagues,30 has
become a valuable tool to evaluate the topography of resid-
ual central ERG responses in patients with RP and the
carrier state for X-linked RP.15,35

In recent years, an international effort has been made to
standardize electrophysiological measures2,21–23 that will
prove critical for future treatment trials of rare diseases 
in which multicenter collaboration is essential. Variability
among subjects across one or more testing sessions and
between eyes tested, with possible differences in the degree
of variability between normals and affecteds, exists for all of
these electrophysiological measurements. Quantification of
these variabilities is important for estimations of power cal-
culations in designing clinical trials. Furthermore, although
the testing protocols can be standardized, normal values for
electrophysiological responses will vary from laboratory to
laboratory. This presents problems for analysis of tests that
are performed in more than one center. One method that
copes with this is the response ratio, which uses the lower
limit of normal for a particular laboratory as the denomi-
nator and patient response as the numerator.25

Other psychophysical tests

Other measures of macular function, such as contrast sen-
sitivity and color vision, may also contribute to the assess-
ment of the visual impact of an intervention but are not
usually the main study outcome of interest. The Pelli-
Robson chart has proven robust in varying clinical condi-
tions and is the most frequently used test of contrast
sensitivity in clinical trials. There are numerous color vision
tests; some of these, for example, the Ishihara plates, are
designed to detect congenital color defects, and others, such
as the A.O.H.R.R. series, are more appropriate for acquired
disease. The choice of chart may depend on the dystrophy
that is under investigation. For clinical trials, arrangement
tests, such as the Farnsworth-Munsell 100-hue color dis-
crimination test, are preferable to plate tests, as they allow
better quantification of the color deficiency and have nor-
mative databases for comparison.20 (See also chapter 47.)

Questionnaires and assessment of activities of daily 
living

Increasingly, we are aware of the need to assess the func-
tional aspects of disease on patients’ lives and the impact of
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treatment interventions on patient’s quality of life (QOL).
Once again, in examining the impact of an intervention, this
is best done as an RCT. Ideally, QOL and objective meas-
ures of visual function would be the same; but more often,
they are not and need to be evaluated separately. Several
questionnaires have been developed to assess general QOL
issues, as well as vision-specific QOL issues. However, these
visually orientated questionnaires, based mainly on studies
of cataract and glaucoma,18 might not be relevant or appro-
priately sensitive to the visual disabilities that are experi-
enced by patients with retinal dystrophies. The development
of valid QOL questionnaires for the future study of inter-
ventions in retinal dystrophies would therefore be useful.

Statistical considerations

The main outcome measures that are chosen currently for
most clinical trials are derived from acuity, visual field, and
electroretinographic testing. Often, one of these is chosen as
the main outcome measure, which is used to calculate the
required sample size to provide statistical significance to a
clinically significant treatment effect. If more than one
outcome measure is chosen, power calculations should be
adjusted accordingly, or a stricter level of statistical signifi-
cance should be used to overcome the increased likelihood
of finding an effect by chance. Ideally, methods of analysis
that take into consideration the complex nature of vision
should be developed so that results of studies are not clouded
by a seemingly significant benefit for one measure, for
example, the ERG, but no benefit when other variables are
examined. For example, a retinal dystrophy treatment could
result in a significant beneficial effect on the ERG, through
a buoying effect on retinal cell function that results in either
a temporary increase in the ERG amplitude or an increase
in the ERG that is not associated in any way with improved
visual function as determined by other measures. Fortu-
nately, in the majority of treatment interventions, improve-
ment in the ERG will be correlated with improvement in
visual acuity, field, and other, more subjective measures, but
the characterization of the visual impact of the disease and
the effects of treatment remain complex.

Continuous versus categorical variables as endpoints

Some variables, for example, the ERG implicit times and
wave amplitudes and Humphrey visual field parameters,
may be expressed as continuous variables. When numbers
are small or distributions are skewed, nonparametric analy-
ses should be used. Other measures, for example, the abnor-
malities that are seen on fundus examination in RP (vessel
attenuation, retinal pigmentation, optic atrophy, and
macular changes) might not easily be scaled continuously but
instead might be classified into stages or degrees of severity

based on prior agreement among the investigators. These
different data types must be analyzed in different fashions
but will still provide valuable insight into the effects of ther-
apeutic interventions.

Ceiling and floor effects

The choice of outcome measure must take into considera-
tion the natural history of the disease. A good example of
this is the choice of visual field parameter that is used to
detect change in RP. For some of the late adult onset forms
of RP, the Goldmann V-4e isopter (the area of field defined
by the isopter using the largest, brightest test target) will be
too crude a measure if the intervention study is conducted
during the early phase of disease. A smaller, dimmer test
target, such as the I-4e test target, might be a much better
choice. As the disease progresses, retinal function might
become so disturbed that finer measures of visual function
are no longer readily and accurately measurable. Using the
example of RP, in the late stage of disease, the peripheral
visual field might be entirely lost to the I-4e test target, and
larger test targets, such as the III-4e or V-4e targets, might
be more appropriate.

The choice of outcome measure must therefore take into
consideration the natural history of the disease for the
enrolled subjects during the entire course of the intervention
study. The parameters that are chosen must reflect the
expected spectrum of retinal function to avoid ceiling and
floor effects and to give an even spread of data, which will
improve the likelihood of meaningful statistical analysis.

Strategies to overcome small sample sizes

Studies should be sufficiently powered to show a treatment
effect, if there is one. All too often, failure to show an effect
from an intervention is due to inadequate sample size rather
than genuine lack of effect. In rare diseases, such as the
retinal dystrophies, achieving adequate sample sizes can be
difficult and may require multicenter collaborations or
outcome measures that yield large magnitudes of effect to
show statistical significance between treatment and control
groups. One advantage of the retinal dystrophies, if there
can be said to be any, is that both eyes tend to be involved,
most often in a symmetrical fashion. For intervention strate-
gies in which only one eye is treated, this gives the opportu-
nity for between-eye comparisons with one eye acting as the
control. There is thus automatic matching for many vari-
ables such as age and sex and other constitutional prognos-
tic factors. Because both eyes contribute to the study, fewer
patients are required to achieve adequate sample size. For
studies of interventions that would affect both eyes, such as
pharmaceuticals or supplements given systemically, more
subjects will be needed. For some interventions, the expected



544    

result will be a notable improvement in function; for others,
only a slowing of the process might be expected. One
method that can reduce the number of patients required is
to employ a crossover design in which the same groups of
patients are given both treatments in random order. This
method is best for interventions that take effect quickly and
have little carryover effect to interfere with the second treat-
ment outcome.38

Although the RCT is the gold standard method for inves-
tigating an intervention and should be used whenever 
possible, two other methods are described that may offer
adequate control of bias in studying rare diseases with small
sample sizes. The first is minimization, in which cases are
allocated to the intervention and control arm of the study
according to predetermined allocation variables.32,33 These
variables reflect factors that are already known to affect
outcome. By balancing the two groups with sequential addi-
tion of cases in a way to minimize the differences between
the two groups, two groups are formed that have very similar
characteristics except for the treatment allocation. The
second method involves using a Bayesian approach, in which
a prior probability distribution of outcome is calculated 
from previously conducted studies in the literature and com-
bined with trial data to give a posterior distribution of
outcome.31

Case selection

The retinal dystrophies are a heterogenous group of disor-
ders, many inherited, that present at various stages of life
with varying severity. In designing an intervention trial, it is
important to characterize the target patient population. By
application of inclusion and exclusion criteria, patients
should be admitted to the trial only if they have the disease
characteristics of interest. To make analysis cleaner, exclu-
sion criteria often eliminate factors that might confound the
analysis, such as eyes with multiple pathologies (e.g., trauma,
glaucoma, and uveitis). Early clinical trials may be helped in
their demonstration of efficacy by exclusion of patients with
confounding secondary changes, such as severe, advanced
atrophy of the choroid or of the optic nerve. However,
restriction of cases limits study generalizability, meaning that
the study findings are directly applicable only to patients who
have the same disease characteristics as those who were
included in the trial. Quite often, a balance between the two
needs to be struck. In reporting trial methodology, it is also
important to indicate which eligible patients did not par-
ticipate, because nonparticipation can also introduce bias.

Masking

In studies of ophthalmic disease, it is considered polite to use
the term masking rather than blinding to indicate the degree

of concealment of treatment allocation from participants.
Although bias is limited by randomization, it can nonethe-
less be introduced during the trial by study participants’
awareness of the treatment allocation of a patient. Aware-
ness of treatment allocation may influence, consciously or
not, the researcher’s measurement of exposure and outcome
variables. Similarly, the patients’ perception of treatment
may affect their behavior and responses. Ideally, double
masking, in which neither patient nor researcher knows 
the treatment status at any stage of the trial until the 
code is broken, is ideal. But where double masking is not
possible, single masking, in which the patients are unaware
of their treatment status, should be used as much as 
possible.

Interventions

Although there are currently no treatments for the majority
of the retinal dystrophies, there are conditions, such as
Refsum’s disease and abetalipoproteinemia, for which there
are established treatments, such as dietary restriction and
supplementations. In these cases, the established treatment
should be used in the control arm. In most cases, however,
placebo or sham treatment should be used in the controls to
maintain concealment of treatment allocation. This can
prove difficult when the intervention involves a subretinal or
intravitreal injection, as might be the case in gene therapy,
since it might be considered unethical to subject patients to
sham intraocular procedures.

Ethical issues

Randomized controlled trials for retinal dystrophies are
subject to all the ethical considerations that are normally
encountered in medical research. However, one further
issue, particularly pertinent to inherited diseases such as the
dystrophies, concerns gene therapy interventions. Gene
therapy, unlike many other treatments, results in permanent
alteration of the subject’s DNA and cannot be repeated.
This means that a trial involving an extremely rare dystro-
phy, perhaps a trial in which patients have been collected
from all over the world, may alter the entire cohort for a gen-
eration, not allowing the possibility of subsequent trials for
improved therapies until a later generation. At our current
early stage of gene therapy research, there are therefore both
ethical and practical justifications for conducting trials in the
commoner dystrophies first and refining treatments in these
populations before attempting treatment of the extremely
rare diseases.

 Supported by The Foundation Fighting
Blindness, Research to Prevent Blindness, and The Frost Charita-
ble Trust.
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T    (ERP) was first discovered by
Brown and Murakami,3 who were recording a local elec-
troretinogram (ERG) with an electrode placed within the pho-
toreceptor layer of the monkey retina and were stimulating
with a very bright light. What they saw (figure 40.1) was a
rapid response having no detectable latency, which they called
the early receptor potential, or early RP, followed by the a-wave of
the ERG. The polarity of the ERP was the same as that of the
a-wave of the ERG, which in their experiments was positive-
going. They then showed that the ERP was remarkably 
resistant to anoxia, suggesting that it was produced not by acti-
vation of the transduction cascade, but rather by some other
movement of charge within the photoreceptor.

Richard Cone4 subsequently demonstrated that the ERP
could be detected with the same configuration of electrodes
and amplifier used to measure the ERG. The polarity of the
major component of the ERP was again the same as that of
the a-wave, but when the active electrode was placed at the
cornea or in the vitreous, both the ERP and the a-wave were
negative-going (figure 40.2). Cone also demonstrated that in
the rat, the spectral sensitivity of the ERP matched that of
the rod pigment and that the amplitude of the major com-
ponent of the ERP increased nearly linearly with the inten-
sity of the stimulus and saturated at about the light level
required to bleach all of the pigment in the photoreceptor.
These observations showed that the ERP is produced
directly by the photopigment, probably by the movement of
charge within the rhodopsin molecule that is triggered by the
changes in conformation produced by bleaching.

Once it became feasible to make intracellular recordings
routinely from vertebrate photoreceptors, it was possible to
show that the electrical events that are responsible for the
ERP can be produced in both rods15 and cones11 and that
they have properties in single receptors identical to those
originally inferred from measurements of whole retina. In
most recordings, the ERP can be seen to have two compo-
nents, usually called R1 and R2 (figure 40.3). The R1 com-
ponent is an initial depolarization with a latency less than
0.5ms5 or perhaps even smaller.19 The R2 component is
hyperpolarizing, develops with a longer latency, and is
usually considerably larger in amplitude. It is this R2 com-
ponent that is responsible for the signal that Brown and
Murakami originally recorded (see figure 40.1).

Since the ERP can be detected intracellularly from single
photoreceptors as a change in membrane potential (as in

figure 40.3) or as a membrane current from cells that have
been voltage clamped,10,12,13 we may conclude that it is
caused by the movement of charge with some component
perpendicular to the plane of the plasma membrane.
Because the size of the ERP is proportional to the number
of pigment molecules bleached by the stimulus, it is appar-
ently produced by changes in the conformation of the
rhodopsin molecule that move either charged amino acids
or associated bound charges (such as H+) across the plasma
membrane. A simple calculation shows that the amplitude
of the R2 component can be accounted for by the move-
ment of a single charge a distance of a few angstroms.7,10,11,13

The amplitude of the ERP would be expected to be larger
in cones than in rods, since all of the photopigment in a cone
is embedded in the plasma membrane, whereas for rods,
only a small fraction of the rhodopsin lies in the plasma
membrane or in the few basal disks that are continuous with
the plasma membrane. This would explain why, in humans,
the rods make a smaller contribution to the ERP of the
whole retina (see, e.g., Goldstein and Berson9 and Sieving
and Fishman17), even though rods are nearly 20 times more
numerous than cones.

Because the R1 and R2 components have different time
courses and are of opposite polarity, they are likely to be
produced by different conformational changes of the
rhodopsin molecule. They are easily separated from one
another by reducing temperature, which blocks R2 (see, e.g.,
Pak and Ebrey16), and they have been extensively studied.7

The R1 component is probably produced by some change
that occurs between the absorption of a photon and the 
formation of the pigment intermediate metarhodopsin 
I.5,6,16 The R2 component, on the other hand, probably
reflects the movement of charge during the transition from
metarhodopsin I to the active intermediate metarhodopsin
II or R*. These charge movements are reversible.2,5 That is,
one flash of light can be used to convert rhodopsin to metaI,
producing R1, and another can then be given to photore-
verse the metaI back to rhodopsin, producing a charge
movement that is identical in waveform to R1 but opposite
in sign.

Clinical application of ERP

The ERP has been used for the most part in basic research,
to study aspects of photopigment function. Because the

40 Early Receptor Potential
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amplitude of the ERP is proportional to pigment concen-
tration, measurement of ERP provides a convenient way to
quantitate pigment concentration in the living retina and
can, for example, be used to determine the photosensitivity
of the visual pigment.12,13

Because the ERP can be measured with the same appa-
ratus that is used to measure the ERG, it is possible to record
the ERP from patients in a clinical setting (see, e.g.,
Goldstein and Berson,9 Sieving and Fishman,17 and Walther
and Hellner20). The proportionality of ERP amplitude with
the amount of photopigment makes possible the use of the
ERP to assess the general health of the photoreceptors.
Several groups have reported, for example, a decrease in the
size of the ERP in humans affected with inherited retinal
disease (see, e.g., Goldstein and Berson9 and Muller and
Topke14). It is unclear, however, whether measurements of
ERP are more accurate or more informative in the assess-
ment of retinal function than is the ERG or even simpler
tests, such as tests of visual acuity.

There are, however, two circumstances for which the ERP
could be particularly useful in a clinical setting. Suppose, for
example, that a patient exhibited a decrease in visual acuity
and ERG amplitude with no evidence of degeneration or
other anatomical lesion. One possible explanation might be
that the photoreceptor outer segments were undamaged but
that the patient was experiencing some difficulty either with
the mechanism of transduction by the rods and cones or
with synaptic processing by interneurons in the retina. The
measurement of ERP might then be useful, since if the ERP
amplitude were normal, it would indicate that no impair-
ment of distribution of photopigment in the outer segment
plasma membrane had occurred. The ERP was used in 
just this way by Sieving et al.18 in a study of human ocular
siderosis (see figure 40.2).

The ERP might also be helpful in assessing the general
health of the photoreceptors in selecting patients for genetic
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F 40.1 Discovery of ERP. The traces give same recording
at two different sweep speeds. The records show potential recorded
from the retina of a cynomolgus monkey (Macaca irus) with a tung-
sten microelectrode inserted into the layer of the photoreceptors.
The reference electrode was placed in the vitreous. Notice that 
with this configuration, the a-wave is positive-going, opposite in
polarity to the a-wave of the ERG recorded conventionally with a
corneal electrode (see figure 40.2). Photoreceptors were stimulated
with bright light from a condenser-discharge lamp. Stimulus arti-
fact appears as break in record in upper trace. (Modified and
reprinted with permission from Brown and Murakami.3)
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F 40.2 ERP recorded from a 38-year-old man with ocular
siderosis. The recording was made with monopolar corneal contact
lens. The patient had sustained traumatic injury to his right eye by
penetration of a metal fragment containing a high iron concen-
tration. Even though the a- and b-waves of the involved eye were
substantially reduced (not shown), the amplitude of the ERP in the
right eye was approximately the same as that in the left (uninjured)
eye. (Modified and reprinted with permission from Sieving et al.18)
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F 40.3 Intracellular recording of ERP from turtle cone
stimulated with xenon flash. The upper trace shows the waveform
of the flash. Note the two components of the ERP labeled R1 and
R2. (Modified and reprinted with permission from Hodgkin and
O’Bryan.11)
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therapy. Imagine a future in which all of the difficulties of
molecular gene therapy had been solved, so it had become
possible to introduce foreign genes into the eyes of patients
who had lost or were losing visual function from genetically
inherited retinal degeneration. Recent experiments on a
canine model for RPE65-related retinal degeneration1

suggest that such a future might arrive sooner than anyone
previously thought possible.

It would, of course, be pointless to inject a novel gene into
the eye of a patient for whom the photoreceptor cells had
already completely degenerated. The ERP might then
provide a helpful index of the morphological state of the
rods and cones. This might be particularly useful for muta-
tions that do not affect rhodopsin itself but affect some other
protein that is essential for visual function.8 In such cases,
the ERP may provide a simple test of the integrity of the
photoreceptors when other measures such as acuity or 
ERG amplitude are uninformative.
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T  / trough ratio (L/D) (Arden ratio1) is
widely accepted as useful for evaluating retinal pigment
epithelium (RPE) activity since the light peak and dark
trough represent mainly the changes of the RPE membrane
potentials. It also depends on the photoreceptor activity and
RPE-receptor attachment, because the photoreceptors and
their attachment with the RPE are essential for evoking the
light peak. The L/D is also changed by occlusion of the
central retinal artery, which nourishes the middle and inner
layers of the retina. Therefore, abnormal L/D alone does
not necessarily indicate RPE disorders. So far as a photic
stimulus to the photoreceptors is used, the response obtained
is not solely specific to the RPE.

The ocular standing potential, which mainly comes from
the transepithelial potential (TEP) of the RPE, can be
changed by nonphotic stimuli. For example, hyperosmo-
larity,5,8,10 bicarbonate,11,12 and acetazolamide3 (Diamox)
decrease the TEP in vitro and the ocular standing potential
in vivo. We call these responses the hyperosmolarity res-
ponse, bicarbonate response, and Diamox response, respec-
tively. The standing potential is changed by breathing a
hypoxic mixture of oxygen and nitrogen.9 These responses
are recordable by conventional electro-oculographic (EOG)
technique in the dark.

Figure 41.1 shows these three responses in normal human
subjects. The EOG amplitude is virtually stabilized (V0)
usually about in 30 minutes in the dark. Then, a hypertonic
solution (e.g., 20% mannitol or Fructmanit, see legend for
figure 41.1), 7% sodium bicarbonate solution (Meylon), or

Diamox is given intravenously. These procedures decrease
the EOG amplitude in the dark down to the minimum (Vmin)
approximately 8 to 20 minutes after the onset of adminis-
tration. The amplitude of the response is defined as the
percent amplitude change of the EOG:100 ¥ (V0 - Vmin)/V0.
The distribution of the amplitudes of these responses in the
normal subjects is approximated by the normal distribution.
Thus, their normal range is the mean ± 2 SD of the ampli-
tude in the normal subjects; 22.8% to 45.2% for the hyper-
osmolarity response, 15.2% to 28.6% for the bicarbonate
response, and 32.1% to 52.9% for the Diamox response (the
dose of each stimulant is described in the legend for 
figure 41.1).

The amplitudes of the hyperosmolarity response and
bicarbonate response are frequently decreased in retinitis
pigmentosa,15 rhegmatogenous retinal detachment even in a
localized area,2 diabetic retinopathy4 (occasionally abnormal
even in diabetics without visible retinopathy), angioid
streaks, Stargardt’s disease-fundus flavimaculatus,14,16 vitelli-
form macular dystrophy (Best’s disease13), Vogt-Harada-
Koyanagi disease,7 and temporarily after cataract extraction6

(especially after intracapsular extraction) (Table 41.1). The
hyperosmolarity response is more frequently abnormal than
the L/D in the aforementioned diseases. The Diamox
response remains within the normal range in most of the
diseases described above and predominantly depends on the
RPE in the posterior region of the ocular fundus since this
response is suppressed in patients with severe macular
atrophy (e.g., advanced stage in Stargardt’s disease).14

41 Nonphotic Standing Potential

Responses: Hyperosmolarity,

Bicarbonate, and Diamox

Responses

 ,  ,   



T 41.1
Characteristics of responses related to the retinal pigment epithelium

Hyperosmolarity Response Bicarbonate Response Diamox Response Light Rise C-Wave
Nonphotic Stimulus

Characteristic Hyperosmolarity HCO3
- Diamox Photic Stimulus

Origin Mainly hyperpolarization of Mainly depolarization of RPE apical membrane Mainly depolarization of Hyperpolarization of RPE
RPE basal membrane RPE basal membrane apical membrane

modified by slow PIII
from Müller cell

By hyperosmolarity Suppressed to abolished Enhanced

By Diamox Not suppressed

By ketamine hydrochloride Suppressed to abolished

SuppressedRetinitis pigmentosa Suppressed to abolished Not suppressed

Pigmented paravenous Suppressed
retinochoroidal atrophy

Fundus albipunctatus Suppressed
Not suppressed

Suppressed in some
Familial drusen Suppressed cases

Stargardt’s disease and

Suppressed in some casesfundus flavimaculatus
Angioid streaks

Vitelliform macular Suppressed Suppressed in some Suppressed
dystrophy cases

Carrier of vitelliform Suppressed in some Not suppressed Suppressed
macular dystrophy cases

Cone dystrophy Not suppressed Not suppressed

Diabetic retinopathy Frequently suppressed

Rhegmatogenous retinal Suppressed Not suppressed Suppressed
detachment

Harada’s disease Occasionally suppressed Occasionally suppressed

X-linked juvenile Not suppressed in cases Not suppressed in
retinoschisis without peripheral cases without

schisis peripheral schisis

After cataract extraction Temporarily suppressed

Occlusion of the central Suppressed Suppressed in some
retinal artery cases

Choroideremia Suppressed Not suppressed Suppressed
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F 41.1 Hyperosmolarity response (A), bicarbonate response
(B), and Diamox response (C) in normal human subjects. The mean
and standard deviation of the EOG amplitude as a percentage of
the stabilized amplitude (so-called base value) after dark adaptation
of 30 minutes are shown. The hyperosmolarity response was
recorded in 50 eyes of 30 subjects, bicarbonate response in 70 eyes
of 45 subjects, and Diamox response in 36 eyes of 24 subjects. To
evoke the hyperosmolarity response, Fructmanit (10% fructose,
15% mannitol) was given intravenously. The solution was admin-
istered for 15 to 20 minutes at a rate of 11% of the subject’s 
total blood volume per hour. The total blood volume (liters) 
was calculated by the following formulas: 0.168H 3 + 0.05W +
0.444 in males or 0.25H 3 + 0.063W - 0.662 in females, where H
is the height in meters and W is weight in kilograms. To evoke the
bicarbonate response, 0.83mL/kg of 7% sodium bicarbonate
(Meylon) was intravenously given in 5 minutes. To evoke the
Diamox response, 500mg of Diamox was given intravenously in 
1 minute. No light was used except for two dim miniature 
lamps to alternatively fixate the eye for the conventional EOG 
procedure. The onset of stimulant application was at 0 minutes on
the abscissa.
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T -  - electroretinogram (ERG) represents the
initial events of a fairly long series of potential changes in
the retina and the retinal pigment epithelium (PE) that are
evoked by light. When the dark-adapted eye is stimulated by
turning on a continuous light, the fast a- and b-waves are
followed by the slow c-wave of the ERG and by fast and slow
(light peak) oscillations, which are still much slower (figure
42.1). If the light is turned off, a series of off-effects arise,
including the “off c-wave,” the “off fast oscillation,” and the
“off slow oscillation” (the dark trough). These off-potentials
are of opposite polarity as compared with the corresponding
on-potentials (figure 42.1). Whereas the a- and b-waves 
represent the photoreceptor potential2,4 and interactions
between the neural elements and the Müller cells in the
inner retina6,30,34 respectively, the slower potential changes
reflect mainly PE changes in response to neuroretinal activ-
ity. It is of interest to study these PE responses clinically. The
slow oscillations are generally investigated indirectly by
means of the electro-oculogram (EOG).3,14,16 For the c-wave
of the ERG, however, a setup for corneal direct current (dc)
recordings must be used. Such equipment allows us to record
the fast and slow oscillations as well. This section will provide
a brief background regarding the generation of the three PE
potential changes mentioned above as well as a description
of equipment for corneal dc recordings of such slow
responses in patients.

Slow pigment epithelium responses

The standing potential (SP) of the eye is a transocular poten-
tial built up by several components, e.g., from the cornea.
The major contribution (approximately 10mV) comes from
the PE, however.30,31 In the dark, the apical PE membrane
is more hyperpolarized than the basal one is.19,46 This voltage
across the eye may be altered by several events in the retina
and PE such as the ERG potentials, the fast oscillation, and
the slow oscillation (the light peak).

The c-wave of the ERG (figure 42.2) originates to a large
extent in the PE.31 It represents the sum of a positive com-
ponent from the PE (PI) and a simultaneous negative (and
generally smaller) component from the Müller cells (slow
PIII). The positive component is generated as PE cell hyper-
polarization (the difference in hyperpolarization between the
apical and basal membranes) in response to the decrease in
extracellular potassium concentration that occurs in the

photoreceptor layer during light stimulation, and the nega-
tive component arises as Müller cell hyperpolarization in
response to the same potassium change.6,11,12,19,32,33,49,59 Since
the positive response is generally the larger one, the c-
wave of the ERG provides information on the health of
the PE.

A direct corneal dc recording of the fast oscillation and
the light peak (slow oscillation) from a normal, dark-adapted
subject in response to continuous light stimulation is demon-
strated in figure 42.3. (With this slow time course, the ERG
is seen only as a small upward deflection at light onset that
represents the c-wave.) We showed long ago that these slow
amplitude variations of the transocular potential can be
recorded in the human without general anesthesia.26,28 The
negative fast oscillation, peaking at 45 to 60 seconds in
humans, is caused by a delayed hyperpolarization of the
basal PE membrane. This response is related to the light-
induced decrease in potassium concentration in the subreti-
nal space mentioned above.8,17 The positive light peak has a
maximum at 10 to 12 minutes in humans. It represents a
depolarization of the basal PE membrane. It is not related
to the potassium changes in the subretinal space but seems
to depend on a “light peak substance” or a transmitter sub-
stance originating in the photoreceptors.9,18,38,47,56 A depend-
ence of the light peak on the neuroretina was demonstrated
long ago when it was found that it was abolished by exper-
imental occlusion of the retinal circulation in the monkey.54

Melatonin,20,52 synthesized in the photoreceptors, and
dopamine5,35,44,53 have been thought of as tentative candi-
dates for transmitter substances.

Equipment and procedure for recording and 
light stimulation

R E There is no equipment commer-
cially available for dc recordings of slow ocular potentials in
patients. Each laboratory has to build its own equipment.
Our setup and procedure, which have been improved
throughout the years,24,26,28,55 are described here.

The pupils of the patient’s eyes are dilated with 0.5%
tropicamide and 10% phenylephrine hydrochloride. Topical
tetracaine anesthesia is used. A polymethylmethacrylate
(PMMA) contact lens is placed on one of the eyes (figure
42.4). The eyelids are held apart by means of a groove and
a ridge along the edge of the contact lens. A chamber made

42 Direct Current Electroretinogram
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of PMMA is attached to the forehead above the eye by
means of a piece of ring-shaped, double-sided adhesive
tape. Both the chamber and the contact lens are filled with
a solution containing 2% sterile methyl-cellulose and 0.9%
sodium chloride. If the recording session is intended to be
long in duration, a few drops of tetracaine are added to the
solution. Saline-agar bridges in polyethylene tubes are used
to connect the contact lens and the chamber to matched
calomel half-cells, which serve as recording and reference
electrodes, respectively (see figure 42.4). Both electrodes are

plugged into a preamplifier (impedance, 109 W). The saline-
agar bridges are replaced with new ones for each patient to
make certain that mercury ions will not reach the eye. The
calomel half-cells are filled, from top to bottom, with saline,
mercury chloride powder, metallic mercury and mercury

F 42.1 Schematic representation of the light-induced
changes in the voltage across the eye. In response to a prolonged
light stimulus (upper curve), the ERG with the a-, b-, and c-waves
is first elicited. At about 45 seconds the negative “fast oscillation”
is maximal, and at about 12 minutes the positive “slow oscillation”
(light peak, light rise) reaches its peak. After light adaptation when

the light is turned off (lower curve), a series of off-effects occur. The
“off-ERG” includes the h-wave or “off c-wave.” The fast oscilla-
tion is now positive, and the slow oscillation (dark trough) is nega-
tive. The response is to a large extent a mirror image of the
response to light. (From Nilsson SEG.25 Used by permission.)

F 42.2 The human dc recorded ERG. A 1-second light
stimulus is indicated on the lower line (amplitude calibration,
100mV).

F 42.3 Direct corneal dc recording of the ERG (c-wave only
is seen), the fast oscillation (FO), and the light peak (LP ) in a normal
patient (light stimulus, 16 lux; amplitude calibration, 1mV; time
calibration, 3 minutes).
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chloride powder (mixed thoroughly by stirring in a mortar),
and metallic mercury. The contact lens is prevented from
sliding on the eye by means of a negative pressure of 20cm
of water that is created by connecting the lens through a
saline-filled second polyethylene tube to a test tube with
saline (see figure 42.4). The surface of this solution is placed
20cm below the level of the eye. One earlobe is grounded.
Silver–silver chloride electrodes, in the form of a freshly
chlorinated silver rod in a contact lens and an electrocar-
diographic (ECG) electrode on the forehead, were tried for
dc recordings. They were found to be less stable than
calomel electrodes for long recording sessions.

From the preamplifiers, the signals pass to a two-channel,
low-drift, differential-input dc amplifier built in our own
department to meet very high demands regarding high
impedance, low drift, and low noise. The common-mode
rejection ratio (CMRR) is approximately 100dB, which
means that disturbing 50Hz is attenuated sufficiently to
allow us to record without the use of a shielding cage. Coarse
offset adjustment is performed manually. Both amplifier
channels are provided with low-pass filters, 12dB per octave,
with the high-frequency cutoff set to 300Hz (with 100Hz as
an option). Each channel is in turn divided into two
branches, one of which (gain set to 100) is used for record-
ing very slow potential changes such as the fast oscillation
and the light peak. The second branch, the gain of which is
set to 1000 (with 100, 200, and 500 as options), is used for
ERG recordings. This second branch is equipped with an
internal balance for final offset adjustment. It may be con-

trolled manually, but it is generally controlled automatically
from the computer. In such a case, the computer orders the
amplifier just before each flash to balance the potential level
against zero level.

On their way from the amplifier to a Hewlett-Packard
(HP) 9826 computer, the signals pass an oscilloscope
(showing the noise level) and an analoque to digital (A/D)
converter (in an HP 6940B multiprogrammer). The com-
puter analyzes ERG a-, b-, and c-wave amplitudes and
implicit times and displays them digitally on the screen
together with the curve. Selected recordings may be aver-
aged. When the fast and slow oscillations are recorded via
one of the channel branches, the computer samples the
signal four times per minute during the first 2 minutes and
then once per minute. The potential variations are displayed
on the screen. The light peak may be elicited not only by
turning on continuous light but also by using repeated
flashes. In such a way, the ERG may be recorded repeatedly
and simultaneously with the light peak. The computer ana-
lyzes the potential level just before every stimulus flash and
displays the ERG traces superimposed on the light peak.

L S A 150-W halogen lamp (Osram) pro-
vides the stimulus light, which is first focused upon the
entrance to fiber optics (Fiberoptic-Heim AG).26 Neutral-
density filters (Balzers) in a rotating mount (moved by a
Philips stepping motor controlled by the computer via the
multiprogrammer) allowing changes in light intensity over a
total range of 7 log units in steps of 0.5 log units are inter-
posed between the light source and the fiber optics. An elec-
tronic shutter (Uniblitz, Vincent Associates, Inc.), which is
computer and multiprogrammer controlled, permits contin-
uous variations in flash durations from 10ms to infinity and
in flash intervals from about 30ms (flicker) to infinity. The
exit of the fiber optics is connected to a hemisphere half a
tennis ball in size that is approximately evenly illuminated
by the stimulus light. In this way, Ganzfeld stimulation of
one eye can be obtained (figure 42.5).

R P For stable recordings of 5 seconds’
duration (dc ERG with a-, b-, and c-waves), it is essential to
ensure a steady eye position. This can be achieved by inves-
tigating one eye at a time and having the free eye fixate on
a deep red light-emitting diode (LED) located about 1m
above the eye.26 Five seconds before each flash, the computer
tells the patient by means of an acoustic signal and by
turning on the LED that a flash is to come. In this way, the
patient is given sufficient time to fixate on the LED before
light stimulation and thus obtain and maintain a steady eye
position just before and during the recording. When the
sweep is completed, the LED is turned off, and the patient
can close the free eye and rest until the next signal comes
(often 1- to 3-minute intervals between 1-second stimuli for

F 42.4 A contact lens on the eye and a plastic chamber on
the forehead are connected by means of saline-agar bridges to
matched calomel half-cells (recording and reference electrodes)
plugged into a preamplifier. To provide a well-defined suction the
contract lens is equipped with a second tube ending in a test tube
with saline, the surface of which is located 20cm below the eye.
The earlobe is grounded. (From Nilsson SEG, Andersson BE.26

Used by permission.)
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dc ERGs). When general anesthesia is used for small chil-
dren, it is possible to record from both eyes at the same 
time.

We have written programs for several kinds of recordings
(a- and b-wave ERG; a-, b-, and c-wave ERG; 30-Hz flicker
ERG; EOG; direct corneal recordings of the fast oscillation,
the light peak, or the dark trough; light peak with ERGs
superimposed), as well as for analysis and graphic plotting
of information such as intensity-amplitude curves.

By using the technique described above it is possible to
obtain stable dc recordings in most patients. Averaging is
generally necessary for patients, whereas in volunteers with
some previous experience, single recordings are sufficiently
stable.

Clinical applications

As previously discussed, the c-wave of the electroretino-
grams (ERG) represents the sum of a cornea-positive poten-
tial (PI) generated in the pigment epithelium (PE) and a
cornea-negative potential (slow PIII) originating in the Müller
cells, both arising as responses to a light-evoked decrease in
extracellular potassium concentration in the photoreceptor
layer. The PE response is generally the bigger one and gives
rise to a positive c-wave (figure 42.6A). There is a sizable
interindividual variation, however, and it is known that a few
individuals with seemingly healthy eyes have a “flat” c-wave,
i.e., the two components appear to be equal in size. The
reason may possibly be variations in membrane surface area
of the PE and Müller cells. Thus, c-wave amplitudes must
be judged with some caution. The safest conclusions can be
drawn from comparisons of the right and the left eye in an
individual with a uniocular disease.

The still slower variations of the voltage across the eye,
the fast and slow (light peak) oscillations, also represent PE
activity, the first on being potassium dependent and the
second one being dependent upon a transmitter substance
(a light peak substance) from the neuroretina. Instead of
recording the light peak (the response to continuous light fol-
lowing dark adaptation) and dark trough (the response to
darkness following light adaptation) indirectly as the electro-
oculogram (EOG), both potential changes can be recorded
directly from the cornea together with the fast oscillation (see
below) by using the direct coupled (DC) technique employed
for c-wave recordings.28,38 This is particularly advantageous
in patients who cannot cooperate in ERG and EOG 
recordings but must be anesthetized, such as small children.
Furthermore, such dc recordings are necessary in animal
experiments.

The dc recordings of the ERG c-wave and of the fast and
slow oscillations may be valuable in clinical diagnostic work
regarding PE disease. The Arden index3 used for EOG 
evaluation may also be calculated from DC recordings.

The c-wave of the human electroretinogram

T N -W The c-wave amplitude is linearly
related to the stimulus intensity in humans, at least within 
the range of intensities studied (3.5–5.5 log relative units
above the b-wave threshold).40 With increasing stimulus 

F 42.5 Ganzfeld stimulation of the left eye. (From Nilsson
SEG, Andersson BE.26 Used by permission.)

F 42.6 dc recorded human ERGs (a-, b-, and c-waves indi-
cated) in response to a 1-second light stimulus (lower line) 4.0 log 
relative units above the b-wave threshold (amplitude calibration,
200mV [A, C, D] or 100mV [B, E]; time calibration, 0.5 seconds).
A, normal subject. B, Best’s disease. C and D, choriocapillaris
atrophy, right and left eye, respectively. E, retinitis pigmentosa (for
details, see the text). (From Nilsson SEG, Andersson BE.26 Used by
permission.)
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duration, the c-wave amplitude and implicit time both
increase.51 The c-wave amplitude shows cyclic variations with
time41 in such a way that the c-wave amplitude follows that
of the slow oscillations, that is, the c-wave amplitude is largest
at a time that coincides with the maximum of the light peak
and is smallest when the transocular potential (standing
potential) thereafter goes negative.28 This is best demon-
strated when the ERG is superimposed upon the slow oscil-
lation of the transocular potential (monkey).54 Such a
recording from a human subject is shown below. Solvents
such as ethanol,37 toluene, styrene,39 trichlorethylene, methyl-
chloroform, and halothane10 have been shown to influence
the c-wave amplitude.

T -W  S D A  P
E Best’s disease (vitelliform or vitelliruptive
macular degeneration) is now known to be a disease affect-
ing the PE across the entire fundus, with the most advanced
changes located in the macula.34 It seems that the PE is the
primary site of the changes and that the photoreceptors
degenerate over the areas with the most pronounced PE
lesions. The a- and b-waves are normal,7 whereas the EOG
is highly pathological.15 In accordance with these findings,
we24,29 found that in the families we studied the a- and b-
waves were within normal limits but the c-wave was missing
(figure 42.6B) or, in a few cases, extremely small and present
only under certain stimulus conditions.

Choriocapillaris atrophy may be regional or diffuse and
involves degeneration of the PE and the choroidal capillar-
ies as well as the overlying photoreceptors. Figures 42.6C
and 42.6D show the dc ERGs of the right and left eye,
respectively, of a patient with a fairly early stage of chorio-
capillaris atrophy.26 The a- and b-waves are larger in ampli-
tude for the left eye, but they are also within normal limits
for the right eye. There is no c-wave for the right eye, but
the left eye shows a small c-wave. These ERG findings agree
very well with the EOG results (Arden index 140 and 183
for the right and left eye, respectively) and with the clinical
findings (right eye ophthalmoscopically more affected than
the left eye; visual acuity 0.9 [18/20] for the right eye and
1.0 [20/20] for the left eye).

Retinitis pigmentosa (RP) in its classic form is character-
ized by early rod degeneration followed later by cone degen-
eration. The PE does not seem to be affected primarily.
Figure 42.6E demonstrates a dc ERG from a patient with
RP. Small a- and b-waves are often found at early stages, at
least in the dominantly inherited forms. In our RP patient
data, we have never seen a c-wave.26

Central retinal artery occlusion was shown to reduce not
only the ERG b-wave but also the c-wave in humans (figure
42.7)50 as well as experimentally in monkeys.54 This was sur-
prising, since vascular support for the PE is from the chori-
ocapillaris. Thus, the positive PE component of the c-wave

ought to be normal. Furthermore, blocking of the retinal cir-
culation should damage Müller cells, which would reduce
the negative Müller cell component of the c-wave. As a con-
sequence, one would expect the c-wave to be increased. The
reduction in the c-wave may possibly reflect changes in 
neuroretinal extracellular potassium concentration that are
caused by inner retinal damage.

Clinical use of the c-wave amplitude is limited to a certain
extent by its fairly large interindividual variability, also in
normal subjects, which seems to be due to the fact that the
c-wave is built up by two components from two different cell
types. The question is whether there are ways of testing the
PE component of the c-wave alone without involving the
Müller cells. Experimental work on an isolated retina-PE-
choroid preparation36 showed that choroidal hyperosmolar-
ity hyperpolarized the basal PE membrane and decreased
the amplitude of the light-evoked c-wave. Further work will
show whether this hyperosmolarity response of the c-wave
can be of clinical use.

The “off c-wave”

After light adaptation or light stimulation and when the light
is turned off, the extracellular potassium concentration in
the photoreceptor layer increases,47,48 which gives rise to the
“off c-wave.”6,30 The off c-wave (named the h-wave by us)
was studied further in our laboratory in normal humans
(figure 42.8) and in monkeys.42,43,57,58 The off c-wave (h-wave)
was found to behave in exactly the same way as the c-wave
regarding stimulus intensity-amplitude relationship, cyclic
variations with time, and response to ethanol.

Fast and slow (light peak) oscillations

The dark trough and light peak are generally recorded indi-
rectly as the EOG.1,3,14,16 However, these slow oscillations,

F 42.7 dc ERG recordings from a human eye with occlu-
sion of the central retinal artery (A) and from the healthy fellow
eye (B). The b-wave and the c-wave (indicated) are both reduced in
the eye with central retinal artery occlusion (stimulus duration,
1 second [indicated on lower line]; stimulus intensity, 130cd/m2;
amplitude calibration, 100mV; time calibration, 0.5 seconds).
(Adapted from Textorius O.50)
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together with the fast oscillations, may very well be recorded
directly from the cornea with a dc technique, which is basi-
cally the same as the one used for c-wave recordings.28,38 This
is valuable, especially in patients who require general anes-
thesia (e.g., small children) for electrophysiological tests. In
addition, dc recordings of this kind are necessary for the
evaluation of PE health in animal models of hereditary 
diseases of the PE and retina.10,13

Figure 42.9 shows a direct recording of the fast oscillation
and the light peak in a normal subject as compared with a
recording from a patient with RP. The latter recording,
which shows almost no response, corresponds to an almost
flat EOG.

The light peak can be evoked not only by continuous light
but also by repeated flashes of light. In such a recording, the
a- and b-waves of the ERGs are too fast to show up, but the
ERG c-waves are superimposed upon the light peak (figure
42.10). In this way, it is easily seen that the c-wave amplitude
follows that of the light peak, that is, it is largest at the time
of the maximum of the light peak. (The fast oscillation does
not show up with 2-minute intervals between recordings.)

The hyperosmolarity response mentioned above has been
used clinically regarding the effect on the transocular poten-
tial (standing potential), as reflected in the EOG or in direct
dc recordings of the transocular potential. Intravenous
administration of a hypertonic solution decreases the
transocular potential.60 The hyperosmolarity response was
reported to be suppressed or absent in eye diseases involv-
ing the PE (e.g., RP and advanced diabetic retinopathy with
breakdown of the blood-retinal barrier). The explanation
was given by Shirao and Steinberg.36 Choroidal hyperosmo-
larity hyperpolarized the basal membrane of the PE and
decreased the transtissue potential in an isolated retina-PE-
choroid preparation (corresponding to the transocular
potential in the intact eye). Yonemura and Kawasaki60 also
found that acetazolamide given intravenously decreased the

F 42.8 Off-responses of the human dc recorded ERG after
the termination of an illumination of 60 lux (average of two record-
ings). The “h-wave” in our terminology corresponds to the “off c-
wave” (amplitude calibration, 100mV; time calibration, 1 second).
(From Skoog K-O, Welinder E, Nilsson SEG.43 Used by 
permission.)

F 42.9 The upper trace shows a direct corneal dc record-
ing of the ERG (only the c-wave is seen), the fast oscillation (FO),
and the light peak (LP) (slow oscillation) in a normal subject. The
bottom trace shows the same kind of recording from a patient with
RP. The latter response is essentially flat. The onset of a 16-lux
light stimulus is indicated between the two recordings (amplitude
calibration, 1mV; time calibration, 3 minutes).

F 42.10 Light peak (LP ) evoked by repeated light flashes.
The ERG c-waves are seen to be superimposed upon the LP. The
c-wave amplitude is largest at the time of the maximum of the LP
(amplitude calibration, 0.5mV; time calibration, 2 minutes).

transocular potential in EOG studies or in direct dc 
recordings. The acetazolamide response was normal in RP,
however. Kawasaki et al.13 reported that acetazolamide on
the choroidal side of an isolated PE-choroid preparation
hyperpolarized both the basal and apical PE membrane, the
basal more than the apical one, thus decreasing the transep-
ithelial potential.
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Conclusions

The ERG c-wave can be dc recorded clinically and, when
using averaging technique, with fairly stable results. The c-
wave amplitude is one of a number of valuable parameters
regarding PE health. However, it should be used with some
caution since the interindividual variability is fairly large and
since a few individuals with healthy eyes actually do not show
a c-wave. It is possible that the hyperosmolarity response of
the c-wave may be a way of getting away from this problem
in the future.

Direct dc recordings of the fast and slow (light peak, dark
trough) oscillations can be obtained clinically without diffi-
culty. Such recordings are of particular value when general
anesthesia has to be used and when the EOG cannot be
employed.

 This investigation was supported by the
Swedish Medical Research Council (Project No. 12X-734).
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T   (OPs) of the electroretinogram
(ERG), first demonstrated by Cobb and Morton,11 and sub-
sequently named by Yonemura et al.,65 identify the low-
voltage, high-frequency components, sometimes referred to
as ERG wavelets, which are often seen indenting the rising
phase of the b-wave. This is best exemplified with the ERG
tracings shown in figure 43.1A, where two OPs (identified as
2 and 3 in the figure) are seen riding on the ascending limb
of the b-wave. Although the true oscillatory nature of the
OPs was previously questioned,12 what singles them out is
really the difference in frequency domain between the OPs
and the other components of the ERG. This prompted
Dawson and Stewart12 to suggest the term fast retinal potential
as a more appropriate descriptor of these low-voltage, high-
frequency ERG components. As we will see, the OPs are not
oscillations in the true sense of the word and are most prob-
ably not generated by the same retinal structure or pathway.
In this chapter, I will focus mostly on oscillatory potentials
(and therefore on the ERG) evoked to full-field (Ganzfeld)
brief flashes of white light delivered in light- and dark-
adapted conditions because this remains, to date, the most
universally used method to elicit clinical electroretinograms.
It should be noted, however, that OPs can be obtained by
using long flashes (i.e., >100ms) to separate ON-OPs and
OFF-OPs23 or colored flashes.54 Finally, OPs can also be
evoked to localized spots of light, either projected directly
on the retina,46 such as in the technique that is used to obtain
focal ERGs, or viewed on a screen, as is the case with mul-
tifocal ERG techniques (mfERG).64

Extracting the OPs from the raw ERG signal

The electroretinogram is normally recorded by using a
bandwidth as wide as possible (low-frequency cutoff: £1Hz,
high-frequency cutoff: ≥300Hz) to include all the frequency
components that compose the retinal biopotential. As is
shown in figure 43.1C and previously reported elsewhere,1,17

fast Fourier transform (FFT) of the broadband ERG signal
indicates that this biopotential is composed of at least three
major frequency components, which, for the photopic ERG
shown in figure 43.1A, peak at approximately 35, 70,
and 130Hz. This segregation in high (>100Hz) and low 

(<100Hz) ERG components is what distinguishes the slow
(mainly the a- and b-waves) from the fast (the oscillatory
potentials) ERG components. This difference in frequency
range is at the basis of the different techniques used to sep-
arate the OPs from the raw ERG signal to facilitate their
analysis. It should be noted, however, that the exact values
of the frequency domain of the OPs may change depend-
ing on the intensity of the stimulus that is used to generate
the response and, more important, on the state of retinal
adaptation; the frequency domain of the scotopic OPs is
usually higher (about 150–160Hz) than that of the photopic
OPs (ª125Hz).1,17 This point should be taken into consider-
ation in determining the limits of the recording bandwidth,
especially the low-frequency cutoff.

Currently, the method that is most often used in order to
extract the OPs from the raw ERG is that of bandwidth
restriction, where the low-frequency cutoff of the recording
bandwidth (of analog or digital amplifiers) is raised from 1
Hz (normally used to record the broadband a- and b-wave
ERG signals) to 70–100Hz, while the high-frequency cutoff
is maintained at >300Hz.42 The resulting waveforms look
somewhat like those shown in figure 43.1B. What stands 
out immediately is that while in the raw waveforms (figure
43.1A), one can identify only two major OPs on the rising
phase of the b-wave (identified as 2 and 3 in figure 43.1A),
three major OPs (identified as 2, 3, and 4) are evidenced
when the recording bandwidth is restricted to the OP fre-
quency domain. Other, more minor oscillations (identified
as 1, 5, 6, and 7) are also observed. It should be noted that
other investigators will neglect the small OP (identified as
OP1) that is seen prior to OP2 and will identify as OP1 the
first major OP (here identified as OP2).50

It is also of interest to note that the peak times of the 
bandwidth-filtered OPs are slightly faster (by about 2ms) than
the peak times of the corresponding OPs on the ascending
limb of the broadband ERG b-wave, a feature that was also
previously reported elsewhere.58 This is best illustrated in
figure 43.2, in which the timing of the bandwidth-filtered
OPs (tracing 2) is compared to that of the OPs found on the
rising phase of the b-wave (tracing 1). However, in the past
20 years or so, the progress that has been made in digital
amplifier technologies has allowed us to use new means to

43 The Oscillatory Potentials of

the Electroretinogram
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extract the OPs on the basis of FFT analysis of the raw ERG
signal in which the low-frequency components (derived from
FFT analysis) are software-subtracted from the raw signal to
yield the OP signal. An example of the resulting OP signal is
illustrated in figure 43.2 (tracing 3). A simple inspection of the
resulting OP response reveals, as was previously pointed 
out,21 major differences between the bandwidth-filtered OPs
(tracing 2) and the software-filtered OPs (tracing 3). The peak
times of the software-filtered OPs (tracing 3) are identical to
those measured for the raw ERG OPs (tracing 1) and conse-
quently are delayed in comparison to the bandwidth-filtered
OPs (tracing 2). Also, the shapes of the two waveforms differ
substantially, as if one were the inverted version of the other.
This is best exemplified with the OP response illustrated in
tracing 4, which is in fact the inverted version of tracing 3.
The troughs and peaks in tracing 4 now seem to be in better
synchrony with those of tracing 2, suggesting that what is
measured as peaks in the software-filtered OPs (tracing 3)
actually correspond to the troughs of bandwidth-filtered OPs
(tracing 2) and vice versa. Although theoretical at this point,
the above differences between bandwidth-filtered (analog or
digital) and software-extracted OPs could potentially become
clinically significant, should the troughs and peaks of the OPs
be independently generated or differently affected by a given
disease process. As we will see later on, there are some sug-
gestions that this might be the case.

The OPs were initially considered to be hard-to-record
and consequently highly variable components of the ERG
that required extreme precautions as well as special stimu-
lating conditions to be recorded reproducibly. There is now
enough evidence to suggest that OPs are most probably
present in all ERGs, irrespective of the strength of the stim-
ulus that is used or the state of retinal adaptation. Further-
more, although the OPs are of significantly smaller voltage
than is the b-wave, it is not always necessary to use averag-
ing techniques to visualize them. This is best exemplified 
in figure 43.3, in which single-sweep and averaged OPs are
compared. The OP responses illustrated on the left-hand
side were photographed directly from the screen of an 
oscilloscope. Each tracing actually includes two superposed
single-sweep OP responses evoked, in photopic condition,
to flashes of white light of progressively dimmer intensities
(tracings 1 to 3) and after 20 minutes of dark adaptation
(tracing 4). On the right-hand side are shown the corre-
sponding averaged OP responses, in which each tracing rep-
resents an average of 16 flashes. Of course, the purpose of
this figure is not to demonstrate that averaging will augment
the signal-to-noise ratio, as this is a predictable (and quite
visible in figure 43.3) outcome of signal averaging. However,
despite noisier tracings (noise level purposely enhanced with
the use of DTL fiber instead of contact lens as the active
electrode35), one can easily identify on the single-sweep trac-

F 43.1 Representative broadband photopic ERGs (1- 
to 1000-Hz bandwidth; column A) and oscillatory potentials 
(100- to 1000-Hz bandwidth; column B) recorded simultaneously
from the two eyes of a normal human subject. C shows the 
fast Fourier transform obtained from the two broadband ERG
responses. Note the three major power peaks at approximately 
35, 72, and 132Hz, the latter component representing the 

oscillatory potential contribution to the ERG potential. The 
signals were recorded with DTL fiber electrodes (30 deniers/10 
filaments in OD and 27 deniers/7 filaments in OS for com-
parison). Calibration: vertical, 40 mV (A) and 10mV (B); horizontal,
20ms (A, B) and hertz (C). Vertical arrows identify flash onset.
Tracings in A and B are preceded by a 20-ms prestimulus 
baseline.
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ings all the major features seen in the average response and
vice versa (such as the indentations on the OP3/4 complex,
which are equally visible on the single-sweep and averaged
OP waveforms). These results confirm that, provided that
care is taken to ascertain a good electrode contact, record-
ing of the OPs should not represent a greater technical 
challenge than does the recording of the broadband a- and
b-wave ERGs.

Origin of the oscillatory potentials

The oscillatory potentials were first found in ERGs evoked
to very strong flashes of light delivered to a fully dark-
adapted retina.11 This combination, which literally dazzled
the retina, most probably led some to believe that the 
OPs represented the oscillation of some retinal structure (or
membrane) triggered by the powerful flash of light, thus
explaining the choice of the term used to describe these
components of the ERG. However, the OPs are not distri-
buted at random, as their name would suggest. Rather, the
OPs are, like the other ERG components, time-locked to the

onset of the stimulus. Furthermore, previous studies have
shown that each OP can be specifically attenuated and 
even abolished by experimental conditions or pathologies,
suggesting that each of them could represent a separate elec-
trical entity, most probably generated by a distinct retinal

F 43.2 Comparison between the broadband photopic ERG
waveform (0.3–500Hz; tracing 1), the online bandwidth-filtered
oscillatory potential (bandwidth: 75–500Hz; tracing 2), and soft-
ware-filtered OPs (bandwidth: 75–500Hz; tracing 3). The response
in tracing 2 was obtained by recording online the ERG signal
within a restricted bandwidth, while the waveform in tracing 3 was
obtained by using the “extract OP” software option of the LKC
UTAS-E 3000 system (LKC Technologies Inc., Gaithersburg,
Maryland, USA. Website: www.lkc.com). Note that the OPs of
waveforms 2 and 3 appear to be slightly out of phase. However,
inverting the waveform in tracing 3 restores the synchrony as well
as the similarity in shape, suggesting that the peaks in tracing 2 cor-
respond to the troughs in tracing 3. Calibration: horizontal, 10 ms;
vertical, 20mV. F 43.3 Comparing single-sweep and averaged oscillatory

potentials. On the left-hand side are illustrated OPs recorded by
using an oscilloscope. Each tracing shows two responses, which are
superposed to demonstrate the reproducibility and the strength 
of this potential. On the right-hand side are illustrated the corre-
sponding averaged responses (N = 16 sweeps averaged). Note that
all the OPs identified in the single-sweep responses are also seen in
the averaged responses and vice versa. Similarly, the small inden-
tations that are seen in some responses (particularly in tracing 2)
are seen with the same accuracy in the single-sweep and averaged
responses. Responses were evoked to flashes of white light of 8, 2,
and 0.5cd sm-2 (tracings 1, 2, and 3) delivered in photopic condi-
tion (background: 30cdm-2) and 0.5cd sm-2 delivered after 20
minutes of dark adaptation (tracing 4). Single sweeps and averages
were recorded simultaneously with a DTL fiber electrode.
Calibration: horizontal, 20ms; vertical, 15 mV (all single-sweep
responses and tracings 1 and 2 of averaged responses) and 8mV
(tracings 3 and 4 of averaged responses). Vertical arrows identify
flash onset. All tracings are preceded by a 20-ms prestimulus 
baseline.
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structure or pathway and consequently no longer fitting the
behavior that one would predict for an oscillation.

Although the retinal structures at the origin of the OPs is
still being debated, several clinical and experimental obser-
vations suggest that the OP generators are postsynaptic to
the photoreceptors. This hypothesis initially arose from 
the pioneering work of Wachtmeister and Dowling,61 who
showed, with intraretinal recordings of oscillatory potentials
in isolated retina of mud puppies, that the electrical dipole
of each OP was situated at a different retinal depth. Their
study revealed that the short-latency OPs were generated 
in the proximal retina (i.e., near the retinal ganglion cells),
while the longer-latency OPs were generated in the distal
retina (i.e., nearer the photoreceptors). To explain the ap-
parent discrepancy between the chronological sequence of
events (i.e., OP2 occurs at a shorter latency than OP5) and
retinal distribution of each OP (the suggested generator of
OP2 being closer than that of OP5 to the photoreceptors,
which are at the origin of the retinal response), they suggested
that the longer-latency OPs were produced through some
inhibitory feedback loop traveling from the inner to the 
outer retinal layers. Although their findings could not 
be replicated in the macaque retina,19 Wachtmeister and
Dowling61 were first to suggest that each OP had a different
retinal origin and therefore possibly represented a differ-
ent physiological entity. To date, experimental and clinical
studies have ruled out the photoreceptors,8 the horizontal
cells,19,48 and the Muller cells44 as possible contributors to
their genesis. There is still some controversy as to a possible 
contribution from the retinal ganglion cells (RGC).
Wachtmeister and el Azazi62 have reported normal OPs in
patients with optic atrophy, while Lachapelle26 has shown a
near extinction of the long-latency photopic OPs in a patient
who suffered an accidental section of the optic nerve. Inter-
estingly, the study of Fortune et al.13 on the mfERG in glau-
coma also revealed the selective loss of an oscillation of
the long-latency-induced component (IC), which was most
prominent in recordings originating from the temporal
retina. Of interest, this oscillation peaked at approximately
70ms, that is, at a latency similar to that of the abolished OPs
of Lachapelle’s study.26 According to Fortune et al.,13 the
alleged pathophysiology of glaucoma combined with the
retinal mechanisms that are believed to be at the origin of
the mfERG response would situate the origin of this mfERG
IC oscillation most probably at the level of the inner plexi-
form layer of the retina or at the optic nerve level. Similar
controversial evidences came from the pharmacological
blockage of the retinal ganglion cells’ activity. Intravitreal
injection of tetrodotoxin in monkeys48 or lidocaine in
rabbits47 did not significantly modify the OPs in the former,
while in the latter, it minimally reduced their amplitude and
delayed their timing, adding again to the controversy. To
date, the most probable generators would appear to be 

the bipolar cells (depolarizing and hyperpolarizing), the
amacrine cells, and the interplexiform cells.55,60 However,
despite our inability to more accurately identify the retinal
site where the OPs are generated, it is most probable that
more than one site is involved and that the normal function-
ing of these loci can be independently modified either exper-
imentally (stimulus manipulation, pharmacology, etc.) or
clinically and consequently affect the genesis of one or more
OPs. This claim cannot be better supported than with the
concept of physiologically grouping the OPs into early and
late (as per latency), as Wachtmeister and Dowling 
originally suggested.61 For example, in a study conducted 
in newborn rabbits, the early OPs were shown to mature
earlier than the long-latency OPs.14 Similarly, use of a slow-
flickering stimulus (in humans) selectively abolished the 
short-latency OPs from the photopic response, while the
longer-latency OP remained almost intact.27 Use of stimuli
of long duration (>100ms) revealed that the short-latency
OPs were triggered through the ON retinal pathway,
while the longer-latency OPs were linked to the OFF 
retinal pathway.23 Pharmacological experiments showed 
that the earlier OPs were more susceptible to GABA anta-
gonists,60 haloperidol (a dopamine antagonist),60 2-amino-4-
phosphonobutyric acid (a glutamate analogue),16 and low
doses of inspired trichloroethylene,6 to name a few, while
longer-latency OPs were shown to be more susceptible to
ethanol,60 strychnine,60 iodoacetic acid (a blocker of glycoly-
sis),33 and the anticonvulsive diphenylhydantoin (effect
observed in humans and rabbits).37 Also of interest is the
report that showed that retinal cooling, obtained by circulat-
ing cold water in a tube glued to the sclera of rabbits, abol-
ished the long-latency OPs first when the cold water
circulated from the peripheral to the central retina and abol-
ished the short-latency OPs first when it circulated from the
central to the peripheral retina, suggesting that the dipoles of
individual OPs also differed in their topographical distribu-
tion.32 In their study on the focal macular OPs, Miyake 
et al.45 also evidenced topographical disparity in the distri-
bution of retinal OPs, where OPs that were evoked to the
focal stimulation of discrete loci of the temporal retina were
significantly larger than those evoked following the activation
of an equivalent area of the nasal retina. As was discussed
above, a similar nasotemporal asymmetry in OP distribution
was also demonstrated with the mfERG technique.4,13,64 Simi-
larly, using an imaginative approach, Tremblay and Lam56

showed that the relative amplitude of each of the photopic
OPs varied as the subjects shifted their gaze from nasal to
temporal, suggesting that the dipoles of OP2 and OP3

were at a different location than that of OP4. Clearly,
although a great deal of information has been gathered to
better understand the origin and functional significance of
the OPs, more is needed to better grasp what they really
signal.
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Relationship between the b-wave and the OPs

As was stated above, the oscillatory potentials were originally
presented as small, high-frequency components, seen on the
ascending limb of the b-wave and most probably generated
by retinal structures that were not closely, if at all, involved
in the genesis of the b-wave. It was originally believed 
that special stimulating conditions were required for their
demonstration and, more important, that they could be
specifically abolished by pharmacological agents or patholo-
gies while the b-wave remained intact. This was the case for
the ERG in diabetic retinopathy (DR), in which the absent
OPs in an otherwise normal ERG response became almost
pathognomonic for the early stage of this retinopathy.7,9 This
is best exemplified in figure 43.4, in which normal photopic
ERGs (tracing 1, 12 normal responses superposed) and OPs
(tracing 3, 12 normal responses superposed) are compared
to the photopic ERG (tracing 2) and OPs (tracing 4) ob-
tained from a patient with documented background diabetic
retinopathy (DR). Compared to the normal ERG, that of the
DR patient shows an ascending limb of the b-wave that is
almost entirely devoid of the typical OP indentation; there
is only the suggestion of one, as indicated by the arrowhead.
The specific attenuation of the OPs in DR is confirmed by
the analysis of the oscillatory potential recordings shown in
tracings 3 and 4. One notes that in normal, the filtered ERG
(tracing 3) is composed of three major OPs identified as 2,
3, and 4, and each of them is composed of an ascending
and a descending segment with the troughs descending to
deep below the baseline portion of tracing prior to flash.
This contrasts with the DR response, in which all (but that
following OP4) the troughs of the OPs peak above the base-
line resulting in OP amplitudes that are significantly smaller
than normal. It is interesting to note that the more pro-
nounced attenuation of the OPs (compared to the b-wave)
reported in the preproliferative phase of diabetic retinopa-
thy was also evidenced using the mfERG technique.49 The
exact mechanisms at the origin of the (near) selective aboli-
tion of the OPs in diabetic retinopathy (especially in the
early phase) remains unknown.

Pharmacological manipulation was also shown to produce
a similar selective abolition of the OPs while preserving the
slower ERG components.43 This is best exemplified in figure
43.5, in which an intravitreal injection of glycine (in rabbits),
a known inhibitory neurotransmitter that is used mainly by
amacrine cells, gradually abolished the long-latency OP3

and OP4 and slightly reduced the amplitude of OP2. This
resulted in a broadband ERG in which the ascent of the b-
wave is devoid of OPs in a way similar to the DR ERG wave-
form (see figure 43.4). The above would therefore support
the claim that the genesis of the OPs is dissociated from that
of the slower ERG components, since the OPs can be selec-
tively abolished without significantly modifying the ERG 

a- and b-waves. There are, however, other published exper-
imental and clinical evidences that could support the 
opposite view. For example, we have previously shown that
a systemic injection of iodoacetic acid (IAA) in rabbits,
a blocker of glycolysis, caused the gradual attenuation of the
long-latency OPs (OP3 and OP4) while leaving OP2 almost
intact, an effect that is almost identical to that obtained fol-
lowing the intravitreal injection of glycine.33 However, like
glycine, IAA also reduced the amplitude of the b-wave (see
figure 43.5). The latter is accomplished in a very structured
fashion, in which the earlier segments of the ERG (i.e.,
a-wave and first step [identified as 2] of the b-wave) are basi-
cally unaltered, while the later components (second step
[identified as 3] of the b-wave and b-wave peak [identified
as 4]) are abolished. A similar picture is observed following 
the intravitreal injection of 2-amino-4-phosphonobutyric
acid (APB),16,43 a glutamate analog that blocks the synapse

F 43.4 Comparing the photopic broadband ERGs (tracings
1 and 2) and OPs (tracings 3 and 4) of normal human subjects
(tracings 1 and 2) with the responses obtained from a patient with 
diabetic retinopathy (tracings 2 and 4). In tracings 1 and 3 are
superposed on the responses obtained from 12 different normal
subjects to illustrate the reproducibility of the OP signal compared
to the broadband ERG one. Note that the broadband ERG wave-
form of the diabetic patient has only one small inflection (arrow-
head) on the ascending limb of the b-wave, while in the normal
patient, two OPs are seen (corresponding to OP2 and OP3 in the
filtered response). The filtered OP response recorded from our DR
patient confirms the selective attenuation of the OPs compared to
the broadband ERG components. Calibration: horizontal, 20ms;
vertical: 155mV (tracing 1), 77mV (tracing 2), 32mV (tracing 3), and
16mV (tracing 4). Vertical arrows identify flash onset. All tracings
are preceded by a 20-ms prestimulus baseline.
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between the photoreceptors and the ON-depolarizing
bipolar cells. Again one notices (see figure 43.5) the gradual
reduction in the amplitude of all the OPs. At maximal effect,
only remnants of OP2 and OP4 are seen. Similarly, the
broadband ERG response was significantly modified, and at
maximal effect, obtained at 35 minutes postinjection, the
response included only an a-wave and no evidence of a b-
wave. From the above, it would therefore appear that it is
possible to simultaneously impair the normal functioning of
the b-wave and OP generators. The results that are proba-
bly most supportive of the latter claim came with the 
previously published comparison between the photopic
ERGs obtained from two different but complementary
retinopathies: congenital stationary night blindness (CSNB)
and cone dystrophy.36 Figure 43.6 shows the typical broad-
band photopic ERG (tracing A3) and OPs (tracing B3)
obtained from a patient affected with CSNB. The ERG and
OP responses are easily identified by their almost pathog-
nomonic features, namely, a square wave–like broadband
ERG waveform with truncated b-wave resulting from the
absence of the initial segment of the rising phase of the b-
wave (compare with normal ERG: tracing A1) and a com-
plete abolition of OP2 and OP3 with relative preservation of
OP4 (compare with normal OPs: tracing B1).18,38,57 This con-
trasts with the retinal signals that were recorded from our
patient who was affected with a familial form of cone dys-
trophy.36 Once again, the broadband ERG waveform is trun-
cated, but this time, it is the later parts of the b-wave 
that are selectively removed. This corresponds, in the OP

response, to the marked attenuation and delay of OP4 and,
to a lesser extent, of OP3, while OP2 is of normal amplitude
with a slight peak time delay. Results obtained from these
two pathologies would again suggest that the OPs and the
b-wave are intimately tied; each OP in fact corresponding to
one of the three steps (or building blocks) that compose 
the ascent of the b-wave, a concept that was previously
advanced elsewhere.40 In fact, as was previously demon-
strated, when filtering (by raising the low-frequency cutoff)
the ERG response to retrieve the OPs, we are taking a deriv-
ative (dV/dT ) of the broadband ERG. Consequently, the 
OP signal is nothing more (or less) than another way of
representing the ERG response.40 Clearly, the relationship
between the b-wave and the OPs is not as close a case as
some would like to think, and more research will be needed
before this enigma is once and for all resolved to the satis-
faction of all.

The photopic oscillatory potentials

As was alluded to above, one does not require special stimu-
lating conditions to reveal the OPs. The only real require-
ment is that of limiting the recording bandwidth (analog fil-
tration or software that subtracts the slow components from
the raw ERG waveform) to eliminate the slow ERG com-
ponents and thus relatively amplify the high-frequency 
components that are the OPs. Consequently, OPs can be
obtained in most if not all the recording conditions that nor-
mally yield an ERG response, provided that an appropriate

F 43.5 Pharmacological dissection of the broadband ERG
and simultaneously recorded OPs in rabbits. The effects were
obtained following the systemic injection of iodoacetic acid (IAA)
and intravitreal injections of 2-amino-4-phosphonobutyric acid
(APB) and glycine. All recordings were obtained in photopic 
condition (background: 30cdm-2; flash: 8cd sm-2). Calibration:

horizontal, 20ms; vertical, 168mV (broadband ERG tracings) and
17mV (filtered OP responses). Waveforms are identified as control
(CTL: response obtained prior to injection) and, unless otherwise
indicated, in minutes following the injection. Vertical arrows iden-
tify flash onset. All tracings are preceded by a 20-ms prestimulus
baseline.
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method is used to enhance their presence. For example, oscil-
latory potentials that are extracted (bandwidth or software)
from ERGs evoked to flashes of light (white or colored) 
presented against a rod-desensitizing background light are
identified as photopic OPs, while those obtained following 
a prolonged period of dark adaptation are identified as sco-
topic OPs (see below). Figure 43.7 illustrates the photopic
OPs obtained from a normal subject in response to pro-
gressively brighter flashes. As the strength of the flash stimu-
lus grows (from tracings 5 to 1), there is a gradual increase
in the number of OPs from one (namely, OP2: tracing 5) 
to a maximum of three major OPs (OP2, OP3, and OP4:
tracing 1). Smaller OPs are also seen: the short-latency OP1

(which is often difficult to accurately identify) and the longer-
latency OP5, OP6, and OP7, which were previously suggested
to arise at the level of (or near) the retinal ganglion cells
and/or the optic nerve.26

What stands out when one examines the OP responses
shown in figure 43.7 is the difference in threshold (also seen
with the results shown in figure 43.8) of the different OPs.

At threshold (tracing 5), the OP response only includes one
major component: OP2. With the gradual increase in inten-
sity of the flash stimulus, the amplitude of OP2 increases,
and its peak time shortens. At the same time, a new OP
(identified as OP3–4) is added to the original OP2, thus
increasing the length (or duration) of the OP response. With
brighter stimuli, this new OP will eventually break into two
new OPs, identified as OP3 and OP4, and thus further
increase the duration of the OP response. This is best illus-
trated with the OP response shown in tracing 2, in which
the onset of the split of OP3–4 into OP3 (arrowhead) and OP4

is shown. This method of OP multiplication is also observed
with the scotopic OPs. Not illustrated here but previously
reported elsewhere, a further increase in the strength of
the stimulus, beyond that used to generate the OP response
shown in tracing 1, will continue to augment the amplitude
of OP2 and OP3 but at the same time decreases that of
OP4.41,50 This dichotomy further suggests that the early and
late OPs are probably generated by different retinal struc-
tures. As we will see below, a similar conclusion is reached

F 43.6 Photopic broadband ERGs (column A) and corre-
sponding OPs (column B) recorded from a normal subject (tracings
A–B 1), a patient affected with a familial form of congenital cone
dystrophy (tracings A–B 2), and a patient affected with congenital
stationary night blindness (CSNB) (tracings A–B 3). Note that in
both patients, the a-wave is of normal amplitude, while the b-wave
is truncated—in the later phase for the patient with cone dystrophy
and in the early phase for the patient with CSNB. This corresponds
to the marked reduction to an almost complete abolition of OP3

and OP4 in the signal obtained from our patient with cone dystro-
phy and to the absence of OP2 and OP3 in that obtained from our
CSNB patient. Calibration: horizontal, 20ms; vertical, 50mV
(column A) and 10 mV (column B). Vertical arrows identify flash
onset. All tracings are preceded by a 20-ms prestimulus baseline.

F 43.7 Photopic OPs recorded from a normal subject in
response to flashes of white light of decreasing intensity (in 0.3 log
unit step; maximum intensity: 8cd sm-2) delivered against a pho-
topic background of 30cdm-2. Tracing 6 illustrates the photopic
response obtained at the onset of light adaptation (i.e., immediately
following the 20-minute period of dark adaptation). The response
was thus evoked to a flash of light of 8cd secm-2 delivered against
a background of 30cdm-2, that is, recording conditions identical
to those needed to record the response illustrated in 1. Note the
marked attenuation of OP4, which is typical of the light adapta-
tion effect of the OPs. OP4 will require some 10 minutes of light
adaptation to reach its control amplitude. Calibration: horizontal,
40ms; vertical: 60 mV. Vertical arrow identifies flash onset. All trac-
ings are preceded by a 20-ms prestimulus baseline.
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in comparing the physiology of early- and late-latency sco-
topic OPs.

A similar picture arises when the intensity of the flash
stimulus is kept constant at maximum strength while the
luminance of the background light is gradually enhanced.
This is best exemplified with the result shown in figure 43.8,
which illustrates the photopic OP response evoked to a flash
of light of 8cd sm-2 presented against progressively brighter
backgrounds (from 20 (top tracing) to 600 (bottom tracing)
cdm-2). With the gradual increase in luminance of the back-
ground light, there is a progressive reduction in the number
of OPs generated to end, at maximal background lumi-
nance (tracing 600), with only one major OP, namely, OP2,
a sequence reminiscent of that obtained when the strength
of the stimulus is decreased while the luminance of the back-
ground is kept constant (such as is illustrated in figure 43.7).
There is one major difference, however. While the amplitude
of OP2 grows and its timing shortens as the strength of the
stimulus increases and the background light is kept constant
(see figure 43.7), OP2 does not budge (in amplitude or
timing) when the background light is gradually enhanced,
provided that the intensity of the flash stimulus is kept con-
stant (see figure 43.8). These results were previously inter-
preted as evidence that OP2 coded the absolute intensity 
of the flash (i.e., intensity of flash irrespective of retinal
adaptation) while the longer-latency OPs were generated in
response to the relative intensity of the stimulus, which took
the intensity of the flash as well as the state of retinal adap-
tation into consideration.5,28,31,34 As we will see later on, this
(stimulus) intensity-coding property of OP2 can be verified
with scotopic recordings.

Two other features of the photopic ERG signal also affect
the oscillatory potentials, namely, a flickering stimulus and 
the light-adaptation effect (LAE).25,27,50 The flickering light
stimulus,27 especially beyond 30Hz, is suggested as the best
method to isolate the cone ERG response, since rods cannot
follow such a rapid rate of stimulation. As is shown in figure
43.9, one notes that with the gradual increase in the rate of
presentation of the flash stimulus (from 1Hz in the top tracing
to 15Hz in the bottom tracing), there is a gradual attenuation
in amplitude of OP2 and OP3, while the amplitude of OP4 is
slightly enhanced. At maximal effect, OP3 is completely abol-
ished, while OP2 is significantly reduced and delayed. It is of
interest to note that a method that is suggested to enhance the
cone contribution to the ERG (and by extension to the OPs
as well) selectively attenuated (and removed in the case of
OP3) the same OPs that are specifically absent from the pho-
topic OP response of patients who are affected with congen-
ital stationary night blindness.18,36,38,57 (Compare the OP
responses shown in tracing 3 of figure 43.6B (CSNB) with that
shown in figure 43.9 (15-Hz flicker).) This further supports
the concept, as previously advanced, that the photopic OP2

and OP3 are intimately tied to the rod pathway (most proba-

F 43.8 Photopic OP responses evoked to a flash of white
light of 8cd sm-2 delivered against a background of 20, 40, 170,
330, and 600cdm-2. Note that with the gradual increase in strength
of the background light, there is a progressive removal of the long-
latency OPs (starting with OP4). The response gathered against the
brightest background includes only OP2, whose amplitude and
timing were not significantly modified throughout the entire pro-
cedure. The sequence illustrated here is similar to that shown in
figure 43.7, the only major difference being that the amplitude of
OP2 is gradually reduced and its timing increased with progres-
sively dimmer flashes, while both parameters are not significantly
modified when the background is changed provided that the inten-
sity of the flash is kept constant. The latter best illustrates the inten-
sity-coding properties of OP2. Calibration: horizontal, 10 ms;
vertical, 8mV. Vertical arrow identifies flash onset.



:       573

The scotopic oscillatory potentials

As was stated above, OPs can be recorded in most, if not
all, conditions that will yield an ERG response. Scotopic OPs
are thus obtained in response to flashes of light (white or
blue) delivered to a dark-adapted retina. Figure 43.10 shows
the OP responses evoked to flashes of white light of 0.5cd
secm-2 delivered in photopic condition (tracing 1; conditions
identical to those used to evoke the OP response shown in
tracing 5 of figure 43.7) and following 1 minute (tracing 2)
and 20 minutes (tracing 3) of dark adaptation. Again, one
notes that there is no significant modification in the ampli-
tude or peak time of OP2 whether measured in the photopic
response or in that obtained after some 20 minutes of dark
adaptation, suggesting that the two OP2 are one and the
same. The latter also further exemplifies the (flash) intensity-

F 43.9 Photopic OPs (background: 30cdm-2; flash: 8cd sec
m-2) recorded from a normal subject. Flashes were delivered at the
rate of 1, 7.5, and 15Hz. Note that with progressively faster flick-
ers, the amplitude of OP2 and OP3 goes down while that of OP4

increases. At 15Hz, OP3 is abolished, and OP2 is reduced in ampli-
tude and delayed in timing. Vertical arrow identifies flash onset. All
tracings are preceded by a 20-ms prestimulus baseline.

bly at the level of the ON-depolarizing bipolar cells, where
signals from cones and rods converge)36,38 and consequently
further supports the physiological distinction between 
early- and late-latency OPs presented above. This temporal
dichotomy also received support from the findings that are
obtained with the light-adaptation effect.15,25,50,53 The latter
describe the ERG amplitude and peak time changes meas-
ured as the cone ERG gradually adapts to a photopic envi-
ronment following a prolonged period of dark adaptation.
Previous studies have shown that the amplitude of the ERG
b-wave almost doubles (and its peak time shortens by nearly
5ms) in the first 10 minutes or so following the opening of the
photopic background light, while the a-wave is minimally
altered. Similarly, of all the major photopic OPs, only OP4

demonstrates a similar effect.25,50,53 This is best exemplified by
comparing, in figure 43.7, the OP response illustrated in
tracing 6 (obtained in response to a flash of white light 
of 8 cd sm-2 in intensity presented against a photopic back-
ground of 30cdm-2 lit immediately after a period of 20
minutes of dark adaptation) with that shown at tracing 1
(obtained with the same background and flash but prior to
the dark-adaptation period). One notes that of all the major
OPs, OP4 is the one that shows the most dramatic effect, its
amplitude measured at the onset of light adaptation (figure
43.7, tracing 6) being significantly smaller (50% smaller on
average25) than that measured prior to the dark-adaptation
period (figure 43.7, tracing 1).

F 43.10 Representative OPs recorded from a normal subject
in response to flashes of white light of 0.5cdsm-2 delivered in pho-
topic condition (tracing 1: conditions similar to those used to gener-
ate the OP response shown in tracing 5 in figure 43.7), at the onset of
dark adaptation (tracing 2), and after 20 minutes of dark adaptation
(tracing 3). The response illustrated in tracing 4 was recorded from a
different subject under the same experimental conditions as in tracing
3 (i.e., 20 minutes of dark adaptation; flash: 0.5cdsecm-2). Note that
in the latter case, OP3 splits into two OPs identified as OP3–1 and OP3–2,
a feature often seen in normal subjects. Tracing 5 illustrates the OP
response obtained after 20 minutes of dark adaptation in response to
a flash of white light 1.5 log-unit dimmer than that used in tracing 1.
Note the indentation on the rise of OP3, which is suggestive of a near
split into OP3–1 and OP3–2, similar to what is seen in tracing 4. At this
intensity, the broadband ERG is of a morphology typical of a rod
response (i.e., no measurable a-wave). Calibration: horizontal, 40ms;
vertical, 60mV. Vertical arrows identify flash onset.
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coding property of OP2, which was presented above. It is
also of interest to note that as soon as the photopic back-
ground closes, two new OPs (identified as OP3 and OP4) are
added to OP2, and another two (OP5 and OP6) will join after
20 minutes of dark adaptation. This gradual addition of
long-latency OPs with progressive dark adaptation is remi-
niscent of what was observed in photopic condition follow-
ing an increase in flash intensity (see figure 43.7) or dimming
of the background luminance (see figure 43.8). The above
would also suggest that the long-latency OPs that add to the
(photopic) OP2 are generated via the rod pathway, given that
their amplitude increases as the duration in dark adaptation
augments. (Compare the amplitudes of OP3 and OP4 in
tracing 2 with those of tracing 3.) Consequently, it is most
likely that the scotopic OP3 and OP4 are of a different origin
than the OP3 and OP4 of the photopic response (i.e., figure
43.7, tracing 1). This discrepancy in the photoreceptoral
origin of the dark-adapted OPs was previously addressed 
by King-Smith et al.,22 who suggested that the short-latency
scotopic OPs originated via the cone pathway while the
long-latency scotopic OPs were generated following the acti-
vation of the rod pathway. This was confirmed in a series of
experiments that showed that prior exposure to a progres-
sively brighter photopic environment gradually abolished
OP4 and approximately 50% of OP3 in the OP response
recorded at the onset of dark adaptation, such as that shown
at tracing 2 of figure 43.10, while OP2 remained unaf-
fected.52 This finding again supported the claim that the
(abolished) long-latency OPs were most probably generated
via the rod pathway, while the (resistant) shorter-latency OPs
were most probably generated through the cone pathway.
These results also suggested that the large OP3 that is seen
in scotopic responses (in fact, significantly larger than its
photopic counterpart) was probably made of two OPs (i.e.,
superposed cone and rod-driven OPs) that were fused in a
way similar to that of the photopic OP3–4 (tracing 2 of figure
43.7).

The splitting of OP3 into OP3–1 and OP3–2 can, in some
instances, occur naturally, as is illustrated in tracing 4 in
figure 43.10. This OP response was obtained from a normal
subject in response to a flash of white light of 0.5cd secm-2

delivered after 20 minutes of dark adaptation and thus the
same stimulus and recording conditions as for the response
shown in tracing 3. Approximately 50% of our normal sub-
jects generated scotopic OP responses with a split OP3. As
was suggested above, the short-latency OP2 and OP3–1,
which are almost of the same amplitudes, are most proba-
bly generated through the cone pathway. The latter claim is
not only supported by the fact that they are most resistant
to preexposure to a bright photopic environment,52 but also
by the fact that they were shown to be specifically abolished
in scotopic responses recorded from achromates and selec-
tively enhanced in scotopic responses recorded from affected

members of a pedigree of cone dystrophy.36 Also supportive
of the above dichotomy is the suggested origin of the con-
ditioning flash effect (CFE). In a study published in 1972,
Algvere and Westbeck1 showed that the first flash of a series
of flashes that were delivered in dark adaptation always
evoked the smallest OPs. This effect, subsequently identified
as the CFE, was shown to be optimal (i.e., smallest initial
OPs) when the flashes were spaced by less than 15 s and dis-
appeared with intervals greater than 60 s. A strong flash, well
above photopic threshold, is also required to generate a
measurable CFE, as it was previously shown that dim flashes
of light (but still within the photopic range) did not yield a
CFE.30 As a possible explanation, it was suggested that the
initial flash removed the rod system contribution to the OPs
generated by the later flash, thus enhancing the cone-
mediated OPs.51 Interestingly, it is the long-latency OPs,
those that are suggested above to arise from the activation
of the rod pathway, that are most susceptible to the CFE.

As is exemplified by the photopic OP response, a regular
increase in strength of the flash stimulus gradually augments
the amplitude and shortens the peak time of OP2. A similar
relationship is observed in scotopic condition. This is best
illustrated with the OP responses shown in tracings 3 and 5
of figure 43.10, which were obtained from the same indi-
vidual but the latter was evoked to a flash of light 1.5 log
unit dimmer than the former. One notes that in response to
the dimmer flash, all the OPs are reduced in amplitude, and
the entire OP sequence is displaced to the right. The shift in
timing of OP2 (approximately 7.5ms for a 1.5 log unit shift)
is similar to that measured in photopic condition (approxi-
mately 5.0ms for a 1.0 log unit shift). These results are in
line with a previous report that showed that the peak time
of OP2 lengthened by more than 15ms for 2.5 log unit of
attenuation in the strength of the stimulus (from the bright-
est photopic to the dimmest scotopic flashes).28 These results
further exemplify the general applicability of the intensity-
coding property of OP2, which confers to this OP, as was
previously documented elsewhere, unique diagnostic prop-
erties.34 However, unlike what was observed with the pho-
topic OPs (figure 43.7), there is no suggestion of a gradual
reduction in the number of scotopic OPs with dimmer
flashes. In fact, the responses shown in tracings 3 and 5 of
figure 43.10 include the same number of OPs (albeit of
smaller amplitude in tracing 5), despite the fact that in
tracing 5, the OPs were evoked to a flash of light 1.5 log unit
dimmer than that used to generate the response shown in
tracing 3. In comparison, 1 log unit of attenuation of the
stimulus in photopic condition reduced the number of OPs
from three to one (figure 43.7). Finally, it should be noted
that the OP response shown in tracing 5 was evoked at an
intensity near the rod Vmax as per the International Society
for Clinical Electrophysiology of Vision (ISCEV) standard
(i.e., a pure rod ERG made only of a b-wave) and conse-
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quently well below the intensity suggested by the ISCEV to
be optimal for the recording of OPs.42 The latter further
exemplifies, as was stated above, that OPs are present in all
ERG responses.

Suggested method of analysis of the OP response

Two major techniques are suggested to quantify the OPs of
the ERG. The first one makes use of bandwidth restriction
(analog or digital filtration) to filter out the slow components
of the ERG and thus enhance the high-frequency OPs.24,30,51

It is probably the most widely used method to isolate the
OPs. The OPs that are included in the resulting signal can
be analyzed either separately, where the amplitude and peak
time of each OP are reported individually, or collectively,
where the amplitudes of each OP are added together to 
yield the artificial variable sum OP amplitude (or SOP).29

An alternative method of analysis that combines both
approaches was also previously suggested. In the latter
method, the amplitude of each OP is measured individually
(from the preceding trough to the peak) and is reported as a
percentage of the summed amplitude of all the OPs that
compose the response (i.e., amplitude of OPx/sum of all
OPs).29 The latter method was shown to yield highly repro-
ducible intersubject and intrasubject amplitude measure-
ments and thus potentially facilitate the clinical use as well
as the interlaboratory comparisons of the OPs. However, for
this to occur, one needs to standardize the OP response to
be used, and as is shown in figures 43.7, 43.8, and 43.10, the
OP content of an ERG will vary considerably depending on
the intensity of the stimulus as well as the state of retinal
adaptation. For that reason, it was suggested,41 as the 
ISCEV standard flash definition, to standardize the OP
response rather than the flash intensity required to produce
this response. Thus, the standard photopic OP response
would be one in which the amplitudes of OP2, OP3, and OP4

represent 25%, 25%, and 50%, respectively, of the sum OP
amplitude (such as is shown in tracing 1 in figure 43.7).

It is claimed by some that analysis of the OP response in
the time domain (i.e., peak time and amplitude measure-
ments on the filtered OP response), whether individually or
collectively, is prone to include some artifacts that result from
the filters themselves—artifacts that can often be mistaken
for OPs. Similarly, it was previously shown that use of strictly
applied bandwidth limits can yield erroneous conclusions.
For example, in a study on the maturation of the OPs in
rabbit pups,14 it was shown that while the 100- to 1000-Hz
bandwidth was quite adequate to record the OPs in adult
rabbits, it was not at all appropriate for younger rabbits,
since their OPs were of a significantly lower frequency
domain and therefore were completely eliminated by the
100-Hz cutoff. This resulted in a filtered ERG that was
devoid of OPs and in the false conclusion that the slow ERG

components matured earlier than the fast ERG components.
The presence of OPs in the young rabbit’s ERG could,
however, be demonstrated by lowering the low-frequency
cutoff to 70Hz. This suggested that use of a universal
method of OP extraction, based on rigid bandwidth restric-
tions, will be adequate, provided that the OPs remain in the
frequency domain for which the limits were originally set
(i.e., approximately 130Hz). Any situations (experimental or
pathological) in which the frequency domain of the OPs is
prone to be lowered may (and most probably will) have an
impact on the amplitude of the resulting signals. This will
complicate the interpretation of the results, as it will be dif-
ficult to determine which of the two (pathology experiment
or low-frequency cutoff) will have been the most important
contributor to the effect. To overcome this type of situation,
some investigators have suggested evaluating the OP
response in the frequency domain rather than in the time
domain.2,3,10,59 The method that they suggest examines the
power spectrum of the ERG, using an FFT analysis
approach and concentrates on the higher (>120Hz) fre-
quency domain and how this frequency component is
altered with pathology or experiments. The results are there-
fore reported in frequency (hertz), and the magnitude of the
frequency component is usually reported in units of power
(watts). Another approach makes use of the FFT technique
to extract the frequency domain of the OPs and then makes
use of this information to condition the ERG signal prior to
OP extraction.10 Supporters of the latter approach claim
that in doing so, they remove from the raw ERG signal all
the components that are not within the OP frequency
domain, thus permitting a more precise and reproducible
extraction of the oscillatory potentials.

Both methods of analyzing the OPs have their strengths
and drawbacks. While it is possible to separately assess each
OP individually with the restricted bandwidth approach
(time domain approach), an approach that was shown to
yield valuable experimental and clinical information, this
technique is also prone to artifactual biases. In contrast, the
more holistic approach that the frequency domain analysis
offers will limit the analysis, since it considers the OPs as a
whole, irrespective of the number of OPs that make the
response. As has been shown on numerous occasions, spe-
cific OPs can be abolished by experiments or pathologies,
while others remain intact, a feature of the OP response that
would be missed or underestimated with the frequency
domain approach. However, given that a change in the fre-
quency domain of the OPs (by disease or experiments) could
affect the resulting filtered signal, it might be advisable to use
both approaches and perform an FFT of the raw ERG
signal before filtering. With the technology that is now avail-
able to most ERG laboratories, it is possible to record the
raw ERG, perform an FFT analysis to accurately determine
the frequency domain of the OPs, and then apply a better
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delimited filter to more precisely isolate the OPs. Use of this
combined approach should undoubtedly augment the repro-
ducibility, and consequently the clinical utility, of the OPs.

The diagnostic use of the OPs

As was suggested above, each OP (photopic or scotopic)
appears to be generated by a distinct and possibly inde-
pendent retinal pathway. Although the exact origin of each
OP remains to be determined, the fact that each of them
most probably represents a distinct and possibly independ-
ent retinal event generated by a distinct retinal structure or
pathway becomes of prime importance in the diagnostic
application of this retinal signal. Figures 43.11 to 43.15 show
OP responses obtained from patients affected with different
retinopathies (solid tracings), which are compared to those
obtained from normal subjects (background dotted tracings).
In these examples, the numeral identification of the remain-
ing OPs that compose the pathological recordings was based
on known properties that were previously shown, as pre-
sented above, to single out individual photopic OPs, namely,
threshold, flicker, and intensity coding property, to name a
few. A more detailed account can be found elsewhere.29 It
should be noted that all the responses shown here were
obtained in photopic conditions at optimal flash intensity
(see above). This is not to say that OP-specific diseases can
be demonstrated only with the photopic response. In fact,

previous studies have reported OP-specific anomalies with
the scotopic signal as well.37,52 However, the photopic OP
response is more easily reproduced throughout laboratories
(especially the optimal OP response), a claim that one can
easily verify by comparing the normal waveform of figure
43.11 (dotted tracings) with those published elsewhere.18,39,50

F 43.11 Representative photopic OP (background:
30cdm-2, flash: 8cd sm-2) responses taken from normal subjects
(dotted waveforms in background are composed of superposed
responses taken from 12 normal subjects) compared to that
obtained from a patient affected with X-linked retinitis pigmentosa
at two consecutive examinations (1983, 1987). Note that all the
major OPs (i.e., OP2, OP3, and OP4) are present, though signifi-
cantly reduced in amplitude and delayed in timing. Vertical arrows
indicate flash onset. All tracings are preceded by a 20-ms presti-
mulus baseline.

F 43.12 Representative photopic OP (background: 30cd
m-2, flash: 8cd sm-2) responses taken from normal subjects (dotted
waveforms in background are composed of superposed responses
taken from 12 normal subjects) compared to that obtained from a
patient affected with cone dystrophy in two consecutive exams
(1985, 1987). Note that OP3 is the only OP that is systematically
absent from the two recordings. Vertical arrows indicate flash onset.
All tracings are preceded by a 20-ms prestimulus baseline.

F 43.13 Representative photopic OP (background:
30cdm-2, flash: 8cd sm-2) responses taken from normal subjects
(dotted waveforms in background are composed of superposed
responses taken from 12 normal subjects) compared to that
obtained from a patient affected with retinitis pigmentosa in two
consecutive exams (1985, 1989). Note that OP4 was the only OP
that was absent in the 1985 recording, while OP3 was reduced sub-
stantially in the follow-up recording (1989). Vertical arrows indicate
flash onset. All tracings are preceded by a 20-ms prestimulus 
baseline.
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As is shown in figure 43.11, the OP response does not
always show OP-specific anomalies. As this example, taken
from a patient affected with X-linked retinitis pigmentosa
(RP), reveals, at the first ERG evaluation (1983), a significant
reduction in amplitude and delay in timing of all three major
OPs (OP2, OP3, and OP4). On a subsequent evaluation, four
years later (1987), the peak times of OP3 and OP4 had
increased (compared to the 1983 measurement), while that
of OP2 had not budged, and only the amplitude of OP3 had
diminished. In the second example (see figure 43.12), taken
from a patient affected with a cone dystrophy, consecutive
assessments at a two-year interval showed, on both occa-
sions, an OP response with a completely abolished OP3.
Figure 43.13 shows the OP responses taken from a patient
affected with RP (of unknown etiology) at two ERG evalu-
ations four years apart. In the first examination (1985), the
OP response included an OP2 and an OP3 of almost equal
amplitude (as in a normal response) and a minimal (if any)
OP4 presenting as a small bump following the trough of OP3.
On subsequent ERG evaluation, the amplitude of OP3 was
found to be significantly smaller than that of OP2, a finding
suggesting that there was significant progression in the
disease process and that the OP response had evolved from
one in which there was a selective removal of OP4 to one

with a selective attenuation of OP3 and removal of OP4.
Finally, the examples shown in figure 43.14 illustrate the
complementary situation in which OP2 and OP3 are selec-
tively abolished and OP4 is relatively better preserved. Such
an OP anomaly was repeatedly reported in CSNB. It is not,
however, pathognomonic for the condition, as it was also
observed in Stargardt’s disease and in some forms of RP.39

Therefore, while a careful analysis of the OP that takes 
into consideration each OP individually may eventually add
to the diagnostic potential of the ERG, the diagnostic 
categories that are obtained clearly cannot be considered
pathognomonic for a given retinopathy. This cannot be
better illustrated than with the OP responses shown in figure
43.15, all of which were obtained from patients affected with
different forms of RP and showing differences in the OPs
that are specifically affected by the disease process. Rather,
once the origin of each OP that composes the photopic
response, for example, can be firmly established, a careful
analysis of the OP signal and, more important, how this
response is modified with time will help us to distinguish one
disease process from another one, for example, a form of RP
that would progress from an OP4-specific retinopathy to 
one in which only OP2 remains. Another way might be one
in which OP3 would be initially abolished to yield, with 

F 43.14 Representative photopic OP (background:
30cdm-2; flash: 8cd sm-2) responses taken from normal subjects
(dotted waveforms in background are composed of superposed
responses taken from 12 normal subjects) compared to that obtained
from a patient affected with congenital stationary night blindness,

Stargardt’s disease, and retinitis pigmentosa. Note that in all three
cases, OP4 is relatively better preserved than OP2 and OP3, which
are equally markedly attenuated. Also, it is only in our patient with
RP that OP4 is significantly delayed. Vertical arrows indicate flash
onset. All tracings are preceded by a 20-ms prestimulus baseline.
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progression, an OP response that includes only OP4. Only
time will tell whether a more detailed analysis of the OP
signal can offer this quality of discrimination.

Concluding remarks

After more than 50 years of research, the oscillatory poten-
tials remain mysterious not only in their origin, but also in
their significance and their clinical use. Most of the confu-
sion, I believe, comes from significant interlaboratory differ-
ences in stimulating and recording parameters that are
important enough to yield inconsistent and/or irrepro-
ducible results. Once we recognize the possibility that each
photopic and scotopic OP is a separate entity, which is most
probably generated by a distinct retinal structure or pathway,
we will rapidly progress toward a sound understanding of
what retinal event(s) the OPs signal and, consequently, what
clinical information they can provide.
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V   electroretinogram (ERG) protocols,
including that endorsed by the International Society for Clin-
ical Electrophysiology of Vision and the National Retinitis
Pigmentosa, Inc., utilize a 30-Hz flickering stimulus to elicit
an isolated cone response. Because of their low temporal sen-
sitivity, rods are unable to follow frequencies above approxi-
mately 15Hz.9 Typical flicker responses from a normal
subject are shown in figure 44.1A. Vertical spikes indicate
each 10-ms flash. Cone b-wave implicit time is the time inter-
val between flash onset and the major cornea-positive peak
(horizontal arrow). Peak-to-peak amplitude is measured from
the cornea-negative peak to the succeeding cornea-positive
peak (vertical arrow). Implicit time and amplitude can vary
independently. As shown in figure 44.1B, progressive forms
of retinal degeneration such as retinitis pigmentosa typically
lead to a substantial delay in cone b-wave implicit time.3–5

Diseases that affect regional or localized areas of retina typ-
ically lead to decreased amplitude without necessarily affect-
ing the cone b-wave implicit time (figure 44.1C).5,6

Flickering stimuli and the resulting “steady-state” ERG
permit extensive use of analog and digital flickering tech-
niques. As shown in figure 44.1D, many patients with retini-
tis pigmentosa show no response to flicker with traditional
computer-averaging techniques. Band-pass amplification
(tuned to the stimulus frequency) or digital filtering can 
be used to enhance the signal-to-noise ratio of very small
signals.1 When only that portion of the response that is 
time locked to the stimulus is amplified (figure 44.1E), the
noise level drops to approximately 0.1mV as compared with
a noise level of approximately 2.0mV without band-pass
amplification.

The ERG to stimuli flickering at 30Hz is an impor-
tant diagnostic indicator, with two protocols in common 
use. Some laboratories obtain the response following 45
minutes of dark adaptation. The response is obtained with
a medium-intensity white stimulus (i.e., Grass setting 4 or 8)
to minimize patient discomfort and avoid the irregular
behavior of the photostimulator at the highest setting. Since
cone responses typically grow in amplitude during the first
few minutes of light adaptation,8 the patient should be pre-
exposed to the flickering stimulus before recording the flicker
response. The second protocol involves recording the flicker
response in the presence of a steady background (typically
10 foot-lamberts [ft-L]) after at least 10 minutes of light

adaptation. The two protocols differ primarily in the degree
of light adaptation. The time-average retinal illuminance of
30-Hz flicker without a steady background is typically about
2.8 log photopic troland seconds (phot td s). The addition 
of a steady background of 10 ft-L raises the mean retinal
illuminance to 3.4 log phot td s. We compared the two pro-
tocols in 10 normal subjects and 33 consecutive patients 
with retinitis pigmentosa (unpublished observations). In both
normals and patients, the addition of a steady background
lead to a shortening of cone b-wave implicit time of approx-
imately 4.0ms over that in the dark (figure 44.2). The degree
to which implicit time decreased was not significantly dif-
ferent between normals and patients (t = .16, NS). Similarly,
the steady background decreased the peak-to-peak ampli-
tude by approximately the same percentage in patients and
normals. Thus both protocols should be comparably sensi-
tive in detecting an abnormal flicker response. A practical
advantage of the lower background level is that it is more
likely to yield a detectable response in patients.

The sensitivity of cone b-wave implicit time to retinal
degeneration is evident in figure 44.3. Distributions are
shown for 175 normal subjects and 250 patients with retini-
tis pigmentosa, excluding autosomal dominant individuals,
who frequently have normal b-wave implicit times to flicker.2

Since there is minimal overlap between distributions, 243 of
250 (97%) patients in this sample had significantly (P < .05)
delayed cone b-wave implicit times to flicker.

Cone b-wave implicit time is delayed in many young
patients at a time when the amplitude may be near normal.
While much of the delay is undoubtedly due to intrinsic cone
abnormalities, at least part of the delay may result from
abnormal rod function. Cone b-wave implicit time in
normal subjects varies with the state of rod adaptation.10 It
has been suggested that delayed cone b-wave times in retini-
tis pigmentosa are due, at least in part, to an absence or func-
tional impairment of rods.7,10 As shown in figure 44.4, there
is a significant inverse correlation between cone b-wave
implicit time and log rod b-wave amplitude. Among patients
with retinitis pigmentosa, the variation in cone loss is not as
significant a determinant of cone b-wave implicit time as is
the degree of rod loss.7 These results suggest that progres-
sive rod degeneration leads to the loss of a rod-mediated
mechanism that normally acts to shorten cone b-wave
implicit time under light adaptation conditions.

44 Flicker Electroretinography

 . 
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F 44.1 Flicker responses to 30-Hz stimulation. The spike
artifact indicates stimulus flash. A normal subject has a b-wave
implicit time of 29ms (A). The response is reduced in amplitude and
delayed in retinitis pigmentosa (B) but reduced with normal timing

in presumed histoplasmosis (C). Even with extensive averaging, the
response is nondetectable in many patients with retinitis pigmentosa
(D). A band-pass amplifier tuned to the stimulus frequency selec-
tively enhances time-locked activity to reveal a small response (E).

F 44.2 Cone b-wave implicit time (±1 SE) and cone 
b-wave amplitude (±1 SE) at two background levels in 10 normal
subjects and 33 consecutive patients with retinitis pigmentosa.
The lower background level is the time-average retinal illumi-
nance of the 30-Hz white flashes. The higher background level is 

the mean retinal illuminance of the flicker superimposed on a
steady (10 ft-L) background. Both normals and patients show 
a decrease in implicit time of approximately 4ms and a decrease
in amplitude of approximately 50% at the higher adaptation 
level.
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F 44.3 Cone b-wave implicit time distributions for 30-Hz
flicker in 175 normal subjects and 250 patients with retinitis pig-
mentosa (excluding autosomal-dominant disease). Both distribu-
tions are plotted in logarithmic units and are normally distributed.

F 44.4 Scatter plot (open circles) and linear regression (solid
line) for cone b-wave implicit time as a function of log b-wave rod
amplitude in 100 patients with retinitis pigmentosa and detectable
(>1mV) rod and cone ERGs. Cone ERGs were elicited with 30-Hz
white full-field flashes, and rod ERGs were elicited with single-flash
short-wavelength flashes. All responses were computer averaged.
The regression line (r = -0.49, P < .001) is y = 44.2 - 5.3x. The
solid circle shows the mean b-wave implicit time (±1 SE) for 109
patients with nondetectable rod responses. The solid triangle shows
the mean implicit time (±1 SE) for 178 normal subjects.
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T  investigation of chromatic
responses is not a routine part of clinical ophthalmology, for
better diagnostic methods exist. The interest lies in the infor-
mation about intraretinal processing that is revealed by such
recordings, mostly studied in congenital red-green color defi-
ciency, as reviewed by Armington.1 Most of the previous
publications along this line dealt with the b-wave, flicker
electroretinogram (ERG), or early receptor potential
(ERP).6–8,11,13,14,18–20,22,23 The spectral sensitivity of the b-wave
and the flicker ERG were reported to be reduced at long
wavelength in protans.6,7 Yokoyama and his coworkers20,22,23

demonstrated in protans and deutans abnormal spectral
response curves of the b-wave and abnormal ERG responses
to a mixture of red and green stimuli sinusoidally flickering
in counterphase. The b-wave or flicker ERG is not solely
indicative of the receptor activity.

Two kinds of electrical responses have been reported as
being generated in photoreceptor cells: the early and late
receptor potentials.2,3 The major difference in waveform of
the late receptor potential between the cones and rods lies
in the off-response (response to a cessation of stimulus light);
the off-response is rapid in the cones and slow in the rods.2,3

(The off-response of blue cones is slow,20,22,25 but blue cones
are not concerned, insofar as we know, with red-green color
deficiency.)

In the human ERG the off-response begins with a rapid
positive-going deflection (the rapid off-response) at a stimu-
lus intensity above about 6 lux at the retina.24 The rapid 
off-response in humans follows flickering stimuli of high fre-
quency (not less than 34Hz)24 and is resistant to light adap-
tation,24 and the relative spectral sensitivity function curve
approximates the psychophysical photopic curve.10 This
ERG rapid off-response is unchanged in congenital station-
ary night blindness,9 but no rapid off-responses can be
obtained in rod monochromatism.9 The rapid off-response
is preserved in vitro after treatment of the retina with aspar-
tate or glutamate,24 which is known to abolish the post-
synaptic responses of the retina without abolishing the
receptor potential. Thus, the rapid off-response is photopic
in nature and is useful for an objective examination of the
photopic function at the photoreceptor level.

Rapid off-response in protans and deutans

The method used is to employ a monochromatic, 4-Hz
square-wave (50-duty cycle) flickering light. The maximum
stimulus intensity was 1.0 ¥ 1015 quanta · cm-2 · sec-1 at each
wavelength at the position of the cornea of the eye to be
examined. The pupil was fully dilated. Averaged responses
to 40 stimuli were measured. Twenty-four protan patients
(10 protanopes and 14 protanomalous aged 9 to 22 years
with a mean age of 15.3 years) and 23 deutan patients (7
deuteranopes and 16 deuteranomalous aged 9 to 25 years
with a mean age of 15.7 years) were studied. All were males
except for one protanomalous female. The normal control
group consisted of 24 men with ages ranging from 15 to 29
years (mean, 23.5 years).

The inset in figure 45.1A¢ shows a typical example of the
ERG evoked by a monochromatic rectangular stimulus 
(550nm) in a normal control subject. The onset of the stim-
ulus light evoked the a-wave, the b-wave, and the oscillatory
potential. The termination of the stimulus elicited an
upward (positive-going) deflection, which is referred to as the
rapid off-response. The relationship between the stimulus
intensity and the amplitude of the rapid off-response was
plotted at each wavelength of stimulus light. The reciprocal
of the stimulus intensity needed to evoke a response of a
constant criterion voltage (20mV), i.e., the sensitivity, was
obtained at each wavelength from the graphs depicting the
amplitude-intensity relationship. The spectral sensitivity
curves thus obtained for the rapid off-response showed a
maximum sensitivity around 550nm in all normal subjects
studied and were approximated by the human photopic 
visibility curve (Commission Internationale de l’Eclairage
[CIE] 10) (figure 45.1A).

The peak of the spectral sensitivity curve shifted toward
the short wavelength (520 to 530nm) in protans (figure
45.1B). The peak of the sensitivity curve in deutans was at
550nm or its vicinity (figure 45.1C), as in normal subjects
(figure 45.1A). The shape of the spectral sensitivity curves,
however, clearly differed between normals and deutans; the
sensitivity at 480nm was definitely higher than the sensitiv-
ity at 620nm in all normal subjects tested, whereas the 

45 Chromatic Recordings of

Electroretinograms

 ,  ,  ,   
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sensitivities at 480 and 620nm were nearly equal in deutans
(figures 45.1A and 45.1C). This difference is clearly illus-
trated in figure 45.3, which will be referred to in detail 
later.

The right-hand graphs (A¢, B¢, and C¢) in figure 45.1 show
the mean and the standard deviation of the spectral sensi-

tivity of the rapid off-response in normals, protans, and
deutans, respectively. As compared with the normal control,
in protans the mean of the sensitivity of the rapid off-
response was higher at short wavelengths (480, 500nm) (P <
.005) and lower at long wavelengths (560nm and longer) 
(P < .005). The mean sensitivity in deutans was lower than
normal between 480 and 560nm (P < .005) and higher than
normal at long wavelengths (620nm) (P < .001) (figure 45.1).
Reflection fundus densitometry has demonstrated a decrease
or loss of the visual pigment at long wavelengths in protans
and at medium wavelengths in deutans.16,17 The reduction
in sensitivity of the rapid off-response at long wavelengths
in protans and at medium wavelengths in deutans (figure
45.1) is in agreement with such densitometric results. It is
noteworthy that the sensitivity of the rapid off-response is
higher than normal at short wavelengths in protans and at
long wavelengths in deutans (figure 45.1). In this regard, we
should refer to Wald’s finding21 that the psychophysical 
sensitivity was higher than normal at short wavelengths in
protans and at long wavelengths in deutans. Wald21 hypo-
thesized that the red-absorbing cones lost in protans are
replaced mainly by increased numbers of green-absorbing
cones and that the green-absorbing cones lost in deutans 
are replaced mainly by added red-absorbing cones. This
hypothesis is consistent with the high sensitivity of the 
rapid off-response at 480 to 500nm in protans and at 
620nm in deutans (figure 45.1). Although the spectral char-
acteristics of the rapid off-response differed among normals,
protans, and deutans (figure 45.1), the amplitude of the
rapid off-response to white stimulus light was not signifi-
cantly different among these three groups (figure 45.2).
This finding is also compatible with Wald’s hypothesis 
mentioned above.

The difference in shape of the spectral sensitivity curve
among normals, protans, and deutans can be described in a
quantitative manner by the sensitivity ratio at short and long
wavelengths. The number of quanta (reciprocal of the sen-
sitivity) in the stimulus light that is required to evoke a rapid
off-response of 20mV was calculated from the amplitude-
intensity curve in each subject at 480 and 620nm. The ratio
of the quantal numbers at 620nm to those at 480nm (ratio
of the sensitivity at 480nm to the sensitivity at 620nm,
S480/S620) is plotted on the ordinate in figure 45.3. This ratio
was greater in all protans and smaller in all deutans than in
normal control subjects (figure 45.3). It should be empha-
sized that we are able to differentiate protans and deutans
from normals by recording the rapid off-response only at two
different wavelengths of stimulus light. This would be a new
method of diagnosing protans and deutans in an objective
and quantitative manner.

The spectral sensitivity curve and the sensitivity ratio
(S480/S620) of the rapid off-response showed no significant dif-
ference between protanopic and protanomalous or between

F 45.1 Spectral sensitivity of the rapid off-response in
normal subjects (A and A¢), protans (protanopes, protanomals) (B
and B¢) and deutans (deuteranopes, deuteranomals) (C and C¢). The
left graphs show sensitivity curves in each individual tested. Curves
with small circles indicate protanopes (B) or deuteranopes (C). The
remainder of the curves pertain to protanomals (B¢) or deuter-
anomals (C¢). Right graphs show means and standard deviations 
of spectral sensitivity. The dotted curve and shaded area in B¢ and
C¢ indicate the mean and standard deviation in normal subjects,
respectively. Averaged waveforms of 40 responses to repetitive
monochromatic stimuli of 4Hz were analyzed in figures 45.1 and
45.3 to 45.6. Ordinates indicate logarithms of the reciprocal of the
quantal number of stimulus light to evoke the rapid off-response of
the 20-mV criterion amplitude. Sensitivity at 0 log units on the ordi-
nate corresponds to the sensitivity of 1.0 ¥ 1015 quanta · cm-2 at the
cornea. The inset in A¢ illustrates a typical example of an ERG 
at 550nm in a normal subject. The arrow indicates the rapid 
off-response.



F 45.2 Amplitude of the rapid off-response in 20 normal
subjects (10- to 27-year-old males, upper graph), in 13 protans (12-
to 22-year-old males, middle graph), and in 19 deutans (12- to 22-
year-old males, lower graph) as a function of the intensity of white
stimulus light. Zero log unit of stimulus intensity was 1.0 ¥ 105 lux
at the cornea. Left graphs are amplitude-intensity curves of indi-

vidual subjects. Right graphs are means and standard deviations.
Curves with open circles in the left graphs indicate dichromats. The
rest of the curves indicate abnormal trichromats. Open squares in
the right graphs indicate the mean amplitude in normal subjects.
Solid circles and solid squares indicate the mean amplitudes in
protans and deutans, respectively.

F 45.3 Log ratio of sensitivity of the rapid off-response at
480nm to its sensitivity at 620nm in protans, Pigmentfarbenam-
blyopie of the protan type (P-PFA), protan carriers (P-carrier),
normal control subjects, deutan carriers (D-carrier), Pigmentfarben-
amblyopie of the deutan type (D-PFA), and deutans. Sensitivity was
defined here as the reciprocal of the quantal number of
stimulus light that is needed to evoke a rapid off-response of
20-mV criterion amplitude. Open and solid triangles in protans

indicate protanopes and protanomals, respectively. Open and solid
squares in deutans indicate deuteranopes and deuteranomals,
respectively. Open and solid triangles in protan carriers indicate
mothers of protanopes and those of protanomals, respectively.
Open and solid squares in deutan carriers indicate mothers of
deuteranopes and those deuteranomals, respectively. Open circles
and vertical bars indicate the mean and standard deviation in
figures 45.3, 45.4, and 45.7 to 45.9, respectively.
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deuteranopic and deuteranomalous patients (figures 45.1
and 45.3). This result is not unexpected because Pokorny and
Smith15 demonstrated that dichromats diagnosed by anom-
aloscopy with a small test field show trichromacy by anom-
aloscopy with a large test field. The stimulus field used in the
present study subtended about 60 degrees in visual angle.
Therefore, it would be reasonable that no difference in the
rapid off-response was found between dichromats and anom-
alous trichromats in the present study using a large stimulus
field.

Majima12 classified red-green color deficiency into four
grades by routine psychophysical examinations: (1) very
mild, (2) mild, (3) moderate, and (4) strong. We studied the
ratio of the sensitivity of the rapid off-response at 500nm to
its sensitivity at 600nm (S500/S600) in protans and deutans at
each of the four grades described above. The sensitivity ratio
did not differ among the four grades both in protans and
deutans (figure 45.4). It should be emphasized that the sen-
sitivity ratio of the rapid off-response is definitely abnormal
even in protans or deutans with minimal anomaly detected
by routine psychophysical examinations.

Rapid off-response in genetic carriers

ERG sensitivity was studied in only one protan carrier in the
literature, the sensitivity to 32Hz flickering stimuli being low
at long wavelengths in a mother of protanopes.6 We investi-
gated the rapid off-response in mothers of protans (protan
carriers) and in mothers of deutans (deutan carriers). The
mean sensitivity curve of the rapid off-response in protan
carriers was lower than normal at long wavelengths (P < .05
at 560 and 580nm, P < .01 at 600nm, P < .001 at 620nm)
and deviated upward toward the sensitivity curve of protans
at the wavelengths of 480 to 520nm. The mean sensitivity
curve in deutan carriers was higher than normal at long
wavelengths (P < .005 at 600nm, P < .001 at 620nm) and
deviated downward toward the curve in deutans at 560nm
and shorter wavelengths. In brief, the mean sensitivity curve
in protan carriers was situated between the mean sensitivity
curves of normals and protans. The mean sensitivity curve
in deutan carriers was between the mean sensitivity curves
of normals and deutans (figures 45.5 and 45.6). The mean
of the ratio S480/S620 was larger in protan carriers than in
normals (P < .001) (see figure 45.3). The ratios were not sig-
nificantly different between carriers of protanopes and those
of protanomals or between carriers of deuteranopes and
those of deuteranomals (see figure 45.3).

We studied the rapid off-response in a mother who had
three sons; two of them were deutans, and one was a protan.
The ratio of the sensitivity of the rapid off-response at 
480nm to its sensitivity at 620nm (S480/S620) in these sons
was typical for their diagnosis: large in the protan and small
in the deutans. Their mother, who was most likely a com-
pound heterozygote, showed normal color discrimination by
routine examinations. The ratio of the sensitivity of the
rapid off-response at the two different wavelengths (S480/S620)

F 45.4 Log ratio of the sensitivity of the rapid off-response
at 500nm to its sensitivity at 600nm in protans (upper graph) and
in deutans (lower graph). Protans and deutans were classified into
four grades (very mild, mild, moderate, strong) by Majima’s crite-
rion.12 Open and solid symbols indicate protanopes and protanom-
als in the upper graph and deuteranopes and deuteranomals in the
lower graph, respectively. The criterion amplitude was 20mV in
figures 45.4 to 45.6.

F 45.5 Spectral sensitivity of the rapid off-response in
protan carriers (mothers of protans) aged 30 to 46 years with a
mean age of 40.4 years) and in deutan carriers (mothers of deutans)
aged 32 to 50 years with a mean age of 39.7 years. All of these
mothers showed no anomaloscopic abnormality. Dotted curves
indicate the mean sensitivity in normal control subjects.
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F 45.6 Mean sensitivity of the rapid off-response in 
protans, protan carriers (left graph), deutans, and deutan 
carriers (right graph). Solid curves pertain to normal control 
subjects.

was also within the normal range in this mother (log S480/S620

was 0.39).

Early receptor potential in protan and deutan patients

A study of the ERP in congenital color deficiency would be
pertinent because the ERP is closely related to photo-
bleaching of visual pigments of the photoreceptors,2,3,5 par-
ticularly of cones in humans.4 We recorded the ERP in 27
eyes of 26 normal male subjects aged 19 to 24 years with a
mean age of 20.9 years in response to monochromatic
stimuli having equal quanta. The method of recording the
ERP was previously described.19 Briefly, the stimulus source
was a 1.2 ¥ 103-J xenon discharge tube. Interference filters
(460 to 600nm, half-width of 26 to 38nm) and neutral-

density filters were placed in the light path to obtain a mono-
chromatic flash having equal numbers of quanta (1.08 ¥ 1015

quanta · cm-2 per flash at the cornea). The spectral response
curve (amplitude versus wavelength) showed the maximum
amplitude of the R2 at 520 to 540nm in all these normal
subjects. The mean spectral sensitivity curve of the R2

closely followed a curve composed of the summation of the
photopic and scotopic psychophysical curves at a ratio of
3 :2 (figure 45.7). The stimulus flash illuminated the poste-
rior area of the ocular fundus, measuring approximately 60
degrees in the visual angle. The number of rods within this
posterior fundus surpasses that of cones within the same
retinal area (approximately 24 :1). In humans, the R2 from
a single cone is assumed to be much larger than the R2 from
a single rod, which agrees with this result.

Lapp and Tanabe11 demonstrated a low sensitivity of R2

at long wavelengths in protanomalous subjects. Okamoto 
et al.13 reported that the mean amplitude of the R2 evoked
by a white flash was smaller than normal in protans and
deutans. Tamai et al.18 reported that the ERP evoked by a
colored flash in protanopes was abnormal. We studied the
ERP in 10 protans (5 protanopes and 4 protanomals aged 9
to 18 years with a mean age of 14.9 years) and 26 deutans
(6 deuteranopes and 20 deuteranomals aged 10 to 20 years).
Anomaloscopic examination could not be performed in one
protan patient because of his lack of cooperation. The mean
R2 amplitude was smaller at long wavelengths (580 and 
600nm) in protans (P < .01) and at 520nm in deutans 
(P < .05) as compared with the mean amplitude in normal
subjects (figure 45.8). These results are consistent with the
spectral sensitivity of the rapid off-response in protans and
deutans (see figure 45.1). Neither group differed significantly

F 45.7 Left, mean and standard deviation of the spectral
sensitivity curve of the ERP (R2) in 54 eyes of normal subjects 
(criterion amplitude, 10mV). Right, approximation of the spec-
tral sensitivity curve between the ERP (solid curve with circles, from
the left graph) and psychophysical measurement. The dotted curve

was composed of the summation of the photopic (solid 
curve) and scotopic (dashed curve) psychophysical curves in the 
ratio of 3 :2. The ordinate indicates log relative sensitivity in arbi-
trary units. The top of each curve was at the same scale on the
ordinate.
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from normal controls at short wavelengths. Since the rods as
well as cones participated in producing the ERP in our stim-
ulus parameters, possible abnormalities of the ERP at short
wavelengths would be masked by the response from the 
rods.

The ratio of the R2 amplitude at 460nm to its amplitude
at 600nm (V460/V600) was larger in all protans than in all
deutans thus far tested (figure 45.9). Therefore, the protan
and deutan groups were differentiated by this ratio. This
indicates that protans and deutans differ from each other at
the level of visual pigments. This ratio (V460/V600) is useful
for the differentiation of protans and deutans in an objec-
tive manner at the level of the visual pigments in the pho-
toreceptor cells.

No significant difference in the R2 amplitude or the 
ratio V460/V600 was found between protanopes and
protanomalous or between deuteranopes and deuter-
anomal persons. This may be accounted for by the large 
stimulus field (approximately 60 degrees in the visual 
angle) in our ERG recordings, as already discussed in this
chapter.

After recording the ERP, the eye was dark adapted for 1
hour. The rapid off-response was then recorded in the same
subjects (7 normals, 8 protans, 15 deutans) to study the rela-
tionship between the ERP and the rapid off-response. The

log ratio of the R2 amplitude at 460nm to its amplitude at
600nm (V460/V600) was significantly correlated with the log
ratio of the sensitivity of the rapid off-response at 500nm 
to its sensitivity at 600nm (correlation coefficient, 0.823;
P < .001) (figure 45.10). Thus, the present study electrophys-

F 45.8 Mean and standard deviation of the amplitude 
of the ERP (R2) evoked by monochromatic stimuli having equal
quanta (1.08 ¥ 1015 quanta · cm-2 per flash) in 18 normal (circles),
15 protan (triangles), and 31 deutan (squares) subjects.

F 45.9 Log ratio of the ERP (R2) amplitude at 460nm to the
amplitude at 600nm. Open triangles and squares indicate dichro-
mats. Solid triangles and squares indicate abnormal trichromats.

F 45.10 Relationship between the ERP (R2) and the rapid
off-response. The log ratio of the ERP (R2) amplitudes at 460nm to
that at 600nm (abscissa) is plotted against the log ratio to the sensi-
tivity (criterion amplitude, 20mV) of the rapid off-response at 500
nm to that at 600nm (ordinate). Solid circles indicate normal sub-
jects. Open and solid triangles indicate protanopes and protanom-
als, respectively. Open and solid squares indicate deuteranopes and
deu-teranomals, respectively. Open circles and crosses indicate the
mean and standard deviation in normal, protan, and deutan groups.
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iologically demonstrates that the anomaly in congenital red-
green color deficiency is initiated in the outer segment of the
photoreceptor cells.
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S  adaptation of the human retina by using
the electroretinogram (ERG) provides insights into the func-
tion of the photoreceptors and probably the retinal pigment
epithelium, both likely candidates for containing the genetic
defect in a large variety of different hereditary retinal degen-
erations. Visual adaptation depends on a number of dif-
ferent processes working together. They can be broadly
grouped into those involving the transduction machinery of
the photoreceptor and those involving regeneration of the
photopigment. The former has been called the “neural” and
the latter the “photochemical” components of adaptation.7,8

Growth of the cone electroretinogram during 
light adaptation

The cone ERG increases gradually in amplitude during light
adaptation an average of 75% over a period of 20 minutes.
This increase is initially fast and later slower so that after 20
minutes little further change is apparent. This increase
involves both the a- and b-wave components of the ERG,
and both waves follow a similar time course. This involve-
ment of the a-wave strongly suggests that the photorecep-
tors are responsible for the effect. The action spectrum 
for the effects of light adaptation on the ERG parallels the
cone action spectrum. The phenomenon is greatest at
suprathreshold levels of stimulation and fails to occur at
threshold levels, which suggests a significant change in the
relationship between light absorbed and response produced
during the course of light adaptation, i.e., the input/output
function. An increase in the intensity of the adapting light
shortens the time course of the ERG, measured as b-wave
implicit time, but this occurs almost immediately, and the
implicit time then remains constant during the subsequent
slow increase in response amplitude. The stronger the adapt-
ing light, the smaller the overall ERG amplitude, but the
percent growth during light adaptation appears to be the
same. This slow increase in amplitude is thought to reflect
the redepolarization of the cones after their initial hyperpo-
larization to the adapting field. It does not resemble light rise
of the electro-oculogram.9

This is a somewhat surprising effect because psychophys-
ical studies of sensitivity changes during light adaptation

indicate that there may be a slight decrease or no change in
sensitivity over comparable time periods and certainly no
progressive increase in responsiveness.2,3 However, all these
measurements were taken at threshold, and the ERG changes
are also nonexistent at threshold but become quite large at
suprathreshold levels. Granit and Therman10 in 1935 indi-
cated that the ERG response to flicker increased during the
course of light adaptation. Previous workers have made
observations that are in agreement with our observations (see
chapter 44). Burian6 appears to have been the first to have
noticed this effect in the single-flash ERG. Armington and
Biersdorf 2 examined it quantitatively. They found a relatively
small effect that involved only the b-wave and not the a-wave,
but they only used a 22-degree field and did not separate
cone from rod responses. The introduction of the Ganzfeld
test and adapting fields greatly facilitates isolation of the cone
ERG and dramatically exposes the large magnitude of this
effect. Hood11 reexamined this flicker effect in the frog retina
and concluded that it involved cone adaptation and the a- as
well as the b-wave, both of which conclusions are in com-
plete agreement with our own results on the low-frequency,
that is, nonflickering, cone ERG. Recently Miyake et al.12

have used this growth in the cone flicker ERG with light
adaptation clinically and discovered an exaggerated growth
of this response in an incomplete form of hereditary sta-
tionary nyctalopia.

This area of research is important in several respects. First
it provides a means of minimizing variability between meas-
urements of the cone ERG obtained by different laboratories
or even within the same laboratory. Understanding this 
nonstationary nature of the light-adapted cone ERG enables
one to take measures to control it. Second, the response itself
provides a new insight into the physiology of cone adaptation
and into certain forms of retinal degenerations.

Effect of background illumination on the 
cone electroretinogram

Increasing the level of background illumination decreases
the amplitude and the implicit time (b-wave) of the cone
ERG. There is a monotonic relationship between the
strength of the adapting field and the percent reduction of
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the ERG and the decrease in implicit time (figures 46.1 and
46.2). We have examined these changes in normal subjects
and in subjects with various forms of retinal degeneration
by using near-threshold cone stimuli to elicit the ERG, thus
eliminating the growth that occurs with light adaptation ( just
discussed). Table 46.1 shows our current results.

Although the sample is still small, it seems that all retini-
tis pigmentosa (RP) patients, including Usher’s syndrome
and Leber’s amaurosis, are less affected by the adapting field
than are normals. This is true for the reduction both in b-
wave amplitude and in b-wave implicit time. The most strik-
ing finding is that patients with Leber’s amaurosis have
implicit times that are unaffected by our brightest adapting
lights. This is most remarkable considering that their ERG

amplitudes at high levels of background illumination are
similar to many of the other RP patients. Our tentative
interpretation of this is that they have a relatively large
number of functioning cones but these cones have virtually
no photopigment. This is what one might expect to find
under such circumstances: normal implicit times in the dark
but prolonged ones in the light because the adapting light is
being absorbed ineffectively and therefore these cones
remain relatively dark-adapted. The implicit times of test
flashes on a zero background are larger in other forms of RP
than in normal individuals. This implies that other differ-
ences occur in these conditions. We have also found that
older normal subjects’ ERGs are less changed by adapting
lights than are those of younger ones. This occurs for both
implicit time and amplitude reduction. Again the implicit
times of older normals are longer than younger normals
even in the dark. Again this implies that another factor than
cone pigment density alone may be operating here to
produce these changes, perhaps media transparency.

F 46.1 The relationship between the percentage of cone
ERG b-wave amplitude reduction and Ganzfeld fields of different
photopic luminances. These results were obtained from 20 normal
subjects except for the highest luminance, which represents only
three subjects. The vertical lines are the standard deviations. The
response is obtained with a red (Wratten 29) filter that produces an
identifiable cone ERG at all background fields.

F 46.2 The relationship between cone b-wave implicit time
in milliseconds and Ganzfeld fields of different photopic lumi-
nances. Otherwise, everything is the same as figure 46.1.
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Using the Ganzfeld adapting field as the independent
variable and leaving the deep red stimulus flash constant
provide a new dimension to studying the electrophysiology
of retinal disease: it can be examined independently of
absolute ERG amplitude. The amplitude of the ERG to a
first approximation reflects the number of functioning 
photoreceptors and diminishes with the progression of the
disease. The change in amplitude and implicit time that is
produced by light adaptation is presumably independent of
the number of photoreceptors, depending on the ability 
of each photoreceptor itself to adapt. Therefore early and
advanced forms of degeneration become more comparable.
These changes reflect unique physiological aspects of the
retina that can now be studied. It is very conceivable that
the percent reduction in b-wave amplitude varies independ-
ently of the reduction in implicit time so that some degen-
erations may be distinguishable by comparing these two
parameters. For example, the one case of Usher’s syndrome
we have now studied (table 46.1) shows a very slight reduc-
tion in response amplitude that is comparable to subjects
with Leber’s amaurosis, but with Usher’s syndrome the
patient has a significant reduction in his implicit time that
none of the patient with Leber’s amaurosis have. Larger
sampling of these and other forms of RP may more clearly
demonstrate whether this new method can distinguish 
different forms of RP by differences in the way the cone 
photoreceptor light-adapts.

Dark adaptation of the cone electroretinogram

It is necessary to understand prior light adaptation before
beginning to examine what would happen in the dark. For
example, if RP cones are not absorbing as well as normal
cones, then it would be misleading to measure dark adapta-
tion following exposure to the same physical adapting light.
Such a light might not adapt RP cones as much as normal
cones, and their recovery might occur more rapidly than
normal. Such a result has in fact been reported.4 Other
authors1,5 have reported that some RP patients adapt more

slowly than normal. These observations were made on rod
rather than cone adaptation, however, but the cones might
also dark-adapt slowly.

Our own attempts to examine cone ERG dark adaptation
were influenced by reports13 that there was a slow rod influ-
ence that increased the amplitude of the dark-adapting cone
ERG, a sort of rod/cone inhibition that was turning off. We
now have repeatedly studied the dark-adapting cone ERG
by using a deep red flash, and we do not find any slow
increase in amplitude that follows the time course of
rhodopsin regeneration. If, however, we use a stimulus that
also affects the rods, we do see a gradual increase in ampli-
tude that parallels the slower adaptation of the rods. We
have concluded that dark adaptation of the cone ERG does
not result in a change in amplitude after the first few minutes
when using 104 photopic trolands of prior Ganzfeld light
adaptation. The major change in the cone ERG occurs
within the first 2 minutes of dark adaptation. Following our
strongest Ganzfeld light-adapting field (17,000 photopic
trolands), the cone b-wave of both a normal and an RP
simplex subject increases rapidly during the first 100 seconds
in the dark, with a slight suggestion of an “overshoot.” The
same relative amplitude intensity relationship and time
course holds for both, although the RP response is only 1/10

of the normal amplitude. With this adapting light (11,000
photopic trolands) we are mainly studying neural rather than
photochemical adaptation.

Dark adaptation of the rod electroretinogram

Dark adaptation of the rod ERG is a slow process, and
because of this, rod adaptation has seldom been examined
clinically by means of the ERG.

Figure 46.3 shows the time course of adaptation of the
rod ERG in a rhesus macaque following a 5-minute expo-
sure to 7,000 photopic trolands. Results are shown for two
different test lights, both blue, but one is 1/10 the strength 
of the other. The greatest changes occur within the first 10
to 15 minutes, especially with the brighter light. The time

T 46.1
Results of background illumination on normal subjects and those with various forms of retinal degeneration

Log Photopic Trolands
Dark 1.7 2.8 4.1

Subjects No.* %B ms %B ms %B ms %B ms
Normals <40 years 11 98 34 87 32 51 28 13 23
Normals >40 years 9 97 37 90 35 54 29 15 24
RP simplex 7 97 43 85 39 76 38 37 33
RP dominant 5 97 48 93 46 70 41 27 35
Cone/rod 2 93 41 97 40 82 38 19 31
Leber’s amaurosis 3 92 35 95 35 91 35 73 35
Usher’s syndrome 1 87 37 74 43 100 35 74 27

*No. = number of subjects; %B = percent maximum b-wave amplitude; ms = implicit time; RP = retinitis pigmentosa.
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course at which the dark-adapted response is approached
seems similar for both tests light, which implies that the
brighter light is not itself producing any significant degree
of light adaptation.

We have been determining the time that it takes for the
response obtained at 1 minute to double in amplitude. This
doubling time is about 10 minutes in normal subjects. This
strategy has the advantage of limiting the study of rod dark
adaptation to a more reasonable amount of time, and 
it leads to a number that reflects the kinetics of rod dark
adaptation.

 This research supported by NIH grant EY
04138 and an RP Center grant from The Retinitis Pigmentosa
Foundation Fighting Blindness.
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T    vision is closely linked to the Greeks’
view of vision. In his late works (about 360 ..), Plato
explained vision as a combined action of light from inside
the eye and light from outside.95 Thus, vision was for Plato
a combination (synaugeia) of “outside” and “inside” light.
Plato had the idea of a corpuscular emanation of light.
Plato’s theory can be abstractly explained as a close con-
nection between the sensory organ (the eye) and the object.
More than 2000 years later, Goethe, who was also very inter-
ested in color vision, wrote a poem based on Plato’s theory:41

If the eye were not similar to the sun
It could not view the sun

Plato’s theory is based on black, white, red and a quality best
translated as “dazzling” or “sheen” (to lampron), from
which he believed all colors could be made. If you try to
copy his mixtures, you will produce a result that is less mul-
ticolored than specified by Plato. Plato had most likely 
foreseen this and stated, “Who experiments in such a way,
misjudges the difference between human and divine nature”
and “to mix many into one and one back into many: for that
only God has the wisdom. . . .”95 We can perhaps see in that
sentence a foreshadowing of Newton’s realization that light
exhibits many rays. But if we examine Plato’s whole work,
it becomes apparent that Plato believed that it is not the task
of humans to examine nature and that no human will ever
be able to understand nature. Aristotle3 strongly opposed
Plato’s attitude. For him, research into nature was very
important. Aristotle defined color as the passive reception by
the eye of an action originating in the object viewed. Thus,
we can see Aristotle as the originator of scientific optics.
Examining nature had for Aristotle and his successors the
same value as thinking about God and the sky and was an
abstract philosophy similar to discussion about the human
soul. Aristotle mentions color when he speaks about the
analysis of sensory perceptions. For him, the color on the
surface of objects is an actual object of the sensory percep-
tion. He stated, “What can be seen in light is color.” Fur-
thermore, Aristotle points to the white sun, which seems red

if seen through the fog and smoke; thus, he addresses a
feature that more than 2000 years later became for Goethe
the elemental phenomenon of his “Farbenlehre.”41

Two thousand years after Aristotle, Newton experimented
with the production and optimization of optical glasses.
While doing this, he observed colored phenomena. These
observations were for him the start of a research project
about color that finally led to the experimentum cruces. On Feb-
ruary 6, 1672, Newton wrote a letter to the Royal Society in
London explaining his theories about light and color.91 He
wrote, “Light consists of Rays differently refrangible. Colors
are not qualifications of light, derived by refraction, or
reflections of natural bodies (as generally believed), but 
original and cognate properties, which in divers rays are
diverse.” His final point was “The color of natural bodies
only shows the ability to light of a special ray more than
others.” For Newton, white light in reality was the “most
surprising and wonderful composition.” Further, he wrote
that “white light is the usual color of light. For light is a con-
fused aggregate of rays induced with all sorts of colors, as
they are promiscuously darted from various parts of lumi-
nous bodies.” So “pure” white light, was an unordered
mixture of colored rays! This epochal scientific approach
was an enormous reversal of the direct sensory experiences.
More than 100 years later, Goethe and Schopenhauer could
not accept such ideas.62,118

The developing of the physiological aspect of color vision:
Schopenhauer’s theory of color vision in comparison to
Goethe’s and Newton’s theory

Schopenhauer (1788–1860), the philosopher of “Pessi-
mism,” was born in Danzig. He studied science and philos-
ophy in Göttingen and Berlin. Between 1813 and 1814,
Schopenhauer spent much time with Goethe (1749–1835),
who introduced him to his color theory, which Goethe
regarded as his most important research. It is reported that
even on the day of his death, Goethe planned a color exper-
iment with his daughter-in-law. Schopenhauer’s color theory
was based on Goethe’s work. He also opposed the theories
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of Newton. To Goethe’s displeasure, Schopenhauer’s color
theory differs in substantial points from Goethe’s. Schopen-
hauer wrote to Goethe, “I am absolutely convinced that I
developed the first true theory about color vision, the first in
the history of science. If I compare my theory with yours,
then yours represents the pyramid and mine the apex of the
pyramid.” Despite this—for Schopenhauer, a quite obliging
statement—Goethe refused to write a preface to Schopen-
hauer’s work On Vision and Color, which was published 1816.

Schopenhauer’s first contribution corresponded to the
part of Goethe’s color theory that he described in his chapter
about the “physiological colors.” Goethe explained in detail
how an eye, which is adapted to a color for some time, after-
ward recognizes an afterimage with a complementary color.
Goethe (and Schopenhauer as well) identified three pairs of
complementary colors: red-green, orange-blue, and yellow-
blue. With these colors, Goethe arranged a color ring on
which the complementary colors were just opposite each
other.

On the other hand, Schopenhauer did not agree with the
second point of Goethe’s color theory. Goethe regarded
color as an objective reality with the exceptions of the “phys-
iological colors.” By contrast, Schopenhauer regarded color
not only as a product of the stimulated retina, but also as
containing a subjective factor. Color vision thus became a
physiological problem. To explain his theories, Schopen-
hauer turned back to the color theory of Aristotle. Each
color was regarded as a mathematically calculable balance
between light and darkness. Depending on the mixture of
light and darkness, either gray or—with the correct choice
of mixture—different colors developed. This theory sur-
vived 2000 years and until 1613, only approximately 50
years before Newton’s discoveries, was spread by the scholar
Aguilonius. Schopenhauer arranged the colors in such a way
that the sum of the complementary colors resulted in 1. His
theory was that the entire maximal activity of the retina
should result in the color impression white. The part of the
retina, however, that was not stimulated by a color should
produce an afterimage with a complementary color. He pro-
posed that the retina tries to reach this result by replacing
the missing part. Color and complementary color produce
white and are therefore in the modern sense complementary
colors too. The accurate position on the color line was deter-
mined by the brightness of the color (as had been postulated
by Aristotle). Thus, Schopenhauer’s arrangement was dif-
ferent from the chromatic spectrum, in which yellow lies
between orange and green. Schopenhauer’s yellow was
closer to white, while the complementary color violet lay
close to darkness. He proposed that red and green would be
equally bright and would therefore produce an equal
amount of brightness, shade, or darkness. Schopenhauer’s
concept of evidence, showed how far he had departed from
modern science, which already existed in his time and had

even been enunciated by Aristotle and Plato. According to
Schopenhauer, there is a quantitative “mechanical” mixture
beside the color-activating qualitative activity of the retina.

Schopenhauer’s theory, however, still has two valid ele-
ments: on the one hand, the recognition of complementary
colors and, on the other hand, the realization that color
vision has a physiological basis. Schopenhauer was affected
by Aristotle’s linear arrangement of the colors and the
numeric-mathematical speculation influenced by Pythago-
ras; therefore, he did not develop a durable theory. He was
thereby a victim of the Neo-Hellenism and ignored the
clearly better color arrangement of Newton (1642–1727).118

Newton arranged the colors in a circle and differentiated
among seven colors (orange, yellow, green, blue, indigo,
violet, and red). In the center was white, and between white
and the spectral borders were unsaturated colors. Thus,
Newton, in contrast to Aristotle, arranged the colors in two
dimensions, and if we add the light intensity perpendicu-
larly to the color surface, we will get the well-known three-
dimensionality of color space (which Newton had not 
recognized). This was not recognized until Grassman and
Maxwell in the nineteenth century.43

Schopenhauer also discussed the theory of perception.
Schopenhauer, who regarded himself as a Kantian, called
the world as we see it “a feeling of recognizing humans.” For
Newton, each diffraction of a white light corresponded to a
completely determined color.118 All other color perceptions,
such as colored afterimages, contrasting colors, or the colors
of dazzlingly bright lights, were regarded as a malfunction
of the eye. By contrast, for Schopenhauer, the origin of color
vision was within the eyes and presupposes a physiological
basis for color recognition. Indeed, he was correct in that
Newton’s experiments said little about percepts. Is everyone’s
sensory impression of the same color—defined by a wave-
length and a light intensity—similar? Today, we know that
colors perceived by dichromats may be fundamentally dif-
ferent from those that are seen by normal trichromats. A
good example is a pink sweater, which to a protanope seems
a dark wine red. Recently, Mollon82 has suggested that there
are even women who are tetrachromats and have an addi-
tional cone type between the long and middle wavelengths
of trichromatic observers. He mentions a woman who con-
stantly complained that neighbors dressed in “impossible”
color combinations. The fourth receptor (and the associated
neural circuitry) could give the tetrachromats the possibility
of recognizing and assigning distinguishing “clashing” color
combinations that appear identical to “normal” trichromats.
Perhaps Schopenhauer and Goethe were not entirely wrong
to reject parts of Newton’s theory. Color is not only a firm
physical unit that can be described and defined by wave-
length and light intensity. It is a property developed in the
eye and in the brain. Livingstone and Hubel9 described cells
that responded only to stimuli of a given hue, subjectively
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defined by the experimenters. It did not matter whether this
was produced by a monochromatic radiation or by spectral
mixtures on a TV screen. What was important was not the
individual cone absorptions but the resulting brain activity.

The history of trichromaticity and inherited color 
vision defects

Historically, the first account of color vision deficiency, unre-
lated to loss of visual acuity, was published by the chemist
Robert Boyle (who originated Boyle’s Law) in 1688,20 and
Mollon81 has pointed out that Boyle also described a specific
loss of blue vision: tritanopia. Huddart, in 1777, was the first
who described inherited color vision defects.52 He examined
two brothers and recognized a red-green deficiency in both
of them. The famous observations of the English chemist
and physicist John Dalton (1766–1844) on his own vision25

described not only his difficulty in detecting colors and
naming colors, but also his development of a color test. He
was sure that he himself had a red-green deficiency. In his
will, he donated his eyes after his death for examinations.
More than 200 years later, molecular geneticists were able
to show that Dalton was deuteranopic and thus had only two
types of functional cones. In English-speaking countries,
color vision deficiencies are sometimes called Daltonism in
his honor. In 1837, August Seebeck reported his examina-
tion of 14 color-defective subjects.117 He observed that six
had a shortened spectrum, which led to his suggestion that
there are two different classes of color vision defects. From
these results, Helmholtz concluded that two different red-
green deficiencies existed and used this conclusion as a
major explanation for his color theory.49 His pupil Johannes
von Kries was the first to name these color defects protanopia,
deutanopia, and tritanopia.65 Rayleigh (1881/1882) discovered

that people who were asked to mix red and green to match
yellow do not always use the same amount of each color. He
described the technique of determining red : green ratios.101

Johannes von Kries named anomalous trichromacy, recog-
nizing that abnormal color vision could occur in people who
required three primaries for color mixing.65 Rayleigh’s
insight was so useful that equipment based on it is still in use.
On the basis of Rayleigh’s equation, Nagel (1907) con-
structed his anomaloscope,85 which is still the best instrument
to examine and classify congenital red-green color defects.
Side by side with the development of spectral color tests,
pseudoisochromatic plates were introduced by Stilling in
1878,124 and fourteen editions were published before 1913.
Various pseudoisochromatic plates followed all over the
world. The most common are the Ishihara plates, which are
quite useful for screening. (For a historical overview, see
Fletcher and Voke33).

Normal human color vision depends on three cone mech-
anisms, in contrast to many primates that are dichromats.
The three classes of pigment differ in their relative spectral
sensitivities and are commonly referred to as the blue (short-
wavelength or S-cones), green (middle-wavelength or M-
cones) and red (long-wavelength or L-cones). The splitting
of the longer-wavelength system into the L- and M-cones
(red and green cone) occurred relative recently in the evolu-
tion. Thus, only humans and some primates, such as chim-
panzees, have trichromatic vision. This evolutionary step
provided important information; for example, trichromats
are able to distinguish between ripe and unripe fruit on a
tree.

The absorption of cone pigments depends on the precise
structure of the protein opsin (figure 47.1). The chro-
mophore 11-cis-retinal is identical in all mammalian pho-
toreceptors. Up to 98% of the L- and M-cone opsins are

F 47.1 Homologies between the opsins of rods and short-,
medium-, and long-wavelength human visual pigments. The amino
acids that differ are shown by black dots. Blue versus rhodopsin and
green versus blue have many differences, but green and red are very
similar. Approximately 60% are most sensitive to light of 559 nm
(L-cones), and approximately 30% are sensitive to 531nm (M-

cones). The genes coding for the protein (opsin) of the red and
green cones lie on the X-chromosome. Ten percent of the cones
are sensitive to 436-nm wavelength (S-cones). The gene coding for
the (opsin) of the blue cone pigment lies on chromosome 7. The
gene for rhodopsin is located on chromosome 3. (Adapted from
Nathans J, Piantandia TP, Eddy RL, et al.87)
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identical. Only 19 amino acid dimorphisms are found,
leading to a shift in spectral sensitivity of about 30nm. The
development of the third cone system added another dimen-
sion to color vision.87 People with normal trichromatic color
vision are able to name more than 100 different hues in addi-
tion to black, gray, and white and can distinguish among
more than 1,000,000 colors. Although dichromats might say
that they are able to differentiate among many colors, in
truth they only become adept at using brightness and satu-
ration differences as visual clues and learn to call these dif-
ferences “colors.”89 We all, in our day-to-day clinical routine,
have examined color-defective patients who were (according
to the Nagel anomaloscope) true protanopes but who were
perfectly able to correctly arrange all caps of a desaturated
Panel D15 test. These color-defective subjects are able to
array the caps correctly by arranging them according to
minimal brightness differences.

The detection and the subjective experience of color
depend on far more than the visual pigments. Thus, chromatic
constancy is the term that is used to describe the ability of the
human visual system to adjust itself in response to variation
in the illuminant. For example, if white paper is illuminated
by candlelight, the spectral emission determined by a spec-
trophotometer indicates that the light reflected is yellow.
However, the visual system can automatically adjust for the
yellowish light, and we see the paper as white. This ability is
very important. It would be a very confusing world if the
color of objects changed every time the surrounding light
source changed. Ripe fruit must always look ripe, uninflu-
enced by the surrounding light situation at morning, noon,
or evening. Chromatic constancy makes this possible. Again,
the sensation of “red” that seems so unitary is derived from
the differencing of L- and M-cone signals. The peak absorp-
tions of these two pigments both occur at wavelengths that
appear green to the normal observer.

The incidence of congenital color defects is approxi-
mately 8% in men and 0.4% in women. Understanding 
of the problems has been greatly advanced by molecular
genetics.87 Although in dichromats, who only require two
primaries to match any color, one or the other of the cone
pigments is absent or nonfunctional, genetic analysis has
thrown new light on anomalous color vision (table 47.1).

How does congenital color vision deficiency develop?

During the process of meiosis, the paired chromosomes line
up together, and LW and MW genes may exchange parts of
their sequences. Thus, hybrid genes develop that contain L
or M DNA sequences (figure 47.2). Neitz and Neitz89 prefer
to use the term chimeric genes for the variant forms of the
human L and M pigment gene. The development of such
chimeric genes also explains the huge amount of polymor-
phism in human L and M genes. This polymorphism is most

likely the explanation for the enormous range of different
types of anomaly. Thus, protanomolous subjects can be
nearly protanopic or nearly normal as shown by the huge
range of the so-called AQ (anomaly quotient) determined
with an anomaloscope. A protanopic subject has an AQ of
0, and a deuteranope has an AQ of •. The normal range
lies between 0.66 and 1.33. Protanomalous values range from
0 to 0.66 and deuteranomalous from 1.34 to •. While almost
all protanomalous subjects lack the normal gene for the L-
cone, that is not true for deuteranomalous subjects. In about
two thirds of them, the M-cone gene is present as well as the
chimeric gene. Why the M-gene is not expressed is as yet
unknown. Several hypotheses have been proposed.88,120,136

More recently, it has been proposed that deuteranomalous
subjects may have a mutation in the locus control region
(LCR) that controls the point from which the gene is “read”
(see figure 47.3).137 If the LCR is normal (figure 47.2A), a
LW sequence will be read. If the LCR causes a start at the
second locus (figure 47.2B), a MW sequence will be read. If
the second locus indicates the start of a chimeric gene (figure
47.2C), the subject will develop a deuteranomaly.

Investigation of chromatic mechanisms in acquired disease

Our perception of color is a very important aspect of our
recognition and appreciation of the world around us. The
aspect of the visual system that is peculiar to primates is the
midget cell system, which is color coded. About 90% of all
retinal ganglion cells fall into this class, and a similar pro-
portion of the visual cortex is devoted to this afferent
pathway. Moreover, the chromatic and achromatic visual
systems are segregated in the retina, in the LGN, and even
in V-1 and V-2. A special area of cortex (V-4) solely processes
information about color and is involved in color constancy.
It is therefore of interest to inquire whether there are special
aspects of the electrical activity evoked in the brain that can
be ascribed to color processing. Early experiments by
Regan102,103,105–110 showed that modulation of wavelength per
se could evoke responses, but it has been difficult to demon-
strate that responses to colored patches were different in

T 47.1
Distribution of congenital color vision deficiencies for Caucasian males 

and females
Type Male (%) Female (%)
Protanopia 1.0 0.02
Protanomaly 1.0 0.02
Deuteranopia 1.1 0.01
Deuteranomaly 4.9 0.38
Tritanopia 0.002 0.001
Rod monochromatism 0.003 0.002

Totals 8.0 0.4
Modified after Rudolph G: Genetische und Klinische Aspekte

des Farbensehens. Orthoptik/Pleoptik 2003; 27:63–72.
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nature from the responses to diffuse stimuli that stimulated
luminance mechanisms. Even the application of techniques
such as fMRI have proved ambiguous. The activity of the
inferotemporal area can be excited, and its blood flow
affected, by both chromatic and achromatic presentation of
simple or complex objects. In most work on evoked poten-
tials, responses have been evoked from V-1 by the use of
achromatic patterns—gratings and checkerboards—because
these were easier to generate. However, the introduction of
computer graphics methods now allows the generation of
colored stimuli that change in time only along a color dimen-
sion, and recent work has shown how such stimuli can be
used to detect isolated lesions of magnocellular and parvo-
cellular systems in psychophysical testing. Early accounts of
the responses evoked by chromatic signals noted that they
were of different waveform and timing compared to those
of the achromatic pathway. In addition, such responses are

evoked by stimulation paradigms that are distinct from the
stimuli that are commonly used to stimulate the electrical
activity of the achromatic system. The subject has been con-
fused because of the difficulty in handling colored stimuli;
several different methods are employed. There has been a
reluctance to employ stimuli that contain edges and sharp
outlines in case responses from these aspects of the stimuli
were independent of the responses to color. In the extreme,
it has been suggested that because the optical power of the
eye varies with wavelength, it is necessary in investigating
color mechanisms to use systems in which each waveband is
delivered to the eye by an optical system that compensates
both for the differing refractive power of the eye for that
wavelength, and also for the differing size of the retinal
image thus caused.109

However, color testing is not generally employed in the
investigation, diagnosis, and management of anything
except congenital color anomalies. For a long time, it has
been possible to obtain fairly simple equipment (color plates

F 47.2 Diagram showing how the genes for red opsin (dark
arrow) and green opsin (gray arrow) are arranged in an X-
chromosome. During meiosis, the chromosomes line up and are
later separated. Because the red and green genes are similar, they
may line up improperly, and a recombination is possible between
the two adjacent genes. In this example, one chromosome loses the
green gene, and it is reduplicated in the other. The recombination
can occur between complete genes as demonstrated in panel A and
within genes as seen in panel B. If the recombination is within the
gene, a hybrid or “chimeric” gene develops (Neitz and Neitz89). The
site within the gene where the recombination has occurred deter-
mines whether the chimeric gene is closer to the M or the L gene
and thus whether the subject is deuteranomalous or protanom-
alous. However, the recombination can lead to a chimeric gene in
which the opsin is so close to normal that the subject will have
normal color vision. All these possibilities lead to the huge vari-
ability of anomalous trichromats. (For further details, see references
87–89, 113, 120, 136, and 137.) (Modified from Nathans et al.87)

F 47.3 The locus control region (LCR) determines where
the gene will start to be read. In panel A a red cone (dark arrow)
and in panel B a green cone (gray arrow) will be formatted. If the
LCR causes a start at a chimeric gene, an anomaly will develop
(C). (Modified from Wissinger et al.137).
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such as the HRR, color arrangement tests, anomaloscopes,
and lanterns) that are adequate for detecting congenital
anomalies and predicting the degree of disadvantage caused
by them, but the use of such tests in acquired disease is prob-
lematic. This situation is now changing because of various
technical developments. Chief among these is the immense
power of graphics cards available for relatively inexpensive
personal computers. In addition, the manufacture of light-
emitting diodes (LEDs) has progressed to the point at which
one can choose from a multiplicity of dies with differing
spectral emissions. Thus, it is possible to construct new and
powerful tests of the chromatic function of the retina and
visual pathway that are equally able to analyze disease states.
This chapter provides a summary of this information. It
does not cover the photochemical or anatomical aspects of
the subject. Nor is the subject of colorimetry dealt with in
anything but the most superficial way, though it is important
in understanding the principles behind the tests, which
depend on detecting true chromatic mechanisms. A good
general introduction into many of these topics is to be found
in several textbooks, and there are several monographs (e.g.,
Mollon et al.82) covering recent advances. It is not sufficient
in general to illuminate the eye with colored flashes (though
there are exceptions) because these excite both chromatic
and achromatic mechanisms.

Three methods of isolating chromatic color mechanisms
are in use. Each is discussed below.

T S T-C T In this, the eye is
exposed to a wide-angle intense chromatic background and
tested with a smaller field of a particular wavelength. This
probe is chosen so that in any particular situation, only one
chromatic mechanism responds. An example is the blue-on-
yellow paradigm.

S S In this technique,121 the chromaticity
(wavelength composition) and luminance of a stimulus are
changed so that the excitation of one of the cone mecha-
nisms is kept constant while those of the others change.

C C In this technique, the color composition
of a patterned stimulus is changed from a background.
Almost invariably, the background is white, and the color of
the stimulus changes along chromaticity coordinates as
defined by the Committee Internationale d’Eclairage (CIE).
The intensity of the colored stimulus (illuminance) is con-
trolled so that it remains equiluminant with the background
as the color changes. This technique was first employed with
the Farnsworth-Munsell 100-hue test, but a true realization
was possible only with very complex optics74 until electronic
generation of hue became simple with modern electronic
techniques. The principle of such tests and the measurement
units depend on the theory of colorimetry.

In the well-known color triangle, the center of gravity rep-
resents the location of “white,” and the margins of the tri-
angle represent the limit of possible color experience. The
ordinate and abscissa of the triangle are in the artificial CIE
(x, y) coordinates.74 The three coordinates x, y, and z vary
between 0 and 1, and the value of each coordinate repre-
sents the proportion of light that stimulates one of the three
trichromatic mechanisms. It is impossible to stimulate only
one mechanism, so the point x = 1, y = 0, z = 0 is outside
the color triangle. When all three are equally stimulated (x
= y = z = 0.33), the perceived color is white. (Note that the
units of measurement are defined so that z = 1 - (x + y) and
thus three-dimensional color space can be precisely
described in a two-dimensional color diagram.) If a hue is
changed so that the proportion of x increases, the color
appears to contain more red; if the proportion of y
increases, the color will appear more green; and if the pro-
portion of z increases (i.e., both x and y decrease), the color
appears more blue. Nevertheless, the artificial primaries do
not represent physical colors and have other properties that
make them suitable for mathematical manipulation; for
example, all luminance information is conveyed by y.

Within the color triangle, there are a number of different
points with x and z values that have the same ratio but that
differ in the quantity of y. These form a line on the color
triangle called a color confusion line. Objects with colors that
lie on points with the same x/z ratio can have different color
appearance only because of the varying amount of y (of
course, they may be distinguishable by virtue of brightness
or the saturation of the color and on other grounds). If the
color mechanism corresponding to y is absent (as it is in
deuteranopes), all the colors on a line joining points on the
same x/z ratio are confused. Such a line is called a deuter-
anopic color confusion line. Similarly, if the ratio x/y is fixed,
colors are distinguished on the basis of the variation in z;
such a line is a tritan color confusion line. Each congenital color
defect has a number of different color confusion lines.

MacAdam74 determined how far hue had to move from
various points within the color triangle before a change in
color could be detected. (He measured the standard devia-
tion of the distance in color space.) Using these units, the
region in space that appears to have the same color forms
an ellipse, the MacAdam ellipse. When the ellipse is centered
near the white point, its short axis is on a protan color con-
fusion line. The major axis, at 90 degrees in color space, is
on a tritan color confusion line. Hence, it is possible to assess
color vision by measuring the length of these two axes,
though greater precision can be obtained if the dimension
of the ellipse is determined in subsidiary directions. In con-
genital color defects—protanopia and deuteranopia—the
minor axis enlarges greatly and is limited only by the fact
that at the end, the most extreme stimuli becomes mono-
chromatic, that is, are found on the rim of the color trian-
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gle.61 However, the length of the major (tritan) axis is
unchanged. In acquired disease, it is common to find that
especially in the first stages, the minor (protan) axis is
unchanged but that the tritan major axis lengthens.
Later, the entire ellipse enlarges and its axes rotate in color
space.22

The tritan axis is most important because there are very
few congenital causes of loss of blue vision (exceptions to
this rule exist; see below). Because of macular pigmentation
and changes in relative cone density across the retina, it is
impossible to obtain strictly isoluminant stimuli that subtend
large angles at the pupil. Tests of color vision that are inde-
pendent of other visual functions must therefore employ
additional technical modifications to the stimulus. The usual
method is to split the stimulus into a number of parts with
differing luminances but equal color coordinates. With
complex software driving complex electronic systems, the
relative luminance of adjacent small parts of the image can
be modified rapidly so that a colored image is detected
against a background of random dynamic luminance noise.
Thresholds for color contrast are unaffected by the presence
of “luminance noise,” which can be made large with respect
to the residual luminance change associated with equipment
limitations, or the difference in the spectral sensitivity
between normal individuals, or the difference between dif-
ferent retinal loci.61

The topic of colored stimuli intrudes into other chapters
of this book (see chapters 6 and 7). The purpose of this
chapter is to summarize new knowledge about the chromatic
mechanisms in disease. The use of color is not without com-
plications. The first is that the optics of the eye are not com-
pensated for wavelength change, so various aberrations
occur (mostly with blue light) that may complicate findings.34

The second is that preretinal filters such as the lens and
macular pigment have strong spectral characteristics, and
these differ between individuals and with age. The result is
that in one subject, luminance clues can occur with stimuli
that are isoluminant for different subjects, and that it is
impossible for any one circumscribed stimulus to be truly iso-
luminant both in the fovea and in the periphery. Again, the
shorter wavelengths are mostly affected. The third is that the
color system for blue-yellow (tritan) detects only low spatial
frequencies. The maximum sensitivity of the low-pass spatial
filter extends from very low frequencies up to no more than
two cycles per degree, so any system that uses smaller stimuli
is less sensitive and more subject to artifact.

Color ERGs

When extremely bright LEDs were developed, it became
possible and convenient to study the responses to long stimuli
(see chapter 19). As a result, the OFF response or d-wave of
the human ERG could be studied in detail. The scotopic

system produces OFF responses that are large, slow, and of
polarity to the rapid cone-generated OFF responses because
rod bipolar cells are only of the ON variety (see chapters 6
and 7). Hence, cone OFF responses are studied on a rod-
suppressing background. The early bright ERGs emitted red
or green light, and OFF responses and ON responses could
be seen with green-to-red transitions.31,122,123

Such studies can be carried out today with light of varying
spectral composition, both in the rod-suppressing back-
ground and in the stimulus itself. Long-flash ERGs have
been used to characterize congenital color defects, to detect
retinal color processing, and to demonstrate selective loss of
the ON or OFF systems in retinal diseases. Examples are
shown in chapters 45 and 19.

S-cone responses in normals and disease states

Human S-cone ERGs were first described as very small
slower components rising from the photopic b-wave after
intense selective adaptation42 but may be isolated by silent
substitution.29 However, simpler techniques may be used to
obtain far larger responses.

The characteristic of the S-cone b-wave is that it 
arises and peaks later than when the long- and medium-
wavelength cones are excited. When prolonged flashes are
used, the OFF response, so prominent with longer-
wavelength stimulation, is almost completely absent,10 which
in many observers give results equivalent to those of silent
substitution.23 The S-cone ERG is reported to be more
severely reduced than other photopic ERGs in several con-
ditions: retinitis pigmentosa,142 after detachment surgery,141

multiple evanescent white dot syndrome,146 X-linked
retinoschisis,145 complete congenital stationary night blind-
ness,56 and Posner-Schlossman syndrome.75 However, the
retinal distribution of blue cones may involve a discrepancy
between psychophysical and ERG measures.102,110,126,137

The loss of the S-cone system in acquired disease is also
demonstrable with electrophysiology. In diabetic retinopa-
thy, it is very evident before changes in photopic b-waves
occur148 (although oscillatory potentials may be affected
early; see chapter 43). The selective loss of the S-cone b-
wave is related not to age or degree of retinopathy but to
insulin dependence and is evidence of the onset of the
microvasculopathy. The S-cone response is also selectively
reduced in glaucoma.102 No loss of S-cones is seen in
Oguchi’s disease.144 S-cones and L- and M-cones are equally
affected in myopia.147

Enhanced S-cone syndrome

In 1990, a syndrome of retinal abnormality, reduced visual
acuity, loss of color vision, and large, slow b-waves in 
light-adapted conditions was described.77 There appeared 
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to be very large blue cone responses53 due to a larger than
usual number of S-cones that apparently replace other
cones. The condition is familial, and abnormalities in the
gene NR2E348,49 are associated with the syndrome in mouse
and in man. The cones develop abnormally at the stage 
of cellular differentiation when the visual pigment is 
specified.135

Other retinal degenerations

The ERG findings distinguish the enhanced S-cone syn-
drome from other mutations leading to juvenile macular 
disorders,53 many of which produce small and delayed
responses in response to long- and medium-wavelength
stimuli that evoke responses in L- and M-cones.129 The
responses in congenital stationary night blindness have been
shown to be postreceptoral, and detailed analysis indicates
that there is a loss of the ON pathway.14 In Stargardt’s
disease115 there may be differential changes in the L and M
pathway that, for example, are completely different from the
results obtained from congenital dichromats.63,130 The
absolute amplitude of the photopic response decreases, but
in addition, the relative amplitudes of L and M components
change, and the timing of responses to different cone types
is differentially affected. If rapid flicker is the stimulus, so
that the response approximates to a sinusoid, the L-cone
ERG may show a phase advance while the M-cone response
shows a phase lag. These differences may be associated 
with different phenotypes; therefore, the cone ERG is also
useful in analyzing different phenotypes of genetic 
disorders.58,73

Pattern stimulation and color

Pattern ERGs to black-and-white checkerboards are caused
by stimulus contrast changing, and the very fact that they
can be recorded at all implies that there is a nonlinearity:
Black-to-white transitions cannot give an equal and opposite
response to the transition from white to black. The achro-
matic system is extremely nonlinear, while the color system,
with information carried in the midget ganglion cells, is
more linear. Hence, pattern ERGs to red-and-green checker-
boards produce small retinal responses, and even if the lumi-
nance of the checkerboard is very high, when the intensity
of one set is changed to pass through equiluminance, at the
equiluminant point, there is a minimum response. It is pos-
sible that the response to ordinary intensities produced by a
monitor are due to residual luminance difference between
some of the adjacent colored squares.63,79,96,100,146 However, it
has been shown that blue cone responses are superior in
detection of glaucoma,100 being more sensitive to changes in
intraocular pressure.

Color visual evoked cortical potentials

The largest of evoked responses are those that are evoked
by chromatic contrast. Responses evoked by activity in the
yellow-blue system (involving S-cones) in general have longer
latencies than those for the red-green pathway and different
waveforms.2,15,24,66–68,80,84,93,97,98,100,112,128 Achromatic responses
have a very nonlinear amplitude/response voltage charac-
teristic, which saturates at a relatively low contrast: this is
characteristic of the magnocellular system. The colored
evoked potentials (EPs) should be evoked by activity in 
the parvocellular system, and EPs evoked by nearly isolu-
minant color contrast have been shown to have linear con-
trast/amplitude relationships, longer latencies, and lack of
frequency doubling, contrasting with the achromatic poten-
tials (even when the stimuli are equalized so that they are
similar multiples of the threshold contrast), which is consis-
tent with this view.2,66,67,80,84,97,98 They also have a waveform
that is different from that of achromatic contrast. The first
activity seen with black-and-white checkerboards is usually
positive-going; with color contrast, it is negative. Therefore,
either different groups of cells are responsive in the same
cortical locations or, when black and white is substituted for
color, the cortical locus of the appearance EPs changes.
Despite several investigations of topography21 and the fact
that responses from V-440 can be characterized, it is not yet
certain which of these two alternatives results in the wave-
form alterations shown in figure 47.4 with recording from
Oz. In the cortex, visual evoked potentials (VEPs) evoked by
isoluminant colored gratings in pattern appearance mode
produce quite different responses to patterns in which there
is luminance and no color contrast.

Chromatic responses have the peculiarity that the ampli-
tude of the initial negative response depends dramatically
on the presentation time of the stimulus. Figure 47.5 shows
EPs evoked by a stimulus with a repetition rate of two per
second. The upper row shows recordings with a 50% duty
cycle, in which an early negative response followed by a 
positive Off response can be seen. Shortening the duty cycle
to 10% produces a large response with a marked negativity
by about 100ms followed by a positivity at 150ms. Figure
47.5 shows that this change in response amplitude is not just
a function of the duration of the stimulus but depends on
the interval between stimuli and the relationship being
approximately constant over very prolonged periods.

A different response configuration was found in children
and adults. In children (see figure 47.6A for protan and
figure 47.6B for tritan), the response to isoluminant color
stimuli is larger both for the early negativity and for the fol-
lowing positivity. The development of such responses has
been studied in children. They are not seen before the age
of 7 weeks24,84 and mature more slowly than achromatic EPs,
which assume adult configuration at age 2 to 3 years. At the
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age of about 14 to 16 years, the response configurations of
young people are indistinguishable from those of adults.
Thus, the color evoked VEP seems to be the electrophysio-
logical response of the visual system that develops most
slowly.

Color evoked cortical potentials to reversal and motion

When motion EPs are recorded, a chromatic component has
been noted,65 though Regan104 showed that the spectral sen-
sitivity of EPs depended on the nature of the stimuli and
very rarely corresponded to Vl. By using multiple electrode
arrays, it is possible to identify components that appear to
arise from the fusiform area, corresponding to the V-4 region
of monkey brain, which is known to be associated with dis-
crimination of hue.65,84 By contrast, when color contrast
gratings have low spatial frequency and are used in the
pattern-reversal mode, they produce the sensation of
motion, like monochromatic patterns, and the VEPs that are
evoked resemble the VEPs produced by achromatic patterns.
It is known that the amplitude of responses to luminance
contrast varies with spatial frequency, but a calculated spatial
frequency for zero amplitude does not correspond to visual
acuity. A much closer correlation is obtained with pattern
appearance. Hence, it is often suggested that the pattern-
reversal VEP evoked by coarse patterns is related to motion
detection. This strongly suggests that the specific negative
responses produced by the isoluminous colored patterns, in
the appearance mode, may correspond to the operation of
the parvocellular system. Consistent with this view is the
finding that achromatic patterns with high spatial frequen-
cies (10 cycles per degree and more) may also evoke surface-
negative evoked potentials.

Clinical data

Regan104 as well as Kulikowski et al.65 examined a deuter-
anopic patient with red-green gratings and did not record
any response when the gratings were isoluminant. Juraske55

examined a deuteranopic subject and a tritanopic subject
and observed normal VEP responses to achromatic stimula-
tion and to stimulation by color contrast in a dimension of
color space that was unaffected by the inherited defect.
However, when blue-yellow stimuli were employed for the
tritanope or red-green for the deutan observer, the EP
evoked was abnormal and contained no initial negativity
(figures 47.7 and 47.8). Since both subjects were young, the
specific initial negativity of the chromatic EP would be
expected to be prominent and easy to detect. Thus, these
results are congruent with the findings of Regan104 and
Kulikowski et al.65

The color VEP is able to detect hereditary color vision
defects. Detection of acquired color vision deficiency,

F 47.4 Color versus luminance EPs. Stimuli (stripes)
subtend 1.5 cycles per degree. Surface positivity gives an upward
deflection. For isoluminant gratings, a significant difference
between appearance and reversal mode can be seen. For both red-
green and blue-yellow gratings (rows 1 and 2), a large negative
response is found, with an early maximum for red-green and a late
maximum for blue-yellow. Note that reversal of a colored pattern
produces a VEP with an early positive component. Similar
responses are also found for black-yellow stimuli.

F 47.5 Color VEP to isoluminant protan stimuli. The duty
cycle was altered from 50% in the top row to 10% in the lowest
row. The reduced duty cycle leads to a large response dominated
by an early negativity at about 100ms followed by a positivity at
about 150ms.
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F 47.6 Color VEPs to isoluminant protan stimuli (A) and
tritan stimuli (B). In children (solid line), an early negative compo-
nent followed by a later positive component can be seen, while the

response of adult subjects (dotted line) mainly exhibits a later neg-
ative response. Note that the adult tritan negative trough timing is
nearer the children’s timing than is the case for the protan stimuli.

F 47.7 Right and left eyes of a 9-year-old female protanopic
subject with visual acuity 1.0. The dotted line represents the
response to luminance stimuli; the dashed line represents the
response to tritan stimuli. Both responses are indistinguishable from

those of normal subjects. By contrast, the responses to the red-
green stimuli (solid line) exhibits only a positive component, while
the early negative component is missing. The normal luminance
and tritan results exclude a juvenile retinal cone degeneration.
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however, is of more importance. The ability of the color
VEP for this purpose has to be shown in future research.
However (see below), new psychophysical color vision tests
have proved to be of value for detection and follow-up of
acquired color vision defects.

Practical considerations

Thanks to new computer graphics systems, it is now simple
to obtain color VEPs as a clinical routine. Strict isolumi-
nance is needed to record color VEPs. This means that at
each boundary in every stimulus and at each boundary
between stimulus and background, the luminance of the
monitor must not change. For example, if grating patterns
of red/green or blue/yellow appear from a near-white blank
screen, a casual observer will see a relatively light (desatu-
rated) blue and red light, while the yellow and the green light
may appear relatively more saturated at isoluminance. It is
essential that the screen colors be carefully calibrated by
using special equipment designed for use with monitor
screens (e.g., a Minolta D3000 Photometer). Whenever there
is any luminance difference between the colored patterns
used, the very sensitive luminance detection system will
dominate the VEP, and the response will be due only to 

luminance contrast, and an early positive component will
appear. In addition, reducing the ratio of the ON-duration/
OFF duration leads to a larger stable negative response,
which allows us to use the color VEP more frequently in our
day-to-day routine. Thus, using equiluminous color contrast
stimuli simplifies the visual evoked response, a finding that
is of practical interest.

The use of patterns containing color or luminance con-
trast may distinguish between the two parallel visual systems.
This raises the further possibility that the structural organi-
zation of parvocellular and magnocellular pathways or the
different neurotransmitters account for the polarity differ-
ences in the EPs; the EPs produced by color may assist in
understanding a variety of ophthalmological and neurolog-
ical conditions. Chromatic VEPs have been used to monitor
toxicity, cone dysfunction syndromes, glaucoma, Parkinson’s
disease, and dysthyroid eye disease.12,40,51,59,99,127 Even though
complex imaging equipment (e.g., the Heidelberg retinal
tomograph HRT II, GdX form LDT, or autofluorescence
measurements) demonstrates changes in retinal structure
with great precision, information about the function of the
parallel visual systems can be obtained only with electro-
physiological and psychophysical techniques such as VEP,
electroretinogram, pattern electroretinogram, and color
contrast sensitivity testing.

New psychophysical tests of color defects

All routine clinical tests of color vision have been psy-
chophysical tests. The fact that they are not frequently
employed in the detection and management of acquired
disease states indicates that they have deficiencies, but newer
methods have proved more successful. Short-wavelength
automated perimetry (SWAP) has been used to investigate
the extent of loss of color mechanisms in glaucoma.69 In
night blindness, it has been shown that SWAP color dis-
crimination is abnormal only near the fovea,125 and SWAP
functions as a check on multifocal techniques in centripetal
cone dystrophy64 where perimetry confirms the localized loss
of cones.

Up to now, it has been difficult to quantify thresholds in
most color vision tests, and this is especially the case for tritan
hues, for which a strong-age related increase has been
reported. Thus, for the Farnsworth-Munsell 100-hue test,
the upper normal error score for a 20-year-old normal
subject is 20, while it is over 200 for a normal 70-year-old
subject.60,134 However, the development of rapid methods of
determining color contrast sensitivity has changed the situ-
ation. With the development of computer graphics, it has
become possible to remove brightness clues caused by lens
absorption. No correlation between age and central color
vision thresholds was observed. By contrast, a significant but
minor increase of peripheral color vision threshold was seen

Tritanomaly

0 mS 50 mS

30 mV

0 mV

-30 mV
100 mS 150 mS 200 mS 250 mS

5 year old boy: visual acuity 1.0 /1.0

tritan
black/white
protan

F 47.8 The color VEP recordings from a 5-year-old boy.
The dotted line represents the response to luminance stimuli with
a P100 at 106ms; the dashed line represents the response to red-
green stimuli. Both responses are indistinguishable from those of a
normal subject. By contrast, the response to the tritan stimuli (solid
line) exhibits only a positive component; the early negative com-
ponent is missing. Thus, in both deuteranopic and tritanopic 
subjects, a marked difference between normal and color-deficient
subjects can be detected. A loss of the early negative component is
seen in the color VEP.
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for the peripheral protan and tritan axis. The mean from 
10-year-old subjects to 70-year-old subjects rises only from
16% to 17.5% for the protan axis and from 14.5% to 19%
for the tritan axis.19 Thus, the contrast sensitivity tests, by
removing luminance clues from color vision tests, increase
discrimination and also allows the determination of both
central and peripheral color vision thresholds.

Several computer graphics systems have been described.
The first, in continuous use since 1988,6 briefly displays large
optotype letters that the patient has to name. In the later
version, the colored optotype appears on a dynamic lumi-
nance background. In another, an achromatic noise pattern
develops color; this system allows a complete specification of
the limits of color vision (the MacAdam ellipse) to be deter-
mined and can be used to probe both acuity and motion
detected by pure color mechanisms.13 Because of the design
characteristics, this system also introduces luminance and
chromatic noise. Another uses a familiar Landoldt C, com-
posed of small disks of varying luminosity superimposed on
a dark background, like the familiar Ishihara plates, but the
hue discrimination can be made in various directions in
color space.83,133 All these systems are robust and rapid. The
speed of testing increases with the reduction of directions in
color space that are employed. The use of these systems has
led to analysis and better understanding of a number of dif-
ferent clinical conditions. Color and form vision can be lost
separately, indicating that magnocellular and parvocellular
systems are selectively attacked138 in rare conditions. Nor-
mative surveys on ophthalmologists4,7,16–18,36,42,45 led to the
finding that tritan vision is affected very early in hyperten-

sion and diabetes, even before fundus changes are apparent.
Even exposure to intense blue laser light in ophthalmology
can cause a long-lasting loss of tritan contrast sensitivity.
Apparently, other users of blue argon lasers are not affected.1

The sensitivity for detection of tritan changes is greater than
that of other systems. Thus, changes have been noted with
intraocular lenses.94 In glaucoma, color vision tests can
detect early peripheral losses even before scotomata can be
detected by perimetry.5,22,27,28,32,46,111,125

In diabetic retinopathy, loss of tritan vision occurs in stage
0,5–7,73,92,132 that is, before any vasculopathy can be detected.
Thus, in a survey of 400 U.K. ophthalmologists,7 the 15
people with diabetes had normal protan thresholds, but the
tritan thresholds were three times higher than those of the
remainder. All the surgeons had normal ocular fundi. The
tritan loss can be partially and temporarily reversed by
breathing oxygen from a face mask and therefore is appar-
ently due to a mild degree of hypoxia in the diabetic retina
that occurs before any significant vasculopathy.26,54 Only
later in the natural history of the condition does loss of color
contrast for protan and deutan color contrast develop, but
“blue” vision is lost within a few years of initial diagnosis,
and the loss increases when background retinopathy devel-
ops (figure 47.9). It is not associated with any change in the
transmittance of the lens. When macular edema develops,
all color modalities suffer.

Selective loss of tritan color vision is associated with most
retinal degenerations.5,11,73,90,131,132 It is particularly marked in
age-related maculopathy.8,9,35,37–39 In one prospective ran-
domized trial, it has been shown that light lasering in the
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F 47.9 A, Thresholds of diabetics with no clinical retinopa-
thy (small symbols) or mild background retinopathy (larger trian-
gles). The upper limit of normal for protan and tritan thresholds
(mean + 2 SDs) are shown as dashed and solid lines, respectively.
(Arden GB, Wolf JE, Wood N, unpublished data.) B, Data for a

number of patients with nonproliferative diabetic retinopathy who
were referred to an ophthalmological clinic. Note the different ordi-
nate scale. Almost every patient has abnormal tritan vision, and in
many, the results are grossly abnormal. (Courtesy of V. Choong and
R Wong, unpublished data.)
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paramacular region (of one eye in each patient) causes
drusen to disappear, and the color contrast of the macular
remains normal; in the untreated eye, the drusen progress,
and color vision declines. After eight years, the diminution
of the incidence of “wet” macular degeneration in lasered
eyes appeared to be significant.35

In a series of patients with age-related maculopathy, it has
been shown that tritan color vision is reduced in people with
even the least fundal changes, and there is a correlation
between degree of fundus change and loss of vision. In
patients with loss of visual acuity due to geographic atrophy
or disciform, tritan vision is nearly absent throughout the
macula. In patients with less advanced disease, thresholds
rise (figure 47.10), and the degree of elevation is greater the
smaller the optotype used to determine the threshold. For a
letter of subtense corresponding to the 20/400 line (-1.3
Logmar), thresholds that are 6–8 standard deviations from
the normal mean can be found even with visual acuity of
20/20. Because the loss is so great, and so selective, this test
seems suitable for screening programs.9 Similar though not
so striking threshold elevations occur between the thresholds
of normal patients, glancoma suspects, and patients with
manifest glancoma (figure 47.11).

Köllner’s rule, that in retinal diseases tritan defects are
seen while in optic atrophies red-green defects are observed,
remains a useful summary. However, there are many excep-
tions. Stargardt’s disease (figures 47.12 and 47.13) is one.

Better eyes of ARM patients, 1.5 degree letters
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F 47.10 In age-related maculopathy, tritan vision within the
central 1.5 degrees of the macula is greatly abnormal. By testing
with smaller optotypes, discrimination between patients with early
changes and normals is possible. It would be possible to set arbi-
trary criteria for detection of severe changes that require ophthal-
mological examination. (From Arden and Wolf.9)
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F 47.11 Color contrast in glaucoma. A, Tritan losses in con-
trols, ocular hypertensives and glaucoma, using a technique that
determined the MacAdam ellipse. Note the almost complete sepa-

ration of patients with field defects from normals. (After Castelo-
Branco et al.22) B, Tak-Yu et al.125 obtained similar results by meas-
uring color contrast along three color confusion axes.
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F 47.12 Color contrast sensitivity thresholds for a patient
with Stargardt’s disease. Note that a significant threshold increases
in the protan and deutan axes were observed, while the tritan axis
was within the normal range. A loss of red sensitivity is
pathognonomic for Stargardt’s disease. In many optic atrophies (for
example, Leber’s optic atrophy; see figure 47.13) and optic neuri-
tis, there may be no selective loss of red-green but also loss of tritan.
By contrast, in autosomal-dominant optic atrophy (see figure
47.14), a tritan color defect is a key sign for the diagnosis. In optic
neuritis, the color test is especially useful for the follow-up of the 
disease because color deficiencies remain after visual acuity has
improved.
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F 47.13. This 18-year-old boy with Leber’s optic atrophy was
tested shortly after the onset of the disease. While the visual acuity
of the left eye had already dropped significantly, the loss of vision
had just started in the right eye. At that stage of the disease, typical
color defects for an optic nerve disease can be observed. The
patient had a significant loss of protan and deutan color vision,
while the tritan axis was only mildly raised.
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F 47.14 Typical color contrast sensitivity result of a 27-
year-old subject with autosomal-dominant optic atrophy. A tritan
defect is the diagnostic key for the diagnosis.54 With the progress of
the disease, thresholds in the protan and deutan axis may also be
raised.

F 47.15 Chloroquin retinopathy. Color contrast sensitivity
threshold of a patient with a one-year intake of chloroquine for
treatment of rheumatoid arthritis. While all routine ophthalmo-
logical examinations revealed no changes, an increased tritan
threshold was found as the earliest sign of chloroquine retinopathy.

The value of the new color test has been seen not only 
in inherited retinal and optic nerve diseases, but also in 
conditions as diverse as systemic hypertension,116 mercury
poisoning,119 nutritional/alcohol amblyopia,114,139 macular
holes, central serous chororetinopathy,38 and drug retinop-
athies (figure 47.14).30,70,76,114,116,119,139

In patients with chloroquin therapy, a tritan defect was the
earliest sign of toxicity. None of the patients with normal

color vision had any sign of retinal damage. Color contrast
sensitivity was the most sensitive test for detecting early
retinal damage.90 In all cases in which clinical or electro-
physiological examination revealed an abnormality, there
was a marked impairment of tritan vision, and this also
occurred in some cases in which there were no symptoms or
signs (figure 47.15), strongly suggesting simple routine testing
could provide early warning of this type of iatrogenic
retinopathy. Determining color contrast sensitivity has
proved to be an important and powerful tool for follow-up
in acquired color vision defects in many diseases such as
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inherited maculopathies, optic atrophies, diabetes, glau-
coma, age-related macular degeneration, and—last but not
least—drug toxicities.
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D  occur in different situations, and it is
convenient to consider these in turn.

Artifacts occurring in a new clinic

In a new clinic the user will have to purchase equipment. It
should not be assumed too readily that the equipment actu-
ally works! If at all possible, one should use similar equip-
ment, in a department where it is known to be functioning
well, before making any purchase. If the equipment has not
been used before, it should be installed by the makers, who
should give demonstrations that the equipment works and
describe how it works. Many manuals are so poorly written
that they are only useful when you already know more or
less what to do! Some tests for proper functioning are
described below. Remember, computer-driven equipment
may have some bugs in the program, and program updates
may produce bugs in a previously well behaved program 
or may even introduce viruses.

While software faults can produce artifacts that may be
irregular and difficult to analyze, the most common reasons
for recording artifacts are due to poor techniques. An impor-
tant part of the clinic is the rooms in which the equipment
is housed and the tests performed. In general it is not neces-
sary to have screened rooms that electrically isolate the
equipment and patient from other sources, but it is wise to
take precautions in a clinic that is being newly furbished. If
a coaxial lead is attached to the input of a cathode ray oscil-
loscope (CRO) and the other end terminated with a few 
centimeters of wire attached to the braid of the shield, this
will act as a “hum tracer.” The wire can be carried round 
the clinic and any localized source of electrical interference
detected. Other building faults that may escape attention and
lead to anomalous results are sources of light present in
rooms that should be dark: residual glow or light leakage
around fittings in false ceilings can cause small elevations of
the dark-adapted threshold, and if equipment is placed
inside the patient cubicle, indicator lamps and light from the
display screens can have the same effect. Such light leaks may
make it impossible to elicit the threshold scotopic response.

However, the most common troublesome artifact is mains
interference. A simplified description of the cause of this
interference is given below. One should ensure that elec-
trical power outlets do not form a source of mains inter-

ference. They should be checked to see that they are prop-
erly grounded, and the supply should be totally enclosed by
metallic conduit or trunking that has also been properly
grounded. Ideally, the electrical supply of the clinic should
be separate from other sources and taken from the main
service panel of the building. A separate and heavy ground-
ing cable that leads out of the building is also helpful. If
separate circuits are not available and the power supply is
contaminated by other users’ equipment, a large and heavy
isolation transformer may be required to act as a filter.

Any equipment near the patient can be a source of mains
interference. If an apparatus is turned off and yet remains
connected to the power outlet, it can introduce electrical
interference. Equipment that uses considerable current, for
example, motors used in elevators and commercial kitchens,
can cause mains interference, even when placed a floor
above or below the clinic. In many test situations, it is desir-
able to have the room lights turned on. Fluorescent tubes
are arcs that produce pulses at double the mains frequency,
and this may be a troublesome source of artifact. New vari-
eties that operate at 40KHz are now readily available. The
high-frequency pulses are more easily filtered from records.
Interference of still higher frequency and intensity can be
generated by medical pagers and similar sources: they
produce broadcast signals that are designed to pass through
walls and be picked up under adverse circumstances. The
broadcast frequency is high, and the type of recording
equipment in common use picks up and rectifies the enve-
lope of the pulses. Fortunately, they are intermittent, for little
can be done to remove the interference. Another source of
interference that may be neglected is the power supply of a
personal computer. These are almost always of the “switch-
ing” type and produce fast radiated spikes. These can cause
noise on visual displays.

When an old disused facility is reinstalled, all of the above
applies. In addition, remember that equipment that has not
been used deteriorates, and “well it was working” is a state-
ment to be treated with suspicion. Most commonly, records
suddenly start to contain artifacts after periods of satisfac-
tory use. The most frequent consists of mains interference,
but slow drifts of voltage or higher-frequency noise may be
encountered. If a sudden loss of all displays occurs, that does
not count as recording an artifact and is beyond the scope
of this chapter.

48 Causes and Cures of Artifacts

 . 
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Theory of mains interference

The cause of mains interference is diagrammed in figure
48.1. When current flows through a device, electromagnetic
radiation is radiated at right angles to the direction of
current, according to well-known rules, and spreads to the
recording site, in this case a patient’s head. Within these
tissues flows a small induced current. In another mode, the
electrostatic voltage of the patient is altered because he
forms one plate of a condenser, with the electrical equip-
ment acting as the other plate and the intervening air as the
dielectric. If metal plates are interposed between the source
and the patient, he can be isolated from both electrostatic
and electromagnetic radiation, although the latter is much
more penetrating. Evidently, it is pointless to use shielding if
a new source is placed between it and the patient, but in
most screened rooms, one finds electrical cables and equip-
ment inside the shield! With good equipment, such shield-
ing is not often necessary. If it is, then the shield must be
grounded so that induced currents and voltages in the shield
are taken to ground. Often shielding need not be complete.
A heavy metal couch, properly grounded, diverts radiated
current away from the patient. Sheets of fine copper mesh
in the form of roller blinds can be used and are effective,
although not opaque. Various types of conductive glass are
available, and these also act as shields. They are particularly

useful in reducing emissions from monitor screens. The glass
is often coated with a fine layer of tin alloy that is transpar-
ent and conductive; such sheets are expensive.

It is important that screening and other equipment be
grounded in a proper manner. In figure 48.2, the patient is
connected to a piece of equipment that injects a weak
current into him. This is not a fanciful situation—all “real”
amplifiers do just this—and current sources may be pro-
duced in a variety of other ways. The current return path is
through the ground to the patient and then back through
the ground of the equipment. This forms a ground loop, a
most frequent cause of interference.

The causes of such loops may not be obvious. For
example, a patient’s moist hand touching a ground point may
cause one. Frequently, the power supply of an apparently
grounded item is a cause of a loop. In environments with
many different pieces of equipment such as operating the-
aters, loops are more difficult to eradicate. Since current
(usually at mains frequency or a multiple of it) continuously
flows through the loop and the patient, electrodes placed
along the current path record interference. Providing all 
precautions are taken and safety rules followed, the follow-
ing general temporary procedure will localize loops and assist
in their removal: make a new ground connection to all equip-
ment. Use thick, flexible, insulated wire to make a very low
resistance connection to each metallic portion of chairs,
equipment racks, and all separate items of equipment. Check
that the resistance between each of these grounds and all the
other is very high (i.e., only one ground for each item).
Connect all the separate wires to a common point, the

F 48.1 How mains interference enters the recording situa-
tion. A, Electrostatic interference. B, Electromagnetic. The shield
(dotted line connected to the central ground) will prevent electro-
static interference but only reduce electromagnetic radiation.

F 48.2 A ground loop. Current injected into the patient
from any source flows through the tissues and sets up voltage 
gradients.
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ground terminal of the lowest-level (input) amplifier. Then
remove all other grounds, including all those in power cables,
except for the main amplifier. If a loop is the source of the
problem, the mains pickup will vanish or be much reduced.
By replacing the old grounds one at a time the fault can be
localized. Modern equipment is rarely dangerous if run
without grounds (double insulation). A word of warning is
required. If mains cables are modified in this way and the
instruments used routinely in such a manner, there is a high
probability that sooner or later someone will remove the new
ground attached to the amplifier’s front end, and then the
equipment would be totally ungrounded. This is illegal in
many countries and might be dangerous, so once the fault
has been found, it should be corrected and a standard system
installed.

Double-sided amplifiers and mains hum reduction

Figure 48.3 illustrates the principle of the double-sided or
differential amplifier. The biological signal is developed
down a resistance R1 and little biological current flows down
the resistance R2 in series. The voltage across R1 + R2 is
measured because the ground is connected to the far end of
R2. For example, R2 and the ground electrode may corre-
spond to placing a clip on the ear. If electrostatic or electro-
magnetic pickup produces a current that flows through both
R1 and R2 and if R2 > R1, the mains voltage artifact may be

quite large. To minimize the interference, it is usual to dif-
ferentially record across R1. In the diagram, the one side of
the amplifier measures AVE and the other, BVE: the quantity
amplified is AVE - BVE = AVB. This will reduce the mains
interference by R1/(R1 + R2). An amplifier that does this is
called a differential amplifier, and all modern equipment
uses such amplifiers. While this may seem evident, errors in
electrode placing are in fact quite frequent1,4 and can lead
to artifactual results.

The ability of a differential amplifier to reject signals that
are presented to both its A and B inputs is called the
common-mode rejection ratio (CMRR). Manufacturers are
prone to quote very high figures for the CMRR. Such figures
are often meaningless since the measurements are made
under unreal conditions. Figure 48.3 shows the input of a
“real” amplifier. The electrodes are connected to the source
by resistances Re, which represent the resistance of the elec-
trodes and tissues. Since amplifiers are not perfect, some
current flows into or out of the amplifier. This can be rep-
resented by a resistance to ground Rg, the input impedance
of the amplifier. Rg is made as high as possible because oth-
erwise the signal current produces a voltage that is divided
between the two resistors; if Re and Rg are equal, the signal
amplitude will be halved. Normally, there is a limit on Rg

because if it is made very high, the amplifier will be noisy:
values between 1 and 10MW are encountered. Now suppose
that one electrode resistance becomes very high (Rea); this

F 48.3 The principle of double-sided amplification, common-mode rejection, and its degradation in practice. For further 
explanation, see the text.
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will unbalance the input circuit, and the signal seen by that
side of the amplifier, the voltage across Rg1, will decrease.
Therefore, the measured CMRR will decrease abruptly. In
recording from the eye this imbalance almost always occurs.
One electrode is a silver-silver chloride plate placed on
abraded skin; the other may be a stainless steel wire placed
on the cornea. If the latter polarizes, its effective resistance
may be tenfold that of the skin electrode.

Rg may also change abruptly. The first stage in modern
amplifiers is often a field effect transistor, and the gate of this
device consists of a very thin layer of doped silicon. If an
electrostatic charge is connected to the gate, e.g., by handling
the electrode when its connector is inserted into the ampli-
fier, the voltage gradient across the gate may damage it and
reduce Rg. Nevertheless, if the electrodes are of low impe-
dance, the amplifier may seem to work, after a fashion, but
will be unbalanced, pick up more mains interference than
previously, and will also be less stable.

When all else fails, mains interference can be removed by
using a very narrow band–reject filter tuned to the mains 
frequency or in the main amplifier or by using a software
equivalent. This is not good practice, and the filtering may
itself distort the signal, especially in older equipment. The
user should record the amplifier output to a series of
square waves with different fundamental frequencies, with
and without the “mains rejection filter” operational, to see
whether the distortion is acceptable.

Electrode problems

Far and away the most common reason for encountering arti-
facts is poor electrode technique. For a detailed discussion 

of electrodes, see chapter 23. If electrodes are nominally
nonpolarizable Ag-AgCl, the coating must be renewed, or
else polarization will occur, and the input will be unbalanced.
If exposed solder surfaces (i.e., the junction between the elec-
trode proper and the connecting wires) come in contact with
tears or saline, electrolysis will occur, and spurious slow
voltage changes will be encountered.2 Composite corneal
electrodes like gold foil ones can break and develop hairline
cracks that are difficult to detect but cause a high resistance.
Common silver or gold skin electrodes have fewer problems
but may also break at the junction with the lead. Placement
of electrodes is important. The skin should be abraded with
one of the proprietary abrasives to ensure an electrode resis-
tance of <3kW. The contact between skin and electrode is
made with one of the proprietary contact gels and the elec-
trode held by tape or some other adhesive medium. On the
scalp the use of a modified bentonite paste is often helpful.
This conducting paste is a water-soluble adhesive and holds
the electrode onto hairy scalp, to which it is difficult to stick
tape.

Checking for electrode problems

Many modern systems have built-in electrode checking
devices, but these work by passing current through the 
electrodes. Sometimes this current may be high enough to
cause some damage to corneal epithelium. It is useful to have
a series of “dummy patients.” These consist (figure 48.4) of
three similar input wires connected together symmetrically.
The simplest consists of the wire alone. When the three
plugs are inserted into the amplifier sockets, the amplifier is
shorted out, and the noise should disappear. If not, the

F 48.4 Diagrams of “dummy patients” are useful in 
fault detection to short the amplifier (A) and to see whether 

noise is present when the electrodes are truly symmetrical 
(B and C).
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amplifier is very sick! A second dummy consists of three 
5-kW resistors joined together as shown. It is useful to 
have another set with 100-kW resistors. If these introduce
hum, the CMRR has decreased. In a further variant, the
three input sockets may be connected to three similar non-
polarizible electrodes that are placed in a small container of
saline. If these produce the artifact, then the input stage is
probably damaged. If these dummies produce a normal
baseline value, the electrodes are at fault. Damaged input
stages can cause slow fluctuations (drifts) of output voltage
as well as higher-frequency noise and increased mains 
interference.

Stroboscopes require special mention. They operate at
high voltages (typically 500 to 1,500V) and discharge a high
current for a very brief period. Thus electromagnetic radi-
ations are intense and of high frequency. These penetrate
shielding and are a common source of artifact that occurs
at the moment of stimulation. If the artifactual voltage is
small, this may be an advantage, e.g., in determining the
time to peak of flicker wavelets, but frequently this is not the
case. In an attempt to reduce the spikes, it is common prac-
tice to reduce the frequency response of the recording 
amplifier. This certainly reduces the peak height of the
offending spike but also has the unfortunate effect of pro-
longing the declining phase of the artifact. In published
records, the initial few milliseconds of the trace are some-
times removed (only for esthetic reasons, of course), but the
telltail displacement of the initial portion can still be seen
and the quality of the original records judged.

Eye movements and other muscle artifacts

Some of the artifacts in recording are produced by the
patient. The most common are due to movement. This can
affect the electrode wires (triboelectric effect), but it is also
common to pick up electrical activity from muscles. The
patient should be discouraged from chewing gum! A more
serious problem is concerned with eye movements and blink-
ing. Most corneal electrodes are displaced by these move-
ments, the only exceptions being well-fitting contact lenses
made to special order. Therefore the electrooculographic
(EOG) potential at the corneal electrode changes, and this
is often much larger than the response that is to be recorded.
Patients with congenital nystagmus (rod monochromats, nyc-
talopes) therefore present a considerable problem in record-
ing, as do those with some uncontrolled forms of midbrain
degeneration. Often with patience, “quiet periods” occur
when recordings can be made. A more common problem is
eye movement linked in time to the flashing stimulus of the
electroretinogram (ERG) or visual evoked response (VER):
the flash causes the reflex blink. The delay is about 120ms,
and a large deflection distorts the b-wave. This commonly
occurs in persons with photophobia, e.g., rod monochro-

mats. Various tricks may be used to prevent blinking. If very
weak flashes are used that only evoke the scotopic threshold
response and minimal b-waves, blinking is less of a problem.
With a light-adapted patient stimuli may be superimposed
on a background and, in particular, with flicker, blinking is
less evident. The provision of an adequate fixation spot may
help, or the patient can be asked to make voluntary blinks
before the flash is delivered. A variant of this problem occurs
if the patient’s eye converges or diverges after the flash. In
such a case, the electrical sign of the artifact is opposite in
the two eyes. The problem occurs in patients with phorias
and partially compensated tropias. Again, adequate fixation
may reduce these problems, but they may not vanish until
there is considerable detail in the visual field, and this is not
possible when the patient has to be in a completely dark-
adapted state. Many of these eye movement problems are
reduced if a contact lens-plus-speculum combination is used,
as in the Burian-Allen lens. However, smaller movements of
the lids and globe still occur, and small artifacts are often
more of a problem than large ones are. They may be 
misinterpreted and will not be rejected by any software. In
addition, patients who blink and whose eyes rove are those
who are most likely to show corneal problems from the
Burian-Allen lens.

A further artifact has been described by Johnson and
Massof 3—a very rapid reflex response of the neck muscles
to the light flash. This has a delay of about 50ms and could
be confused with the pattern ERG (PERG). Since the PERG
is a very small response, such contamination is serious. The
artifact is seen when the patient is uncomfortable: it occurs
when the neck is extended by placing the patient in a chin
rest.

Another problem when the PERG is recorded is the 
involuntary pendular eye movements associated with a
rapidly reversing pattern that appears to “stream.” The
movements need not be symmetrical about the fixation spot,
and therefore the PERG may be superimposed on the
sloping baseline caused by the eye movement. Unless 
the recording contains two or more cycles of response, the 
measurement of extreme positive-to-negative excursions is
invalidated.

Recording the VER from scalp electrodes is often easier
than recording a PERG since the electrical artifacts associ-
ated with eye movements are very small for occipital elec-
trodes. One problem that may not be evident to those
without experience of the electroencephalogram (EEG) is
the phenomenon of alpha-entrainment. In children espe-
cially, the alpha rhythm can become temporarily phase
locked to the stimulus, and in blind eyes this is often aided
by the noise made by most xenon discharge lamps when they
fire. Thus a large slow wave that appears to be a flash 
VER can develop. The waveform very rarely resembles a
VER.
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Averaging small signals: artifacts associated with
amplifier saturation

All amplifiers in common use are ac-coupled, and the fre-
quency response is determined by low- and high-pass filters.
In most amplifiers, there are several stages of amplification,
and the time constants of the intermediate stages are set to
be longer than those of the initial and final stages so that
further signal modification is not introduced. However, this
can cause problems. If a very large and rapid potential
change is amplified by the first amplifier stage, the input to
an intermediate stage may be so large that its output voltage
swings to the extreme value permitted by the power supply.
The recovery of the intermediate stage is set by its own time
constant. If the output stage has, as is usual, a smaller time
constant, the output of the entire amplifier will return to
zero while the intermediate stage of the amplifier is still 
saturated. Then the display will consist of a flat trace that
appears to be noiseless. This is of consequence when very
small signals are to be averaged and there are large artifacts
caused, for example, by eye movements.

Most averagers reject signals that are too large, but few
averagers reject signals that are too small; consequently, after
a blink, the averager will continue to accept the flat trace
that results from a saturated amplifier, and the final averaged
signal will appear to be too small. If this artifact is known,
it can be guarded against, but short of changing software
and/or hardware, there is little that can be done except
manual intervention.
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N  electrophysiological and psycho-
physical measurements allow an assessment of the health 
of every segment of the visual system from retinal pigment
epithelium (RPE) to the visual cortex. An understanding of
each test and their interrelationships assists the diagnosis 
of a number of diseases.19 This is facilitated by the layered
nature of the visual system and the assignment of electrical
potentials from specific tests to particular cell layers.

Because most evoked responses stimulate the entire retina,
regional loss of function might not be noticeable in the test
results. By adjusting stimulus conditions and techniques of
recording, a representation of the sequence of events along
the visual pathway can be recognized, and the cone and rod
systems can be measured separately. If the stimulus has an
abrupt onset (as is usual), the delay between stimulus and
response indicates additional signs of dysfunction that are
not elicitable by other methods (e.g., psychophysics).

An understanding of the neuronal response order (from
photoreceptor to visual cortex) and the interrelationships of
the responses is important, since an abnormality at a lower
level will usually give an abnormal response farther along
the sequence chain, and misleading interpretations can be
made if abnormal test results are inappropriately taken out
of context. For instance, an abnormal visual evoked cortical
potential (VECP) might be found in a number of retinal dys-
trophies and could be misinterpreted if an electroretinogram
(ERG) is not performed to confirm that the defect is retinal,
not in the optic pathway. Therefore, after taking an initial
history from the patient, the tests to be performed on the
patient should be ordered in such a manner as to maxi-
mize the success in diagnosing the level of dysfunction. For
instance, if the patient has an abnormal ERG, then a VECP
is seldom necessary. In practice, this approach must also be
modified to maximize patient flow; in some clinics, tests are
scheduled on different days, and patients who require further
tests are recalled. In other cases, a VECP will be done before
the ERG because the latter requires pupillary dilation and
the patient cannot be recalled.

While the retina is composed of a complex neuronal
matrix with both vertical and horizontal components, it is
possible to detect abnormalities of the rods and cones, the
photoreceptor layer generally, the middle retina, and the gan-

glion cell layer (table 49.1). If the central retina is reasonably
healthy, then the VECP can detect abnormalities in the con-
duction of retina-generated signals to the visual cortex.

A directed approach to visual system evaluation is espe-
cially important for disorders that either have specific sites
that have been shown to be abnormal on histopathology of
the suspected disease or are believed to be abnormal on the
basis of clinical appearance or other tests. For example,
the ERG is well suited to evaluate generalized photorecep-
tor disease such as retinitis pigmentosa (RP) because the
response is a mass one that is initiated by photoreceptors.
Widespread photoreceptor dysfunction and loss are early
features of RP. Best’s macular dystrophy, on the other hand,
presumably has a diffusely abnormal RPE, with inclusions
of lipofuscin on histopathology but normal photoreceptors
(except in regions of RPE loss or scarring). Therefore, it is
not surprising that the ERG is normal in Best’s dystrophy
but the electro-oculogram (EOG), which tests potentials gen-
erated by the RPE, is abnormal.

While table 49.1 is helpful in forming a perspective on
how the various tests can be used to evaluate cellular layers
or “minisystems” in the visual system, it is useful, despite the
risk of redundancy, to tabulate each test with the informa-
tion that can be expected from doing it. These are presented
in table 49.2.

The retinal pigment epithelium

The two main tests for evaluating the RPE are the EOG and
the c-wave of the direct-coupled electroretinogram (DC-
ERG) (see chapter 42). The EOG electrodes, placed on the
inner and outer canthi of each eye, measure the standing
potential of the pigment epithelium as the pigment fixates
regularly between two points 30 degrees apart. This stand-
ing potential normally fluctuates but decreases with dark
adaptation; subsequent light adaptation causes a large slow
oscillation increase. The maximum value measured during
light adaptation divided by the smallest dark-adapted value
represents the Arden light peak/dark trough ratio, which is
widely used to assess RPE function.

In certain disorders, the slow oscillations of the EOG can
be abnormal to varying degrees, while the ERG is invariably

49 Testing Levels of the 

Visual System

 . ,  . ,   . 
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normal or near normal. Examples of such diseases would
include Best’s vitelliform macular dystrophy, Stargardt’s
disease or fundus flavimaculatus, dominant drusen, and
pattern dystrophy of the RPE. Of interest, the fast oscilla-
tions of the EOG are preserved in Best’s macular dystrophy,
even at a time when the slow oscillation is markedly 
abnormal.18

In other disorders, such as cone dystrophy, the EOG 
is normal, but the ERG is abnormal. In some forms of
cone dysfunction, the standing potential of the eye may be
subnormal even though the light-induced slow rise of this
potential is of a normal absolute value. This results in a light-
to-dark ratio for the slow oscillation that is greater than
normal. Supernormal EOG light-to-dark ratios have been
reported in X-linked cone dystrophy and cone dysfunction
secondary to digoxin retinal toxicity.19,21

In certain subtypes of RP, the slow oscillations of the
EOG may be relatively preserved. For example, type I RP,
which is associated with early diffuse severe rod dysfunction,
is usually associated with an abnormal EOG slow oscillation
early in the disease.18 On the other hand, type II RP, which
is associated with regional loss of rod and cone function
(often a cone-rod loss pattern) is more likely to have preser-
vation of the EOG slow oscillation. Of importance with

regard to the site of pathology, the fast oscillations of the
EOG appear abnormal earlier than do the slow oscillations
of the EOG in some forms of RP.18

The large c-wave that is found with d.c. ERG testing cor-
relates highly with the EOG Arden ratio when measured
concurrently in patients in a number of different diseases.16

Current techniques for measuring the c-wave are difficult to
employ in the clinical setting, so the test is not widely used,
even though it is a good measure of RPE function.

The early receptor potential

The early receptor potential (ERP) is evoked by an intense
stimulus flash. It occurs with no detectable latency and 
precedes the a-wave. The initial corneal positive R1 has 
been correlated with the conversion of lumirhodopsin to
metarhodopsin I.15 The following negative R2 corresponds
with the conversion of metarhodopsin I to metarhodopsin
II.6 The corneal voltage results from charge displacement
across the outer limb membrane due to changes in the con-
formation of visual pigment. Capacitative current then flows
from (or to) the inner limb. Cones contribute disproportion-
ately to the ERP, since more of their pigment is present 
in the true surface membrane. In humans, Goldstein and

T 49.1
Localization of lesions by electrophysiological testing*

Location Test
Retinal pigment epithelium Electro-oculogram

DC ERG c-wave
C-wave of the ERG (if the amplifier bandwidth is sufficient)

Outer segments Early receptor potential
Densitometry

Receptor layer ERG a-wave (in general)
Cone system Photopic ERG

Color vision testing
Flicker ERG

Rod system Rod-isolated ERG
Dim blue stimulus or white stimulus below the cone threshold

Dark adaptation testing
Middle retinal layers/Müller cells ERG b-wave
Amacrine/bipolar cells Oscillatory potentials

Pattern ERG (P50)
Threshold negative response

Ganglion cell layer Pattern ERG
Macula† Focal ERG (specialized test)
Optic tract‡ Visual evoked cortical potential

*Details of each test can be found in the respective chapters.
†The flash ERG results in a panretinal response, and the macula contributes only 10% to 15% to the

b-wave amplitude.17 If a patient with a macular lesion has a poor photopic response, then the patient has
a problem affecting the entire cone system.

‡ If visual acuity is reduced, the VECP is reduced in amplitude and delayed no matter what the cause,
such as refractive errors or retinal disease; thus, an abnormal VECP under these circumstances can be
confused with a neuropathy unless a clinical examination is made.
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T 49.2
Tests of visual function, information obtained, and diseases where tests are informative

Test Location/Information Conditions Investigated
Visually evoked cortical response (using Integrity of the primary and secondary Cortical blindness

various types of stimuli) visual cortex Malingering
Assessment of visual acuity

Proportion of crossed and uncrossed Albinism1,7

functional fibers in the chiasm Prader-Willi syndrome2

(retinocortical projections) Septo-optic dysplasia
Pituitary syndromes

Continuity of optic nerve and tract Congenital defects
radiations Inflammation, injury

Other optic atrophies
Toxic neuropathy

Demyelination Multiple sclerosis
Leukodystrophies

Pattern-evoked ERG Amacrine and ganglion cell layer of the Glaucoma
retina Diabetic retinopathy

Early maculopathies
Traction on the macula

Components of the Flash ERG
Oscillatory potentials Amacrine cells, possibly horizontal, X-linked and autosomal recessive

interplexiform cells congenital stationary night blindness
Defects of neurotransmission, Parkinson’s

disease, autism, drug toxicity
Indicator of microvasculature status in the Diabetes mellitus

middle retinal layers Central vein occlusion
b-wave Müller cells Disorders with negative ERG (CSNB,

Bipolar cells retinoschisis, quinine toxicity, etc.)
a-wave Photoreceptors Retinitis pigmentosa and other generalized

retinal degenerations
c-wave Hyperpolarization of apical membrane RPE Diffuse RPE disease

Electro-oculogram18

Fast oscillations Hyperpolarization of basal membrane RPE Retinitis pigmentosa
after periodic light stimulation Diffuse RPE disease

Slow oscillations Slow depolarization of the basal membrane Best’s macular dystrophy
of the RPE with light after dark Stargardt’s disease
adaptation Dominant drusen

Chloroquine toxicity
Retinitis pigmentosa

Psychophysical Tests8

Sustained spatial interaction Inner and outer layer plexiform layers Age-related macular degeneration
(Westheimer sensitization-
desensitization paradigm)

Transient spatial interaction (Werblin Inner plexiform layer Parkinson’s disease
windmill paradigm) Dopaminergic amacrine Effect of haloperidol on Tourette syndrome

and schizophrenia
Rod-cone interactions Rod-mediated inhibition of cone function Some forms of CSNB

Certain types of retinitis pigmentosa and
related disorders

Cone-cone interactions Cone-mediated inhibition of cone function Currently unknown clinically
(possible horizontal, interplexiform roles)

Dark adaptometry Kinetics of dark adaptation and final Night blindness (occasionally due to cone
sensitivity of rods and cones dysfunction)
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Berson found that of the total ERP amplitude, 60% to 80%
was generated by cones and 20% to 40% by rods.10 To
record the ERP, investigators have used a lens filled with
saline solution coupled to the electrode in a side arm that is
covered with black tape to eliminate the photovoltaic arti-
fact that occurs.4 Because there is no neural amplification,
flashes that elicit measurable ERPs bleach a considerable
proportion of the pigment in the retina, and the interstim-
ulus intervals should be at least several minutes. The ERP
has been tested in a number of retinal dystrophies, and while
delays have not been found, amplitude reduction has been
observed that corresponds to a decrease in the quantity of
visual pigment. Several types of RP have shown quicker
regeneration time than normal.3 The clinical usefulness of
the ERP is limited, since the test has not been shown to be
diagnostic of any particular disease and can be performed
only in a limited number of research centers. A more exten-
sive discussion of this topic can be found in chapter 40.

Electroretinogram

A number of studies5 have been performed that correlate
the mass ERG response to intracellular and intercellular
retinal recordings, and there is general agreement that the
a-wave is generated by the receptor layer and the b-wave is
generated by Müller cells as a sequela to bipolar cell activ-
ity. While there is a temptation to think simplistically about
origins of the ERG responses, various studies suggest com-
plicated interactions involving inhibitory and excitatory cells
affecting the receptor-bipolar-ganglion cell junctions and
cell bodies.

Electroretinographic waveform changes characteristic 
of disease

There are several changes in waveform that, when present,
greatly help in arriving at a diagnosis. These include a loss
of oscillatory potentials, a negative response, that is, a large
a-wave and reduced b-wave (table 49.3), the combination of
a very abnormal photopic ERG with a normal rod ERG,
and a highly abnormal cone and rod ERG. Specific loss of
oscillatory potentials has been notably associated with X-
linked and autosomal-recessive congenital stationary night
blindness, vascular ischemia, and occasional cases of cone
dysfunction and retinotoxicity, for example, to ethambutol.
The negative waveform, seen under test conditions of dark
adaptation when a bright flash stimulus is used, is a well-
formed negative a-wave and a b-wave that may reach the
isoelectric point. Negative a-waves are most commonly seen
in cases of juvenile retinoschisis and congenital stationary
night blindness, but other disorders are in the differential
diagnosis and are presented in table 49.3. Historically, the
term negative waveform has been applied to the scotopic bright-

flash ERG, but many disorders can produce such a wave-
form in the photopic ERG as well.

Various degrees of negativity may be found. Thus, in some
cases of retinoschisis and congenital night blindness, the b-
wave is entirely absent, and the ERG consists of a PIII only.
There is considerable amplification at the photoreceptor-
bipolar synapse, so small photoreceptor responses produce
large b-waves, and the latter “saturate” for flashes of inten-
sity that are sufficient to evoke a measurable a-wave. The iso-
lated PIII response is thus only seen with bright flashes under
scotopic conditions.

Inferences about the site of pathological lesions can be
made by considering at what level the dysfunction appears
to occur and by comparing various tests of different levels.
Thus, in juvenile retinoschisis, the patient typically has a
large a-wave and a poor b-wave, which suggests that the dys-
function lies after the photoreceptor layer. Likewise, in con-
genital stationary night blindness, which also has a large
negative wave (see tables 49.3 and 49.4), the rod ERG varies
from very small to nonrecordable, while the dark-adapted
bright-flash ERG has a large a-wave and a poor b-wave,
again suggesting a problem in the rod system distal to the
rod photoreceptor. Miyake covers the distinguishing features
of the various forms of CSNB in chapter 74. A poor cone
response (either flicker or photopic ERG) in the face of a 
full visual field and good response is typically seen in cone
degenerations or dystrophies.

A comparison of tests is often useful in localizing the level
of the visual system that is primarily affected. Table 49.4 
lists multiple examples of this phenomena. An abnormal
EOG and a normal ERG suggest RPE dysfunction, such as
in Best’s disease. A normal ERG with an abnormal VECP
(assuming macular function is present) strongly suggests an
optic neuropathy or retrochiasmal problem. An abnormal
pattern ERG in the face of a normal VECP and flash ERG
suggests ganglion cell dysfunction, as might be seen in early
glaucoma, and also occurs in conditions such as Stargardt’s
disease before visual acuity is noticeably depressed.

Interpretation of the VECP and ERG may help to dif-
ferentiate primary optic atrophy from optic atrophy second-
ary to retinal degeneration, but occasionally, this comparison
can be difficult in situations such as long-standing advanced
glaucoma, in which results of both tests may be abnormal.
Also, some disorders, such as dominantly inherited optic
atrophy, may have mildly abnormal ERGs as well as abnor-
mal VECPs. Nevertheless, the combination of VECP 
and ERG is very useful to determine the site of pathology,
especially in blond fundi in the face of subnormal visual
acuity.

For a limited number of indications, the combination of
VECP and pattern ERG (PERG) is extremely helpful. Dis-
orders that produce dysfunction of ganglion cells but good
acuity, such as early glaucoma, are most likely to produce
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abnormalities of the PERG with lesser defects of normal
VECPs. This results from the fact that relatively few intact
macular fibers are needed to produce an intact VECP,
whereas current studies suggest that ganglion cell responses
to the PERG may be abnormal early in the course of the
disease.

Additional information about the RPE/receptor disease
can be obtained by performing both EOGs and ERGs 
on the same patient. In some disorders, both results will be
abnormal. In advanced and late stages of RP, both the ERG
and the slow oscillation of the EOG will be markedly abnor-
mal. However, in very early RP, the fast oscillations of the
EOG may be more abnormal than the slow oscillation.

A distinctive pattern of abnormality that stands alone in
electrophysiology is the abnormal misrouting of temporal
retinostriate projections as detected by the VECP in ocu-
locutaneous and ocular forms of albinism.1 Testing must
include measurements of cortical potentials over both the
right and left occipital regions to obtain the required infor-
mation. For reasons that are at present unclear, temporal

retinal fibers that should pass to the ipsilateral visual cortex
decussate in the chiasm in albinos to project the opposite
visual cortex. Thus, patients with albinism show a deficiency
of ipsilateral or uncrossed responses. This pattern of abnor-
mal retinocortical visual representation is so characteristic of
all types of albinism that it is included in the operational 
definition as to which disorders should be called albinism
and which represent only a variable hypopigmentation state
from other causes.

The best stimulus to elicit VECR, for detecting asym-
metry of retinocortical projections appears to be the onset/
disappearance of large patterns against a homogeneous gray
field of equal mean luminance rather than flashes or pattern
reversal.7 The best way of demonstrating the abnormal 
cortical projections is an examination for asymmetry of
the left-minus-right occipital VECP signals as stimulated
through the right and left eyes. This avoids problems 
with interpretation of hemispheric differences related to
ocular dominance or individual differences in cortical 
topography.

T 49.3
Disorders with “negative” ERG waveforms

Scotopic ERG Photopic ERG
Disorder a-Wave b-Wave a-Wave b-Wave
Stationary defects

Autosomal recessive CSNB† N‡ Ø Ø Ø N ± Ø
X-linked recessive complete N Ø Ø Ø N ± Ø

CSNB
X-linked recessive incomplete N Ø Ø N ± Ø Ø

CSNB (Miyake)
Åland disease (Forsius-Eriksson N Ø Ø N ± Ø Ø

ocular albinism)
Oguchi’s disease N ± Ø Ø N ± Ø

Retinal dystrophies
Early or transitional forms of RP ± Ø Ø Ø ± Ø ± Ø
Infantile Refsum’s disease Ø Ø Ø Ø Ø Ø Ø Ø Ø Ø
Goldmann-Favre vitreoretinopathy Ø Ø Ø Ø Ø ± Ø Ø Ø
X-linked recessive retinoschisis N–Ø Ø ± Ø–Ø Ø Ø ± Ø ± Ø–Ø Ø

Congenital blindness
Leber’s congenital amaurosis Ø Ø Ø Ø Ø ± Ø Ø Ø Ø Ø

Vascular disorders
Ischemic central vein occlusion ± Ø ± Ø Ø NI NI
Central retinal artery occlusion ± Ø ± Ø Ø ± Ø ± Ø Ø

Retinal Toxicity
Quinine ± Ø Ø Ø ± Ø ± Ø Ø
Vincristine N Ø Ø Ø N N

Paraneoplastic melanoma ± Ø Ø Ø Ø NI NI§
Optic Atrophy N ± Ø Ø N ± Ø
Degenerative myopia ± Ø ± Ø Ø ± Ø ± Ø Ø

†CSNB = congenital stationary night blindness.
‡N signifies normal amplitudes. NI indicates no information. The “±” sign indicates amplitudes variably reduced. Down-pointing arrows

indicate severity of the subnormality, with a single arrow signifying mildly to moderately decreased amplitudes, two arrows denoting
markedly decreased amplitudes, and three arrows denoting severely decreased amplitudes.

§Thirty-hertz flicker ERG responses were normal.
Adapted from Weleber RG, Pillers DM, Hanna CE, Magenis RE, Buist NRM: Arch Ophthalmol 1989; 107:1170–1179; Francois J: Int

Ophthalmol Clin 1968; 8(4):929–947; and Black RK, Jay B, Kolb H: Br J Ophthalmol 1966; 50:629–641.
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Alternately, monocular VECP testing with bilateral occip-
ital recording may demonstrate disproportionate uncrossed
nerve fibers characteristic of all types of albinism.

Correlation of test results with clinical findings

There is often a misconception that individual electrophysi-
ological tests are always diagnostic and can be interpreted 
in isolation without other tests and often without regard to
the ocular findings. Where there are some characteristic
electrophysiological tests for specific disease states, the vast
majority of patients need a combination of tests selected to
properly arrive at a diagnosis. A few patients will present

who have extensive testing but for whom a diagnosis is not
found. To better define these patients, serial testing needs to
be performed, often over years, in a search for diagnostic
changes or for progression or stability in the disease; this
allows for sensible counseling as well as placing the patient
in a diagnostic category. Most patients accept the necessity
to do serial testing if the rationale for evaluating the possi-
bility of progression is explained.

Table 49.4 gives examples of ERG patterns that, when
correlated with the clinical findings, are diagnostic of spe-
cific diseases or disorders. It is also important to correlate 
the clinical findings with the electrophysiological and psy-
chophysical data; otherwise, a patient’s condition might be

T 49.4
Examples of definitive electrophysiological testing*

Tests and Findings Disease Supporting Clinical Information
Normal ERG Optic neuropathy Optic pallor
Abnormal PERG Characteristic visual field changes

VECP testing to localize laterality Albinism (all types) Iris transillumination
demonstrates increased chiasmal Blond fundus/skin/hair (varies with form)
crossing of temporal fibers

Nonrecordable to poor photopic ERG Cone degeneration or dysfunction Occasional temporal optic atrophy
Normal to near normal rod ERG Macular atrophy, often concentric
Normal visual field (except possible 

central scotomas) loss

Negative-wave, bright-flash, dark-adapted Congenital stationary night blindness, No fundus findings
ERG X-linked and autosomal recessive Myopia

Nonrecordable rod ERG Congenital night blindness
Normal to subnormal photopic ERG
Missing to subnormal oscillatory potentials
Normal visual field

Negative-wave, bright-flash, dark-adapted X-linked retinoschisis Macular and peripheral schisis
ERG May present with vitreous hemorrhage

Subnormal rod and cone ERG
Macular changes are characteristic
Visual field is usually full

Abnormal/nonrecordable rod ERG Rod-cone degeneration Pigmentary retinopathy
(changes in b-wave sensitivity, V/Vmax) Visual field loss

Night blindness
Abnormal to borderline cone ERG Family history
Visual field loss (may be relative scotoma 

early)

Abnormal/nonrecordable cone ERG Cone-rod dysfunction18,19 Temporal optic atrophy, telangiectatic optic 
Abnormal rod ERG (greater in amplitude nerve and adjacent retina

than cone) Frequently less pigment deposits
Visual field loss will determine if in RP or Occasional bull’s-eye maculae

cone degeneration category
Final rod threshold elevation <2.2 log units

Normal ERG Possible Best’s disease Egg yolk lesion macula or symmetrical 
Abnormal EOG Fundus and family examination will disturbance
Dominant family history clarify if pattern dystrophy Visual acuity better than expected

*Mendelian inheritance pattern, course of the disease process, and fundus pattern often have to be utilized in addition to
electrophysiological testing to determine a final diagnosis.
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misinterpreted. More frequently, the opposite occurs; that is,
incorrect diagnoses are made because electrophysiological
testing is not employed and clinical signs or symptoms sug-
gesting a dystrophic or visual pathway disease are misinter-
preted or neglected. Classic examples of conditions that 
are difficult to detect clinically but easy to diagnose electro-
physiologically are RP sine pigmento, cone dystrophies 
with or without macular involvement, congenital stationary
night blindness, Best’s macular dystrophy, optic neuropathies
without disk pallor, and hysterical amblyopia.

Kinetic visual fields correlating with the ERG and retinal
findings often give a definitive answer as to the type of
problem that a patient has; this is particularly relevant in
cases of cone-rod dysfunction (with or without a bull’s-eye
macular lesion) in which the photopic b-wave is propor-
tionately more affected than the rod signal but both are
abnormal.

Patients with the cone-rod ERG pattern dysfunction may
have a variety of problems, including a progressive disorder
similar to RP, a cone degeneration with a subnormal rod
response, occasionally juvenile retinoschisis (although the
negative wave is present), advanced fundus flavimaculatus
with severe macular loss, and cone-rod dystrophy.11,12

A proportion of cone-rod dystrophies in which the cone
ERG is disproportionately depressed follow a course similar
to typical RP (rod-cone degeneration) and exhibit, at some
stage, alterations of the peripheral visual field, often with 
a ring scotoma. Others progress clinically with a pattern of
change like that in cone degeneration or dysfunction and have
(until very late in the condition) full peripheral visual fields
and no ring scotomas but may have central scotomas. One of
the more useful aspects of serial visual field testing of many
patients with retinal dystrophies, particularly RP, is to reas-
sure the patient that the condition is not progressing rapidly.
Anxiety levels are usually high in these patients, and annual
fields showing little change reinforce the concept that the
patient has a chronic disease and that sudden blindness is very
unlikely. A patient who is demonstrating rapid change should
be carefully evaluated for the possibility of cystoid macular
edema, hyperthyroidism, uveitis, serious systemic disease, and
drug (or, rarely, light) toxicity. Occasional patients with RP
will demonstrate reversible visual loss during episodes of viral
or bacterial systemic or respirator infections. A few patients
will complain of visual loss during pregnancy, but in most
patients, this appears to be temporary.13

Dark-adaptation testing has traditionally been performed
by measuring the threshold of vision after a preadapting
bleaching with bright light. This must be done to standard-
ize the test. Most laboratories use the Goldmann-Weekers
dark adaptometer and a nonstandarized technique to deter-
mine the white light threshold of perception to a small 
light presented 10 degrees eccentrically. In normals, the
threshold-time relationship is biphasic. If the preadapta-

tion bleaches more than 50% of the rhodopsin, the scotopic
system will take 10 minutes or more to become more sensi-
tive than the photopic system. Therefore, after a rapid initial
dark adaptation of 1–3 minutes, “cone” thresholds deter-
mine sensitivity until the cone-rod break, after which rods
develop around 3.5 log unit greater sensitivity. More sophis-
ticated dark adaptometers are automated and test various
points in the peripheral retina; they employ red and blue-
green test objects so that the relative sensitivities of the sco-
topic and photopic systems can be determined at various
times during dark adaptation.9,14

In a number of patients with various types of retinal dys-
trophy, patients will relate a history of night blindness such
that there are expectations, when psychophysical testing is
done to measure rod sensitivity, that it should be very abnor-
mal. Frequently, there is little correlation between final rod
thresholds after 40 minutes of dark adaptation and the sub-
jective complaint. Many patients with RP feel that their
night vision is “fine,” since it has not changed from child-
hood. It is useful to take measurements from at least two or
three different retinal areas and take care to avoid known
scotomas found on visual field testing. Patients with type I
RP will typically have at least 3.5 log units of elevation of
the final rod threshold, while patients with type II RP often
have 2.5 log units or less. Patients with type II can have more
severe loss in more advanced stages in which the visual field
is less than 10 degrees.

REFERENCES

1. Apkarian P, Reits D, Spekreijse H, van Dorp D: A decisive elec-
trophysiological test for human albinism. Electroencephalogr Clin
Neurophysiol 1983; 55:513–531.

2. Apkarian P, Spekreijse H, van Swaay E, van Schooneveld 
M: Visual evoked potentials in Prader-Willi syndrome. Doc
Ophthalmol 1989; 71:355–368.

3. Berson EL: Electrical phenomena in the retina. In Moses RA,
Hart WM (eds): Adler’s Physiology of the Eye. St. Louis, CV
Mosby, 1987, pp 541–542.

4. Berson EL, Goldstein EB: Recovery of the human early recep-
tor potential in dominantly inherited retinitis pigmentosa. Arch
Ophthalmol 1970; 83:412.

5. Brown KT: The electroretinogram: Its components and their
origins. Vision Res 1968; 8:633–677.

6. Cone RA: Early receptor potential: Photoreversible charge dis-
placement in rhodopsin. Science 1967; 155:1128.

7. Creel D, Spekreijse H, Reits D: Evoked potentials in albinos:
Efficacy of pattern stimuli in detecting misrouted optic fibers.
Electroencephalogr Clin Neurophysiol 1981; 52:595–603.

8. Enoch JM, Fitzgerald CR, Campos EC: Quantitative Layer-by-
Layer Perimetry: An Extended Analysis. New York, Grune & Strat-
ton, 1981.

9. Ernst W, Faulkner DJ, Hogg CR, Powell DJ, Arden GB,
Vaegan: An automated static perimeter/adaptometer using
light emitting diodes. Br J Ophthalmol 1983; 67:431–442.

10. Goldstein EG, Berson EL: Rod and cone contributions to the
early human receptor potential. Vision Res 1970; 10:207.



630         

11. Heckenlively JR: Cone-rod dystrophy. Ophthalmology 1986; 93:
1450–1451.

12. Heckenlively JR, Martin DA, Rosales TR: Telangiectasia and
optic atrophy in cone-rod degenerations. Arch Ophthalmol 1981;
99:1983–1991.

13. Heckenlively JR, Yoser SL, Friedman LH, Oversier JJ: Clini-
cal findings and common symptoms in retinitis pigmentosa. Am
J Ophthalmol 1988; 105:504–511.

14. Jacobson SG, Voigt WJ, Parel JM, Ets-G I, Apáthy PP,
Nghiem-Phu L, Myers SW, Patella VM: Automated light- and
dark-adapted perimetry for evaluating retinitis pigmentosa.
Ophthalmology 1986; 93:1604–1611.

15. Pak WL: Some properties of the early electrical response in the
vertebrate retina. Cold Spring Harbor Symp Quant Biol 1965; 30:493.

16. Röver J, Bach M: C-wave versus electrooculogram in diseases
of the retinal pigment epithelium. Doc Ophthalmol 1987; 65:
385–392.

17. van Lith GHM: The macular function in the ERG. Doc Oph-
thalmol Proc Ser 1976; 10:405–415.

18. Weleber RG: Fast and slow oscillations of the EOG in Best’s
macular dystrophy and retinitis pigmentosa. Arch Ophthalmol
1989; 107:530–537.

19. Weleber RG, Eisner A: Retinal function and physiological
studies. In Newsome DA (ed): Retinal Dystrophies and Degenera-
tions. New York, Raven Press, 1988, pp 21–69.

20. Weleber RG, Pillers DM, Hanna CE, Magenis RE, Buist
NRM: Åland Island eye disease (Forsius-Ericksson syndrome)
associated with contiguous deletion syndrome at Xp21. Simi-
larity to incomplete congenital stationary night blindness. Arch
Ophthalmol 1989; 107:1170–1179.

21. Weleber RG, Shults WT: Dioxin retinal toxicity: Clinical and
electrophysiologic evaluation of cone dysfunction syndrome.
Arch Ophthalmol 1981; 99:1568–1572.



:        631

T   the electroretinogram (ERG) has long
been reported to be reduced in highly myopic eyes. The first
report of ERG changes in myopia is usually attributed to
Karpe,8 who reported abnormal ERGs in four eyes with high
myopia. Several early reports on the ERG in myopia showed
that ERG amplitudes were generally within normal limits 
up to 8 diopters of correction provided that there were no
degenerative alterations in the retina but were abnormal
with more severe myopia and associated retinopathy.1,4,5,7

There was also some evidence in the early literature sug-
gesting that photopic responses were affected earlier, and
possibly to a greater degree, than scotopic responses,1,2

although this observation has not been replicated in subse-
quent studies. With the development of more sophisticated
and sensitive recording techniques, ERG abnormalities have
been observed with less severe myopia.

Myopia is generally associated with change in eye shape
resulting from elongation of the optic axis. Several studies
have shown that ERG amplitudes are inversely proportional
to axial length.15,16,21 Pallin15 demonstrated a significant 
negative correlation between ERG b-wave amplitude and
the length of the optic axis, which was measured with ultra-
sonography. This study also demonstrated a high positive
correlation between refractive error and the length of the
optic axis (figure 50.1), with b-wave amplitudes higher in
hyperopic and emmetropic eyes than in myopic eyes. Sex dif-
ferences in ERG amplitudes have also been attributed to
gender differences in average axial lengths.15 The depend-
ency of ERG amplitudes on axial length was confirmed in
subsequent studies,16,21 although the shape of the posterior
segment, rather than the size and axial length alone,
appeared to be the critical determinant of the saturated
amplitude in a study reported by Chen et al.3

Some studies have reported selective losses in the b-wave
of the electroretinogram in myopia, a finding that would
imply differential effects on signal transmission from the
photoreceptors to the proximal retina. However, deficits at
the level of the b-wave seem to be more common in patients
with high myopia who also have chorioretinal degeneration,
atrophy, and thinning of the posterior sclera.2,17 Perlman 
et al.16 reported that all myopes demonstrate subnormal
amplitudes but a normal waveform morphology, defined by
a normal ratio between a- and b-wave amplitudes. However,

the characterization of ERG responses in hypermetropic
eyes in the Perlman et al.16 study was more complicated.
While all myopic eyes had a- to b-wave amplitude ratios that
were within normal limits despite generalized amplitude
reductions, hypermetropic eyes had a- to b-wave amplitude
ratios that were either subnormal, normal, or hypernormal.
For example, the group of patients with subnormal a- to b-
wave amplitude ratios was characterized by a relatively large
a-wave and a subnormal b-wave, whereas the reverse applied
to the group with hypernormal a- to b-wave amplitude
ratios. These findings in the hypermetropic eyes were con-
sistent with variable effects on the transmission of signals
from the outer retina. However, no definite relationship was
found between axial length of the eye and the a- to b-wave
amplitude ratios, although there was an inverse relationship
between axial length and the amplitude of the dark-adapted
ERG evoked by a dim stimulus within each group. Westall
et al.21 did not show a selective loss of b-wave amplitude
across a broad range of refractive error in patients who were
carefully screened to exclude pathological defects.

Previous studies have reported a selective loss of short-
wavelength cone (S-cone) spectral sensitivity and reduced
cortical evoked potentials to short-wavelength light in
myopia.10,11 To investigate the retinal contribution to the 
S-cone deficits that had previously been documented,
Yamamoto et al.22 recorded cone-mediated ERGs to differ-
ent chromatic stimuli in myopic and normal eyes to elicit
short-wavelength-sensitive (S-), and mixed long- (L) and
middle- (M) wavelength-sensitive responses. The S-cone 
and L,M-cone b-wave amplitudes decreased progressively
with increasing myopia and were significantly lower in high
myopia compared with emmetropic eyes. The S-cone and
the L- and M-cone ERGs were almost equally affected in the
myopic eye, with S-cone function decreasing at a slightly
slower rate compared to L,M-cone ERGs as refractive error
increased. These results suggest that the reduction of S-cone
sensitivity may originate from inner retinal or higher-order
changes that would not be reflected in the conventional
ERG.

Westall et al.21 performed an elegant study investigating
the relationship between axial length, refractive error, and
ERG responses. The extensive ERG protocol that was used
included stimuli that conformed to the standards set forth by
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the International Society for Clinical Electrophysiology of
Vision, which was the first study to have done this. ERGs
from 60 subjects were recorded with varying degrees of
myopia but without evidence of myopic retinopathy. The
study revealed a significant difference between subjects with
high myopia and subjects with small refractive error for Vmax,
the maximum saturated amplitude, the b-wave of the cone
response, and the summed dark-adapted oscillatory poten-
tials. A linear reduction in the logarithmic transform of
the ERG amplitude with increasing axial length was 
demonstrated (figure 50.2). However, there were no differ-
ences in the implicit time of peak components, in the ratio
of b- to a-wave amplitude derived from the maximal
response, and in the semisaturation intensity estimated from
the Naka-Rushton fit to the rod intensity series. In addition,
they show relatively larger attenuation of later than earlier
photopic oscillatory potentials, which suggests anomalies in
pathways beyond the photoreceptors, possibly in the OFF-
bipolar cell pathway in eyes with progressively greater
myopia.

The finding of reduced ERG amplitudes in myopia using
conventional full-field stimulation has also been reported
when only the macula or adjacent regions are tested.
Ishkawa et al.6 examined the relationship between the ampli-
tude of the photopic ERG recorded from the macula (focal
ERG) and the degree of myopia. The amplitudes of the a-
and b-waves of the focal ERG were significantly smaller than
those of normal eyes, and the amplitudes were inversely pro-
portional to the degree of myopia. The abnormal amplitude
was interpreted by the authors to suggest a reduction in the
number of macular cones that were contributing to 
the signal. More recently, Kawabata and Adachi-Usami9

investigated local retinal function in patients with various
degrees of myopia who had undergone multifocal elec-
troretinography (mERG). In the mERG recording tech-

nique, small areas of the retina are stimulated simultane-
ously and local contributions to a massed electrical potential
are extracted from a continuously recorded ERG (see
chapter 17). The technique permits the mapping of the
topography of local retinal function. Again, amplitudes were
reduced as refractive error increased, the rate of change
being slower for N1, the first negative peak of the mERG
waveform, than for P1, the first positive peak. The latencies
of N1 and P1 were also delayed, but the rates of change
were more similar for each component in comparison to the
amplitude parameter. What was particularly interesting
about this study is the selective loss of function in more
peripheral retinal regions in the myopic groups, as evidenced
by the more rapid loss of local amplitudes in the parafoveal

F 50.1 The relationship between refractive error (in
diopters of correction) and the length of the optic axis measured
with ultrasonography. (Data from Pallin O.15)

F 50.2 ERG amplitude plotted against axial length. The y-
axis shows the log ERG amplitude and the x-axis the axial length
of the eye. Crosses represent individual data points. Regression
lines (thick lines) and inner and outer ranges (thin lines) represent
the expected value (from regression) plus and minus two standard
deviations. Regression equations and R2 values are shown for Vmax

(A), b-wave amplitude of the cone response (B), and the sum of the
dark-adapted oscillatory amplitudes (C). (Data from Westall CA,
Dhaliwal HS, Panton CM, et al.21)
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areas (figure 50.3). This finding suggests that peripheral
cones may be more sensitive to changes in eye shape pro-
duced by myopia, perhaps related to a more rapid change
in the density of cones in these areas.

Implicit time of ERGs are generally within normal limits
with high myopia. Perlman et al.16 reported normal implicit
times for both dark- and light-adapted responses. Lemagne
et al.13 also reported normal implicit times for rod-mediated
responses to a single flash after 20 minutes of dark adapta-
tion. Cone ERG implicit times to white flashes have been
reported to be normal in patients with refractive errors
ranging from -5.0 to -10 diopters,12 and cone ERGs to
chromatic stimuli have also been reported to be within
normal limits.22 In a group of patients with gyrate atrophy
and high myopia, implicit times were normal or mildly 
elongated,20 and in a complete form of congenital station-
ary night blindness, implicit times have been reported to be
within normal limits in patients with a mean of -8.0 diopters
of myopia.14 Ishikawa et al.6 also reported normal implicit
time of macular focal ERGs in eyes showing only tigroid
fundus, but those associated with posterior staphyloma
involving the macula were significantly delayed. Kawabata
and Adachi-Usami9 reported mildly delayed latencies for the

mERG recordings in myopia. However, Westall et al.21

reported no significant difference in implicit times for a
broad range of ERG stimuli and refractive errors.

The cause of the changes in ERG amplitudes with refrac-
tive error is not well understood. Increased ocular resistance
due to the elongated eyeball in myopia was thought to be
the major cause of decreased ERG amplitudes.15 Pallin15

argued that the current passing from the retina to the surface
of the eye passes through highly resistant conductors con-
sisting of both intraocular and extraocular tissues and that
the density of these conducting tissues increases with axial
length. Lemagne et al.13 designed a specially built system that
allowed simultaneous recording of both the ERG and the
resistance between the active and reference electrodes used
for recording the ERG. The authors reported that ERG
amplitudes were negatively correlated with the resistance
measurements. However, there was broad variability in
resistance measurements that was not correlated with refrac-
tive error, and the correlation between the resistance and
amplitude measurements was relatively weak. Furthermore,
resistance was measured between the electrode on the eye
and a reference electrode on the midline of the forehead,
which would not have allowed a specific test of resistance of

F 50.3 A, Multifocal electroretinographic topographies
(three-dimensional view). The response densities (nV/degree2)
decreased in all measured retinal fields as the refractive errors
increased. B, Summed responses from 103 individual hexagons. N1
and P1 amplitudes of the summed response decreased as the refrac-
tive error increased. Both L1 and L2 latencies for high myopia were
significantly delayed in comparison to those of emmetropia/low

myopia. C, Summed responses from six concentric rings centered
on the macula. Response amplitudes were suppressed to a greater
degree in the more peripheral rings in high myopia. D, Summed
responses over four quadrants (superior-nasal, superior-temporal,
inferior-nasal, and inferior-temporal regions). (Data from 
Kawabata H, Adachi-Usami E.9)
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ocular tissue. Whether the correlation between resistance
and ERG amplitude holds when the active and reference
electrodes are both positioned on the eye, and the relation-
ship of the resistance measurements to axial length, has yet
to be determined.

Chen et al.3 dismiss the resistance argument as an expla-
nation of reduced amplitudes because ocular current would
be expected to increase with resistance, and according to
these authors, a lower, not higher, resistance would be
needed to explain the reduced ERG amplitudes in myopia.
In contrast, Chen et al.3 tested between two alternative
hypotheses about the mechanism of reduced ERG ampli-
tudes in myopia. One hypothesis, called the stretched retina
hypothesis, predicted a reduced retinal sensitivity but a normal
saturated amplitude because there would be fewer receptors
per unit area of retina and more space between receptors as
a result of the elongated eye. Thus, as a result of the reduced
ability of photoreceptors to capture photons, higher inten-
sities of light would be required to elicit a threshold response
(sensitivity), but the saturated amplitude (responsivity) would
be unaltered provided that sufficient light is provided. An
alternative hypothesis in which function but not retinal
spacing varies, predicted reduced saturated amplitudes and
normal sensitivity. They reported significant reductions in
the saturated amplitude with progressively higher degrees of
myopia but normal retinal sensitivity. Thus, the data were
consistent with the decreased cell responsivity hypothesis
rather than the enlargement of the eye with wider spacing
of retinal elements. In addition, the shape of the posterior
segment, which was characterized with magnetic resonance
images, rather than the size and axial length alone appeared
to be the critical determinant of the saturated amplitude. It
is not yet understood why retinal cells in myopia would have
a lower responsivity. The finding of normal sensitivity and
reduced saturated amplitudes has recently been confirmed.21

Optical factors have also been implicated as playing a role
in the reduction of ERG amplitudes in myopia. Assuming a
similar stimulus intensity and pupil size, retinal illuminance
may be lower in the myopic eye compared to the normal
eye. Retinal illuminance refers to the density of light falling
on a unit area of retina, and with an elongated eye, light is
spread over a wider area, thereby decreasing retinal illumi-
nance. If the myopic eye functioned to shift the intensity-
response curve so that a given light intensity is less effective,
then retinal illuminance could be adjusted to equate ampli-
tudes. The sensitivity but not the saturated amplitude of the
myopic retina would be expected to be altered. However,
several studies have demonstrated that saturated b-wave
amplitudes are lower for the myopic eye,3,9,21 ruling out the
possibility that reduced retinal illuminance is the explana-
tion for the reduced ERG amplitudes.

To summarize, ERG amplitudes are negatively correlated
with refractive errors that are caused by elongation of

the optic axis, with generally subnormal amplitudes for 
the highly myopic eye without pathological changes. This
finding applies to both rod- and cone-mediated vision.
Parafoveal and peripheral cone-mediated responses may be
affected to a greater degree than more central regions,
possibly related to the differences in the packing density of
cones, and the deficits are slightly greater for the L- and M-
cones compared to S-cones, possibly related to the greater
number of L- and M-cones. Implicit timing of the peak
components of the ERG are generally reported to be 
normal regardless of refractive state and with normal
appearing fundi. The cause of the reduced amplitudes in
myopia is not well understood. Differences in electrical and
optical factors and loss of photoreceptor density have been
implicated as the cause of the reduced ERG amplitudes in
myopia.
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S  visual loss is commonly encountered
in routine clinical practice and often presents a challenge to
the ophthalmologist. The main role of electrophysiology 
is to provide objective evidence of normal retinal and/or
intracranial visual pathway function in the presence of sub-
jective reports that suggest otherwise. In some patients, it is
not possible to distinguish between malingering and hyste-
ria; in others, there is little doubt. A clinical review of func-
tional visual loss has addressed the diagnostic distinctions.20

The term nonorganic visual loss is preferred, particularly if voli-
tional aspects are uncertain.

It was commented in the first edition of this volume that
although the clinical value of electrophysiology in the diag-
nosis of nonorganic visual loss was widely accepted, there
were relatively few reports in the literature.15 That remains
the case. The first report appears to be that of Potts and
Nagaya,25 who reported that patients with hysterical ambly-
opia had normal foveal visual evoked potentials (VEP) to a
0.06-degree flashing red stimulus, whereas patients with stra-
bismic amblyopia showed diminished or absent responses.
The use of diffuse flash stimulation was also described by
Arden’s group,1 and those authors cautioned against the
unequivocal acceptance of electrophysiological criteria,
citing one case of almost certain hysterical amblyopia in
which scotopic flash VEP (FVEP) anomalies were observed.
It is the case, however, that functional overlay superimposed
on underlying organic dysfunction may be encountered.
Subsequent reports, though mostly anecdotal, confirmed the
finding of normal FVEPs in nonorganic visual loss.2,3,11,22

The use of the FVEP in assisting disclose the nonorganic
basis of suspect symptoms following trauma was also
described.21

However, although the use of a luminance stimulus may
be satisfactory in the evaluation of hysterical total blindness,
which is not usually difficult to ascertain clinically, a contrast
stimulus is necessary to evaluate less severe reported deficits.
Halliday19 first described the use of the pattern-reversal VEP
(PVEP) in hysterical visual loss, reporting normal, symmet-
rical PVEPs in both eyes of patients despite markedly asym-
metrical visual acuity. The technique was thought to be most
useful in unilateral visual loss in which the good eye acts as
a control. It was also stressed that a normal PVEP, although

strongly suggestive of nonorganic visual loss, does not pre-
clude the existence of some organic disease.

The early studies using flashed-pattern VEPs12,13,26 found
that the maximum response amplitude occurred with check
sizes of 10–30 minutes of arc. Later studies with pattern
reversal came to similar conclusions for small fields but
further suggested an interrelationship between check size
and field size.8,23,24 Small checks and fields are better for
foveal stimulation, large checks and large fields for more
peripheral retina.

The clinical management of patients with nonorganic
visual loss would be facilitated if a simple relationship
between VEP measurements and visual acuity existed that
enabled an objective assessment of acuity. Unfortunately,
most scaling methods that use pattern reversal perform rela-
tively poorly as predictors of acuity,7 although Halliday and
McDonald10 suggested that a well-formed pattern-reversal
VEP is incompatible with a visual acuity of ~6/36 or worse.
Despite the problems, attempts to assess acuity objectively 
in patients who are suspected of nonorganic visual loss 
have been made. Wildberger32 reported the findings in two
groups of patients: 17 “malingerers” (mostly schoolgirls)
with no signs of an organic lesion and 10 patients (accident
or disease) with signs but marked overlay. The findings in the
patients were compared with those obtained in normal sub-
jects to the same four check sizes in relation to insertion of
graded orthoptic filters intended to reduce the acuity. The
VEPs were easily able to detect malingering in the second
group of patients, in whom acuities were usually claimed to
be markedly reduced, but were not sensitive in the first group
with milder claimed reductions. The VEP was assessed with
the offset amplitude of the P100 component (P100–N135);
in this author’s laboratories, the onset amplitude of the
pattern-reversal VEP (N75–P100) seems more sensitive. It 
is probably advisable routinely to measure both parameters.
A recent publication33 reported the use of pattern-reversal
VEP in 72 patients with functional visual loss, suggesting that
the discrepancy between acuity estimated by VEP and the
best performed visual acuity was less than three lines on a
Snellen chart in 88% of patients.

The use of pattern-onset stimulation, rather than pattern
reversal, was previously described to yield improved results

51 Electrodiagnostic Testing in

Malingering and Hysteria
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(G. B. Arden, personal communication; see also Holder15).
This has been confirmed in the authors’ laboratories (V.
McBain, et al., unpublished data). It is recognized that the
pattern-onset or appearance VEP (PaVEP) is more suscep-
tible to blur than is the pattern-reversal VEP. This enables a
more direct relationship to be established between visual
acuity and the presence or absence of a response to small
check sizes of varying contrast. In addition, the spatiotem-
poral tuning function of the PaVEP is simpler and correlates
closely with contrast sensitivity,17,19,24 and the responses are
often of larger amplitude than in reversal VEPs.24 Further-
more, if a short (e.g., 40ms) appearance time is used, it is
difficult for the patient to defocus the pattern voluntarily.18

PaVEP results are generally superior to those obtained with
reversal when the patient is deliberately trying to influence
the results.

Technical factors in the recording of patients who are sus-
pected of hysteria or malingering are of paramount impor-
tance but receive little attention. The patient may fail to
fixate, may attempt to defocus, may attempt prolonged eye
closure during blinking, and so on. PVEP changes have been
reported under such conditions.5,28,29 Direct observation of
the patient, with the patient aware of such monitoring, will
often result in improved compliance (figure 51.1). Careful
observation of both the raw electroencephalographic (EEG)
input and the developing average is advisable; the appear-
ance of an alpha rhythm in the ongoing EEG may indicate

a failure in concentration. Equally, a tendency for the P100
component to broaden or increase in latency in the acquired
average suggests that accommodation or fixation is unsatis-
factory. Verbal commands to the patient to concentrate and
attend to the fixation mark (or the center of the screen if
perception of the fixation mark is denied) may be beneficial.
If all perception is denied with one eye, fixation can be
obtained by using the better eye, and an instruction to “try
to keep your eyes still” will surprisingly often produce good
results following occlusion of this eye and prompt com-
mencement of stimulation. It may be necessary to stop aver-
aging after fewer sweeps than usual to prevent waveform
deterioration. A tendency for the P100 component to
sharpen and remain of stable or slightly reducing latency
during acquisition of the average only occurs with good
patient compliance; observation of a broadening of the peak
and/or increase in P100 latency suggests poor patient com-
pliance and demands intervention by the recordist. A sub-
jective report of stimulus perception should be obtained
from the patient in all cases. Marked discrepancies between
the subjective reports and the objective electrophysiological
findings can be useful in alerting the examiner to nonorganic
visual loss, particularly if marked interocular perceptual
asymmetries are unaccompanied by VEP asymmetries.

It is advisable to record the PERG. The PERG P50 com-
ponent is very susceptible to deterioration with poor com-
pliance, and a normal PERG can only be obtained with

F 51.1 VEP and PERG findings in a 32-year-old female
with reduced right visual acuity following trauma. Litigation was
pending. Left eye findings (6/5) are normal. Ophthalmic examina-

tion was normal. Right eye PVEP was normal when the patient
was aware that she was under direct observation [RE(o)] but
delayed when she thought that she was unobserved [RE(u)].
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satisfactory fixation, accommodation, and so on. Factors that
affect the PERG are described elsewhere in this volume 
(see chapter 22). Equally, cases of mild maculopathy, with 
an unequivocally abnormal PERG, may sometimes have a
PVEP within the normal range (Holder, unpublished obser-
vations); a normal PVEP should not therefore be presumed
to preclude mild macular dysfunction. Rover and Bach27

report the use of simultaneous recording of the PERG and
PVEP to reveal malingering. Their patients complained of
marked acuity loss, but only a few representative cases were
discussed, and no quantitative patient data were presented.
In particular, no mention was made as to whether their cases
were bilateral or unilateral. A normal PERG and PVEP indi-
cated malingering; a normal PERG and an abnormal PVEP
indicated a “lesion of the visual pathway”; and an abnormal
PERG and an abnormal PVEP indicated blurred image,
poor cooperation, or retinal dysfunction.

Simultaneous PERG and PVEP can be particularly useful
in unilateral cases; PVEP interpretation in a patient who is
deliberately attempting to influence the results can be sub-
stantially improved by knowledge of the retinal response

simultaneously recorded to the same stimulus. Binocular 
registration of the PERG, with the “good” eye enabling fix-
ation, will usually reveal whether the PERG from the “bad”
eye is abnormal or not (see figure 51.1). Significant macular
dysfunction is excluded if the PERG from the bad eye is
normal with binocular stimulation. If there is a unilateral
PERG abnormality in the bad eye, the nature of the abnor-
mality will indicate either ganglion cell/optic nerve or more
distal dysfunction depending on whether the N95 or P50
component of the PERG is affected16 (see chapter 22).

Routine ERG should also be performed; ERGs can 
be markedly abnormal in retinal dysfunction with no or
minimal fundus abnormality but constricted visual fields,
and field loss is often a feature of nonorganic visual loss.
PERG and PVEP findings may be normal in such conditions
if the maculae are spared. However, because normal PVEPs
may be found in patients with cortical blindness, particular
care should be taken before making the diagnosis of non-
organic visual loss if the symptoms suggest possible cortical
dysfunction. Celesia’s group6 studied a 72-year-old woman
with bilateral destruction of area 17 and attributed the 

F 51.2 Electrophysiological findings in a 43-year-old female
with a one-month history of sudden painless visual loss in the right
eye. Ophthalmic examination was normal. The patient had a
mother and sister who had previously had optic neuritis as part of
multiple sclerosis, and it was suspected that the visual loss was

nonorganic. The PVEPs from both right and left eyes are delayed;
the lack of relative afferent pupillary defect presumably relating to
the subclinical demyelination in the asymptomatic left optic nerve.
Note the mild relative N95 reduction in the PERG from the right
eye compared with the left.
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presence of normal VEPs to conduction in extrageniculo-
calcarine pathways. Bodis-Wollner et a1.4 reported normal
VEPs in a 6-year-old boy with destruction of areas 18 and
19 but preservation of area 17. Similarly, retrochiasmal
lesions may not give a PVEP abnormality even with a
demonstrable field defect (see chapter 78). Evaluation of the
P300 component may circumvent such problems.30

To conclude, electrodiagnostic testing is invaluable in the
detection or confirmation of nonorganic visual loss, particu-
larly if it is unilateral, so one eye can be judged against the
other. Although the reader is reminded of the warning of
Halliday9 that normal electrophysiology does not pre-
clude the presence of some underlying organic disease, the
demonstration of normal electrophysiology can be reassur-
ing, both for the clinician and, if the patient is a child, for
concerned parents. Particular caution must be exercised if
there is a possibility of cortical dysfunction. The most chal-
lenging patients are probably those with functional overlay
superimposed on genuine underlying organic dysfunction. It
is essential that an accurate history is taken and com-
prehensive ophthalmic and neurological examination per-
formed; particular techniques for revealing functional deficit
have been described in full elsewhere.31 Electrophysiological
examination is always advisable if there is any doubt. The
objective nature of electrodiagnostic testing may not only
demonstrate normal visual pathway function in patients
whose symptoms suggest otherwise, but also reveal the pres-
ence of organic dysfunction in a patient with a presumed
diagnosis of nonorganic visual loss (figure 51.2).
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A  demonstrate many and various visual
deficits, involving loss of spatial range, contrast and posi-
tional deficits (reviewed by Hess46), but the most widely
accepted clinical definition of amblyopia is based on visual
acuity. This suggests that amblyopia is a unilateral or bilat-
eral decrease of visual acuity caused by a deprivation of
form vision and/or an abnormal binocular interaction
(usually early in life) for which no organic causes can be
detected by physical examination of the eye and which, in
appropriate cases, is reversible by therapeutic measures.117

Estimates of the prevalence of amblyopia are wide-
ranging; it is said to affect between 1.6% and 3.5% of the
population. This variation reflects the nature of the popula-
tion studies from which the data are derived88 and the arbi-
trary defining of amblyopia as two or more lines interocular
difference on a recognition chart or more than one octave
interocular difference, and the difficulty of clinically untan-
gling subcategories of amblyopia. Subcategories, which
relate to the etiology of amblyopia,22 were introduced in an
attempt to explain the varying degrees of success in ambly-
opia therapy.

The subcategories of functional amblyopia in which no
organic lesion exists are broadly as follows:

1. Stimulus deprivation amblyopia, for example, due to
media opacity (and occlusion amblyopia, the iatrogenic
visual loss of the good eye after patching)

2. Strabismus amblyopia
3. Anisometropic amblyopia
4. Refractive or isometropia amblyopia with bilateral

high refractive error (this includes meridional amblyopia)
5. Psychogenic amblyopia, a visual conversion reaction

(treated separately in chapter 51)

Organic amblyopias, such as those due to nutritional or toxic
effects, are dealt with separately in chapters 54 and 55.

Screening

In a population under 20 years of age, amblyopia is ten times
more common a cause of visual loss than all other causes
taken together.40 Yet there is an absence of any rigorous 
clinical trials to demonstrate the worth of treatment or the
impact on the quality of life of no treatment.113 This has
triggered a vigorous debate about the effectiveness of screen-

ing for amblyopia (e.g., at the Novartis meeting in the United
Kingdom in 1999),11 and has driven different international
responses, governed, it seems, by public health resource and
private insurance issues.74 The outcome of these studies
should begin to become available in the next few years and,
it is hoped, will allow evidence-based decisions about screen-
ing to be reached.16,49

Within this general discussion, there is consensus that
earlier detection has a better chance of remedy.120 Of
importance, only a minority of patients (10% of 253
patients) who lose their fellow eye after 11 years of age will
subsequently show any improvement in the amblyopic 
eye.86 Indeed, the projected lifetime risk of visual loss to 
an individual with amblyopia less than 6/12, or driving 
standard vision, is 1.2%, higher than was previously
thought.87 The outcome of therapy appears to be stable at
least for anisometropia,33,83 which prognostically has a better
visual outcome and shows less sensitivity to the patient’s 
age at presentation. Recent recommendations have sug-
gested treatment for anisometropic amblyopia whatever the
age.28

There continues to be some despair at both the lack of
methods robust enough to reliably detect amblyopia in rest-
less toddlers and the lack of coherence between centers
using different test procedures.58 Attempts are now being
made to standardize ways in which individual tests are
administered in different centers (e.g., Holmes et al.48

and the HOTV test), but the range of behavioral tests 
for children is suboptimal for the detection of strabismic
amblyopia,35,91 for which crowded recognition acuity tests
are best.72 Testing visual acuity in young children is inher-
ently noisy59 and is all the more difficult because any 
measurements are taken on a moving staircase of visual mat-
uration.31 Some methods have reported interocular 
differences as little as 1/4 octave (e.g., Hamer et al.41 report-
ing on sweep VEPs), and others recount difficulties in secur-
ing a reliable measure of interocular difference less than one
octave.10

The site of amblyopia

The neurophysiological basis of amblyopia is still not fully
understood. Amblyopia manifests as loss of spatial proper-
ties of neurons in the primary visual cortex, but there are
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almost certainly additional deficits at higher levels of the
visual pathways.2,45,54,60,65 There have been some discrepant
reports that V1 might not be involved, such as early PET30

and fMRI studies,98 but other imaging studies provide evi-
dence of deficits in V1, fMRI,1,15 and MEG data.2 These
authors suggest that the discrepancies have arisen largely
because of differences in the chosen stimuli, the temporal
resolution of the techniques, and selecting patients with dif-
fering depths of amblyopia.

Evidence for a primary retinal involvement in amblyopia,
suggested by animal work,52 has not been substantiated
(reviewed by Hess45 and Simons97), and the flash elec-
troretinogram (ERG) is normal in amblyopia.56,75,123

Recently, Williams and Papkostopoulos121 described a
reduced electro-oculogram from amblyopic eyes (12 adults),
implicating retinal pigment epithelial involvement in 
amblyopia. The authors speculate that this might reflect 
a deficiency in retinal dopaminergic function. Following 
levodopa (-dopa) therapy in adult amblyopes and controls,
there have been changes in spatial sensitivity related to 
both retinal and cortical changes.37,38 Regression of visual
acuity is similar in children who are given -dopa and 
occlusion or occlusion alone, but Leguire et al.64 suggest 
that the initial acuity gain after -dopa therapy may benefi-
cially reset the acuity baseline and produce a longer-term
advantage. Pattern ERGs (PERGs) have been reported to 
be diminished in amblyopia,8,9,84,107 but in other studies,
when stimulus contrast and the retina area stimulated were
compensated to provide good-sized PERGs, there was no
difference between the amblyopic eye and the fellow
eye.39,45,47,48

For the purposes of clinical detection, amblyopia is
regarded as a predominantly cortical effect, and pattern
visual evoked potentials (VEPs) are the electrophysiological
test of choice. The amplitude attenuation and latency
changes that are seen in association with amblyopia lend
electrophysiological support to involvement of V1.93

Visual evoked potentials in amblyopia

There are three amblyopia challenges in clinical visual elec-
trodiagnostic practice: whether VEPs can identify amblyopia
and distinguish it from other causes of visual loss, whether
VEPs can predict if the amblyopia is likely to respond to
treatment, and whether VEPs can monitor the effect of
patching treatment. Because amblyopia is frequently defined
by the “bottom line,” that is, the best recognition acuity at
high contrast and luminance, many VEP studies have been
directed toward making rapid assessment of the VEP acuity
of each eye.116 An alternative strategy is to assess the dis-
ruption to binocularity caused by reduced uniocular vision,
but accounting for anomalous retinal correspondence can
make this a complex task.

Interocular VEP differences

In amblyopia, pattern VEPs tend to be of reduced ampli-
tude,13,62,70,106,108 with increased latency to smaller check
sizes,6,118 akin to the effect of uncorrected refractive error.73

Levi and Harwerth66 showed that slopes of the regression of
VEP amplitude versus stimulus contrast (below saturation)
had a lower slope in the amblyopic eye than the fellow eye
and suggest that this can demonstrate how amblyopia differs
from optical blurring.90

Illiakis et al.53 have suggested that the presence of pVEPs
of normal latency, just smaller in amplitude, prior to occlu-
sion has a better prognosis for eventual visual outcome (see
also Hoyt51). This was related to central fixation. Others have
found limited prognostic value in pattern-reversal VEPs.34,43

However, Good et al.36 have cautioned that pattern-reversal
VEP grating acuity is superior to pattern ON/OFF grating
acuity in detecting amblyopia. Pattern ON/OFF VEPs in
amblyopia are found to be similar to those recorded when
the central 3 degrees of visual field are occluded.108 Shawkat
et al.95 further demonstrated that amblyopia can be detected
with increased sensitivity if components of known macula
predominance are measured, such as the n80 and p100 of
the reversal VEP and, to a lesser extent, the onset con-
tralateral p105 and Clll.

Recently, Davies et al.29 have distinguished early- from
late-onset strabismic amblyopes on the basis of the latency
of the pattern onset VEP Cll in adults. Those with earlier-
onset amblyopia tended to have pVEP Cll components of
earlier latency and smaller amplitude in both eyes compared
with normals. Late-onset strabismic amblyopes had attenu-
ated pVEPs of markedly increased latency from the ambly-
opic eye, while the fellow eye was within normal range.
Davies et al.29 suggest that this could reflect an enhancement
of magnocellular contribution relative to parvocellular con-
tribution. (Cll shows almost complete interocular transfer
thought to relate to a prestriate origin and greater propor-
tion of binocularly driven cells, in contrast to Cl.103) Others
have reported motion-onset VEPs are relatively robust com-
pared to pattern-reversal VEPs in amblyopia,61 and there is
a report of an isolated reduction of P-stimuli steady-state
responses in anisometropic amblyopia.94 Alternatively, it is
possible that an alteration in a preceding component of a
composite waveform, such as the pattern-onset VEP, could
also result in a shorter Cll latency peak.

Vision measures using pattern VEPs

It is unrealistic to expect pattern VEP acuity assessment to
correlate directly to behavioral measures. Resolution and
recognition acuity demand different levels of processing and
are influenced by different factors. The pattern-reversal VEP
is a direct reflection of neural activation, or the extent of
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neural network stimulated per eye by the afferent impulses
in V1, rather than an assessment of how these visual data
are then processed by other areas. The distinction between
the pathways tested by each acuity method is exceptionally
important. There can be striking clinical discrepancies; for
example, it is possible in optic atrophy to obtain fairly good
6/9–6/12 acuity yet for the pattern VEP to be very small
and degraded. This may be explained if the few remaining
functioning fibers are clustered sufficiently well centrally to
give 6/9 at high contrast and good luminance but the overall
volume of activation of the brain and the reduced VEP
spatial frequency profile; normally the relation between VEP
amplitude and pattern size has a “bandpass” function that
causes considerable deficits in VEP. This indicates a signifi-
cant deficit of cortical innervation that suggests that the
patient will experience visual difficulties under less than
optimal conditions. VEP abnormalities in amblyopia can
persist despite normal acuity.119 The spatial profile of the
pattern VEP tends to be flattened in the amblyopic eye 
and the fellow eye if occlusion therapy has been carried
out.82

Interocular differences in VEP amplitude and latency in
normals are on the order of 10%.3,104 Interocular differences
in amplitude identify amblyopes with sensitivity between
46% and 85%. This is improved if amplitude is used in con-
junction with latency.105 Weiss and Kelly119 noted a better
prediction of final visual acuity if they made a linear com-
bination of latencies of pattern-onset VEPs across three
spatial frequencies. Occasionally, the amplitude of the
amblyopic eye exceeds that of the fellow eye,35,110 and a
history of occlusion therapy and pressure of eccentric fixa-
tion then becomes very important in the analysis. Certainly,
one measure is inadequate to detect amblyopia, and it is
essential to assess a range of stimulus sizes.80

Effects of latent nystagmus and patching on pattern VEP

If there has been disruption to binocularity early on in life,
monocular pattern VEP testing can be confounded by latent
nystagmus (figure 52.1). This can in part be overcome by
head positioning, by placing the eye that is being tested in
adduction, and by using pattern-onset stimuli, but occasion-
ally, the nystagmus will be too coarse for these strategies to
compensate, and pattern VEPs will be confounded.

Similarly, when the effect of occlusion therapy is being
monitored, a child will often attend wearing the patch. A few
hours of patching will increase the response of the unoc-
cluded eye in normals116 and diminish the response of the
patched eye.6,7,81 It is possible that an interocular pattern
VEP difference may decrease because the fellow eye
response is diminished by patching rather than the ambly-
opic eye being improved. With prolonged occlusion, such as
the extensive early occlusion used for unilateral cataract

treatment, the changes to the fellow eye can be profound 
and in our experience sometimes irreversible.115 It becomes
important to compare the profile of spatial responses for
both eyes across visits, noting the hours of pretest occlusion.
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F 52.1 These three graphs are pattern-reversal VEP spatial
tuning profiles for three patients operated on at 2 years, 10 weeks,
and 2 weeks of age, respectively, for congenital cataract. The two
patients operated on at 10 weeks and 2 weeks followed a patching
regime of at least 50% of waking hours in the first year of life. Of
note, the fellow eye acuities are similar, yet the spatial profiles of
the fellow eye pattern VEP tuning are very different, changing from
a bandpass function in the top trace to a broader bandpass with a
lower spatial frequency peak in the second trace (patient operated
on at 10 weeks) and becomes a low-pass function in the patient 
operated on at 2 weeks. This demonstrates the possible iatrogenic
amblyogenic effect of early patching on the fellow eye and illus-
trates the importance of testing several spatial frequencies to
uncover the extent of amblyopic loss rather than relying on the
threshold measurement.
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Threshold measurements of VEP acuity

To gain a threshold measurement, i.e., a VEP “acuity”
measure, an extrapolation of the spatial profile of small
check responses to baseline or noise level is necessary (e.g.,
Chan et al.23). In a group that was treated for congenital
cataract, threshold check size was the only VEP parameter
that correlated with single-letter visual acuity. This led to 
a suggestion that threshold check size may have greater 
clinical use than measures of pattern VEPs based on latency,
amplitude, or waveform.71

Transient pattern-reversal and pattern-onset VEPs need
20–40 s of fixation per stimulus size, and a spatial profile may
take 5–10 minutes per eye to acquire. Attempts have been
made to speed things up with presentation rates approach-
ing 8Hz or 16 reversals per second with sweep techniques
running through a series of different pattern sizes every
second.77,89,116 There are theoretical advantages that suggest
that the regression to a threshold, either noise level or base-
line, should be amplitude independent. Yet it is very difficult
to regress low-amplitude signals, as might be recorded in
amblyopia, with confidence. Also, sweep VEP stimulation
rates are fast, and as the temporal frequency increases, the
correlation with recognition acuity diminishes.36,44 The spa-
tiotemporal tuning profile that the sweep techniques tap into
will not be at the high-recognition, static acuity range of
older children. This is one of the reasons why the correla-
tion of behavioral visual acuity matures with electrophysio-
logical or sweep measures is higher in the first year, after
which behavioral measures exceed the sweep VEP. The net
result is an underestimate of high acuity and an overestimate
of low acuity—the converse of the optimum that is required
to detect mild amblyopia.

Vernier acuity

Vernier acuity is a hyperacuity measure that can take until
10 years of age to mature. As a positional acuity, it is con-
sidered the most sensitive measure of amblyopic deficit
because it usually produces the greatest magnitude of deficit
in comparison to other spatial measures (reviewed by
Simmers et al.96). Transient vernier-offset VEPs are con-
founded by simultaneous motion stimulus. Levi et al.67 noted
that breaking collinearity elicited a greater response than the
transition from noncollinearity to collinearity. This asym-
metry uniquely manifests as odd harmonic components 
in the steady-state VEP. Skoczenski and Norcia100 have
reported steady-state recording of vernier-offset VEPs, dis-
tinct from the motion response, elicited by horizontal dis-
parity of a vertical square wave grating in normal infants,
but this has not yet been applied in amblyopia. Stereoscopic
VEPs are also possible by using these techniques but are of
small amplitude.24,78

As an alternative approach to measuring interocular 
differences in VEPs, there have been attempts to study the
binocular consequences of amblyopia, i.e., suppression, lack
of stereopsis, and fusion. This has been done indirectly with
motion VEPs that show a nasotemporal asymmetry in
normal infants of 2–3 months old that diminishes by 6–8
months. This shows a strong concordance with fusion.19

Other, more direct studies are described below, but as yet,
none of these techniques have proved to be a robust clinical
screening method.

Binocular VEPs

There is a hierarchy of tests to assess binocular interaction
that relies on (1) comparing monocular with binocular
elicited VEPs, (2) using dichoptic stimulation to indepen-
dently control the input of each eye and look at the result-
ant combination, and (3) cyclopean stimuli with, for
example, random dot stereograms.

B S  F Binocular and
monocular preferential looking (PL) acuity are comparable
during the first 4–6 months; after this, binocular acuity is
superior (reviewed by Birch17). VEPs to binocular stimula-
tion (both eyes viewing the same stimulus) are greater, usually
by the order of 1.4 (square root 2), than monocular
responses, but there has been a large variation in findings
owing to differences in stimuli, the VEP component meas-
ured, and electrode position.4,5,63,70,90 If pattern VEPs are
elicited by high-contrast patterns alone, the presence of sum-
mation cannot identify amblyopes. In general, summation is
best seen to low-contrast (less than 40%), low-mean lumi-
nance, spatial frequencies less than 5 cycles per degree (cpd)
and temporal frequencies less than 8Hz.11,26 Summation will
be present with abnormal retinal correspondence but not
with suppression.25,79 At less than 6 months of age, binocu-
lar VEP acuity superiority is only 0.2 octaves; after this,
monocular and binocular growth functions are almost iden-
tical.41 When noted, even in subjects with normal vision,
binocular summation has been termed ephemeral,80 and an
unreliable clinical index of normal binocularity.67 Alterna-
tively, the binocular response may be greater than the sum
of the two monocular responses. This is called binocular 
facilitation.12

A reduction in binocular enhancement (1.6–1.2) of the
pattern-reversal VEP during development has been reported
to accompany increasing stereoacuity.102 Others have 
suggested that the binocular advantage remains the same
regardless of age.114

D S When two different stimuli are
presented to each eye, the perception may be summation,
suppression, or rivalry. Suppression is most easily observed
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if the same spatial frequency is presented to each eye at high
contrast and luminance. Size-specific suppression of the
VEP is abnormal in amblyopes. It is a more robust 
phenomenon than summation, but it is still inadequate to
reliably detect in individual patients.27,42,55,122

Dichoptically presented stimuli may also test a hierarchy
of binocular function:99

1. Binocular fusion/dichoptic luminance or checkerboard stimuli.
Dichoptic checkerboard stimuli are regular checkerboard
patterns that reverse at different rates or frequencies for 
each eye. Fourier analysis reveals beat VEPs generated at a
nonlinear difference frequency that can come only from an
interaction of monocular inputs; that is, this frequency is not
present in the stimulation frequencies.13,57,113 Stevens et al.111

looked at dichoptic luminance beat VEPs and found that
stereo-blind children had significantly lower dichoptic signal-
to-noise ratios than did stereo-normal children. Sato et al.92

have used pseudo-binary sequences dichoptically to record
speedier simultaneous monocular VEPs and to remove any
ambiguity induced by temporal correlation between eyes
that may arise from analysis in the frequency domain.

2. Dynamic random dot correlograms. Correlograms are gen-
erated when moving random dot patterns that are presented
to each eye alternate between two phases: correlated and
anticorrelated.

3. Dynamic random dot stereograms. With the stereograms,
portions of random dot patterns that are presented to each
eye are shifted horizontally relative to each other at a fixed
rate, alternately producing crossed and uncrossed binocular
disparities. Subjectively, these patterns appear to shift in
depth.

Data suggest that sensory fusion, when measured by VEP
responses to dynamic random dot correlograms, is more
robust than is stereopsis to abnormal binocular experience
and support the notion that pathways processing correlated/
anticorrelated stimuli might not completely overlap with
pathways processing disparity information.32 Skrandies101

demonstrated with topographic techniques that higher
visual processing areas are most likely involved in stereo-
scopic vision, for example, V2. Rivalry appears to become
more prominent as the extrastriate regions are ascended, but
it has not yet been resolved where in the brain rivalry
occurs.20

In the human visual cortex, rivalry is undetectable by
fMRI in Brodman’s areas 17 and 18, is weak in area 19, and
becomes increasingly prominent in frontoparietal cortex,69

but in another study using stimuli of different contrast, area
V1 was as active as other higher areas.85 Lumer68 suggests
that a relative asynchrony in the timing of firing in V1 dis-
tinguishes conflicting from congruent stimuli.

It has been noted that binocular rivalry in human infants
seems to develop rapidly over the same developmental

period as do horizontal disparity and interocular correlation:
age 3–5 months.18 However, Brown et al.21 have recently
shown electrophysiologically that infants between 5 and 15
months of age do not demonstrate a VEP marker of phys-
iological rivalry to dichoptically presented phase-reversing
gratings despite the presence of binocular interactions.
These electrophysiological data suggest that unlike stereop-
sis, rivalry does not require separate eye-of-origin informa-
tion and appears to be a competition between percepts, that
is, beyond binocular convergence, a higher-level mechanism
compared to the interocular comparisons that are required
for stereopsis. It is not yet clear how useful this higher-level
test will be clinically.

Summary

Interocular assessment of pattern VEPs to assess the spatial
profile of each eye before patching can indicate poor vision
levels consistent with amblyopia.

Monitoring patching therapy demands a critical appraisal
of amount and timing of pretest patching to account for the
possible iatrogenic effects of patching.

Distinguishing amblyopia from other causes of postreti-
nal dysfunctions depends on the relative effect and combi-
nation with other clinical data. This can be especially
difficult when amblyopia is gross, for example, if it is of early
onset and untreated.
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“C ” is bilateral visual loss due to dys-
function of both occipital lobes. It is diagnosed on the basis
of behavioral observations that reflect problems in seeing,
even though the patients can hardly describe their visual loss.
Therefore, laboratory tests such as computed tomography,
magnetic resonance imaging, electroencephalography, and
visual evoked cortical potentials (VECP) must be relied on
to provide the diagnosis of cortical blindness.

Among such objective tests, the VECP has raised the hope
that it could be used to quantify functional visual loss
because correspondences between subjective visual functions
such as visual acuity, color vision, and central visual field
defects and the VECP have been reported to occur.
However, the results appearing in the literature are still in
conflict. In the present chapter, the VECP and cortical 
blindness will be described.

General clinical visual signs

In textbooks, visual acuity loss in cortical blindness is
described as being total in both eyes. However, when we
carefully read published case reports, descriptions of visual
acuity even during the recovery stage do not sufficiently
clarify whether the patients are still totally blind or not
because expressions are used such as “light perception” and
“counting fingers,” which depend on the patients’ behavior.
Nonetheless, visual agnosia is a characteristic sign of corti-
cal blindness. As a result, the definitive patterns of visual 
dysfunction such as color sense, binocularity, spatial sense,
and macular sparing are obscure. On the other hand, pupil-
lary light reflexes and ocular movements generally remain
normal.

Causes of cortical blindness

The most common cause of cortical blindness is generalized
cerebral hypoxia at the striate, parietal, and premotor
regions, as well as vascular lesions of the striate cortex. Cere-
bral hypoxia can be caused by intoxication with carbon
monoxide or nitrogen oxide and by inflammation such as
meningitis, encephalitis, vascular occlusion, trauma, and 

so on. It occurs secondarily to transtentorial herniation,
hemodialysis, hypoglycemia, and congenital malformations.

In any case, hypoxia is the final result. Recently, single-
photon emission tomography (SPECT) and positron emis-
sion tomography (PET) have been used to demonstrate
changes in cerebral blood flow.18 These methods may
develop more widely in the future.

Visual evoked potentials in cortical blindness

The VECP is generally considered to originate from central
retinogeniculocalcarine pathways. However, the involve-
ment of extrageniculate pathways cannot be completely
ruled out. Therefore, VECPs in cortical blindness have
received considerable attention. However, there is still no
agreement about the VECP findings.

In the majority of published papers, VECP studies were
done with flash stimulation. With the recent advances of
technique in recording VECPs, it is generally said that the
evaluation of flash VECPs is not as reliable as that of pattern
VECPs. For example, Hess et al.11 found in four patients with
acute occipital blindness that no pattern VECP could be
obtained, but a flash VECP was recorded. They concluded
that the flash method was not appropriate for differentiating
occipital blindness from psychogenic visual disorders.

Nevertheless, flash VECP is still being used effectively for
patients who cannot fixate on the stimulus field such as in
cortical blindness, infants, mentally retarded children, and
unconscious patients.

The studies described below are concerned mainly with
flash VECPs; their results are classified simply as normal,
abnormal, and recovering.

W R N V E C
P Spehlmann et al.19 reported a 66-year-old
patient with cortical blindness caused by numerous bilateral
cerebral infarcts; no light perception was reported, but the
patient showed flash VECPs of normal amplitude on
repeated examinations.

Frank and Torres10 recorded flash VECPs in 30 children
with cortical blindness and found no significant differences
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between the patients and age-matched children with central
nervous system diseases but without blindness. Only 1
patient with encephalopathy and increased intracranial pres-
sure showed no response. As described above, Hess et al.11

found normal flash VECPs and an absence of pattern
VECPs. Normal flash and pattern VECPs were reported by
Celesia et al.6 in a 72-year-old patient who had infarction in
bilateral areas 17 and part of area 18. They concluded that
VECPs are mediated by extrageniculocalcarine pathways.

Newton et al.16 reported a 16-month-old child with corti-
cal blindness following Haemophilus influenzae meningitis. The
flash VECP was normal, as were the fundi. Using both flash
and pattern stimuli, Celesia et al.7 found that VECPs were
preserved, and positron-emission tomography showed a
functioning island of occipital cortex that most likely repre-
sented the generator of the VECP.

These reports may support the evidence that extragenic-
ulate pathways are also involved in the generation of flash
VECPs. However, as Hoyt12 pointed out, although the
second visual system may be capable of mediating VECPs
in some cases, it does not seem to be capable of sustaining
any kind of cognitive vision.

W R A V E C
P Because of interindividual variations of flash
VECP waves and poor cooperation or fixation of the
patient, it is hard to make a definite diagnosis of an 
abnormal response. Careful studies that demonstrate the
abnormality of VECPs have been reported by a number of
authors.

Kooi and Sharbrough13 reported a case with posttrau-
matic cortical blindness whose flash VECPs were abnormal,
with none of the normal initial five waves being identifiable,
while the vertex potential was recordable.

Regan et al.17 followed an infant for 15 months whose 
cortical blindness had presumably begun at the age of 3.5
months. VECPs recorded at 4 months were monophasic,
and the latency was prolonged; the VECP waves grew pro-
gressively more complex with age. However, recovery could
be anticipated from the VECP development.

Chisholm8 reported a case of cortical blindness due to
bilateral occipital infarction and found VECPs to be absent.

Aldrich et al.2 found that flash or pattern VECPs recorded
during blindness were abnormal in 15 of 19 patients but
were not correlated with visual loss.

W R  R  V E
C P  A  V
I Several authors reported that VECP
improvement paralleled vision recovery. Barnet et al.,3 in six
clinically blind patients, observed that flash VECPs were
depressed in three of them and that in two others the VECPs
were preserved several days before visual improvement

became evident. Duchowny et al.9 reported that changes in
short-latency VECP components were correlated with visual
ability. However, up to the present, there is no irrefutable evi-
dence that short-latency components are related to the
striate cortex.

A work by Makino et al.14 described in a follow-up study
that the flash VECP configuration became normal with the
passage of time. Miyata et al.15 studied a case of transient
cortical blindness caused by recurrent hepatic encephalopa-
thy and found prolonged latency and a reduced amplitude
of the second wave when the patient lost vision completely
but a return to normal values after treatment.

Two other papers1,4 pointed out that either flash or
pattern VECPs were present in normal configurations when
the patient could see well and that they were nonrecordable
when the patient claimed no vision. The configuration of the
VECPs might be a criterion for evaluating the abnormality
of VECPs, even though it is nonspecific.

Bodis-Wollner and Mylin,5 using VECPs of monocular
and dynamic random-dot pattern stimuli, found that the
recovery of binocular vision was delayed in comparison to the
recovery of monocular vision. They concluded that it was not
due to simple acuity impairment or convergence deficiency
and thus provided evidence for the vulnerability of postsy-
naptic cortical mechanisms of human binocular vision.

Conclusion

As mentioned above, the VECP findings in cortical blind-
ness are still controversial. There are two reasons for this.
One is that the patient’s visual loss cannot be quantitatively
determined by subjective testing of visual acuity, binocular
vision, color sense, and spatial vision because of the uncer-
tainty of the patient’s responses. It is therefore hard to make
a comparison between the VECP results and the subjective
and clinical visual signs.

Another reason is that the pathological lesions that cause
cortical blindness are not often localized in the striate cortex
or extrastriate cortex but spread widely throughout the pari-
etal and temporal regions.

In any case, the theme of the relationship between corti-
cal blindness and VECPs is fascinating, at least from the
point of view of study of the origin of VECPs and the hope
of differentiating cortical blindness from psychogenic visual
disturbances.
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A   estimate by Crofton and Sheets,16 almost
half of all neurotoxic chemicals affect some aspect of
sensory function, the visual system being most frequently
affected. Grant and Schuhman,36 in their encyclopedic 
Toxicology of the Eye, list approximately 3000 substances that
produce unwanted side effects in the visual system. Quite
often, alterations in visual function are the first symptoms
following chemical exposure,26 occurring in absence of any
clinical signs of toxicity.4 This not only suggests that the
sensory systems, in particular the retina and the central
visual system, are especially vulnerable to toxic insults, but
also requires highly sensitive tests to be applied at a stage at
which neither subjective function nor biomicroscopic mor-
phology indicates such side effects. On the other hand, many
of these effects are not necessarily toxic but may indicate
undesired (though quite physiological) side effects on meta-
bolic processes in one or several of the various stages 
of transforming the optical image of an object into the 
perceived neuronal image. Numerous proteins, such as
transmitters or enzymes, and their metabolic processes are
involved in processing information in photoreceptors and in
the many connected neurons transmitting visual information
to perceptual centers (table 54.1), whose function can be
affected by neurotropic agents, drugs, food, and environ-
mental agents. Additionally, there are numerous non-
neuronal cells whose function is important for the integrity
of the information processing, such as pigment epithelial
cells, glial cells, and vascular structures, that are easily
affected by immunological processes, for example. Consid-
ering the incredibly large number of substances that poten-
tially affect visual function, this chapter can only discuss
principal considerations and procedures recommended in
cases of suspected adverse reactions of the more common
potentially toxic compounds in the visual system.

Of further general concern are the factors that determine
whether a particular chemical can reach a particular ocular
site: concentration and duration of exposure, mode of appli-
cation, and interaction with the various ocular structures 
as well as integrity of natural barriers. The blood-retinal
barrier formed by the continuous type of capillaries is largely
impermeable under normal physiological conditions to such
chemicals as glucose and amino acids.3 However, in certain

areas of the retina, e.g., around the optic disk, the continu-
ous type of capillaries is lacking, and hydrophylic mole-
cules can enter the optic nerve head by diffusion from the
extravascular space.

The outer retina is supplied by the choriocapillaris, and
these capillaries have loose epithelial junctions and multiple
fenestrae and are highly permeable to large proteins. During
systemic exposure to chemicals and drugs by inhalation,
transdermally, or parenterally, compounds can be distri-
buted to all parts of the eye via the bloodstream.

The chapter aims at mediating a basic understanding of
toxic mechanisms by pointing out cell-specific functional
changes and typical symptoms in unwanted, toxic side effects.
In an individual case, I strongly recommend consulting ref-
erenced publications such as Grant and Schuhman36 and
Fraunfelder,32 where references on the primary literature on
the various substances can be found. Additionally, there are
very interesting general chapters and books that concern
ocular toxicology that can often be of help.5,15,26,47,73

Cell-specific functional alterations

T R P E The retinal pigment
epithelium (RPE) has four major functions: phagocytosis,
vitamin A transport and storage, potassium metabolism, and
protection from light damage. Accordingly, RPE functions
can be altered, for example, by inhibitors of phagocytosis,
modulation of potassium metabolism, metabolic alterations
in the visual cycle, and the action of melanin-binding sub-
stances. Additionally, melanin is found in several different
locations, such as the pigmented cells of the iris, the ciliary
body, and the uveal tract. Melanin has a high binding affin-
ity for polycyclic, aromatic carbons; calcium; and toxic heavy
metals such as aluminum, iron, lead, and mercury.24,63,74,86

This may result in excessive accumulation and slow release
of numerous drugs and chemicals that bind to melanin
granula, such as phenothiazines, glycosides, and 
chloroquine.

Chloroquine Two of the most extensively studied retinotoxic
drugs are chloroquine diphosphate (Aralen, Resochin) and
hydroxychloroquine sulfate (Plaquenil), which shows a lower
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incidence of retinopathy; Primaquine, Daraprim, and
Quensyl also belong to this group. In retinal pigment epithe-
lial cells, chloroquine phosphate is bound for a half-lifetime
of five years in an eightyfold higher concentration in the
retina relative to the liver.63 The drug is used not only for
malaria prevention, but also as basic therapy in chronic
rheumatic diseases. With a typical dosage of 4–6mg per
kilogram body weight, a critical total dose can be achieved
after 3–6 months.38

The typical signs of chloroquine retinopathy are as
follows:

• Relative ring scotomata or paracentral scotomata
• Bilateral, increasing errors in color vision testing
• Increased pigmentation of the RPE
• Loss of RPE cells, initially often as a ring around the

macula
• Electro-oculogram (EOG): reduced light/dark ratio
• Electroretinogram (ERG): reduced b-wave amplitude

and prolonged latency in advanced cases
• Bull’s-eye (incidence of 0.04–40%, depending on the

study)

To avoid ocular damage by chloroquine, the dose has to
be strictly related to body weight. Patients with low body
weight or reduced renal excretion ability are at particular
risk. A dose of less than 250mg chloroquine or 400mg
hydroxychloroquine per day appears to produce little or no
retinopathy, even after prolonged therapy.49,69 From a 6-year
cohort study in more than 400 patients, Mavrikakis et al.62

conclude that patients with normal renal function may
receive hydroxychloroquine at a maximal daily dose of 6.5
mg/kg and continue safely for 6 years. Annual screening is
recommended, with central visual field screening, color

testing, monitoring best corrected visual acuity, and careful
funduscopy with dilated pupils to keep the incidence of
retinal toxicity below 1% of patients treated.

Before starting long-term therapy with chloroquine, every
patient should have an initial ophthalmic checkup, includ-
ing fundus photography, visual fields, and color vision. In
cases of reduced renal excretion or very low body weight or
in elderly patients, an initial EOG and a biannual follow-up
reexamination of visual field and color vision are recom-
mended. In cases of suspected incipient retinopathy, the
EOG should be done. Although the value of the EOG was
questioned in some studies, individual cases clearly show the
initial signs in the EOG. In advanced cases, standardized
electroretinography helps in monitoring the function of rods
and cones.

Cytostatica It should be mentioned that some cytostatic
drugs have a retinotoxic potential that is closely related to
that of chloroquine, such as sparsomycin, triaziquone, vin-
cristine, and vinblastine, acting primarily through a bio-
chemical inhibition of protein synthesis.10

Phenothiazine Phenothiazine-derivative drugs, such as chlor-
promazine, piperidylchlorophenothiazine, and thioridazine,
are quite commonly used for the treatment of schizophre-
nia and other psychoses. Some drugs of this group are
known to cause night blindness and pigmentations in the
pigment epithelium as well as changes in the EOG.2,44

Indomethacin Indomethacin is a nonsteroidal,anti-inflammatory
drug that inhibits prostaglandin synthesis by inhibiting cyclo-
oxygenase.47 Long-term intake of indomethacin can produce 
discrete pigment scattering of the RPE perifoveally, followed 

T 54.1
Examples of neurotransmitters and neuromodulatory active substances and their cellular sources in the vertebrate retina

Neuroactive Substance Cell Type
Glutamate Photoreceptors (cones and rods), bipolar cells, ganglion cells
Gamma aminobutyric acid (GABA) Horizontal cells, amacrine cells
Glycine Amacrine cells, bipolar cells, ganglion cells
Taurine Photoreceptors, amacrine cells, bipolar cells
Dopamine Amacrine cells (including interplexiform cells)
Melatonin Photoreceptors
Serotonin Amacrine cells, bipolar cells (in nonmammalian vertebrates)
Acetylcholine Amacrine cells (in the INL and displaced in the GCL)
Substance P Amacrine cells, ganglion cells
Vasoactive intestinal polypeptide Amacrine cells
Somatostatin Amacrine cells, ganglion cells
Angiotensin II Amacrine cells
Nitric oxide Amacrine cells
ATP Amacrine cells, ganglion cells
Adenosine Amacrine cells, ganglion cells
Brain-derived neurotrophic factor (BDNF) Amacrine cells, ganglion cells
Kynurenic acid Amacrine cells
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by decreases in visual acuity, altered visual fields, increased thresh-
olds for dark adaptation, blue-yellow discrimination problems,
and decreases in ERG amplitudes as well as in the EOG 
dark/light ratio.13,45,70 ERG responses after the cessation of drug
treatment as well as color vision almost return to normal; pig-
mentary changes, however, are irreversible. The exact mecha-
nisms of retinotoxicity are unknown.

F A  P Numerous
substances can alter visual function by acting on the visual
transduction process and/or the visual cycle. Besides the
more commonly used antibiotic chloramphenicol these
include also glycosides such as digoxin and digitoxin.
Digitalis (or foxglove)-induced visual abnormalities were
reported already over two centuries ago by Withering.90

Most frequently, the complaints are hazy or blurred vision,
flickering lights, colored spots surrounded by halos, and
increased glare sensitivity. Color vision problems have been
confirmed,20,42,75,81 probably acting through the inhibition of
the retinal sodium/potassium ATPase. ERG analysis reveals
typically a depressed critical flicker fusion frequency,
reduced rod and cone amplitudes, and increased implicit
times as well as elevated rod and cone thresholds.60,76 Also
phosphodiesterase (PDE) inhibitors, such as sildenafil

(Viagra), can affect the photoreceptor transduction process,
acting on the retinal PDE. In therapeutic doses, sildenafil
can lead to reversible color discrimination problems, blurred
vision, glare sensitivity, blue-tinged borders between bright
and dark areas, and ERG changes at higher doses.57,95

Mild effects of this kind were also reported with other
phosphodiesterase inhibitors, such as theophylline and 
even caffeine.53,82 Apparently, phosphodiesterase inhibitors
affect the spectrally different cones in the retina in a slightly
different manner, and even minor imbalances in the exci-
tation of short-, middle-, and long-wavelength-sensitive
cones can produce color vision disturbances.58,59,92,97 Alter-
ations of color perception do therefore belong among early
signs of drug-induced functional alterations of the visual
system.

F A  C   I R
(O P  I P L) In the
outer and inner plexiform layers, numerous transmitters and
modulators are known (figure 54.1; see table 54.1).23,56

Actions of drugs and toxic agents on transmitter function
can easily alter visual function, especially if GABA, glycine,
glutamate, dopamine, and acetylcholine functions are
involved.

F 54.1 The various transmitters that are present in the
retina are found in particular layers. A multitude of transmitters
and neuromodulators is found in the more than 20 different types
of amacrine cells in the inner plexiform layer (IPL). Compounds
that affect the function of such transmitters thereby act specifically

on the function and electrophysiological characteristics of these
target cells. This specificity often allows correlation of functional
alterations in electrophysiological parameters to action and adverse
reactions of neurotropic compounds. (Source: Konrad Kohler, per-
sonal communication.)
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GABA Antiepileptic drugs that act on the GABA me-
tabolism quite commonly alter visual function.11,21,41 Such
antiepileptics are carbamazepine (Tegretal), phenytoin
(Phenhydan), and vigabatrin (Sabril). While these drugs can
cause color vision disturbances, vigabatrin can also produce
irreversible concentric visual field defects. Vigabatrin raises
GABA levels by irreversibly binding to GABA transaminase,
thus preventing the metabolism of GABA. Incidences of
reported visual field changes vary between 0.1% and
30%.65,80 The earliest report of retinal electrophysiological
changes in humans associated with vigabatrin treatment is
that of Bayer et al.8 All patients with visual field defects
revealed altered oscillatory potential waveforms in the ERG,
especially patients with marked visual field defects,11 also
visible in multifocal ERGs,77 that are usually irreversible.79

In about half of the patients, a delayed cone single-flash
response was found in the Ganzfeld ERG, and a reduced
Arden ratio was found in the electro-oculogram. Harding
developed a special VEP stimulus with a high sensitivity and
specificity in identifying visual field defects.41 At high doses,
vigabatrin in animal studies had revealed microvacuolation
in the myelin sheath.

Agents that modulate GABA can be expected to alter the
GABA-ergic functions of horizontal cells and thereby can
alter contrast vision and presumably functions of adaptation
as well.

Dopamine A number of drugs, such as fluphenazine,
haloperidol, and sulpiride, can affect the dopamine metabo-
lism and thereby modify retinal function.83 In animal experi-
ments, all three dopamine antagonists increased the rod 
b-wave, while b-wave latency and implicit time showed no
drug-induced changes. On the other hand, the D1 antago-
nist fluphenazine increases the fast transient ON-component
while simultaneously strongly decreasing the OFF-compo-
nent. In contrast, concentrations of the D2 antagonist
sulpiride that had a comparable effect on the fast transient
ON-component of the ONR (optic nerve response) did not
influence the OFF-component. These findings indicate that
D1 and D2 receptors play different roles in the transmission
of rod signals at the border of middle and inner retina. As
reported in patch clamp investigations by Guenther et al.,39

application of the receptor antagonists haloperidole, spipe-
rone, and SCH23390 reduce calcium influx between 8% and
77%, while an effect of dopamine itself was not observed.
The study of Dawis and Niemeyer19 in arterially perfused cat
eyes suggests that dopamine itself has an inhibitory effect on
the rod visual pathway, since the rod b-wave amplitude is
reduced after dopamine application. The functional roles of
dopamine were lined out very nicely by Witkovsky and
Dearry.91 The action of these drugs may be based on a par-
ticular cell population of dopaminergic neurons, the density
of which ranges from 10 to 80 cells/mm2. They surround

other amacrine pericaria, probably amacrine cells of the 
AII type that transmit rod pathway information onto cone
bipolar cells.

Inorganic lead Lead intoxication can also reduce the activity
of dopamine synthesis. Since dopamine is used by the rod-
specific AII amacrine cells, lead can induce special changes
in rod signals in the ERG,29 accompanied by histological
alterations.28,54 Rhesus monkeys that were exposed prena-
tally and postnatally to moderate or high levels of lead for
9 years had decreased tyrosine hydroxylase immunoreactiv-
ity in the dopaminergic amacrine cells.54 Fox et al.27 reported
selective apoptotic cell death in rod and bipolar cells after 
3 weeks of low or moderate levels of lead exposure in neona-
tal rats. In vivo and in vitro data suggest that lead can 
also inhibit the rod cGMP phosphodiesterase, thereby pro-
ducing an elevation of the rod Ca2+ concentration30 with
changes in the scotopic ERG. Even nanomolar or micro-
molar concentrations of lead can selectively depress the
amplitude and absolute sensitivity of rod (not cone) 
photoreceptor potentials,31,85 similar to changes that are
observed in ERG studies in occupationally lead-exposed
workers.14,84 Clearly, lead has multisite actions in the nervous
system, depending on concentration, duration of exposure,
and other external functions such as corticosteroid treat-
ment that may release stored lead from bones (personal
observations).

Studies in occupationally endangered workers have
revealed that the sensitivity and amplitude of the a- and b-
waves of the dark-adapted ERG are decreased.37,40

In addition to retinal deficits, oculomotor deficits can
occur in chronically lead-exposed workers,35 as well as optic
atrophy after chronic lead exposure or acute high-level 
exposures.52

Other retinal transmitters and modulators More than 20 different
transmitter substances are used in the various types of
amacrine cells as shown in table 54.1. Consequently, numer-
ous drugs can affect the function of amacrine cells, and indi-
vidual wavelets of the oscillatory potentials that have their
origins in amacrine cells can even be affected differently. As
an example of drug-induced functional changes in the inner
retina, angiotensinergic amacrine cells may be men-
tioned.18,50,55,89 Angiotensin II antagonists can considerably
alter retinal function, as shown in ERGs and optic nerve
responses of the arterially perfused cat eye17,96 and by elec-
troretinography in cats.48

F C  R G C
Retinal ganglion cells have quite different tasks: The parvo-
cellular system is mainly responsible for coding of fine spatial
resolution and color, while the magnocellular system codes
primarily movement and contrast. Drugs that affect ganglion
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cell function therefore can show different effects on the 
parvocellular and magnocellular systems.

Ethambutol Ethambutol is widely used for the treatment of
tuberculosis. It causes the following:

• Color vision disturbances as early symptoms
• Contrast vision changes
• Visual field defects, especially central scotomata with

loss of visual acuity
• Changes in visual evoked cortical potentials

These alterations can occur within a few weeks after start-
ing the treatment. Also, ethambutol may act at different sites.
While initially, horizontal cell function and thereby color 
discrimination is altered as seen in VEPs98 as well as in fish
retina single-cell recordings,87 advanced forms may lead to
loss of ganglion cells and degeneration of the optic nerve.
After cessation of drug intake, the functions improve, as can
easily be seen by anomaloscopy.67

Methanol and ethanol Methanol is readily absorbed from all
routes of exposure, easily crosses all membranes, and is oxi-
dized by alcohol dehydrogenase to formaldehyde, excreted
as formic acid in the urine. Humans are highly sensitive to
methanol-induced neurotoxicity owing to our limited capa-
city to oxidized formic acid. Acute methanol poisoning in
humans and experimental animals leads to profound and
permanent structural alterations in the retina and the optic
nerve. Symptoms range from blurred vision to decreased
visual acuity and blindness due to optic nerve degeneration.6

The ERG b-wave amplitude in humans starts to decrease
significantly when the blood format concentration exceeds 7
millimolar.66,72 At higher doses, the a-wave amplitudes also
decrease. Interestingly, besides the effect on ganglion cells,
methanol may have a direct toxic effect on Müller glial
cells33,34 and thereby indirectly affect particularly the 
depolarizing rod bipolar cells or the synaptic transmission
between photoreceptors and bipolar cells.

Other compounds Other substances that typically modify
ganglion cell functions are chloramphenicol, quinine, thal-
lium, and ergotamine derivatives. It should be mentioned
that ethanol even in modest concentrations can affect the
EOG and color vision.99

G C The retina contains several groups of glial
cells, Müller cells, oligodentrocytes, and astrocytes. Müller
cells are important not only for the metabolism of glutamate
and other neurotransmitters, but also for buffering of the
potassium released after illumination. Since the b-wave of
the electroretinogram is intricately connected with the func-
tion of Müller cells, any drug action on Müller cells can
strongly affect b-wave amplitude and implicit time. Direct
toxic effects on glial cells are known, for example, in

ammonia intoxication occurring in the alcohol syndrome22

and methanol poisoning (see above) or in poisoning with
methyl mercury (see below).

T O N There is a series of drugs that particu-
larly affects axonal fibers of ganglion cells. For example,
exposure to acrylamide produces a particular damage of the
axons of the parvocellular system while sparing axons of the
magnocellular system, leading to specific visual deficits such
as increased in threshold for visual acuity and flicker fusion
as well as prolonged latency of pattern evoked cortical
potentials.64

Carbon disulfide Carbon disulfide (CS2) has a marked effect
on vision (for a survey, see Beauchamp et al.9). The changes
in the visual function are central scotoma, depressed visual
sensitivity in the periphery, optic atrophy, pupillary distur-
bances, disorders of color perception, and blurred vision.
Vasculopathies including some in the retina were reported
as well, but histology in animals points primarily to an optic
neuropathy,25 and alterations in the VEP are expected in
such conditions.

Tamoxifen Widespread axonal degeneration induced by
tamoxifen in the macular and perimacular area was reported
by Kaiser-Kupfer et al.,51 accompanied by retinopathy as
well. Clinical symptoms include a permanent decrease in
visual acuity and abnormal visual fields.1 Following cessation
of low-dose tamoxifen therapy, most of the keratopathy
accompanying tamoxifen intake and some of the retinal
alterations were seen to be reversible.68

Nutritional deficiencies Optic neuropathies can also occur in
an epidemic fashion, as happened in 1992 and 1993 in
Cuba, with over 50,000 people suffering from optic neurop-
athy, sensory and autonomic peripheral neuropathy, with
high-frequency neural hearing loss and myelopathy. In addi-
tion to low food intake, habits such as frequent smoking and
high cassava consumption may contribute to such optic neu-
ropathies. Nutritional deficiencies are what primarily con-
tribute to such epidemic outbreaks, but it is not clear whether
some people have a genetically determined higher suscepti-
bility to nutritional deficiencies or viral exposures that oth-
erwise would have been tolerated.78

Other toxic optic neuropathies Other, more common drugs that
can produce alterations of optic nerve function with con-
comitant VEP changes are ethambutol (see above), isoniazid
(INH), streptomycin, and chloramphenicol.

C N S Direct effects of drugs, such as
those described in the retina and optic nerve, can of course also
affect peripheral nerves and cortical neurons directly. Besides
the direct action of a compound, increased cerebrospinal 
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pressure can cause secondary alterations of the optic nerve with
papilledema, for example, that observed after the treatment
with ergotamines that may produce prolonged latency in the
pattern VEP.43 Since many cortical areas are involved in pro-
cessing visual information, alteration of vision can also be
caused by direct drug action on neurons in higher cortical areas
and can produce visual hallucinations and neurological deficits.
This is true not only for lead, as described above, but also for
methyl mercury, which can accumulate in the food chain and
reach toxic concentration after consumption of fish and shell-
fish. Methyl mercury poisoning leads to constriction of visual
field caused by destruction of cortical, neural, and glial cells, as
observed during an epidemic methyl mercury poisoning in
Minamata Bay in Japan (“Minamata disease”). Methyl
mercury–poisoned individuals also experience poor night
vision with scotopic visual deficits.46 Interestingly, mercury also
accumulates in the retina of animals exposed to methyl
mercury and produces rod-selective electrophysiological and
morphological alterations.12,31

From symptom to diagnosis

Although electrophysiological results certainly are an impor-
tant part of the diagnostic puzzle,92 they should always be
judged in conjunction with a complete workup of a case.

Since the toxic origin of visual symptoms is usually diffi-
cult to establish, some more general aspects of an ophthal-
mological damage are discussed in the following section.

H It is very important to carefully record history in
case of suspected intoxication, changes in digestion, meta-
bolic alterations, and diseases of the kidney or liver that may
lead to reduced excretion and thereby to high toxic serum
levels. Resection of parts of the stomach can lead to nutri-
tional deficiencies and cause nutritive optic atrophy. It is also
very important to properly record the amount and duration
of medication. Additionally, the amount of tobacco and
alcohol as well as possible exposure to solvents or metals in
industrial production should be recorded.

Usually, symptoms are equally present in both eyes, and
uniocular symptoms may occur only in case of increased risk
of thrombosis or other local vascular changes induced by
chemical agents. The typical key symptoms of many drug-
induced functional alterations of the visual system should be
asked for:

• Increased glare sensitivity
• Chromatopsias
• Changes of light and dark adaptation, difficulties in

mesopic vision
• Phosphenes

Common additional symptoms in case of toxic visual dis-
turbances may be related to other sensory organs or to the

central nervous system, leading, for example, to the 
following:

• Vertigo
• Headache
• Loss of hearing
• Paresthesias

S C  T P  T
V D The ophthalmologic basic investi-
gation should carefully consider changes in visual acuity,
color vision disturbances, visual field alterations, changes in
the oculomotor system, pupillary function and accommoda-
tion, and possible deposits on cornea, iris, and lens, along
with a careful investigation of the retina and the pigment
epithelium as well as the optic disk. Depending on symptoms
reported in the patient’s history, tests should be performed
concerning glare sensitivity, dark adaptation, and changes in
ERG, EOG, and/or VEP and to test contrast vision.

Visual acuity and visual fields In testing visual acuity and visual
fields, it should be kept in mind that substances that affect
the papillomacular bundle and thereby produce central sco-
tomata and decreased visual acuity often can be barbitu-
rates, benzenes, tobacco and/or alcohol, ethambutol, lead,
and methanol. Substances that produce typically peripheral
concentric visual field defects that are not necessarily accom-
panied by visual acuity loss include vigabatrin, pheno-
thiazines, nalidixic acid, chloramphenicol, nitrofurantoin,
and salicylates.

Typically, ring and arcuate scotomata are found in cases
of intoxication with chloroquine, INH, or streptomycin.

Color vision disturbances There are numerous substances that
typically produce color vision disturbances.71 Such color
vision disturbances are often caused by imbalances between
the short-, middle-, and long-wavelength cones, which are
differently affected by individual drugs.

The desaturated version of the Panel D 15 test or the
Roth 28 hue test, the FM 100 hue test, and the anomalo-
scope are well suited to monitor color vision disturbances
and their variation during the course of an intoxication.
There is a particular color vision table for acquired color
vision disturbances by Ishikawa (SPP2) that respects the
varying ranges of cone spectral sensitivity occurring in such
disturbances, while most other isochromatic tables are
designed for congenital color vision deficiencies. The widen-
ing of the matching range and/or a shift toward the achro-
matic axis in the anomaloscope is of particular value in
tracking down acquired color vision disturbances.71,93

Contrast vision and dark adaptation Contrast and glare sen-
sitivity can be tested by the nyctometer or other contrast and
glare sensitivity testers, such as the Oculus mesoptometer.
Quite commonly, drugs (e.g., vincristine or phenothiazines)
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can change the threshold and the time course of the dark
adaptation function, especially if the pigment epithelium or
the rhodopsin metabolism is affected.

Intraocular and extraocular muscles Several drugs, such as direct
adrenergics (adrenaline or neosynephrine) as well as indi-
rectly acting forms (thyramine and cocaine) can lead to
increased pupillary diameters, while cholinergica (carbachol,
physostigmine, etc.) lead to a narrowing of the pupils.
Mydriasis is reported in drugs for treatment of Parkinson’s,
as well as in antihistamines, tranquilizers, neuroleptic agents,
and antidepressive agents, while miosis occurs in choli-
nesterase inhibitors, antihypertensive drugs, and opium
derivatives.

Drug-induced changes of accommodation are quite
common. Acute transitory myopization without spasm of
accommodation and without miosis occurs with administra-
tion of aminophenazones, acetylsalicylic acid, sulfonamides,
tetracycline, certain diuretics, and carboanhydrase inhibitors
as well as in neuroleptic drug application.

Ptosis can be a side effect of barbiturates and other hyp-
notics and sedatives, such as chloral hydrate and carbromal.
It also occurs in metal poisoning drugs with muscle relaxant
action and during treatment with sympatholytica.

Overshooting saccades are observed with MAO inhi-
bitors. Slowed oculomotor action has been seen also after
intravenous application of diazepam.

Final comments

All these tests should be employed, not as a strict complete
sequence of tests but step by step according to hints in the
patient’s history and the ophthalmological basic investiga-
tion, depending on the possibility of functional changes the
particular test is assessing.

As far as the application of electrophysiological tests is
concerned, the reader is referred to the particular chapters
in this book.

Again, actions of drugs happen quite frequently at multi-
ple sites. They may vary depending on the genetic back-
ground of individuals, and I recommend consulting the
standard references mentioned in the introduction.

 I wish to thank Mrs. Regina Nicolaidis, M.A.,
for checking and proofreading the manuscript.
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T  disorders are a heterogenous group 
of disorders in which biochemical or genetic analysis, in-
heritance pattern, histopathology, or clinical presentation
suggests a primary dysfunction of the mitochondria.5,8,20,28

Mitochondria are tiny intracellular organelles that are essen-
tial for oxidative phosphorylation and play a role in other
metabolic processes. They are responsible for generating
much of the energy needed by the cell, in the form of adeno-
sine triphosphate (ATP). The central nervous system, includ-
ing the ocular tissues such as retina and optic nerve, are
particularly reliant on mitochondrial energy production.

Every human cell contains hundreds of mitochondria.
Each mitochondrion contains its own DNA and all the 
elements necessary for local transcription, translation,
and replication. Like nuclear DNA, mitochondrial DNA
(mtDNA) is read onto messenger RNAs that are then trans-
lated into proteins. These processes take place within the
mitochondrion. Unlike nuclear DNA, which is organized in
chromosomes, mtDNA exists in the form of circular mole-
cules that are similar to the DNA found in bacteria. Each
circle of mtDNA consists of a pair of complementary chains
of DNA, totaling approximately 16,500 base pairs. Each
mitochondrion contains between two and ten such circles of
mtDNA. Mitochondrial DNA replicates at random within
the mitochondria, and the mitochondria themselves divide
by a budding process, unlike the elaborate cell cycle and
mitosis of eukaryotic cells. During cellular mitosis, intracy-
toplasmic organelles, including mitochondria, are randomly
partitioned into each daughter cell. If a new mutation in
mtDNA occurs, intracellular populations of both mutant
and normal mtDNA coexist, a condition known as 
heteroplasmy.

However, not all of the proteins found within the mito-
chondria are encoded by mtDNA. In fact, most of the pro-
teins found in mitochondria are encoded by nuclear genes,
synthesized in the usual way in the cytoplasm on cytoplas-
mic ribosomes, and subsequently transported into the mito-
chondria. Hence, primary mitochondrial dysfunction can
result from different origins, with different inheritance pat-
terns. Mutations can arise involving mtDNA, including
single-nucleotide substitutions, such as in Leber’s hereditary
optic neuropathy (see chapter 76), which will be inherited
maternally. Other mutations resulting in disease include 
segmental deletions and rearrangements involving entire

regions of mtDNA.14 Other mutations can arise involving
nuclear genes that participate in mitochondrial function.
These genes may code for mitochondrial proteins or 
may otherwise be involved in the normal functioning of
mitochondria and even mtDNA. Diseases resulting from
abnormalities in these genes will be transmitted in classic
Mendelian fashion.

The criteria required to label a disease as mitochondrial
has evolved over time. Initially, diseases were considered 
mitochondrial myopathies if somatic muscle biopsy showed 
morphological evidence of abnormalities involving the mito-
chondria, usually by using the modified Gomori trichrome
stain to produce the so-called ragged red appearance.30 Later,
abnormalities of muscle mtDNA were found in such
patients.14,15,26,51 Therefore, the label of mitochondrial disease
was expanded to include diseases that had genetic 
evidence to suggest mitochondrial abnormalities, even if
the muscle fibers were morphologically normal. Several 
clinical syndromes were designated as mitochondrial dis-
eases, include Leber’s hereditary optic neuropathy,49 MELAS
(mitochondrial myopathy, encephalopathy, lactic acidosis,
and strokelike episodes),33 MERRF (myoclonic epilepsy with
ragged red fibers),10 and KSS (Kearns-Sayre syndrome).21

Clinically, the mitochondrial diseases manifest with a sur-
prising amount of heterogeneity. There is poor correlation
among the genetic defect, the biochemical abnormality, and
the clinical presentation.5,28 Thus, a single genetic defect can
give rise to a range of clinical presentations. Similarly, a
single clinical syndrome can arise from a number of differ-
ent genetic defects. In general, however, the most common
ophthalmologic manifestations of mitochondrial disease 
can be grouped into syndromes of bilateral optic neuropa-
thy, progressive external ophthalmoplegia (PEO), pigmen-
tary retinopathy, and retrochiasmal visual loss, although
there is frequently overlap among these categories.5 For
example, KSS encompasses both ophthalmoplegia and 
pigmentary retinopathy and may rarely include optic
atrophy.26,51

The literature on electrophysiological studies of the visual
pathways in mitochondrial diseases is difficult to interpret,
both because of the evolving definition of mitochondrial
disease and because of the use of different electrophysio-
logical techniques in the various reports. Older articles, prior
to modern molecular genetic diagnosis, include information
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collected on patients with “mitochondrial myopathy,” a diag-
nosis that was usually established by the presence of ragged
red fibers on muscle biopsy. These studies typically included
patients with varying clinical presentations but with common
histopathological findings. Newer articles focus primarily on
patients or pedigrees with either a defined clinical presenta-
tion or, more frequently, a specific genetic defect. Because of
the range of presentation, some of the patients who were
reported, although genetically carriers, were clinically unaf-
fected. In addition, many of these reports focus on other
issues, and information on the electrophysiological findings
may be sparse.

The electrophysiological investigations described in both
the earlier and more recent studies include primarily various
forms of the electroretinogram (ERG) and the visual evoked
potential (VEP). Data from the electro-oculogram (EOG)
are reported in a few studies. Results are variably reported
as either normal or subnormal, without further details or,
less commonly, with more detailed descriptions of photopic
or scotopic abnormalities. Studies in the English-language
literature that provide electrophysiological data are summa-
rized in the tables and detailed below.

Electrophysiological studies in patients without 
genetic diagnosis

F-F (F) ERG A review of the literature found
a total of 101 patients with ragged red fibers who were inves-

tigated with full-field ERGs (table 55.1).1,3,4,13,27,37 Two studies
were in children;13,37 the others were in adult patients. Only
two studies3,4 gave details on individual eyes; the patients
reported by the other authors presumably had comparable
results in both eyes. There were 42 (42%) patients who had
normal ERGs. Another patient had a normal ERG in one
eye and scotopic abnormalities in the other. Of the patients
with abnormal results, 16 patients had subnormal ERGs in
both eyes with no further details, and another patient had a
subnormal ERG in one eye and no response in the other.3

Twenty-three patients had both scotopic and photopic
abnormalities in both eyes, and one other patient had both
scotopic and photopic abnormalities in one eye and only 
scotopic abnormalities in the other eye.4 Three patients had
only photopic abnormalities in both eyes, and two more had
only scotopic abnormalities in both eyes. Ten patients had
absent responses in both eyes. Interestingly, in the study by
Riguardiere and coworkers,37 all eight pediatric patients had
normal ERGs. Because half of the patients in this study were
younger than 6 years old, this supports the impression that
clinical and electrophysiological evidence of retinal involve-
ment in these diseases increases with age.27

R P R Cooper and coworkers7

studied 22 pediatric patients (median age 5 years) with pre-
sumed mitochondrial disease, 20 defined by biochemical
enzyme complex deficiencies, one by a large mitochondrial
deletion, and one by a mtDNA mutation at nucleotide posi-

T 55.1
Full-field ERG results in patients without specific genetic diagnosis but presumed mitochondrial disease

Abnormal
(Scotopic Abnormal Abnormal Abnormal

Abnormal and (Photopic (Scotopic 30-Hz
Authors Year Number Normal (Unspecified) Photopic) Only) Only) Flicker Absent
Bastiaensen3* 1978 45 12 14.5 7 1 3 NR 7.5
Harden et al.13 1982 12 7 2 — — — NR 3
Mullie et al.27† 1985 7 0 — 5 2 — 7 0
Berdjis et al.4‡ 1985 11 6 OU, — 2 OU, — 2 eyes NR —

1w/scotopic 1w/scotopic
1w/amblyopia

Rigaudiere 1993 9 8 — — — — NR —
et al.37

Ambrosio et al.1 1995 17 8 — 9 — — 9 —
*Bastiaensen3 reported four patients and reviewed the literature for ERG results in 41 other patients.
† Mullie et al.27 reported ERG results in 11 patients. Mitochondrial DNA analysis results on a number of his patients were reported

subsequently by Smith and Harding.44 Three patients had mtDNA deletions, and another had the 3243 mutation. These patients are
included in tables 55.2 and 55.3, respectively.

‡ Berdgis et al.4 reported results for separate eyes. One of their patients had an amblyopic eye that was not tested, and the other eye
proved normal. A patient had one normal eye with scotopic abnormalities in the other eye, and another patient had scotopic abnormalities
in one eye and both scotopic and photopic abnormalities in the other eye.

NR = not reported.
OU = both eyes.
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tion 8993. They used the Hood and Birch17 formulation of
the Lamb and Pugh23,36 model of rod phototransduction to
study photoreceptor response parameters, specifically S and
Rmp3 derived from the scotopic a-wave and logs and Vmax

derived from the b-wave. Results were obtainable in 19
patients. These parameters showed some abnormality in
most of the patients, being completely normal in only five
patients, of whom three were among the youngest patients
studied.

P ERG Sartucci and coworkers39 described 17
patients with histologically defined mitochondrial myopathy.
Of these, ten patients had PEO, and the remaining seven had
symptoms including ptosis, bulbar weakness, and cerebellar
signs. None of these patients fulfilled the exact diagnostic 
criteria for KSS, MELAS, or MERRF syndromes. Fourteen
patients underwent pattern ERG (PERG). The PERGs
showed abnormal responses in 11 patients. Of these, 13 eyes
showed no response, and the P50 was delayed in four eyes. The
same group also performed VEPs (see below) and calculated
the retinocortical time (RCT). The RCT was prolonged uni-
laterally in four eyes and not evaluable in 15 other eyes.

V E P Techniques for recording the
VEP were varied. Harden and coworkers13 recorded flash
VEPs (fVEP) with both eyes open in 12 patients. The poten-
tials were present with well-defined early components in six
of 12 patients; five others had either absent or ill-defined
early components; in the last case, the VEP was of “unusual
configuration with enlarged components.” Rigaudiere and
coworkers37 reported fVEPs in eight pediatric patients, four
with mitochondrial myopathy and the remainder with mito-
chondrial encephalopathy. The fVEPs were normal in four
patients and showed hyperamplitudes in two patients with
mitochondrial myopathy, associated with normal latencies.
Another two patients, both with mitochondrial
encephalopathy, had decreased amplitudes and increased
latencies. The abnormal VEPs were seen in the older
patients; the mitochondrial myopathy patients were aged 6
and 9 years compared to 5 months and 2 years, while the
encephalopathy patients were both aged 15 years, compared
to 21 months and 5 years.

Using a mixture of both flash and pattern-reversal VEPs,
Smith and Harding44 reported VEP results in 20 patients,
some of whom had genetic abnormalities, including one
patient with MERRF and three patients with MELAS (see
below). Of the remaining 16 patients, six patients had
normal results, and ten had abnormal results. Berdgis and
coworkers4 obtained normal fVEP results in 21 eyes.

Pattern-shift VEP (PSVEP) was reported in a total of 83
other patients, some of whom were known to have mito-
chondrial deletions.1,4,39,40,42,48 Five studies1,4,39,40,42 gave

PSVEP results in a total of 77 patients. Six patients40 had
mitochondrial deletions, but details were not reported. Of
153 eyes, 80 (52%) were normal, 45 eyes had prolonged
latencies, four eyes had side-to-side latency differences, and
24 more eyes showed absent responses.

Versino and coworkers48 investigated the effect of check
size in 13 patients with PEO and histopathologically proven
mitochondrial disease, using both 15¢ and 30¢ check sizes.
Seven of these patients had mitochondrial deletions. The
P100 latency was delayed bilaterally in eight patients,
regardless of check size. In three patients, the P100 latency
was normal for the 30¢ check size but delayed for the 15¢
check size, and in the last two patients the VEP was normal
for both the 15¢ and 30¢ check sizes.

E-O EOGs were not commonly
reported. Bastiaensen3 obtained EOGs in four patients and
reviewed the literature for PEO patients. The EOGs were
normal in three of his patients and at the lower limit of
normal for the other patient. He found in the previous 
literature another two patients with normal EOG and four
patients with subnormal EOG. However, he commented
that the EOGs often could not be recorded because of
abnormal ocular motility. Mullie and coworkers27 performed
EOGs in 11 patients and reported their results as the EOG
light rise, instead of the Arden index. Six patients had sub-
normal results, while two more had supernormal results.
The remaining three patients had such poor eye motility that
EOG proved impossible to perform.

Electrophysiological studies in patients 
genetically defined

With the advent of molecular genetics, mitochondrial dis-
eases became better characterized genetically. Given the
rapid advances in this field, earlier papers in the molecular
era reported abnormalities in restriction splice sites, while
later studies used the polymerase chain reaction and DNA
sequencing techniques to better define and specify the
genetic abnormalities. Many patients with morphologically
abnormal muscle fibers were found to have abnormalities
involving the mtDNA. Partial deletions, usually with some
degree of heteroplasmy, were found in many patients with
the CPEO/KSS phenotype. Single-nucleotide substitutions
were found in other disorders, the common mutations being
the 3243A-G mutation in MELAS11,12 and the 8344A-G
mutation in MERRF.41

In addition to these syndromes, which typically have
ragged red fibers on biopsy, other syndromes without such
histological findings are now known to be the result of
mtDNA defects. One such syndrome of particular interest
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to the ophthalmologist is the syndrome of neurogenic
muscle weakness, ataxia, and retinitis pigmentosa (NARP),
a maternally inherited disorder resulting from a point muta-
tion at position 8993 in the ATPase 6 gene of the mtDNA.16

This condition has a heterogenous clinical presentation,
ranging from isolated retinal changes to Leigh’s syndrome
with psychomotor regression, seizures, and death in early
childhood.6,25,31,47,50 The NARP mutation has been associ-
ated with pigmentary degeneration of the retina in a salt-
and-pepper pattern as well as a bone spicule pattern.31

Indeed, a salt-and-pepper appearance in childhood may
progress to a full-blown retinitis pigmentosa pattern over the
years.22

Another syndrome associated with a mtDNA point muta-
tion is the syndrome of maternally inherited diabetes and
deafness (MIDD) resulting from a point mutation at position
3243, the mutation that is most commonly found in associ-
ation with the MELAS phenotype.2 Leber’s hereditary optic
neuropathy, associated primarily with mtDNA mutations28 at
positions 3468, 11778, and 14484, is described in chapter
76. Although the above diseases are very well described 

clinically, biochemically, and genetically, electrophysiological
information is sparse, with the exception of the NARP 
syndrome.

mtDNA D  R Nine patients
with the CPEO/KSS phenotype who were confirmed to
have mitochondrial deletions had ERGs performed19,27,32

(table 55.2). Two patients had normal ERGs, while seven
others had abnormal results. In one of the patients reported
by Mullie and coworkers,27 who was later determined to have
mtDNA deletions,44 serial ERGs were performed three years
apart. Deterioration was apparent in all ERG variables 
over time, although visual function remained clinically
normal.

MELAS  MIDD (3243 M) Most patients with
the MELAS and MIDD syndromes have the same common
mtDNA mutation at position 3243.5,28 Case series include
patients with either clinical presentation. Flash ERGs on
patients with the 3243 mutation were reported in a total 
of 16 patients18,19,24,27,43,46 (table 55.3), of which nine were

T 55.2
Results of electrophysiological testing in patients with confirmed mtDNA deletions

Authors Year No. of Patients ERG EOG
Mullie et al.27* 1985 3 Cone: all 3 abnormal NR

Rod: 2 abnormal, 1 normal
Ota et al.32 1994 1 Normal photopic and scotopic Normal Arden ratio
Isashiki et al.19 1998 5 1 normal, 4 abnormal NR

*Mullie et al.27 reported ERG results in 11 patients, and three of his patients were reported subsequently by Smith and Harding44 to
have mitochondrial deletions.

NR = not reported.

T 55.3
Results of electrophysiological testing in patients with the 3243 (MELAS and MIDD) mtDNA mutation

Authors Year No. of patients ERG VEP EOG Results
Mullie et al.27* 1985 1 Abnormal rod NR NR

Abnormal cone
Smith and Harding44* 1993 3 NR 2 normal, NR

1 abnormal
Hwang et al.18 1997 2 NR 2 abnormal NR
Sue et al.46 1997 11 11 normal (PERG) 7 normal OU, 2 abnormal NR

one eye
2 abnormal OU

Isashiki et al.19 1998 1 Abnormal NR NR
Latkany et al.24 1999 1 Abnormal photopic and scotopic NR NR
Smith et al.43 1999 12 Scotopic: 6 abnormal eyes, NR 4 normal,

18 normal eyes 8 abnormal
Photopic: 5 abnormal eyes,

19 normal eyes
*Mullie et al.27 reported ERG results in 11 patients, and one of his patients was reported subsequently by Smith and Harding44 to have

the 3243 mutation.
NR = not reported.
OU = both eyes.
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normal and seven were abnormal. Sue and coworkers46

reported PERG data on 11 patients in four 3243-positive
pedigrees, all of which were normal. Because of the associ-
ation with diabetes, a number of patients may also have 
diabetic retinopathy and laser treatment, potentially con-
founding the ERG results. EOGs were reported in 12
patients by Smith and coworkers,43 four of which were
normal and eight of which were abnormal.

MERRF There are only a few reports of visual electro-
physiological investigations in MERRF patients with the
8344 mutation. Seventeen patients had VEPs.29,38,44,45 Of
these, seven patients were normal, four had delayed P100
latencies, one had absent responses, and five had high ampli-
tudes. The patients with high amplitudes were all from the
study by Rosing and coworkers,38 and the authors postulated
that this finding was also found in other myoclonic and pho-
tosensitive epilepsies. A similar finding of increased ampli-
tudes was seen in the somatosensory evoked potentials of
these patients. This may reflect a general hyperexcitability
to all stimuli as part of startle myoclonus. ERG and EOG
data have not been reported in MERRF patients.

T T8993G (NARP) S The NARP syndrome
may present clinically with a wide range of findings, includ-
ing retinal pigmentation. The range of electrophysiological
findings is equally variable (table 55.4) and may reflect the
age at which these patients were tested (figures 55.1 and
55.2). Details are summarized in table 55.4.6,9,16,31,34,35 Of 14
patients studied with flash ERG, only three had normal
ERGs, ten had various abnormalities, and one had an
unrecordable ERG.

Conclusions

Electrophysiological studies of the visual pathways are not
uncommonly abnormal among patients with mitochondrial
disease. ERG abnormalities are frequently present in
patients with overt retinal pigmentation as well as in patients
with apparently normal funduscopy. Abnormalities have
been found with various techniques, including full-field ERG
and pattern ERG. Although longtitudinal studies have not
been reported, children with mitochondrial diseases may
have normal ERGs initially and later progress to manifest
abnormalities, a process that is often mirrored by the retinal
appearance. Use of more sophisticated indices of photore-
ceptor transduction might provide a more sensitive indica-
tor of photoreceptor stress.7

VEP abnormalities are also frequently present in patients
with mitochondrial disease, even if there is no apparent 
optic nerve or brain involvement. Hyperamplitudes may be
present in MERRF syndrome as part of a generalized 
sensitivity to stimuli.

The advent of molecular genetics has led to more precise
characterization of the mitochondrial disorders. However, a
particular clinical presentation can frequently result from
different genetic abnormalities, and each genetic defect may
produce a wide range of clinical presentations. The electro-
physiological findings in patients with mitochondrial disease
are equally variable.

 This study was supported in part by a depart-
mental grant (Department of Ophthalmology) from Research to
Prevent Blindness, Inc., New York, New York, and by core grant
P30-EY06360 (Department of Ophthalmology) from the National
Institutes of Health, Bethesda, Maryland. Dr. Newman is a recip-
ient of a Research to Prevent Blindness Lew R. Wasserman Merit
Award.

T 55.4
Full-field ERG results in patients with the 8993 (NARP) mtDNA mutation

No. of Retinal Ragged Red Leigh’s
Authors Year Patients Pigmentation CPEO Fibers Disease ERG
Holt et al.16 1990 4 4/4 0/4 0/4 0/4 1/4 “small responses,” 3/4 NR
Fryer et al.9 1993 9 4/9 0 NR 2/9 1 “low amplitude, poorly defined,”

others not done
Puddu et al.35 1993 3 2/3 “RP,” 1/3 0/4 0/4 0/4 1/3 “normal,” 2/3 dec phot a, b, inc b

normal implicit time
Ortiz et al.31 1993 13 1/13 “RP,” 6/13 0/13 0/13 4/13 1/13 “normal,” 3/13 “rod-cone

“SP,” 1/13 “BS” dysfunction,” 4/13 not done
Chowers et al.6 1999 7 2/3 0/3 0/3 0/3 1/3 “normal,” 1/3 “cone,” 1/3 

pigmentation “rod-cone”
Porto et al.34 2001 4 3/4 “BS” 0 NR 1/4 1/3 “cone-rod,” 1/4 “no response,”

2/4 NR
RP = retinitis pigmentosa, BS = bone spicules, SP = salt-and-pepper changes, NR = not reported, CPEO = chronic progressive external

ophthalmoplegia.



F 55.1 Serial ERGs of a patient with the 8993 (NARP)
mutation performed in 1994 (A), 1996 (B), and 1998 (C),

showing progressing loss of responses to a full-field white flash 
stimulus.

A B

F 55.2 Serial fundus photographs of the same patient dated
1986 (A) and 1994 (B) showing increased retinal pigmentation from
salt-and-pepper retinopathy to frank bone spiculing. Note that the

magnification in part B is higher, showing more central encroach-
ment of the pigmentary changes. Both images demonstrate sub-
stantial arterial attenuation. (See also color plate 22.)
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B   retinal vein occlusion are common
retinal vascular disorders, second only to diabetic retinopa-
thy in frequency of occurrence. They are both easy disor-
ders to diagnose using clinical techniques. For this reason,
investigations into the value of the electroretinogram (ERG)
in these disorders have focused on prognosis, not diagnosis.

Central retinal vein occlusion

It is estimated that about 20% of eyes with central retinal
vein occlusion (CRVO) are ischemic and are therefore at risk
for developing neovascularization of the iris (NVI).5,15 The
determination of ischemia in this disorder, however, is prob-
lematic; fluorescein angiograms (FA) often do not capture
peripheral capillary nonperfusion, they might be difficult to
read because of intraretinal hemorrhage or other factors, the
FA changes associated with ischemia in CRVO might not be
completely understood,19 and CRVO eyes that have no
apparent capillary dropout occasionally develop NVI.2,9,14

The ERG has been shown to be a sensitive and specific
test for identifying CRVO eyes that are at risk for the devel-
opment of NVI. It has the advantages over angiography of
providing an evaluation of the entire retina, including far
peripheral areas, and of quantifying the amount of ischemia
with regard to the retinal area that is affected, the extent 
of the damage within the area affected, and the amount 
of functional loss in perfused but still ischemic eyes. In a
prospective study involving 140 eyes of 128 patients, Hayreh
and colleagues2 found that the ERG as well as other meas-
ures of visual function proved far superior to the morpho-
logical tests of fluorescein angiography and fundoscopic
appearance in differentiating ischemic from nonischemic
CRVO during the early acute phase. Their most sensitive
test in uniocular CRVO was the RAPD, followed closely by
the ERG, then visual field and visual acuity. The combina-
tion of RAPD and ERG differentiated 97% of ischemic
from nonischemic cases. The authors stated that ophthal-
moscopic appearance was the “least reliable, most mislead-
ing” parameter.

Researchers have categorized the ERG changes that 
occur in CRVO in a number of ways. Eyes with CRVO often
have reduced ERG b/a amplitude ratios, reduced b-wave

amplitudes, reduced or enhanced a-wave amplitudes,
delays in the implicit times of the a- and b-waves and 
the multifocal ERG, reductions in oscillatory potential
amplitudes, and changes in the Naka-Rushton Rmax and log
K parameters derived from intensity-response analysis.
ERGs recorded from most cases of CRVO will show 
significant changes in some of these parameters, even if the
eye is perfused and has a good prognosis. However, eyes with
CRVO that develop NVI demonstrate large ERG changes,
and it is generally not difficult to identify eyes that are at risk
for NVI even when the ERG is recorded only once, at the
patient’s initial visit.1,10,13,19,20

ERG amplitudes

The work of Sabates and colleagues20 has focused attention
on the dramatic reductions that are often seen in the b/a
ratio in ischemic eyes with CRVO. The b/a ratio is the
amplitude of the b-wave, measured from a-wave trough to
b-wave peak, to the amplitude of the a-wave, measured from
the baseline to the trough of the a-wave. Sabates et al.20

reported that five out of eight eyes in his study that had b-
wave reductions that were so large that the b-wave did not
extend beyond the prestimulus baseline (the b/a ratio meas-
ured less than 1; see figure 56.1) developed NVI, whereas
only one eye that did not have this characteristic developed
the complication. Kaye and Harding recently obtained
similar results,14 and Breton et al.1 confirmed findings that
date to Karpe’s original monograph, published in 1945.12

Johnson and McPhee10 found the b/a ratio to be specific but
not sensitive for NVI in a prospective study of 93 eyes with
CRVO. They attributed some of the differences between
studies to the different stimulus luminances that were used;
the b/a ratio is not an invariant characteristic of the ERG
but rather depends strongly on stimulus intensity, as illus-
trated in figures 56.2A and 56.2B.

Much of the reduction in b/a ratios can be attributed to
preferential reductions in the b-wave amplitude. In a
prospective study of 30 CRVO eyes, seven that later devel-
oped NVI and 23 that did not, Kaye and Harding14 reported
that b-wave amplitudes were decreased on average by 
102mV in eyes that developed NVI when compared to the
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normal fellow eyes and by 63mV when compared to affected
eyes that did not develop NVI. Mean a-wave amplitudes
were not significantly different for any of the comparisons.
This latter result may be due to the fact that in CRVO, the
a-wave may either increase or decrease with disease severity.
Curiously, the b/a ratio was found to be a better predictor
of NVI development than was b-wave amplitude. This
paradox might be explained by two factors: the large vari-
ability on ERG amplitude and the fact that the a-wave
amplitude may be either abnormally large or abnormal-
ly small in CRVO. Abnormally small a-waves, of course,
suggest that more than the middle retina is involved in the
disorder.

Other investigators have also demonstrated substantial 
b-wave reductions in CRVO.1,9,10 These studies will be 
discussed more fully in the section dealing with 
intensity-response functions.

Oscillatory potential (OP) amplitudes are reduced in
CRVO, but while there is a significant difference between
the means of distributions of OPs recorded from eyes that
develop NVI when compared to eyes that do not develop
this complication, there is a substantial overlap between
these distributions. This overlap results from the fact that
CRVO eyes not at risk for NVI have substantial OP 
reductions.11

Temporal factors

Large delays in ERG implicit times are found in CRVO eyes
that develop NVI. Values for the scotopic single-flash a- and
b-waves, the photopic b-wave, and the peak of the 30-Hz
flicker response have been reported.1,2,9,10,14 In a prospective
study of 62 CRVO patients, Johnson and McPhee10 showed

that both the scotopic b-wave and the 30-Hz response
recorded from patients at their first visit identified patients
who had or would later develop NVI, with high sensitivity
and specificity. Their data for scotopic b-wave implicit time,
measured from stimulus onset to peak of the b-wave, are
illustrated in figure 56.3A. While ERGs from most of the
CRVO eyes showed delays in b-wave timing, eyes that had
or that would develop NVI showed much larger changes
than the eyes that did not develop NVI. A risk factor crite-
rion of 58ms, which was 8ms longer than the upper limit
of the range of normal values for b-wave implicit time,
yielded a sensitivity of 94% and a specificity of 64% for this
data set. Figure 56.3B, which pictures the affected and
normal eyes of a patient with CRVO and NVI, illustrates
the size of the effect that is often seen.

B-wave implicit time delays were the most discriminant
feature of the CRVO ERGs recorded by Kaye and
Harding.14 In agreement with Johnson and McPhee’s data,
they found that the difference between the means of the
ERGs recorded from eyes that developed NVI versus the
eyes that did not develop NVI was 7.4ms, a difference that
was significant at the p < .001 level. Furthermore, there was
no overlap between these two distributions at the 99% con-
fidence level. They also found significant intereye differences
for both groups. These differences measured 9.6ms for the
NVI group and 2ms for the comparison between the ERGs
recorded from the nonproliferative CRVO eyes and their
fellow eyes.

A similar picture is seen for the 30-Hz flicker ERG.1,9,10,17

McPhee et al.17 showed that, by using a criterion of 40ms,
a value that is 7ms greater than the upper limit of the
normal range, the 30-Hz flicker ERG shows performance
equivalent to that of the scotopic b-wave in identifying eyes
that had or that would develop NVI (figure 56.4A). At this
criterion value, the sensitivity for this data set was 100%, and
the specificity was 68%. Figure 56.4B illustrates a 30-Hz
flicker ERG recorded from the normal and affected eyes of
a patient with CRVO. McPhee et al.17 measured implicit
time as the phase of a 30-Hz sine wave fit to the data and
not to the amplitude peak of the waveform because high-
frequency components, which usually occur in healthy eyes
at the leading edge of the flicker ERG, often disappear in
eyes with CRVO. In these cases, measuring implicit time as
the time to peak will accentuate the actual shift in time in
waveforms recorded in normal eyes and in affected but non-
proliferative eyes, thus reducing the ability to identify the
individuals who have real time shifts and who are at risk for
NVI.22

The NIH-sponsored ERG ancillary study to the Central
Vein Occlusion Study (CVOS) confirmed the discriminabil-
ity of the ERG implicit time delay in CRVO. Investigators
from eight centers participated in the ERG-CVOS, testing a
total of 333 patients, or about half of the patients enrolled

F 56.1 An ERG recorded from an eye with CRVO and
NVI. The b/a amplitude ratio measures <1.
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A

F 56.2 A, ERGs recorded as a function of stimulus lumi-
nance for an eye with CRVO and NVI (solid lines). For compari-
son, the dotted line is a normal ERG recorded at 0.2 logcd s/m2.
Note that the b/a ratio is less than 1 here only for the two bright-
est stimuli. B, a- and b-wave amplitudes plotted as a function of
stimulus luminance. Note that as stimulus luminance increases, the
a-wave amplitude grows at a faster rate than does the b-wave ampli-
tude, and this results in smaller b/a ratios. This figure shows ERG
amplitudes for the normal and affected eyes of a patient with
central retinal vein occlusion and iris neovascularization. For this
patient, the greatest recorded difference between eyes occurs at the
0.03 logcd s/m2 intensity. Here, the difference in b/a ratio between
eyes of 2.13 (fellow eye) versus 1.50 (affected eye) is due largely to
a reduction in b-wave amplitude.

in the CVOS. They were able to compare the performance
of the ERG to visual acuity, fundus photography, and 
fluorescein angiography, collected in a prescribed fashion
and analyzed in reading centers. Not only was the ERG the
most discriminant measure, it also was able to identify at-
risk eyes in which a fluorescein angiogram could not be per-
formed.2

The recent development of the multifocal ERG has illus-
trated that ERG timing delays occur throughout the retina
in CRVO. Dolan et al.3 reported that implicit times of the
wide-field multifocal ERG (mfERG) were delayed in 98% of
the central responses and 91% of the peripheral responses
of the CRVO eyes that were examined. Furthermore, almost
60% of the fellow eyes showed implicit time delays, sug-
gesting either predisposing factors for development of a
CRVO in the fellow eye or that other vascular pathology 
is contributing to ocular ischemia in these patients.
Thus, mfERG implicit times, like OP amplitudes, are 
very sensitive to retinal functions changes secondary to
CRVO. However, it is not yet known how specific the
mfERG can be in identifying eyes that later develop iris 
neovascularization.

Intensity-response analysis

ERG b-wave amplitude increases with stimulus intensity up
to moderately high levels of luminance. These intensity-
response data are typically analyzed by fitting them to a sat-
urating, nonlinear function of a form first used by Naka and
Rushton in 1966 in their work on the S-potential in fish.18

This so-called Naka-Rushton function has the following
form:

(1)

where R and I are intensity-response ordered pairs, Rmax is
the asymptotic amplitude, K is the semisaturation constant,
that is, the intensity at which Rmax reaches half of its asymp-
totic value, and n is related to the slope at I = K. The value
of performing this analysis is that the parameters derived
from equation (1) can be evaluated in terms of putative
pathophysiological mechanisms of disease. A number of
studies have examined how the Naka-Rushton parameters
change in CRVO and whether these changes can be used to
predict neovascularization.

Eyes with CRVO usually show reductions in Rmax and 
n and elevations in K. An elevation in K indicates that 
more light is required to produce normal amplitude ERGs,
i.e., retinal sensitivity is reduced. Retinal heterogeneity is
reflected in the slope parameter. Using Monte Carlo simu-
lations, it has been formally demonstrated that heterogene-
ity in either Rmax or K will decrease n.16

R
R I
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n

n n
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+
max
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CRVO eyes with elevations in K act as though they 
are seeing less light, and this is a major reason that delays 
in ERG timing occur in this disease. Examination of the 
scotopic b-wave implicit time versus stimulus luminance
functions pictured in figure 56.5 (parts c and d) for the
normal and affected eyes of a CRVO patient with NVI 
illustrates two facts: that a dimmer stimulus produces a
response occurring later in time and that, for this patient,
the implicit time versus luminance function recorded 
from the normal eye requires at least some horizontal trans-
lation (i.e., along the log intensity axis) to fit the data
recorded from the affected eye. In CRVO, these implicit 
time delays reflect losses in sensitivity;8,10 the highly sig-
nificant correlation between the logarithm of K and the sco-
topic b-wave implicit time is 0.81, and the correlation
between log K and the 30-Hz flicker response implicit time
is 0.74.10

A

F 56.3 A, B-wave implicit time for CRVO eyes with NVI
(solid bars) and without NVI (hatched bars). B, ERGs recorded
from the affected and normal eyes of a patient with CRVO and

B

NVI. The ERG recorded from the affected eye shows reduced a-
and b-wave amplitudes and delays in implicit times when compared
with the normal, fellow eye.

As with the other ERG parameters that have been exam-
ined, eyes that develop NVI have large elevations in K and
often have large reductions in Rmax. Using ROC analysis,
which is a method of comparing entire distributions of data
and which reflects the amount of overlap between distribu-
tions, Johnson and McPhee10 have shown that the probability
of detection (Pd) for K is 0.83, and Pd for Rmax is 0.65. These
numbers indicate the probability of detecting an eye that will
progress to NVI using only the parameter and no additional
patient information. A linear discriminant analysis performed
on the data showed that virtually all of the information con-
tained in the Naka-Rushton parameters was contained in K.

Breton and colleagues1 have also shown that Rmax and K
are highly predictive of NVI in eyes with CRVO, but in their
study, Rmax was more discriminant than K. These conflicting
results are likely due to differences in the algorithms used for
fitting the data.10
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Photoreceptor function in CRVO

Johnson and Hood8 used the Hood and Birch6 model of
the a-wave to determine that a change in the gain of the
photoreceptor response occurs in CRVO patients that
develop NVI. In their study of 52 patients, they found that
reduction in photoreceptor sensitivity (S) accounted for
about one third of the elevation in K and in the b-wave
implicit time delay (figure 56.5). This was an unusual finding
in a disorder that is thought to involve only the inner 

retina. Johnson and McPhee10 hypothesized that pho-
toreceptor sensitivity loss in CRVO may be due to a proxi-
mal shift in the retinal O2 gradient due to reduced inner
nuclear layer perfusion. Alternatively, reduced choroidal per-
fusion could account for reduced photoreceptor activation,
particularly in individuals with minimal disruption in circu-
lation to the inner retina. A global reduction in perfusion
may also explain the functional abnormalities that are 
seen in so many of the fellow eyes of patients with vein
occlusion.10,21

A

occur at considerably different points in time, the fundamental 
frequencies of these waveforms (traces 2 and 4, respectively) 
differ by only 2.3ms. (Reprinted courtesy of the Archives of
Ophthalmology.)

B

F 56.4 A, 30-Hz ERG implicit time for CRVO eyes with
NVI (solid bars) and without NVI (hatched bars). B, ERGs
recorded from the affected (top trace) and fellow eyes (third 
trace) of a patient with CRVO. While the peaks of the waveforms
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Branch retinal vein occlusion

The same types of effects observed in CRVO also occur in
branch retinal vein occlusion (BRVO) but on a much smaller
scale. In fact, for the most part, the changes observed cannot
be used to manage patients on an individual basis, undoubt-
edly because a much smaller area of the retina is affected.12

Johnson et al.7 showed that ERGs recorded from eyes with
BRVO and retinal NV showed reductions in Rmax, elevations
in K, and delays in the scotopic b-wave and 30-Hz flicker
implicit times, but the overlap in the distributions of these
parameters for the proliferative and affected but nonprolif-
erative eyes was substantial. Thus, while this result is scien-
tifically interesting, it is not clinically useful.

Retinal artery occlusion

In cases of complete and long-standing central retinal artery
occlusion (CRAO), the ERG consists of a supernormal a-
wave and a very reduced if not absent b-wave. The highly
negative ERG is present soon after the onset of the occlu-
sion. The reduced b-wave and supernormal a-wave are pre-
sumably due to damage to ON-bipolar cells. Less severe
artery occlusions, or situations in which the cilioretinal artery
provides circulation, produce the intermediate ERG findings
of partially increased a-wave and decreased b-wave ampli-
tudes. The ERG is useful in diagnosing acute CRAO
because fundus changes are not apparent immediately fol-
lowing an occlusion. The ERG can also be useful in diag-

F 56.5 ERGs recorded from a patient with unilateral 
CRVO and NVI. Solid curves are the data, and dashed curves 
are the model’s fit to the leading edge of the a-wave. Photorecep-
tor gain (log S) was reduced by 0.53 log unit in the affected eye 
(B) compared with the unaffected eye (A), but the a-wave 
amplitude (Rm) was about the same in both eyes. The reduction 

in log S was not sufficient to account for either the shift in the 
b-wave intensity response function (C) or the shift in the 
implicit time function (D). Dashed curves (C, D) represent the
responses from the normal eye shifted by the difference in log S
between eyes. (Reprinted courtesy of the Optical Society of
America.)
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nosing CRAO in the presence of other pathology, because
only CRAO and CRVO produce large unilateral reductions
in the b/a ratio.

Karpe and Uchermann13 described ERG findings in a
study of 16 CRAO eyes (13 patients). Fifteen of these eyes
had large reductions in the b/a ratio, in which the b-wave
potential did not approach the potential of the prestimulus
baseline. The other eye had an extinguished ERG but also
had concomitant diabetic retinopathy that could not be eval-
uated because of cataract. The visual acuities in the group
were very poor, except in one case in which the cilioretinal
artery provided blood flow to the macula. In one instance,
administration of a vasodilator increased the b-wave from 0
or less (measured from prestimulus baseline) to 120mV.
Similar attempts to reoxygenate the retina using hyperbaric
oxygen also increased b-wave amplitudes in CRAO patients
who had a favorable visual outcome.23 Occlusion of a
branch of the retinal artery, described by the authors in
seven cases, resulted in a subnormal ERG b-wave, presum-
ably because of the smaller retinal area that was affected.12

Complete occlusions of the ophthalmic artery result in an
extinguished ERG. The ophthalmic artery provides circula-
tion to both the central retinal artery and the choroid plexus;
therefore, the lack of recordable retinal potentials is pre-
sumed to be due to infarction of both outer and inner retinal
layers.

 Supported by an unrestricted grant to the
University of Maryland Department of Ophthalmology from
Research to Prevent Blindness.
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I    decades, several acute and subacute dis-
orders of the outer retina, pigment epithelium, and choroid
have been described, primarily on the basis of their clinical
features. These include central serous chorioretinopathy
(CSC),10 birdshot chorioretinitis,31 multifocal evanescent
white dot syndrome (MEWDS),22 acute zonal occult outer
retinopathy (AZOOR),13 punctate inner choroidopathy
(PIC),36 multifocal choroiditis with panuveitis (MCP),8 ser-
piginous choroiditis,32 and acute multifocal posterior placoid
pigment epitheliopathy (AMPPPE).11 In many cases, these
disorders exhibit features suggestive of an inflammatory or
autoimmune etiology. As awareness of these disease entities
has emerged from the clinical descriptions, with little under-
standing of their underlying causes, it has seldom been 
possible to differentiate between them with confidence.16 In
some cases, there may also be overlap with syndromes that
are defined in terms of retinal disturbances (e.g., acute
macular neuroretinopathy) or in terms of the resulting visual
disturbance (e.g., acute idiopathic blind spot enlargement
syndrome).17 While it is not feasible here to fully reconcile the
nosology of these overlapping conditions, this chapter will
summarize the clinical and electrophysiological fea-
tures of several of those conditions (central serous cho-
rioretinopathy, birdshot chorioretinitis, multifocal evanescent
white dot syndrome, and acute zonal occult outer retinopa-
thy) in which electrophysiological studies may play a useful
role.

Central serous chorioretinopathy

Central serous chorioretinopathy is an acute or subacute dis-
order characterized by the development of a localized serous
retinal detachment in the posterior pole.18 The initial dis-
turbance appears to be at the level of the retinal pigment
epithelium (RPE), which often develops one or more small
detachments or loci of angiographic leakage. In the most
characteristic cases, leakage from underneath the pigment

epithelium into the subretinal space can be dramatically
visualized by fluorescein angiography as a plume of fluores-
cent fluid, which is seen to emerge from a hot spot in the
RPE and ascend through the cooler subretinal fluid as a
“smokestack” or “mushroom cloud” (figure 57.1). Indocya-
nine green angiography frequently demonstrates additional
choroidal hot spots elsewhere in the fundus. Symptoms
depend on the location of the detachment: If the macula is
elevated, decreased acuity (with a hyperopic shift) is likely,
along with micropsia and metamorphopsia. With prolonged
detachment, dark adaptation becomes impaired, and vision
may be permanently reduced.

In chronic cases, the affected sectors of the retinal
pigment epithelium become mottled and atrophic, often in
a dependent pattern that suggests lengthy tracks of subreti-
nal fluid emanating from the optic nerve or the central
serous lesion. The pigmentary changes may mimic those of
retinitis pigmentosa.

CSC frequently heals spontaneously, often with good
recovery of vision. Unfortunately, recurrences are common,
often leading to RPE degeneration and more permanent
visual loss. Recovery is often accompanied by formation of
a pigment epithelial scar, generally corresponding to the site
of the RPE leak noted acutely. Some authors have suggested
that light laser treatment to the site of leakage may hasten
recovery, though the ultimate visual outcome appears to be
unchanged.35

The etiology of CSC remains unclear. The condition is
most frequently seen in young males, though the predomi-
nance of this group appears to be less than was previously
thought.18 CSC has been associated with the “Type A” per-
sonality (prone to increased stress),37 as well as pregnancy. In
some cases, systemic steroid medication or increases in levels
of endogenous steroids, as seen in Cushing’s disease, appear
to precipitate CSC.4

The diagnosis of CSC is made on clinical grounds, pri-
marily based on history, ophthalmoscopic appearance, and
angiography with fluorescein or indocyanine green. Focal
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A B

C D

F 57.1 Central serous chorioretinopathy. A, Red-free image.
The serous detachment of the macular region appears as a darker
gray zone in the posterior pole. Distortion of the retinal blood
vessels is evident. B–D, Fluorescein angiogram. A thin plume of

fluorescent fluid is seen emanating from a point source in the retinal
pigment epithelium. In subsequent frames, it grows larger (“smoke-
stack”) and starts to fill the subretinal space (“mushroom cloud”).
(Courtesy of Mr. Ken Boyd.)
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electroretinography shows a moderate reduction of the 
a-wave and b-wave, with marked reduction of the oscillatory
potentials, in the detached retinal sector.25,26 This stands in
contrast to a rhegmatogenous detachment, which is electri-
cally silent owing to short-circuiting of the retinal currents
through the retinal hole.

Multifocal electroretinogram (ERG) technique similarly
demonstrates disturbance of retinal function in the area of
the serous retinal detachment24,34 (figure 57.2). There is con-
troversy as to whether the retinal dysfunction is confined to
the detached retinal sector or extends beyond the detach-
ment into clinically normal areas. Some investigators also
report electroretinographic abnormalities in the clinically
normal fellow eye. Localized abnormalities of the multi-
focal ERG show substantial recovery after resolution of
the serous detachments but do not return completely to
normal.6,33

Birdshot chorioretinitis

Birdshot chorioretinitis is the term given to a group of diseases
of the retina and choroid characterized by a peculiar pattern
of oval depigmented lesions underlying the sensory retina.
The term was chosen “because of the multiple, small, white
spots that frequently have the pattern seen with birdshot 
in the scatter from a shotgun”31 (figure 57.3). The cause is
unknown, though an autoimmune mechanism appears
likely. Clinical features include a quiet eye, minimal anterior
segment inflammation, chronic vitritis, retinal vascular
leakage, and frequent cystoid macular edema.9 Indications
of compromised retinal physiology include abnormalities of
dark adaptation and abnormalities of the ERG and electro-
oculogram (EOG). Late complications include subretinal
neovascularization, rhegmatogenous retinal detachment,
rubeosis iridis, posterior subcapsular cataract, glaucoma,
and anterior ischemic optic neuropathy.

Most patients with birdshot chorioretinitis present initially
with reduced visual acuity, floaters, or occasionally photop-
sia. Patients may also report night blindness as an initial or
subsequent symptom. Later in the course of the disease,
abnormal color vision is frequently noted. Visual acuity fluc-
tuates throughout the course of the disease.

Fluorescein angiography reveals findings that are sugges-
tive of retinal inflammation, including vascular leakage, with
cystoid macular edema seen in severe cases. The retinal
blood vessels, which may appear attenuated clinically, are
often hypofluorescent throughout the angiogram. The bird-
shot lesions are frequently inert angiographically, at least
early in the study.15 On indocyanine green angiography, the
birdshot lesions appear as hypofluorescent spots at the level
of the choroid and are typically more numerous than the
pale spots that are seen opthalmoscopically.5

The ERG in birdshot chorioretinitis may vary from super-
normal to extinguished. Often, the ERG waveforms are 
uniformly reduced in amplitude.12,23 The electronegative
waveform, with smaller b-wave than a-wave, is also com-
monly observed.19 Variations in the ERG amplitudes, partic-
ularly the response to 30-Hz flicker and the scotopic response
to the International Society for Clinical Electrophysiology of
Vision (ISCEV) standard flash, have been found helpful in
the monitoring of the course of the disease and in guiding
the adjustment of immunosuppressive therapy.38 The Arden
ratio of the EOG is typically reduced.29

The specific mechanism of cellular dysfunction in bird-
shot chorioretinopathy is not known, although a significant
inflammatory component is clearly present. Reports of a
strong association between this disease and the HLA-A29
antigen (as many as 90% of patients may be HLA-A29-
positive) would seem to implicate an autoimmune etiology,
possibly with a genetic component.2,27 This is said to be the
closest linkage between any human disease and a specific
HLA type.9

Multiple evanescent white dot syndrome

Multiple evanescent white dot syndrome (MEWDS) is an
acute disorder of the deep retina and choroid that is char-
acterized by central or paracentral scotomas associated with
numerous pale fundus lesions at the level of the deep retina
or pigment epithelium (figure 57.4). As the name implies,
these fundus lesions are transient, typically fading from view
several weeks after the onset of symptoms. An antecedent
flulike illness is frequently reported.22

In many cases, formal perimetry reveals enlargement of
the physiologic blind spot or other visual field defects. In this
regard, patients with MEWDS appear similar to many of
those described in the neuro-ophthalmologic literature with
an “enlarged blind spot syndrome,” and a considerable
overlap between these syndromes is probable.16 Most cases
recover spontaneously, though pigmentary abnormalities in
the fundus may persist indefinitely. Visual field abnormali-
ties may seem disproportionate to the extent of the fundus
lesions and may outlast the loss of visual acuity. Field loss is
occasionally permanent.

Angiographically, the retinal circulation appears normal.
With fluorescein angiography, the white dots seen clinically
appear as hyperfluorescent lesions. Late staining of the 
optic nerve is typical.14 With indocyanine green angiography,
the lesions appear as hypofluorescent spots, more numerous
and much more clearly evident than the ophthalmoscopic
lesions.20

During the acute phase of the illness, the Ganzfeld ERG
often shows variable reductions in amplitude, with attenua-
tion of a-waves and early receptor potentials.22 EOG 
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F 57.2 Central serous chorioretinopathy. A, An eccentric
serous detachment superior to the optic disk causes a localized
visual field defect inferior to the physiologic blind spot. B,C: Atten-

uation of the multifocal ERG is seen in the region corresponding
to the visual field defect. (Courtesy of Donald Hood, Ph.D.) (See
also color plate 23.)
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retina, pigment epithelium and choroid, also characterized
by pale fundus lesions with a multifocal distribution. In com-
parison with MEWDS, AMPPPE causes a much more 
dramatic disruption of the choriocapillaris, with sharply
demarcated patches of choroidal hypofluoresence. In retinal
pigment epitheliitis, the typical fundus lesions are dark spots
surrounded by a yellow-white halo. The lesions of multifo-
cal choroiditis and punctate inner choroidopathy are pale,
punched-out lacunae of the choriocapillaris, typically larger
and more numerous in the former than the latter condition.
In contrast with MEWDS, ERG abnormalities and some
degree of visual loss are much more often permanent in mul-
tifocal choroiditis and PIC.28

Acute zonal occult outer retinopathy

More subtle in initial presentation than the preceding enti-
ties, acute zonal occult outer retinopathy (AZOOR) is 
characterized by acute development of localized visual field
abnormalities and visual disturbances and ERG changes
that are suggestive of disturbance of outer retinal function,
with little or no alteration in the ophthalmoscopic appear-
ance of the fundus.13 The condition is typically monocular,
with a strong preponderance of females. The course is fre-
quently protracted, and permanent visual field changes,
often accompanied by late onset of pigmentary changes in
the retina, akin to those of retinitis pigmentosa, are
common. Indeed, the resemblance of these eyes after the
acute phase of the illness to RP has led to the suggestion that
many cases of so-called unilateral RP may in fact be previ-
ously unrecognized cases of AZOOR.17

Angiographically, the findings are subtle, but deep hypo-
fluorescent rings with hyperfluorescent haloes have been
reported with both fluorescein and indocyanine green
angiography.30

In the absence of overt ophthalmoscopic abnormalities,
the electroretinographic abnormalities are important ele-
ments of the diagnosis of AZOOR.21 The disease is 
commonly monocular, so interocular differences in the ERG
may be at least as important as overt abnormalities in indi-
vidual ERG parameters. Abnormalities are reported in
nearly all aspects of the Ganzfeld ERG, including photopic
amplitude for single-flash and flicker stimuli, scotopic rod 
b-wave amplitudes, and scotopic mixed rod-cone responses
(a-wave and b-wave amplitude) to the ISCEV standard 
flash stimulus (figure 57.5). Multifocal ERG recordings cor-
relate closely with the visual fields that are obtained 
clinically.1

F 57.3 Birdshot chorioretinitis. Pale fundus lesions are
neither raised nor depressed relative to the surrounding retina.
(Courtesy of Alan Friedman, M.D.) (See also color plate 24.)

F 57.4 Multiple evanescent white dot syndrome (MEWDS).
Pale white dots are seen early in the course of the disorder. (Cour-
tesy of Wayne Fuchs, M.D.) (See also color plate 25.)

recordings are also abnormal. Recovery of the ERG paral-
lels normalization of the clinical findings.7 Focal and multi-
focal ERG technique typically reveals the inhomogeneous,
patchy nature of the disorder.3

The diagnosis of MEWDS requires that it be differenti-
ated from numerous other inflammatory disorders of the
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T  can play a central role in diag-
nosing cases with autoimmune retinopathy (AIR). Patients
with AIR frequently present with photopsias, night blind-
ness, decreased central vision, and narrowed or scotomatous
visual fields and may be mistaken as having retinitis pig-
mentosa.4,14 Making the situation more complicated, a few
retinitis pigmentosa (RP) patients may develop AIR as a
complication of their underlying disease (see below). Very
often, the patient swears that his or her vision was normal a
year before but now has noticeable changes. On examina-
tion, patients frequently have minimal retinal changes, and
many are referred to neuro-ophthalmology clinic for evalu-
ation. Most AIR patients develop a diffuse panretinal
atrophy, which on viewing manifests as a blond fundus with
mild to severe retinal vessel attenuation, and often a fine pig-
mentation or granularity to the subretinal space. A large
majority of AIR patients have blond fundi with diffuse
atrophy, and they do not have bone spicule–like dark
pigment deposits. The signs and findings in AIR are often
subtle and confusing, but an electoretinographic study will
demonstrate severe retinal dysfunction in the face of often minimal
changes in the fundus (figures 58.1A and 58.1B). Many
patients have negative or greatly reduced waveforms in the
dark-adapted bright-flash electroretinogram (ERG). The
above findings alone do not give a diagnosis of AIR, but is
the first step in establishing a more firm diagnosis.

Autoimmune retinopathy is a complex subject because
there are many variations on the theme. Rare patients have
cancer-associated retinopathy (CAR syndrome), and even
rarer is melanoma-associated retinopathy (MAR syndrome).
There has even been a report of AIR associated with a ter-
atoma.28 Because different combinations of antiretinal anti-
bodies have different levels of pathogenicity and because 
of other factors such as blood-retinal barrier integrity and
family history of autoimmune diseases, can influence the
severity. Most AIR patients present without cancer, but 
an associated carcinoma needs to be ruled out if the patient
has newly diagnosed autoimmune retinopathy. If a patient 
has a carcinoma or melanoma and then presents with 
visual dysfunction, the diagnosis is much easier but still 
needs to be confirmed with a thorough evaluation,
including ERG. Because many of these cases are treatable

with immunosuppression, which can have significant 
side effects, it is important to be as certain as possible of the
diagnosis.

Autoimmune complications also can occur in patients
with RP, and the most typical form shows up as severe
cystoid edema of the posterior pole or macula. Some
patients will have severe striae (wrinkles) of the macular 
area (not cellophane retinopathy, which has more of a mild
shimmer effect). These patients typically complain of having
noticeable loss of visual field over a short period of time, and
if their kinetic visual fields are followed over a year, there is
noticeable contraction of their isopters every 3–4 months.
This subgroup of RP patients has been termed “CAR-like
syndrome,” since they have the same findings as CAR patients
but do not have carcinomas. Most patients fall into the cat-
egory of simplex RP, but have the additional findings of
cystoid edema, retinal striae, diffuse retinal atrophy with
minimal to no pigment deposits, and faster progression than
occurs in typical RP (figure 58.2).

To better understand the role of antiretinal antibodies in
RP, we evaluated a group of 521 RP patients by doing
Western blots on their serum. Fifty-one patients had anti-
body immunoreactivity in the range of 23 to 26kDa, and
those in turn had dot-blot antirecoverin testing. Eight of 51
patients had immunoreactivity to recoverin.10 Since antire-
coverin antibodies have been shown to be associated with
CAR syndrome and cytotoxicity has been demonstrated in
cell retinal cell cultures, these antibodies in RP patients are
likely to be contributing to the patients’ pathology.

Family histories

There is seldom a family history of RP in patients who
present with AIR. Occasionally, a patient with familial RP
will develop cystoid edema and will be found to have anti-
retinal antibodies on Western blots. Some of these patients
also may exhibit faster than usual visual field loss.9 A major-
ity of the time, a history will be found that first-degree 
relatives of the patient will have autoimmune diseases 
such as lupus erythematosis, scleroderma, severe asthma,
thyroid disease, diabetes, rheumatoid arthritis, fibromyalgia,
or multiple sclerosis, and there is usually a mix of different

58 Autoimmune Retinopathy, CAR
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F 58.1 Cases of CAR syndrome. A, Case 1. Eighty-four-year-old man who was found to have colon carcinoma in October 1994. No vision in OD from advanced glaucoma.
Found to have CAR in April 1994. Relatively low doses of prednisone gave good visual recovery. Larger doses would be used today. (See also color plate 26.)
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F 58.1 (continued) B, Case 2. Seventy-one-year-old woman with ovarian carcinoma found in October 2002. Vision was severely diminished six months later. She was placed on
60mg prednisone, 100mg Immuran, and 100mg cyclosporine. ERG values increased, while Goldmann visual fields remained the same on follow-up visit. Fundus showed diffuse atrophy
without pigment deposits. (See also color plate 27.)
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F 58.2 Forty-two-year-old woman with CAR-like syndrome and severe cystic edema of the posterior pole and no pigment deposits in the periphery. This patient had antirecoverin
antibodies with bands of activity to seven other retinal proteins. There was no history of cancer. (See also color plate 28.)
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autoimmune diseases in the first-degree relatives of the
patient.

The diagnosis of AIR is often based on putting a number
of different factors together, which may include the 
following:

1. Rapid loss of vision over a 1- to 6-month period. The
patient is usually insistent that there is a problem even
though the examination might not show much.

2. Frequently, a lack of findings on ophthalmoscopy. The
atrophy is diffuse, the retinal pigment epithelium becomes
depigmented, and pigment deposits are uncommon. Retinal
vascular attenuation and cystoid edema may be present.

3. Kinetic visual fields demonstrated contraction of
isopters, often with ring scotomata. There may be asymmetry
in the amount of involvement between eyes. Over 3–6 months,
the loss of field may be dramatic and not typical of RP. Often,
the ERG will be more severely affected, while there may be a
large amount of visual field on kinetic testing. Some cases that
have milder loss of visual field also have macular edema.

4. Involvement of the posterior pole with a cystic edem-
atous process correlates well with a strong presence of
autoimmune antibodies. RP patients with cystoid macular
edema also have a positive correlation with the presence of
antiretinal antibodies on Western blotting.11

5. Western blots of the patients’ serum against normal
retinal protein extracts will typically show antiretinal IgG
and sometimes IgM bands of activity (see figure 58.1).
Demonstrated activity against recoverin is pathognomic for
AIR and, when it is against a-enolase, arrestin, carbonic
anhydrase, and photoreceptor-specific nuclear receptor
(PNR), strongly support the diagnosis if other features are
present. Most cases have a minimum of three different anti-
retinal antibodies on Western blot. It should be noted that
just having random antiretinal antibodies does not mean
that AIR is present. Antibodies against recoverin, arrestin,
enolase, and PNR are likely to have significance.

6. The definitive test for MAR syndrome is checking 
for reactivity against donor normal retina bipolar cells on
immunohistology. Some of these patients are showing 
anti-PNR reactivity. Many patients with positive Western
blots will also light up specific cell types on immunohistol-
ogy examinations of normal retina, but it is not known yet
how this correlates with pathogenicity. Cytotoxic studies
have been done that suggest toxicity by various antiretinal
antibodies.1,9,27

7. The patient has a family history of autoimmune dis-
eases in first-degree relatives as noted previously.

Summary of electroretinographic findings

Many AIR patients undergo electroretinographic testing
because the ophthalmologist is not sure what they really

have, and a retina-based problem needs to be ruled out. The
retinal changes can be subtle and nonspecific, and it is 
often a surprise when the ERG results are so abnormal.
The changes on the ERG are dependent on the stage of
disease at which the patient is tested and what combinations
of antibodies are affecting the retina. At least half the 
time, the patient will have a negative waveform, but it 
should be remembered that this finding is not pathogno-
monic for AIR but that there is a large differential for con-
ditions associated with this disease (see chapter 72). Various
patterns of dysfunction can be found in these patients
depending on what damage the antibodies are doing in the
retina, from cone-rod or rod-cone patterns, or from non-
specific loss.

Cancer-associated retinopathy

Paraneoplastic retinopathies associated with carcinomas
have been most commonly associated with small cell carci-
noma of the lung, but cases have been reported from a
variety of other carcinomas, including breast, endometrial,
and colon cancers, and even from lymphomas. Presumably,
the tumor is producing retinal proteins that are antigenic
and stimulate antibody production. In many cases, the pres-
ence of autoimmune genes makes some patients more 
susceptible to developing the retinopathy. Paraneoplastic
autoimmune optic neuritis also has been reported numerous
times.5,29

Many patients who develop CAR syndrome attribute
their visual symptoms to the chemotherapy or just having
cancer. In some cases, the visual symptoms precede the 
discovery of the malignancy. Various immunosuppressive
therapies have been tried in patients, including pred-
nisone, stronger immunosuppression with immuran and
cyclosporine, intravenous immunoglobulin administered
monthly, and plasmaphoresis administered monthly, with
varying degrees of success. The first author had one patient
with ovarian carcinoma and antirecoverin antibodies who
recovered peripheral visual fields on monthly subtenons
injections of depomedrol, as her internist did not want her
to be on systemic immunosuppression.

A variety of antiretinal antibodies have been identified in
these patients, and different combinations can be seen. The
ones that have been identified to date are listed in table 58.1.
It should be noted that a number of unknown proteins have
been seen in Western blots, and these inciting proteins have
yet to be identified and proven to be pathogenic. Jankowska
and colleagues did an assay against known retinal proteins
using sera from patients with lung cancer and sarcoidosis.
They found high levels of antiretinal antibody acitivity in the
lung cancer and sarcoid groups compared to controls, and
the lung cancer sera had high levels of antibodies to recov-
erin and a-enolase.16
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Melanoma-associated retinopathy

The electrophysiological findings in melanoma-associated
retinopathy (MAR) were first described by Berson and
Lessell in a patient with shimmering of vision and nyctalopia
following cutaneous malignant melanoma (MM).3 The prin-
cipal observation was a negative ERG with a bright white
flash delivered under scotopic conditions, in keeping 
with dysfunction postphototransduction. Fishman’s group
reported a second case in which ON- and OFF-response
recording using long-duration stimulation was also per-
formed.2 This showed reduction in the ON b-wave but
sparing of the OFF-response and the ON-response a-wave.
A recent report from Sieving’s group showed that intravit-
real injection into a primate eye of IgG from an affected
patient produced the characteristic ERG changes approxi-
mately 1 hour after injection.22 Milam and coworkers first
reported the presence of autoantibodies against bipolar cells,
and this was endorsed by histopathological findings of
reduced bipolar cell density in the inner nuclear layer.7,23

Jacobson reported a patient with colon adenocarcinoma and
antibipolar antibodies with attenuated ERG signals.15

Of great interest, a recent report describes asymptomatic
retinopathy in three of 28 patients with cutaneous MM;
four patients had symptoms and ERG findings suggestive 
of MAR.25 A large summary article on MAR syndrome
patients that included a review of the literature and 11 new
patients was published by Keltner in 2001.18 They noted that
immunohistological staining of bipolar cells is typical, but
other staining can also be seen. They cited several patients
who reported improvement with immunosuppression 
therapies.

The clinical presentation is typically shimmering photop-
sias and nyctalopia with normal ophthalmological examina-
tion, but vitritis has been described in one patient, and an
absence of nyctalopia has been described in another.17,20 The
clinical features have recently been reviewed.4

At Moorfields Eye Hospital, we have examined seven
cases of clinically ascertained MAR.12 Shimmering photop-
sias and nyctalopia dominated the clinical picture in all

patients. Two patients had mild vitritis. Investigations 
were usually negative, but in one patient, white dots that
were visible on ophthalmoscopy were hyperfluorescent on
fundus autofluorescence imaging. The significance of this is
unknown. Electrophysiologically, the rod-specific ERG was
undetectable in six cases and almost so in the seventh. The
maximal response showed a profoundly negative waveform
in all patients. These data reflect profound dysfunction post-
phototransduction and are in keeping with dysfunction of
the rod ON or depolarizing bipolar cells (DBCs). Superfi-
cially, the full-field ERG cone responses appeared much less
affected, with minimal if any abnormality of cone flicker
response implicit time. However, close inspection reveals
subtle but highly significant changes. In particular, the
single-flash photopic response shows a distinctive broadened
a-wave and a sharply rising b-wave with a reduced b/a ratio
and lack of photopic oscillatory potentials. It is suggested
that this appearance is pathognomonic of marked dysfunc-
tion of cone DBCs, with preservation of cone OFF or hyper-
polarizing bipolar cells. The profoundly negative ON
response, with preservation of the ON a-wave and loss of
the ON b-wave, accompanied by a normal OFF response
supports this proposal. The somewhat broadened trough of
the 30-Hz flicker ERG with a sharply rising peak is thought
to be a manifestation of the same phenomenon. The PERG
was severely reduced in all patients in whom it was recorded.
S-cone-specific ERGs, when recorded, were always reduced.
No significant interocular electrophysiological asymmetry
was present in any patient. Color contrast sensitivity testing,
when performed, showed no elevation of protan and tritan
axis thresholds but significant elevation in the tritan axis.8

It is widely accepted that S-cones have only an ON
bipolar cell pathway, unlike L- and M-cones that have both
ON and OFF pathways.6 The loss of S-cone ERGs and the
elevated tritan axis on color contrast sensitivity testing are
thus in keeping with additional ON pathway involvement in
relation to the S-cone pathway. The profoundly abnormal
PERGs, in keeping with the observations of Kim et al. in a
study of four patients before the introduction of Interna-
tional Society for Clinical Electrophysiology of Vision stan-
dard ERGs,19 are notable given the often-normal visual
acuity and fundus appearance. However, it has recently been
suggested that the PERG has a particular dependence on
ON bipolar cell function.13 Overall, the electrophysiological
data are in keeping with global ON-pathway dysfunction
affecting rods and all cone types.

Some authors have commented on the similarity between
the ERG findings in their cases of MAR and those in com-
plete X-linked congenital stationary night blindness with
myopia.21,24,26 To facilitate this comparison, a full set of elec-
trophysiological data from a typical patient with cCSNB
with myopia is also shown in figure 58.3. The undetect-
able rod-specific ERG, the profoundly negative maximal

T 58.1
Proteins which have been associated with autoimmune retinopathy1,12,13,14

Name Weight
Recoverin 23kD
Carbonic anhydrase 30kD
Transducin b 35kD
a-enolase 46kD
Arrestin 48kD
TULP1 78kD
PNR photoreceptor cell-specific nuclear receptor 41kD
Heat shock protein HSC 70 65kD
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response, the photopic single-flash ERG with a broadened
a-wave and sharply rising b-wave, the markedly subnormal
PERG, the negative ON response with sparing of the OFF
response, and the reduced S-cone ERG are all indistin-
guishable from the findings in a patient with MAR. These
data extend those described in the case report of Alexander
and colleagues.2

The identical pattern of electrophysiological abnormali-
ties in MAR and cCSNB exemplify the need always to inter-
pret electrophysiological data in clinical context. Patients
with MAR have an acquired nyctalopia with shimmering
photopsias, they can be of either gender, they need not 
be myopic, and they almost invariably have had cutaneous
MM. Patients will not always be aware of the diagnosis of
malignant melanoma, and a history of removal of a “pig-
mented mole” or similar cutaneous lesion might be revealed
only by direct questioning.

Future diagnostic techniques in AIR

It is likely that more definitive laboratory tests will be forth-
coming to better make the diagnosis of AIR, likely based on
the exciting antigens (and their antibodies) and specific
inflammatory products such as specific cytokines that are
involved in the pathologic process. The ERG will play a
major role in identifying affected patients and possibly in
monitoring treatment.
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A  optic neuropathy usually presents in the
older patient with painless, often severe visual loss of sudden
onset that can be irreversible. Ophthalmoscopy reveals pallid
swelling of the optic disc that may be accompanied by super-
ficial peripapillary hemorrhages. The findings probably
relate to acute ischemia of the anterior portion of the optic
nerve.6,13,17 The initial report of severe visual loss in associ-
ation with giant cell arteritis appears to be that of Jennings,27

but the term ischemic optic neuritis was first used by Wagener.46

It is now usually known as ischemic optic neuropathy (ION).35

Clinical reviews have identified two groups of patients: those
with giant cell arteritis (arteritic, AAION) and those without
(nonarteritic, NAION).3,17,34,39 Many nonarteritic cases are
idiopathic, but systemic hypertension, ischemic heart
disease, hypercholesterolaemia, and diabetes mellitus are risk
factors.17,39,41 There are reports of ION in association with
hypotension,44 migraine,4,33,47 acute hypotension and anemia
consequent on gunshot wound or lipsuction,36,43 following
internal carotid artery dissection,2 and following cataract
surgery.30,38

Clinically, patients with NAION present with visual loss
in one eye, possibly with previous involvement of the other
eye. The optic disc is swollen, and the more extensive the
disc swelling, the greater is the degree of visual impairment.3

Flame hemorrhages are usually present. The majority of
patients have inferior altitudinal field defects, but approxi-
mately 20% have a central scotoma.7 The field defect may
correlate poorly with the fundus appearance, but some
patients have clear superior or inferior swelling with corre-
sponding altitudinal field loss. In one large series,17 more
than 35% of the NAION patients had a visual acuity of
6/36 or worse, but 30% had normal (6/9 or better) acuity.

Patients with AAION often have symptoms associated
with temporal arteritis: malaise, muscle pain, scalp tender-
ness, etc., whereas the nonarteritic patients do not feel
unwell. There is often generalized field constriction in the
affected eye. Visual acuity may be severely reduced, with
60% having an acuity of counting fingers or worse,17 but also
may be unimpaired. A percentage of both groups may have
had previous transient visual dysfunction. The blood 
erythrocyte sedimentation rate (ESR) is usually raised in
temporal arteritis, but a low ESR does not exclude the diag-
nosis,17,34 and a positive temporal artery biopsy is necessary
for confirmation. It is important to distinguish the cases due
to temporal arteritis from idiopathic cases because high-dose

steroids are the treatment of choice in arteritic ION.9,18,34

The addition of methotrexate may be effective.28 There have
been reports of improvement following steroid administra-
tion in nonarteritic patients,17 but as yet there is no satisfac-
tory treatment. Optic nerve sheath decompression initially
seemed to improve outcome in some patients with progres-
sive NAION,42 but the results from the Ischemic Optic Neu-
ropathy Decompression Trial not only failed to confirm
significant therapeutic benefit, but also suggested that nerve
sheath decompression may actually be potentially harmful
in NAION.24–26

The histological changes in AAION were reviewed by
Henkind et a1.19 The orbital vessels, including the posterior
ciliary arteries, the ophthalmic artery, and the intraneural
central retinal artery, may be involved in the arteritic process,
but involvement of the intraocular retinal or choroidal
vessels is unusual. Hayreh and Baines16 suggested that the
posterior ciliary arteries feed fairly well delineated areas of
the choroid and nerve head and that posterior ciliary artery
occlusions may infarct the optic disc and adjacent retrolam-
inar optic nerve. The reader is referred elsewhere for a com-
prehensive discussion of the blood supply to the optic nerve
head.14,15 A case report, without clinical details, of the
histopathological findings in nonarteritic ION showed focal
infarction 3mm behind the lamina cribrosa that was caused
by thromboembolism in three discrete pial and pial-derived
arterioles.32 The temporal aspect of the macula showed
ischemic necrosis. A recent large series further defined the
histopathology of ischemic optic neuropathy in relation to
localized ischemic edema, cavernous degeneration, or an
area of atrophy located superior or inferior in the optic
nerve.29

The first detailed report of the electrophysiological find-
ings in NAION was that of Wilson,49 although “delays” in
the pattern visual evoked potential (PVEP) had previously
been mentioned.20 Wilson49 examined both PVEP and flash
VEPs (FVEPs) in a mixed group of 15 arteritic and non-
arteritic patients. Both PVEPs and FVEPs showed reduced
amplitude, but only four patients showed minimal (<10ms)
latency changes. The clinically uninvolved eye invariably
had normal visual evoked potentials (VEPs). Those findings
were contrasted with those in optic nerve demyelination, in
which latency delays in excess of 10ms are common and
there is often subclinical involvement of the fellow eye.
Other authors5,8,10,21,48 confirmed the high incidence of
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reduced amplitude, normal latency VEPs, but Glaser and
Laflamme8 found a predominance of P100 component
delays in acute cases. Harding’s group10 noted that all
affected eyes showed a reduced VEP and that those with a
delayed or triphasic response to flash had temporal arteritis.
The FVEP delay in association with temporal arteritis was
confirmed by this author,21 who further reported that the
PVEP was more sensitive than the FVEP in nonarteritic
patients. Amplitude reductions were usually relative to the
uninvolved eye. Typical findings are shown in figure 59.1.
Cox et a1.5 compared the PVEPs from 24 eyes with NAION
with 22 eyes with optic nerve demyelination. The mean
latency difference between the involved and the uninvolved
eyes was 3ms for NAION but 21ms in demyelination.
Wildberger48 found amplitude changes but also reported that
patients with an inferior altitudinal defect touching the hor-
izontal meridian showed apparent latency delays that were
attributed to preservation of the normal longer latency
response from the superior field.31

Definite latency delays have been reported,37 but stimulus
and recording parameters were not given. A later study45

emphasized the difficulties in accurate component identifi-
cation with a single midline recording channel. (See also
chapter 15 for a discussion of normal PVEP components
and their distribution.) Those authors, using a 15 degree
radius, 50 minute check stimulus, found “delays” in some
cases that could be explained by complete or partial substi-
tution of the paramacular P135 subcomponent for the

usually dominant, macular-derived P100 component. It
should be remembered that this interpretation only applies
with a large field. Most of their patients had single-channel
recordings with central field stimulation. PVEPs were often
extinguished, but delays were observed. Follow-up studies
suggested that the abnormalities remained essentially
unchanged.

Posterior ischemic optic neuropathy may also occur but 
is much less common12,40 and has not been satisfactorily
characterized electrophysiologically.

This author reported PERG abnormalities in seven cases
of NAION, five with involvement of the P50 component
and two with an abnormality confined to N95.22 As P50
component reduction is usually associated with dysfunction
anterior to the retinal ganglion cells in the visual pathway,23

the histopathological observations of macular necrosis in
ION32 may be relevant.

To conclude, the finding of a normal latency, reduced
amplitude PVEP suggests NAION in a patient with sudden,
painless loss of vision and a swollen optic disc. If there has
been a previous episode in the fellow eye with resultant disc
pallor, the appearances may be mistaken for the Foster-
Kennedy syndrome (see figure 59.2). An abnormal VEP is
not a feature of papilloedema per se, and electrophysiology
should help to resolve any diagnostic difficulties in such
cases. The findings from clinically uninvolved eyes are
normal. PVEP delays can occasionally be observed but 
are less marked than in optic nerve demyelination. There are

F 59.1 VEP findings in four patients with nonarteritic
ischemic optic neuropathy. The affected eye in each patient is
shown as the lower of the two pairs of traces for each patient.
Patient A shows a broadening of the major positive P100 compo-
nent with increased N135 component latency, but the dominant

feature is amplitude reduction; patient B shows marked P100
amplitude reduction with mild latency increase; patient C shows
amplitude reduction with no latency change; patient D shows a
questionable P100, of normal latency if present. Calibration: 5 mV,
80ms.
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usually associated systemic symptoms and elevation of the
blood ESR with AAION.
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History of the disease

Gyrate atrophy of the choroid and retina is one of scores of
genetic dystrophies allied to retinitis pigmentosa. Although
it was first described by Cutler in 18958 and Fuchs in 1896,11

interest in gyrate atrophy was sparked by the reports by
Simmel and Takki in 197349 and Takki in 197454 of hyper-
ornithinemia associated with this condition. Since then, the
enzyme defect (ornithine aminotransferase, or OAT) has
been detected,46 the abnormal gene product has been char-
acterized biochemically and enzymatically,25,27 the gene for
the missing enzyme has been cloned,19 and studies have been
performed on a molecular level to uncover the mechanism
of the loss of functional gene product.1,6,14–18,28–31,34,35,41 OAT
is a pyridoxal phosphate–dependent enzyme, and pyridox-
ine-responsive and -nonresponsive forms of the condition
have been described. Over 100 cases of gyrate atrophy have
been reported worldwide. Considerable allelic heterogeneity
exists for OAT-deficient gyrate atrophy for both pyridoxine-
responsive and -nonresponsive cases. Interestingly, the
largest group of patients with gyrate atrophy is Finnish, the
great majority of whom are homozygous or compound het-
erozygous for one of two common founder mutations
(L402P and R180T), neither of which is pyridoxine-
responsive.35 For more extensive coverage of the clinical,
biochemical, and molecular genetic aspects of gyrate
atrophy, the reader is referred to reviews.56,61

The electroretinogram (ERG) is severely abnormal in
most patients with gyrate atrophy, even in childhood (figures
60.1 and 60.2).5,29,30,54 Stoppoloni et al.53 reported an
allegedly normal ERG in a 3-year, 9-month-old girl, but the
technique was inadequately described, and the amplitudes
for the patient and the normal ranges were not presented.
Rinaldi et al.44 reported that the ERG for this same patient
at 4 years of age was normal for the left eye (photopic a-
wave: 40mV, b-wave: 80mV; scotopic a-wave: 40mV, b-wave:
200mV) but that for the right eye was now subnormal (pho-
topic a- and b-waves: 40mV; scotopic a-wave: 40mV, b-wave:
125mV). However, again the range of normal responses for
the technique employed were not given. Most reports, espe-
cially those of older patients, describe the ERG as unde-
tectable, but averaging was usually not performed, and the

lower limits of detectability were not given for the system
used. Patients with pyridoxine-responsive gyrate atrophy
have had some of the largest reported ERG amplitudes,
with maximal bright white stimulus scotopic and photopic
b-wave amplitudes in the 100- to 200-mV and 50- to 65-mV
range, respectively (see figures 60.1 and 60.2). For those
patients with sizable ERGs, although both rod- and 
cone-mediated responses are subnormal, the rod responses
appear more subnormal than do those from the cone
system.5,23,60 The oscillatory potentials range from moder-
ately to severely subnormal but are often still clearly dis-
cernible and, in rare instances, relatively well preserved 
in comparison with the loss of b-wave amplitude.
The implicit times are usually normal, although mild 
prolongation of cone b-wave implicit can occur (see figures
60.1 and 60.2).63

To assess the course of change of visual function outcome
variables in patients who might become candidates for gene
replacement therapy, Caruso et al.7 have studied the rate of
decline of static perimetry, kinetic perimetry, and ERG b-
wave amplitudes for the ISCEV standard maximum scotopic
bright-flash and the 30-Hz flicker responses for patients with
pyridoxine-nonresponsive gyrate atrophy. They found that 
in the 4 to 6 years of follow-up, the visual field half-lives were
variable, but the median was 17.0 years for static perimetry
and 11.4 years for kinetic perimetry. ERG amplitudes 
likewise had variable half-lives, but the median was 16 
years for the scotopic bright-flash responses and 10.7 years
for the flicker responses. Thus, the rates of change of visual
function outcome measures in these subjects were slow,
indicating that a long-term clinical trial would be needed 
to assess the efficacy of therapeutic intervention that is
intended to preserve existing visual function. The rate 
of change of visual function outcome measures appears
even slower for those rare individuals with pyridoxine-
responsive gyrate atrophy (R. G. Weleber, unpublished data,
2003).

The electro-oculogram (EOG) can range from low
normal to severely subnormal.23,54,64 Fast oscillations of the
EOG were subnormal for three pyridoxine responders
(Weleber and Kennaway61 and R. G. Weleber, unpublished
observations, 1983–1987) (figure 60.3).

60 Gyrate Atrophy of the Choroid

and Retina

 . 
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A

F 60.1 ERGs from patients with pyridoxine-responsive
(patients 1–3) and pyridoxine-nonresponsive (patient 4) gyrate
atrophy. Note that the calibration scale is different in height for the
patients compared with the normal ERG. A, Photopic cone and 30-
Hz flicker. Note the prolonged implicit time for some of the 30-Hz
flicker responses for patients 2 and 3. The calibration scale indicates
100mV vertically and 20ms horizontally for all tracings. The
numbers to the left of the normal tracing indicate the intensity of

the stimulus in log foot-lambert-seconds. B, Scotopic ERG
responses. The calibration scale indicates 200 mV vertically and 40
ms horizontally for all tracings. The numbers to the left of the
normal tracing indicate the intensity in log foot-lambert-seconds for
the white light stimuli and in log mJ/cm2 steradian for the red and
blue light stimuli. (From Weleber RG, Kennaway NG: Clinical trial
of vitamin B6 for gyrate atrophy of the choroid and retina. Oph-
thalmology 1981; 88:316–324. Used by permission.)

B
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m

m

m

m

F 60.2 International Society for Clinical Electrophysiology
of Vision standard ERGs of a 12-year-old girl with pyridoxine-non-
responsive gyrate atrophy (same patient as in figures 60.4A 
and 60.5) (left column) and a 38-year-old woman with pyridoxine-
responsive gyrate atrophy (patient 2 in figure 60.1) (right column).

The responses for the right and left eyes are superimposed. Note
that for the patient with pyridoxine-nonresponsive gyrate atrophy,
the flicker timing and single-flash cone b-wave implicit times
(arrows) are prolonged, the scotopic OPs are profoundly subnor-
mal, and the rod response is indiscernible from noise.

Clinical description and natural history

Gyrate atrophy begins in the first decade of life as circular
areas of total vascular atrophy of the choroid and retina in
the midperiphery and far periphery (figure 60.4). As the
patient ages, these lesions enlarge, coalesce, and eventually
form the characteristic scalloped border between the
atrophic peripheral choroid and retina and the more intact
posterior fundus that led to the term gyrate atrophy. In some
patients who are not responsive to pyridoxine, atrophy also
develops around the optic nerve and in a ring around the
macula.39 The earliest symptoms are loss of peripheral visual
fields (figure 60.5) and night blindness (figure 60.6). Eventu-
ally, progressive extension of the lesions toward the posterior
pole produces constriction of visual fields and, in most
patients, legal blindness from tunnel vision by the fourth to
fifth decade. Loss of central vision can occur from cataracts,
macular edema, or involvement of the atrophic process in
the macula itself. All patients are myopic, the degree of
myopia ranging from mild to severe.

Dark adaptometry curves range from normal54 to an ele-
vation of both cone and rod segments (see figure 60.6).54,61,64

Color vision is usually good until visual acuity falls below
20/40; tritan defects can occur.54

Careful funduscopy and fluorescein angiography usually
show a zone of disturbed retinal pigment epithelium (RPE)
between the atrophic and more intact areas of the retina
(figure 60.7). This zone of disturbed RPE is the area into
which the atrophic lesions will extend with time. Enoch et
al.,10 using detailed perimetry, have shown that the disrup-
tion of retinal function occurs abruptly in this zone but that
some function persists within islands of more peripheral
remaining retina.

Although intelligence is normal in the vast majority of
cases, several patients have had abnormal electroen-
cephalography results, seizures, or abnormal MRIs.57

Although this is of no discernible clinical significance, all but
one23 (Case 2) of the patients who have been investigated
have had abnormal inclusions within type 2 muscle fibers on
muscle biopsy (figure 60.8).27,32,52 Abnormalities on electro-
cardiography have also been noted in several patients.52

Inheritance is clearly autosomal-recessive. Carriers, who
are clinically normal, can be distinguished from normal by
assay of enzyme activity in cultured fibroblasts.27,48
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Known histopathology/pathophysiology of gyrate atrophy

H In only one case of gyrate atrophy have
the eyes been studied histopathologically.65 This 97-year-old
woman (patient 6 in previous reports) had pyridoxine-respon-
sive gyrate atrophy,64,66 and the kinetics of her mutant enzyme
have been studied.25 In the regions of atrophy, there was total
loss of all retinal and choroidal elements, but the retina 
posterior to the scalloped abrupt border was essentially 
intact.

The abnormalities on muscle biopsy appear as subsar-
colemmal inclusions that on electron microscopy represent
accumulations of tubular inclusions (see figure 60.8). These
defects within muscle are believed to be secondary to a local-
ized deficiency of creatine phosphate, created by end-
product inhibition of arginine glycine transamidinase by the
high levels of ornithine in patients with gyrate atrophy.50

However, since arginine glycine transamidinase activity has
not been detected in the retina, such a mechanism cannot
explain the pathophysiology in this tissue.43

Abnormal, swollen mitochondria have been observed 
in liver2 and iridectomy specimens59 and are believed to
result from the toxicity of high ornithine levels within 
mitochondria.

P Although much is known about the enzyme
defect and more recently about the molecular defects in
gyrate atrophy, little is known about how the enzyme 
deficiency actually produces the atrophy. Proposed theories
have centered on the possibility of direct toxic effects of
elevated ornithine levels within mitochondria and a localized
deficiency of either creatine or proline within the retina.
Evidence does exist that ornithine concentrations similar to
those seen in patients are toxic to RPE cells in vitro.9 Whereas
creatine phosphate is a known major source of energy for
muscle, its role as an energy store for the eye is unknown.
The most tenable theory for the ocular pathology is localized
deficient proline synthesis within the retina. This results 
from the inhibitory effects of ornithine, through glutamic g-
semialdehyde, on the enzyme D1-pyrroline 5-carboxylate
(P5C) synthase, which is necessary for the formation of P5C,
and hence proline, from glutamate (figure 60.9).45

B Although in her original report, Takki
alluded to the finding of deficient OAT, Sengers et al. were
the first to demonstrate conclusively that OAT was the 
defective enzyme in gyrate atrophy.46 Others confirmed this
deficiency in lymphocytes55 and cultured fibroblasts.26,37,47

OAT is a pyridoxal phosphate–dependent enzyme (see

F 60.3 EOG from a normal subject (light to dark ratio 2.26)
(top) and a 38-year-old woman with pyridoxine-responsive gyrate
atrophy (patient 3) (light-to-dark ratio: 1.25, normal: >1.85) (bottom).

(From Weleber RG, Kennaway NG: Gyrate atrophy of the choroid
and retina. In Heckenlively JR (ed): Retinitis pigmentosa. Philadelphia,
JB Lippincott, 1988, pp 198–220. Used by permission.)
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A

(patient 3), and a 40-year-old man with pyridoxine-nonresponsive
gyrate atrophy (D) (patient 4). (From Weleber RG, Kennaway NG:
Gyrate atrophy of the choroid and retina. In Heckenlively JR (ed):
Retinitis Pigmentosa. Philadelphia, JB Lippincott, 1988, pp 198–220.
Used by permission.) (See also color plate 29.)

B

C

D

Figure 60.9) that catalyzes the interconversion of ornithine
and glutamic-g-semialdehyde, the latter being metabolized
to either glutamate or proline. The vast majority of patients
with gyrate atrophy are not responsive to pyridoxine.
However, six patients,5,12,27,47,62,64,66 none of Finnish extrac-
tion, have been found to respond to pyridoxine, either in
vivo, with approximately a 50% reduction of serum
ornithine levels, or in vitro, with elevation of residual OAT
activity and increased concentrations of pyridoxal phos-
phate. The residual OAT activity is greater in patients who
respond to pyridoxine. Characterization of the mutant
enzyme in pyridoxine-responsive and -nonresponsive
patients has provided interesting correlations with the 

clinical and biochemical features in these patients.25 In 
pyridoxine-responsive gyrate atrophy, the Km for pyridoxal
phosphate is elevated, and the enzyme shows increased heat
lability in some cases. Surprisingly, although her enzyme
showed the greatest heat stability of the mutant enzymes
studied, the pyridoxine-responsive patient with the mildest
disease had the highest Km for pyridoxal phosphate. Western
blot analysis of mitochondrial proteins by using antiserum
to human OAT demonstrated reduced but easily detectable
protein in four pyridoxine-responsive patients and normal
protein in two of five patients who did not respond to pyri-
doxine. Three other nonresponsive patients showed very low
to undetectable OAT protein. Low residual enzyme activity

F 60.4 Fundus appearance of right eye of a 12-year-old girl
with early pyridoxine-nonresponsive gyrate atrophy (A) (same
patient as in figure 12.1 in Weleber and Kennaway), a 28-year-old
woman with pyridoxine-responsive gyrate atrophy (B) (patient 1),
a 37-year-old woman with pyridoxine-responsive gyrate atrophy (C)



F 60.5 Visual field by Goldmann perimetry for a 12-year-
old girl with pyridoxine-nonresponsive gyrate atrophy 
(same patient as figure 60.4A). Note that the visual field is more

contracted than would be anticipated from the appearance of
the retina. (Same patient as in figure 12.1 in Weleber and 
Kennaway.)

F 60.6 Full dark-adaptation curves for a 40-year-old 
man with pyridoxine-nonresponsive gyrate atrophy (patient 4).
Note that the cone and rod segments of the curve are only mildly
elevated for the right eye but markedly elevated for the left 

eye. (From Weleber RG, Kennaway NG. Gyrate atrophy of the
choroid and retina, in Heckenlively JR (ed): Retinitis Pigmentosa.
Philadelphia, JB Lippincott, 1988, pp 198–220. Used by 
permission.)
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also noted in pyridoxine-responsive patients who were given
supplemental vitamin B-6.60 Others have reported either no
improvement or worsening of fundus lesions while receiving
diet or pyridoxine supplementation.4 Vannas-Sulonen et al.58

have reported continued progression despite normal or 
near-normal plasma ornithine concentrations achieved 
with dietary arginine restriction. Long-term follow-up on
patients who were able to maintain rigorous arginine restric-
tion have shown evidence that the rate of disease progres-
sion appears to be slowed by dietary therapy.20,21 Proline
supplementation has been tried as a means of therapy,13 but

F 60.7 Fluorescein angiograms of zone between areas of
atrophy and more intact retina in left eye of a 37-year-old woman
with pyridoxine-responsive gyrate atrophy (A and B) (patient 3,
same patient as in figure 60.4C). Note the diffuse RPE transmis-
sion defects in the zone just posterior to areas of atrophy. (From
Weleber RG, Kennaway NG: Gyrate atrophy of the choroid and
retina. In Heckenlively JR (ed): Retinitis Pigmentosa. Philadelphia, JB
Lippincott, 1988, pp 198–220. Used by permission.)

in mitochondrial preparations from patients who are not
responsive to pyridoxine has made enzyme kinetic studies
difficult, but the Km for ornithine and pyridoxal phosphate
appear normal. These studies reflect mutation heterogene-
ity within, as well as between, pyridoxine-responsive and 
-nonresponsive patients with OAT-deficient gyrate atrophy.25

Therapeutic trials for patients with gyrate atrophy have
involved a reduction of plasma ornithine levels by supple-
mentation with vitamin B-6 for the uncommon pyridoxine-
responsive patients or by reduction of protein, and hence
arginine, in the diet. Arginine restriction has lowered
ornithine levels to within the normal range, and this has
been associated with apparent mild short-term improvement
of visual function.22,33 Mild short-term improvement was

A

B

A

B

F 60.8 Muscle biopsy material from patient with pyridoxine-
responsive gyrate atrophy (patient 2), demonstrates subsarcolemmal
inclusions (solid arrows) in type 2 muscle fibers on light microscopy
(NADH-tetrazolium reductase stain) (A) and tubular aggregates
(solid arrows) and dilated saccules (open arrows) on electron
microscopy (B). Calibration bars indicate 20mm for light microgra-
phy and 0.5 mm for electron micrograph. (From Kennaway NG,
Weleber RG, Buist NRM: Gyrate atrophy of the choroid and retina
with hyperornithinemia: Biochemical and histologic studies and
response to vitamin B6. Am J Hum Genet 1980; 32:529–541. Used by
permission.)
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F 60.9 Biochemical pathways involved in the metabolism of
ornithine. (From Weleber RG, Kennaway NG, Buist NRM: Gyrate

uptake,41 or in one case the initiator codon,34 which results
in a loss of the entire mitochondrial leader frame and 113
amino acids of the mature protein. For one patient, OAT
gene expression was completely lacking owing to deletion of
part of the gene.14,16 These studies attest to the heterogene-
ity of gyrate atrophy at the molecular level.

Relevant testing and differential diagnosis

The differential diagnosis of gyrate atrophy includes choroi-
deremia, especially in later stages, paving-stone peripheral
retinal degeneration, which can be seen in high myopia, and
an uncommon form of peripheral atrophy of the choroid
and retina that begins in middle age or older patients with
fundus features that closely mimic gyrate atrophy but are
milder.24,61 These latter patients and indeed all patients with
other disorders that might be confused with gyrate atrophy
have failed to show hyperornithinemia and have shown
normal OAT activity in cultured fibroblasts or lymphocytes.
Choroideremia can usually be easily distinguished from
gyrate atrophy, especially in the early stages, by the charac-
teristic fundus appearance and fluorescein angiogram. The
fundus in choroideremia shows a somewhat patchy but more
generalized loss of RPE and choriocapillaris.

no conclusive evidence of its benefit on a long-term basis
has been shown. Creatine supplementation reversed some of
the abnormalities on muscle biopsy but had no effect on the
eye.51,59

M G O’Donnell et al. in 1985 demon-
strated that the gene for OAT resides on chromosome 10.36

The mRNA for human OAT was cloned and the sequence
for human cDNA determined in 1986 by Inana et al.,19

Barrett et al.,3 and Ramesh et al.40 in 1987 localized OAT
gene sequences to the long arm of chromosome 10 and the
short arm of the X-chromosome, the latter probably repre-
senting nonfunctional pseudogenes. O’Donnell et al. showed
that only the gene sequence on chromosome 10 transcribes
OAT activity.38 Most patients with gyrate atrophy have
apparently normal OAT mRNA,16,24 and a variable amount
of immunoreactive OAT protein.16,25 These findings suggest
that the underlying molecular defect can be subtle, such 
as a point mutation that results in poor translation of
mRNA, a labile gene product, defective transport to the
mitochondria, or a gene product that is inactive. A variety
of defects have been characterized at the molecular
level,1,6,14–18,28–31,34,35,41 including several instances of single
base changes, possibly affecting the pyridoxal phosphate–
binding site,41 the recognition signal for mitochondrial

atrophy of the choroid and retina: Approaches to therapy. Int 
Ophthalmol 1981; 4:122–132. Used by permission.)
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The best means of establishing the diagnosis of gyrate
atrophy is by measurement of serum or plasma ornithine
levels. Additional testing is indicated for determining pyri-
doxine responsiveness. This can be achieved by measuring
ornithine levels before and after oral supplementation with
vitamin B-6 (100–200mg/day). Pyridoxine responsiveness
can also be demonstrated by assay of OAT activity in cul-
tured fibroblasts with and without increased levels of pyri-
doxal phosphate. Chronic supplementation of the diet with
vitamin B-6 is not recommended unless pyridoxine respon-
siveness is shown by in vitro or in vivo methods. Because of
the risks involved in the severe protein restriction that is
required to significantly reduce plasma ornithine levels,
dietary restriction of arginine is not recommended unless
adequate metabolic monitoring is done. There are no 
studies that have studied whether more modest,
long-term reductions of arginine (protein) intake may be
beneficial.

Perimetric visual field testing is indicated for periodic
assessment of level of visual impairment and is the most
practical means of functionally monitoring the disease for
progression. ERG and EOG are valuable for establishing the
severity of retinal dysfunction and are useful for following
patients who have measurable responses.

 Supported by the Foundation Fighting Blind-
ness and by Research to Prevent Blindness.
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D  , extracellular deposits that accumulate
below the retinal pigment epithelium on Bruch’s mem-
brane.7 “Hard” drusen, including basal laminar drusen and
cuticular drusen, represent focal thickening of Bruch’s mem-
brane or the basal membrane underlying the retinal pigment
epithelium (RPE). “Soft” drusen are usually larger (small
RPE detachments) and carry a higher risk of degenerative
changes.37 Although drusen are located in the posterior pole,
they are biomarkers of a more diffuse disease process that is
complex and at least partly genetically determined. Drusen
are usually a hallmark of a progressive macular degenera-
tion process, and their formation parallels changes in
Bruch’s membrane and the RPE. The deposits seen in dom-
inant drusen are distinguished from those seen in Stargardt’s
disease, Best disease, or other “flecked” retinopathies. These
pathologies can be characterized on the basis of clinical and
pathophysiological findings. These conditions will not be dis-
cussed in this chapter, nor will optic nerve drusen, also a dis-
tinct entity. Drusen are usually seen in the aging eye but can
be seen as early as the first decade, especially when a hered-
itary pattern is documented. These changes are usually not
associated with any systemic findings, although drusen can
be documented in conditions such as mesangiocapillary
glomerulonephritis type II.11

The nature of drusen

Although drusen are widely accepted as the hallmark of age-
related macular degeneration,52 their composition and the
mechanism of their formation are not understood.7 The
nature of drusen appears to be partly environmentally deter-
mined and partly genetically determined. Histochemical
and immunoctytochemical studies have shown that drusen
contain a variety of lipids, polysaccharides, and glycoa-
minoglyans, and over 20 drusen-related proteins have been
identified.1,2,7,22,31,35,38,41 The nature of drusen is being further
elucidated through various approaches.7

Dominant drusen

The term dominant drusen refers to a genetically heteroge-
neous group of disorders of autosomal-dominant inheri-
tance. Individuals affected with this genetically determined
type of deposits are at 50% risk of transmitting the related
genetic defect. The penetrance of dominant drusen is not

always complete, which implies that despite carrying a causal
genetic defect, the retina may look normal even late in life.
This often challenges the recognition of the inheritance or
heritability pattern.8 The appearance and distribution of the
drusen can be variable within and between families.8,46 The
deposits are usually located in the posterior pole. In domi-
nant drusen, they are also often seen nasal to and/or very
close to the optic nerve (figure 61.1). Inherited drusen are
usually bilateral and symmetric and tend to appear earlier
in life than age-related sporadic drusen. They may appear
decades before any symptoms. Other than these observa-
tions, there is no specific clinical or pathological clue to 
distinguish the heritable drusen from the sporadic 
nonhereditary variant.18,51

In some instances, a specific pattern of distribution may
be recognized, leading to the diagnosis of Sorsby’s fundus
dystrophy,27,48,59–61 Doyne’s honeycomb dystrophy,9,45 malat-
tia Leventinese,17 or Hutchinson-Tay choroiditis.28 When no
specific pattern is recognized, the pathology is simply
referred to as dominant drusen (figure 61.2).

Dominantly inherited drusen models have been studied
genetically in an attempt to elucidate the basis of the more
commonly observed sporadic cases. Although dominant
drusen were long thought to constitute one entity,8 this was
disproved by recent molecular studies showing the genetic
heterogeneity of these deposits. At least four disease gene
loci have been identified,26,34,47,73 and three genes have been
characterized: peripherin/RDS (RDS), tissue inhibitor of
metalloproteinase 3 (TIMP-3), and EGF-containing fibulin-
like extracellular matrix protein 1 (EFEMP1).47,63,73 The
genetic heterogeneity of drusen implies that the pathophys-
iological mechanisms that lead to their formation are also
varied. This may explain the range of psychophysical and
electrophysiological findings that have been documented.
Further molecular characterization of drusen should assist
in understanding the electrophysiological changes observed.
The study of dominant drusen is useful to define the changes
that are related to drusen per se, as in those cases, changes
related to the aging of the retina are less of a confounding
factor.

Functional changes associated with dominant drusen

Functional changes of the retina associated with drusen,
although somewhat controversial, are usually minimal

61 Dominant Drusen
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E Subnormal ERG recordings have
been documented in several patients with dominant drusen
and nonexudative AMD, in which decreases of both rod and
cone function have been documented.18,43,72 Changes in
amplitudes can precede changes in implicit times.72 Recent
studies showed that the cone b-wave implicit time was pro-
longed in at least two subtypes of hereditary drusen: malat-
tia Leventinese and codon 172-RDS–related maculopathy.21

This variability in results partly reflects differences in record-
ing technique and the control populations that were used.
When drusen of the elderly are assessed, a decrease in dark-
adapted retinal sensitivity is measured in the central retina in
the area of drusen as well as the nondrusen area.54,65 This sen-
sitivity loss appears to reflect a diffuse retinal disease process
and disruption of rod-mediated kinetic parameters of dark
adaptation in early nonexudative AMD.44 These observations
support the hypothesis that the presence of drusen in the pos-
terior pole reflects a diffuse retinal disease process.

In AMD patients with a variable amount of soft drusen,
retinal cone-mediated flicker sensitivity losses can be
detected with the focal ERG as a function of flicker modu-
lation depth. Early lesions have been associated with reduced
response gain and phase delays, with normal thresholds.15,54

In patients with early nonexudative AMD, the focal ERG
changes parallel the extent and severity of fundus lesions.
However, a functional impairment of outer macular layers
detected by focal ERG losses could precede morphological
changes that are typical of more advanced disease.14 In more
recent evaluations of AMD populations, it was found that
the amplitude of the oscillatory potential OP2 was sig-
nificantly reduced in addition to the abnormal photopic
responses compared with an age-matched control group.72

Significant abnormalities in the foveal amplitude and 
the foveal latency of multifocal ERG (MERG) can also be
detected in pre-AMD or early AMD eyes as well as in the
asymptomatic controlateral eyes, suggesting MERG as a sen-
sitive tool in detecting early foveal abnormalities in AMD.
By using the concentric configuration, the foveal amplitude
of pre-AMD or early AMD eyes was significantly suppressed
when compared with the age-matched control group, and
their average latency was longer in the fovea than in outer
rings and significantly prolonged when compared with the
normal control group. Similar changes in amplitude and
latency were also observed in the asymptomatic fellow eyes.36

Genetic influences

Several studies have shown that the genetic predisposition of
drusen is now accepted to be a major risk factor for the
development of macular degeneration.25,33,40,55,57,58 This is
especially true when there is a large number (>20) of small
hard drusen and large (≥125 micron) soft drusen24 or when
drusen are seen nasal to the disc.8 These findings should

F 61.1 Fundus photography of peripapillary drusen in a
case of “aborted” malattia Leventinese.

except for decrease in central visual acuity, contrast sensitiv-
ity, and color vision. Progression of the disease is usually
associated with the development of central scotoma and
changes in dark adaptation. The variability in the psy-
chophysical and electrophysiological abnormalities that have
been documented in the literature may reflect not only the
various pathophysiological events that are involved, but 
also the evolving sophistication of the testing techniques
available. Full-field electroretinograms (ERGs) are typically
normal in drusen, although subnormal recordings have been
documented.37 No electrophysiological criteria can currently
differentiate patients with familial drusen from those with
nonfamilial drusen.18 The standardization of testing proce-
dures (http://www.iscev.org/standards) and the use of
newer recent techniques such as the multifocal ERG should
provide useful information in the near future.2

E-O Electro-oculography of small
cohorts of patients who are affected with dominant drusen
shows normal value in all cases.16,65 This suggests that dom-
inant drusen are primarily not a diffuse disease of the RPE.
This contrasts with previously documented abnormal
electro-oculogram (EOG) reports from patients with fundus
flavimaculatus and supports the hypothesis that drusen are
functionally and pathophysiologically distinct from flecks.37

Studies of patients affected with nonexudative age-related
macular degeneration (AMD) provide different results, 20%
of patients having abnormal EOG recording, especially in
soft drusen.18,72 The size of the area of retina that is involved
at the time of testing as well as the recording technique used
may be confounding factors.
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F 61.2 Clinical range of dominant drusen. Fundus photog-
raphy of a 37-year-old female with Sorsby’s fundus dystrophy (A),
a 40-year-old with dominant macular drusen with no pattern (B)
(courtesy of Dr. J. Hopkins), a 43-year-old male affected with fine

radial drusen (malattia Leventinese) (C), and a 39-year-old male
affected with Doyne’s honeycomb dystrophy (D). Note the coarse
macular and peripapillary deposits. (Courtesy of Dr. William
Pearce.)

B

prompt the examination of family members, as the diagno-
sis of dominant drusen may influence counseling and man-
agement. Three specific genetic models of dominant drusen
for which the gene has been identified are discussed below.

Specific genetic models

TIMP-3–R D More than 50 years ago, Sorsby
et al.60 described a dominantly inherited fundus dystrophy

with onset of central visual loss between the fifth and sixth
decades, leading eventually to the loss of ambulatory vision
in the mid-seventies. Early ophthalmoscopic changes can be
seen during the third decade (see figure 61.2A) and may take
the form of either discrete drusenlike deposits or a confluent
yellow deposit at the level of the retinal pigment epithe-
lium.27,48 Confluent thickening of Bruch’s membrane may be
difficult to identify by ophthalmoscopy alone but was 
suggested as a possible barrier to diffusion of nutrients to the
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photoreceptors.61 The first sign of the disease can be the delay
in choriocapillaris filling on fluorescein angiography, usually
confined to the posterior pole in the young individuals. The
most obvious clinical change is the drusenlike deposits seen
along the arcades and nasal to the optic disk rather than at
the central macula. These deposits are associated with the
subsequent development of geographic atrophy or neovas-
cularization.27,48,61 Drusen are very infrequently centered over
the fovea, making the distinction between Sorsby’s fundus
dystrophy (SFD) and other forms of age-related and geneti-
cally determined drusen relatively straightforward. Night
blindness is an early symptom that is usually not correlated
with an abnormal full-field ERG.56 Photoreceptor dysfunc-
tion has been documented in some severe cases,4,30,54 but the
EOG is usually normal. Steinmetz et al.61 and Jacobson et
al.29 proposed a testable hypothesis that thickening of Bruch’s
membrane caused night blindness by blocking the passage of
vitamin A from the choriocapillaris to the photoreceptors.
This was confirmed by the reversal of psychophysical and
electrophysiological abnormalities following high-dose
vitamin A supplementation (50,000IU/d).29

Sorsby’s fundus dystrophy was mapped to chromosome
22q,74 and point mutations in the TIMP-3 gene were subse-
quently identified in affected members of unrelated SFD
pedigrees.73 These mutations are found to disrupt the func-
tional properties of the mature protein; they are not seen 
in the normal population and most probably are disease
causing. The role of TIMP-3 is being elucidated, and it is
thought to play a role in the degradation process of Bruch’s
membrane78 and as an inhibitor of angiogenesis.49 The
recent development of the Sorsby mouse model should con-
tribute to a better understanding of the mechanisms that
underlie this disease.75

C 172 RDS–R D A very wide range of
phenotype, including that of drusen, result from mutations
in the RDS/peripherin gene.3,42,47,50,62,76 For example, mutations
in codon 172, especially the Arg172Trp mutation, cause a
highly penetrant, progressive form of macular degeneration
with subtle dominant drusen47,77 (figures 61.3, 61.4B, and
61.4D). Even though the disease can be detected early by
ophthalmoscopy in the asymptomatic adolescent, severe
visual loss does not occur before the fifth decade. The early
stage is characterized by the presence of bilateral and sym-
metric macular drusen with no specific pattern of distribu-
tion (see figures 61.4B and 61.4D). In later stages, it
resembles atrophic AMD except when the chorioretinal
atrophy extends to the optic nerve head. In most affected
cases, the macular changes are bilateral and symmetric, and
the optic disk and periphery remain uninvolved.

Although the product of the RDS/peripherin gene is a 
photoreceptor-specific glycoprotein detected exclusively in
the outer segment of rods and cones,6,67–69 these individuals
do not complain of nyctalopia and do not have constricted
visual fields. The primary symptoms include early-onset
photophobia and difficulty in dark adaptation as early as the
second decade. This has been reflected in abnormal color-
contrast sensitivity and reduced pattern and cone ERG in
some cases.77 Visual acuity and retinal function changes are
first noted around the third decade, when the cone and in
some cases rod amplitudes were mildly altered before the 
b-wave implicit time. Overall, the full-field retinal function
remains remarkably preserved until the late stages of the
disease. In general, cone and rod thresholds are elevated,
and color-contrast sensitivities are absent in the central
visual field.77 Cone ERGs are usually diminished in ampli-
tudes and delayed. Peripherally, the scotopic sensitivities

A B

F 61.3 Fluorescein angiography of early and late stage of
codon 172 RDS–related maculopathy. A, Intravenous fluorescein
angiography (IVFA) of a 31-year-old male affected with a
Arg172Trp-related maculopathy, B, IVFA of a 60-year-old male

relative with the same Arg172Trp mutations. Their respective
fundus photography and electrophysiology are shown in figures
61.4B and 61.4D.
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remain normal until late, as does the recovery to bleach.77

Rod ERGs also usually remain normal until very late in the
disease, around the sixth or seventh decade. At that time,
some ERG recordings have showed subnormal function of
both the cone and rod systems, resembling cone-rod degen-
eration.21,26 Codon 172-RDS–related maculopathy is char-
acterized by a relatively continuous decrease of central
vision starting during the third decade of life, in contrast
with EFEMP1-related maculopathy (see below), in which
visual acuity is retained until the fifth decade.21 EOGs were
shown to be normal with Arden ratios ranging between
170% and 220%.

On evaluation by static perimetry, the areas of elevated
threshold and absolute scotomas corresponded closely to 
the extension of the macular changes. Static and dynamic
perimetry would not show peripheral field constriction.47

EFEMP1-R D The first convincing evidence
of dominantly inherited drusen was provided by Doyne in
1899.9 Histopathological examination of one of Doyne’s
patients5,70 revealed the abnormalities to be hyaline thicken-
ings of Bruch’s membrane. Klainguti, Wagner, and Forni
later fully characterized this condition and demonstrated its
autosomal-dominant inheritance.17,32,71 This disorder has
been referred to as malattia Leventinese, after the origin of the
Swiss affected individuals. Malattia Leventinese shows 
clinical overlap and a shared molecular background with
Doyne’s honeycomb dystrophy and the radial drusen macu-
lopathy of Gass.19 Although it was originally recognized in
Switzerland, families affected with autosomal-dominant
radial drusen have been identified throughout the world,
including Czechoslovakia,10,64 Australia, Japan, and the
United States.10,20

As suspected by Deutman, Doyne’s honeycomb dystrophy
and mallatia Leventinese are allelic variants due to a muta-
tion in EFEMP1.8 Families that are affected with malattia
Leventinese and radial drusen maculopathy were mapped 
to chromosome 2p16-21,26 and the disease-causing gene
(EFEMP1) was identified through the analysis of additional
families, including some affected with the Doyne’s honey-
comb dystrophy phenotype.63 The same mutation,
Arg345Trp, was seen in all families that were studied, pro-
ducing the malattia Leventinese, radial drusen, and Doyne’s
honeycomb dystrophy phenotypes.39 Drusen are genetically
heterogeneous, as EFEMP1 is not associated with sporadic
drusen,53 and there appears to be a radial drusen family
without a EFEMP1 mutation.66 No EFEMP1 mutations have
been identified in patients affected with AMD.63

EFEMP1 is predicted to be an extracellular matrix protein
but is otherwise completely uncharacterized. Mutant
EFEMP1 is misfolded and secreted inefficiently and is
retained within cells. In normal eyes, EFEMP1 is not present
at the site of drusen formation. In eyes that are affected with

malattia Leventinese, EFEMP1 accumulated within the
retinal pigment epithelial cells and between the RPE and
drusen, not being a major component of drusen. In AMD
eyes, EFEMP1 is found to accumulate beneath the RPE
overlaying the drusen.38

The malattia Leventinese phenotype is characterized by
an early-onset radial distribution of basal laminar type of
drusen in the macular and peripapillary area (see figure
61.4A). The nasal retina is also frequently involved. The
disease is progressive, the drusen increasing in size and
number with age and some developing dense pigmentation.
In the early and end stages of the disease, the radial pattern
of distribution of the drusen may be difficult to detect
without fluorescein angiography (see figure 61.4C). When
drusen are larger and coarser with virtually no radial pattern
of distribution of the drusen, we refer to Doyne’s honey-
comb dystrophy (DHRD) (see figure 61.2D). The severity of
radial distribution of drusen (basal laminar) that are seen
clinically is the main feature that can be used to differenti-
ate between the DHRD and malattia Leventinese pheno-
types. In either case, the deposits are characterized by
abnormal autofluorescence patterns and an EFEMP1 muta-
tion. Radial drusen maculopathy, like many autosomal-
dominant conditions, is characterized by an intrafamilial
and interfamilial phenotypic variability that remains unex-
plained.12 This variability involves the severity, pattern, and
progression of the disease. Some molecularly affected
patients carry only subtle clinical signs of the disease and fail
to show progression. This clinical subtype was identified by
Forni in the 1960s as the “aborted form”17 (see figure 61.1).
Similarly, the highly variable phenotype suggests that the
influence of the EFEMP1 gene may be modulated by other
genetic and/or environmental factors.13

Patients usually remain asymptomatic until the fourth
decade, when they notice some difficulty in adapting from a
brightly lit to a dim lit environment. Some may also develop
a variable degree of metamorphopsia, photophobia, and
reading difficulty in part owing to the developing paracen-
tral scotomas. The condition relentlessly progresses to a
variable degree of visual loss by the fifth decade, which
becomes more severe in the sixties and seventies. By the age
of 75, most affected individuals are legally blind from the
disease. Although considered a rare complication, choroidal
neovascularization may be encountered.

Symptomatic visual dysfunction may well precede the
stage of retinal atrophy. Patients may complain of reduced
central vision, difficulty in adapting to a dimly lit environ-
ment, and decreased contrast vision.23 However, most
patients with EFEMP1 mutations retain good visual function
(0.8–1.0) until the fifth decade, followed by a rapid decrease
in the fifth or sixth decade. This contrasts with the RDS-
related maculopathy described earlier, in which the natural
history is characterized by a relatively continuous decrease
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in visual acuity with increasing age. Rod-driven and cone-
driven ERG b-wave amplitudes decrease nearly linearly in
both conditions in accord with the normal loss of amplitude
with increasing age. Implicit times of cone b-waves for
EFEMP1-related disease increased more markedly with age
when compared to RDS-related disease, in which the values
were always prolonged beyond the normal range with a
slight increase with age (see figures 61.4A and 61.4C).21,23

The documented change of the rod and cone ERG ampli-
tudes is not different from that related to age.21 Color-
contrast thresholds and both pattern and foveal ERGs show
abnormal recordings when tested in adulthood.23 Dark
adaptation kinetics can be markedly prolonged when meas-
ured in a central location over the confluent deposits, unlike
the case when they are measured peripherally to these

deposits.23 This work highlights the geographic importance
of dark adaptation kinetics measurements. In a study of six
patients (age range: 34–51 years), a variety of modest ERG
changes were observed, which include reduced oscillatory
potential and a marginally delayed 30-Hz response cone 
b-wave. The pattern and focal ERGs were variably reduced
in most patients.23

Distinguishing between the different types of dominant
drusen based on electrophysiological testing alone is diffi-
cult.21 The conflicting reports regarding the functional
attributes of various dominantly inherited drusen may
reflect the various ages that were tested with respect to the
progressive nature of the condition in addition to the genetic
heterogeneity of this group of conditions and the different
methodologies used through time.

A

B

F 61.4 Clinical-electrophysiological correlation of different
stages of the EFEMP1-related and codon 172 RDS–related mac-
ulopathies. A, Fundus photography of a 29-year-old male (early
stage) affected with an EFEMP1 maculopathy (left) and the corre-

sponding full-field ERG recording (right). B, Fundus photography
of a 31-year-old male affected with an Arg172Trp-related macu-
lopathy (left) and the corresponding full-field ERG recording 
(right).
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C

D

F 61.4 (continued) C, Fundus photography of a 60-year-old
male (late stage) affected with an EFEMP1 maculopathy (left) and
the corresponding full-field ERG recording (right). D, Fundus pho-

tography of a 60-year-old male affected with an Arg172Trp-related
maculopathy (left) and the corresponding full-field ERG recording
(right).

Summary

The clinical distinction between hereditary and nonheredi-
tary drusen is challenging. Newer electrophysiological tech-
niques that are now available may document retinal
dysfunction related to drusen but are not diagnostic of drusen.

The known pathological changes associated with drusen
do not significantly alter the electrical properties of the RPE
cells.37 Hereditary drusen usually show an early abnormal
autofluorescence pattern and correlated abnormal contrast
sensitivity, color vision, and cone ERG responses.

At least three early-onset dominant drusen models have
led to the identification of a macular degeneration gene.
Although these genes are not AMD genes, they are helping
the investigation of the pathways involved in age-related

macular degeneration. This allowed us to start learning
about what AMD genes could look like, where they are
expressed, and what they can do. For example, we know that
genes that lead to drusen may involve various mechanisms,
such as photoreceptors, Bruch’s membrane stability, vitamin
A transport, and angiogenesis.

The generation of animal models will facilitate the explo-
ration of the mechanisms underlying phenotype variability.
For example, TIMP-3 is present in drusen, and early animal
work suggest that TIMP-3 may play a role in the modula-
tion of neovascularization. The knock-in mice display early
features of age-related changes in Bruch’s membrane and
the RPE that may represent the primary clinical manifesta-
tions of SFD. The fact that the night blindness associated
with Sorsby fundus dystrophy can be reversed over the short



term with high-dose vitamin A supports the ideas of nutri-
tional manipulation in some cases. Accumulation of
EFEMP1 in RPE suggest that misfolding and aberrant accu-
mulation may lead to drusen formation and cellular degen-
eration. These biological findings combined with the more
sophisticated electrophysiological approaches to macular
degeneration should provide critical information relating to
drusen-related vision loss.

 The authors are grateful to Professor Günter
Niemeyer, Zurich, for the electrophysiological expertise provided.
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S  (STGD), first described in 1909 by Karl
Stargardt,35 is by far the most common form of juvenile
macular degeneration. Although the incidence of one in
10,000 is frequently cited, precise estimates of prevalence
are not available. STGD is characterized by discrete yellow-
ish deposits within the posterior pole. One variant of STGD,
fundus flavimaculatus, was described by Franceschetti and
Francois in 1963.19 The term was used to describe patients
who had white pisciform flecks throughout the fundus but
who typically retained good visual acuity until later in life.
Molecular studies have more recently shown that autosomal
recessive forms of fundus flavimaculatus, STGD, and some
more widespread forms of cone-rod dystrophy (CRD) and
retinitis pigmentosa (RP) are all associated with mutations in
the ABCA4 (formerly ABCR) gene. A rare dominant form
of macular disease with phenotypic similarity to STGD has
been related to mutations in ELOVA4, a gene that is believed
to be related to long-chain fatty acid metabolism.40

STGD typically begins in the first or second decade of life.
Presenting symptoms include visual acuity that cannot be
corrected to 20/20. Typically, there is a fairly rapid decline
in acuity during the teenage years, with final acuity of
20/200 to 20/400 by adulthood.17 The full-field ERG is
useful for ruling out more widespread forms of retinal
degeneration.4 As shown in figure 62.1, responses are usually
within the normal range in children with the disease. The
cone electroretinogram (ERG) to 31-Hz flicker typically lies
toward the lower limit of normal, and the cone b-wave
implicit time is usually longer than mean normal but still
within the normal range.22 Older patients with extensive
macular generation may show subnormal cone and rod
amplitudes (see figure 62.1), but the magnitude of loss is
roughly predictable from the extent of macular degenera-
tion. An important characteristic of STGD is that cone 
b-wave implicit time remains borderline normal despite
advanced disease. This is an important prognostic indicator,
since patients who retaining normal or near normal b-wave
implicit times are likely to retain useful peripheral function
throughout life.6 As we shall see, this discriminates patients
with STGD from those with CRD, who, despite having
similar gene mutations, nevertheless have a distinctly differ-
ent visual prognosis.

While the full-field ERG is useful for discriminating the
more localized pathology of STGD from widespread forms
of retinal degeneration, it is of little value in the early detec-

tion of macular disease and for following patients in longi-
tudinal studies and clinical trials. In evaluating the possible
retinal basis for reduced acuity in a child, it is necessary to
obtain a focal or multifocal ERG. The focal ERG should be
conducted with direct visualization of the fundus to ensure
that the response originates from the area of interest.34 Typ-
ically, in evaluating an acuity loss, the region of interest is
the fovea. With the stimulus as small as 4 degrees, the stim-
ulus is flickered at a frequency that is higher than the rod
fusion frequency. The MaculoscopeTM, for example, based
on the work of Sandberg et al.,34 employs a spot flickering
at 42Hz within a more intense, steady surround. The sensi-
tivity and utility of this test for documenting the retinal basis
of acuity loss have been reviewed previously.7 It is generally
thought that the foveal response drops below the lower
normal amplitude limit when visual acuity is 20/50 or less
owing to macular degeneration.15 In STGD, the amplitude
may be below the lower limit of normal before substantial
loss of acuity, making this an important prognostic test.11,15,26

The multifocal ERG (mfERG) adds the capability for
simultaneously measuring retinal function at dozens of loca-
tions throughout the macula.38 With the recent development
of the fundus camera-based stimulus delivery system, it is
now possible to monitor fundus position while testing. This
is particularly important for patients with STGD, who may
use a preferred eccentric locus of fixation whenever possi-
ble. In practice, it is useful to assess the fixation behavior of
the patient through a fundus camera prior to mfERG testing.
It is then possible to correct for eccentric fixation during
testing. Maintaining the position of the optic disk helps to
ensure that the stimulus pattern is centered on the fovea.
Figure 62.2A shows the fundus of the left eye of a 20-year-
old female with STGD. Characteristic flecks (lipofuscin) are
scattered throughout the posterior pole but are not present
in the macula, which has an atrophic appearance (more
evident on fluorescein angiography). The mfERG from the
same eye is characteristic of responses in a patient with
recently diagnosed STGD (figure 62.2B). Despite only a
modest reduction in acuity, responses from the central 10
degrees are severely reduced in amplitude, while responses
from outside the macula are normal. The pattern of loss in
the mfERG corresponds to that seen in the visual field (figure
62.2C).

Mutations in the ABCA4 gene were identified as a cause
of STGD in 1997.2,3 It is now thought that all cases of
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F 62.1 Representative full-field ERGs from a normal
subject (left column) and two patients with STGD at different stages
of disease (middle and right column). Response amplitudes are bor-

derline reduced in the older patient, but b-wave implicit times are
at the upper end of normal.
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autosomal recessive STGD are due to ABCA4 mutations.20

The protein encoded by the ABCA4 gene is called rim
protein (RmP) because it was initially described in frog rod
outer segment rims.30 RmP is a member of the adenosine
triphosphate–binding cassette (ABC) transporter superfam-
ily.3 Because it produces increased ATPase activity from
RmP in vivo, a likely substrate of RmP is all-trans-retinal.36

On the basis of findings in the abcr-/- mouse model, in
which RmP is completely absent, Travis and colleagues have
proposed a model for RmP (figure 62.3A).39 According to
the model, RmP participates in the metabolism of vitamin
A in the photoreceptors after exposure to light. After expo-
sure of rhodopsin to light (hv), all-trans-retinal is released
within the outer segment disk. All-trans-retinal combines
with phosphatidylethanolamine (PE) normally present in the
disk membranes. The all-trans retinal-PE complex is called
N-retinylidine-PE (N-ret-PE). The RmP protein normally
transports the N-ret-PE out of the disk, where all-trans-
retinal is reduced to all-trans retinol (atROL) and eventually
reconverted back to 11-cis-retinal within the RPE.

With missing or defective RmP, N-ret-PE accumulates
within the intradiskal space (figure 62.3B). The conse-
quences of this are far reaching. One consequence is that
“naked” opsin may be activated by the excess levels of free
all-trans-retinal within the intradiskal space (ops/atRAL).
This activation is believed to produce a noisy receptor in the
dark, leading to an equivalent background and consequently,
to delays in dark adaptation. These delays have been
reported in patients with STGD after exposure to adapting
light that bleaches a substantial fraction of the visual
pigment.16 This delay in dark adaptation parallels that found
in both homozygote39 and heterozygote24 abcr knock-out
mice.

A second consequence of the buildup of N-ret-PE is the
combining of a second molecule of all-trans-retinal with N-
ret-PE to produce N-retinylidene-N-retinyl-PE (A2PE-H2).
A2PE-H2 is ultimately hydrolyzed to form N-retinylidene-N-
retinyl-ethanolamine (A2E). Many of these reactions occur
in the RPE after disks containing the excessive trapped
A2PE-H2 are shed as part of the normal phagocytotic
process. The A2E accumulates as lipofuscin in the RPE and
may ultimately damage intracellular membranes and
destroy the overburdened RPE cells within the macula.14

Also associated with ABCA4 mutations and therefore part
of the spectrum of STGD is a subset of cone-rod dystrophy,
a progressive retinal degeneration that is typically inherited
as an autosomal-recessive disease. A common early symptom
is decreased visual acuity due to macular degeneration. In
fact, young patients with CRD form may be thought to have
STGD because of the similarity in appearance, but with
time, it develops into a more progressive disorder. The severe
visual loss manifests as a posterior pole cellophane macu-
lopathy and expanding central scotoma or widespread pos-

terior pole flecks, which then degenerate, leaving an atrophic
macular scar. Both forms show the dark choroid effect
outside the macular areas that may show hyperfluorescence
due to the central degeneration. Patients with CRD have
characteristic changes in the full-field ERG that include
delayed cone b-wave implicit times.5 A subset of pa-
tients with CRD shows a prolonged time course of dark
adaptation following a bleach.18 CRD is distinguished from
RP on the basis of visual acuity, fundus appearance, ERG
findings, and the absence of night blindness as a presenting
symptom. In a large prospective study of 100 patients with
either CRD or RP, it was shown that the rate of rod ERG
loss was significantly lower in CRD than in RP.9 Moreover,
the rate of rod loss in CRD was similar to the rate of cone
loss. This is quite different from RP, in which rod ERG func-
tion is lost approximately three times faster than cone func-
tion.9 In addition, the patterns of visual field loss8 and ERG
loss10 are different in CRD and RP. Thus, when ABCA4
mutations take the CRD pathway, it is a clinically distinct
retinal disorder from STGD and RP that has widespread
involvement of both cone and rod photoreceptors.

Despite the distinctive characteristics of each phenotype,
mutations in the human ABCA4 gene that cause STGD
have been implicated in a subset of patients with recessive
RP and recessive CRD.13,23,27,37 As in STGD, one conse-
quence of the defect in RmP is the accumulation of all-trans-
retinaldehyde within the rod outer segment disks and the
production of a persistent “equivalent background” due to
transient accumulation of the “noisy” photoproduct. This
equivalent background is believed to be a major factor
causing the slowed time course of adaptation in patients with
ABCA4 mutations. The time course of dark adaptation fol-
lowing a photobleach is shown in figure 62.4 for a patient
with CRD. Also shown is the average time course (±1 stan-
dard deviation) based on the 15 control subjects. Compared
to normal, the time course of recovery in the patient with
CRD is remarkably slow. Whereas the average control
subject returns to within 0.2 log unit of the prebleach (fully
dark-adapted) threshold by 25.4 minutes, it took 59 minutes
for this patient with CRD to return to within 0.2 log unit of
the preexposure value. The median recovery time for 11
patients with CRD associated with ABCA4 mutations of
41.6 minutes was significantly longer (t = -4.38, p < .001)
than the 25.4 minutes required for the average control
subject.12 Similar delays in the time course of dark adapta-
tion have been reported previously in a subset of patients
with CRD.18 Also similar to this phenotype in CRD patients
is the delayed recovery of rod sensitivity following light 
exposure in mice homozygous39 and heterozygous24 for a null
mutation in the abcr gene.

After 30 minutes of dark adaptation following a photo-
bleach, thresholds for normal subjects were at their pre-
bleach values, while thresholds for the majority of patients



with CRD remained elevated. To determine whether the
persistent elevation was associated with an equivalent or
noisy background, pupil size was measured after 30 minutes
in the dark.30 Patients with CRD and associated ABCA4
mutations had significantly smaller pupil diameters than did
normal subjects 30 minutes following a bleach, and the test
eye pupil diameter (OS) was consistently smaller than the
chemically dilated pupil diameter (OD). This phenotype 
is apparently due to the accumulation of all-trans-
retinaldehyde, which interacts with opsin apoprotein to form
a “noisy” photoproduct.21,23,37 Loss of this transport activity
also results in the accumulation of toxic bis-retinoids in the
retinal pigment epithelium,24,25 which may predispose to
photoreceptor degeneration.

Research with patients and with animal models of STGD
and CRD may also shed light on the mechanisms involved
in age-related macular degeneration (AMD). In analyzing
data from over 1700 patients with AMD at several centers,
Allikmets found that particular ABCA4 alleles raise the risk
of AMD.1 The two most commonly associated variants were

G1961E and D2177N. The increase in risk is between three-
fold and fivefold. Consistent with a role for ABCA4 muta-
tions in heterozygote carriers of ABCA4 are the findings
from of transgenic mice. Abcr+/- (abca4+/-) heterozygous
mice accumulate A2E in the RPE at a rate approximately
intermediate between wild-type and homozygeous mice.24

Delays in recovery from a bleach are also present but are less
severe than those in the abcr -/- mice. Interestly, delayed
dark adaptation has also been reported in AMD.28,29

It is interesting that a single gene, ABCA4, can be associated
with STG, CRD, RP, and, to some extent, AMD. It has been
proposed that the severity of disease is related to the amount
of residual RmP activity in a given patient.13 Thus, a het-
erozygote carrying one mutant ABCA4 allele may be at risk
for AMD, the degree of risk being related to the severity of the
allele. A patient with two mild to moderate mutant alleles
would have SRGD. CRD or RP would be the result of inher-
iting two severe mutant alleles. Although of heuristic value,
this model is clearly an oversimplification, and exceptions to
this scheme have been documented.12 Patients with CRD may
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F 62.2 A, Fundus photo from left eye showing lipofuscin
accumulation within the posterior pole. B, mfERG from same

patient showing selective loss of responses from the central 10
degrees. (See also color plate 30.)
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C

F 62.2 (continued) C, Humphrey static perimetric fields from central 24 degrees (left) and 10 degrees (right) showing loss of sensitivity corresponding to mfERG regional
loss.
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have the same allele as patients with STGD, even within the
same family, and there is no obvious difference in predicted
RmP activity that would explain whether a patient has CRD
or RP. At the present time, molecular biology appears to have
a limited diagnostic role in ABCA4 mutations. Electrophysi-
ology continues to be the technique of choice for determining
whether a patient with an ABCA4 mutation has STGD, CRD,
or RP. Clearly, the implications of these phenotypic distinc-
tions are enormous for visual prognosis.

Our rapidly evolving understanding of the etiology of
STGD is already leading to suggestions for clinical trials to
arrest visual loss. On the basis of work in abcr -/- mice,
which show less A2E buildup when kept in the dark,39 it

seems prudent to recommend that patients with STGD min-
imize light exposure to the greatest extent practical. Drugs
may be available or under development that could inhibit
the accumulation of A2E in RPE cells. In this regard,
isotretinoin was recently reported to be effective in limiting
A2E accumulation in abcr -/- mice.31 Finally, drugs and
gene therapy have the potential to stimulate under active
RmP activity.

 Supported by EY05235, EY09076, and the
Foundation Fighting Blindness.
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History of the disease

In 1937, Bietti4,5 described three patients with retinal degen-
eration beginning in the third decade of life. All were char-
acterized by glittering crystals in the posterior pole and in
the superficial paralimbal cornea. Welch, in 1977, first used
the term crystalline retinopathy, which so aptly describes the
most characteristic feature of this disease.37 Over 90 cases
have been reported worldwide. The disease appears to be
more frequent among Asians.16,21 Although most accepted
cases have crystals in both the cornea and the retina, some
patients, who are otherwise typical, lack crystals in the
cornea.10,14,28,33 Other patients will show only retinal crystals
for years before corneal crystals become evident.19 As the
disease progresses to later stages, the crystals in the retina
become less apparent and eventually disappear.3,35 Hetero-
geneity probably exists for Bietti’s crystalline dystrophy
(BCD). Wilson et al.38 have suggested that the electrophysi-
ological findings can differentiate two subtypes of BCD: a
diffuse type (figures 63.1 to 63.3), with a profoundly abnor-
mal electroretinogram (ERG),2,4,38,39 and a regional or local-
ized type (figures 63.4 to 63.6), with a more intact ERG that
may be either normal or only mildly abnormal (figure
63.7).14,34,38,39 Reports have detailed the progressive nature of
BCD and have provided long-term follow-up information
for 11,38 16,21 20,2 26,21 and 30 years.19,20 Some reports
suggest that patients can progress from the regional to the
diffuse phenotype.3,19,20 Whether these two types represent
allelic or genetic homogeneity remains unclear. Interestingly,
the patient reported by Jurlies et al.19 demonstrated at 34
years of age an electronegative scotopic ERG, a feature that
was not reported by others with regional expression of the
disease, even at age 58 years.38

Clinical description and natural history

Little information has been assembled on the natural history
of BCD, especially with regard to consideration of the two
possible subtypes. Patients report onset of symptoms any-
where from the second to the sixth decade of life, with the
great majority in the third decade of life.35 When patients
are first examined, their Snellen visual acuity may be rela-

tively good, but as paracentral scotomas develop, deepen,
and enlarge, near visual tasks such as reading become pro-
gressively more difficult. Symptoms related to paracentral
scotomas may exist early but often are difficult for patients
to verbalize other than noting that their central vision is
blurred or that reading is difficult. With the diffuse type of
BCD, early symptoms of night blindness and peripheral field
loss are prominent and indicate diffuse photoreceptor abnor-
malities. With the localized or regional type, patients become
symptomatic from scotomas close to fixation, which are gen-
erally perceived as central or pericentral vision loss. With
both types, the scotomas correspond to the areas of retinal
pigment epithelium (RPE) and choriocapillaris abnormali-
ties. With the diffuse type, progression is more rapid, and the
final visual impairment and subsequent disability are much
greater (see figure 63.3). Color vision can be abnormal in
both diffuse and regional disease and is usually of the tritan
type.38–40

The two types differ in fundus appearance. In the diffuse
type, tiny yellow crystals are present at various levels in the
retina. RPE defects with pigment mottling and deposition
can be seen diffusely throughout the fundus. In the localized
or regional type, the disease begins in the posterior pole in
the form of RPE defects. Subsequent atrophy of the chorio-
capillaris leads to prominence of medium-sized and larger
choroidal vessels. With fluorescein angiography, a zone 
of hyperfluorescence will often separate the involved 
retina from the more normal-appearing peripheral retina
(see figures 63.4 and 63.6). This type of BCD progresses 
by slow extension of the areas of RPE hyperfluorescence
with further atrophy of the RPE and choroid in these
regions.

The concept of subtypes of Bietti’s dystrophy is not uni-
versally accepted, and many researchers have previously
explained the wide range of clinical manifestations by dif-
ferent stages of the same disease. For example, Yuzawa et al.
describe three stages of evolution to explain the disparity of
clinical involvement seen with Bietti’s crystalline dystrophy.39

Stage 1 involved primarily RPE disease, stage 2 involved sub-
sequent localized atrophy of the choriocapillaris, and stage
3 involved diffuse atrophy of the choriocapillaris. Presum-
ably, all patients progress from stage 1 to stage 2, but to our
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F 63.1 Fundus appearance (A) and fluorescein angiogram
(B and C) of the right eye of a Japanese woman (patient of
Wilson et al.38) with the diffuse form of Bietti’s crystalline dystro-

phy of cornea and retina at 36 years of age. (From Wilson DJ,
Weleber RG, Klein ML, Welch RB, Green WR.38 Used by 
permission.)

A B

F 63.2 Same patient as in figure 63.1 at 45 years of age (A and
B). Note the further loss of pigment epithelium and choriocapillaris

over the nine-year interval. (From Wilson DJ, Weleber RG, Klein ML,
Welch RB, Green WR.38 Used by permission.) (See also color plate 32.)
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A

B

F 63.3 Goldmann perimetric visual fields for patient shown
in figure 63.1 with the diffuse form of Bietti’s dystrophy at 36 (A)
and 45 (B) years of age. Her visual acuity decreased from 20/30
J1 OU at 36 years of age to 20/50 J1 OU at 47 years of age. From

47 to 48 years of age, her visual acuity dropped to finger counting
at 4 feet OD and at 7 feet OS; she was unable to read any Jaeger
type at near distance. (From Wilson DJ, Weleber RG, Klein ML,
Welch RB, Green WR.38 Used by permission.)
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A B

F 63.4 Fundus appearance (A) and fluorescein 
angiogram (B) of the superior border of atrophic lesions in 
the posterior pole of the right eye of a 52-year-old man with 
the regional form of Bietti’s crystalline dystrophy (patient 2 

in Wilson DJ, Weleber RG, Klein ML, Welch RB, Green WR.38).
Note that crystals are prominent in the transition zone of
disturbed RPE between atrophic retina and normal peripheral
retina.

F 63.5 Goldmann perimetric visual fields of a 49-year-old
man with the regional form of Bietti’s crystalline dystrophy (patient
2 in Wilson DJ, Weleber RG, Klein ML, Welch RB, Green WR.38).

Same patient as shown in figure 63.4. Although his visual acuity
was 20/25 in each eye, the patient was greatly bothered by peri-
central scotomas.
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A

C

B

F 63.6 Fundus appearance (A) and fluorescein angiogram
(B) of the left eye and Goldmann perimetric visual fields (C) of a 61-
year-old man with the regional form of Bietti’s crystalline dystrophy

(patient 3 in Wilson et al.38). The visual fields had not changed over
those determined nine years previously, but the visual acuity had
decreased from 20/30 J1 to 20/40 J2. (See also color plate 33.)
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knowledge, no case has ever been reported to progress from
purely regional disease with preservation of normal periph-
eral retina to diffuse disease of the entire fundus. This obser-
vation has led us to propose that two subtypes of the disease
exist.

The corneal lesions, which have been reported in approx-
imately one fourth of cases,21 are very fine, whitish-yellow
crystals that appear just inside the limbus in superficial
stroma and often require high magnification for detection
(figure 63.8). With time, the crystals become less apparent.
Unlike those seen with nephropathic infantile cystinosis, the
crystals are not visible within the more central cornea or the
conjunctiva on biomicroscopy.

Reports of affected siblings, both males and females being
affected, and the high frequency of consanguinity among
otherwise normal parents,2,9,10,14–16,33,39 strongly argue for
autosomal-recessive inheritance. Two reports, however,
suggest autosomal-dominant inheritance.30,31

F 63.7 Ganzfeld ERGs of two patients with the regional
form of Bietti’s crystalline dystrophy (patients 2 and 3 in Wilson et
al.38) as compared with a normal ERG on the left. ERGs from the
right and left eyes were averaged to produce the tracings shown for
the normal individual and patient 2. The stimulus spikes for the
30-Hz flicker and the photopic and scotopic responses for the
normal ERG and patient 2 were set at 50, 50, and 75 mV and 75,
75, and 100mV, respectively, to provide a vertical calibration scale.

For these tracings, the 100-ms horizontal scale applies. For patient
3, the calibration scale is noted for 40ms and 200 mV. The numbers
to the left of the normal waveforms preceded by a plus or minus
sign indicate the intensity of the white light stimulus in log foot-
lambert-seconds. For the red and blue light responses, the numbers
indicate the photostimulator intensity settings. (From Wilson DJ,
Weleber RG, Klein ML, Welch RB, Green WR.38 Used by 
permission.)

F 63.8 Corneal crystals in peripheral corneal stroma of
the right eye of a 54-year-old man with regional retinal involve-
ment (patient 2 in Wilson et al.38). (From Wilson DJ, Weleber RG,
Klein ML, Welch RB, Green WR.38 Used by permission.)
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Known histopathology/pathophysiology of the disease

H On biopsy, crystals that have the appear-
ance of cholesterol or cholesterol ester are present within
corneal and conjunctival fibroblasts (figure 63.9).38 Complex
lipid inclusions are also present. Wilson et al.38 have demon-
strated inclusions in circulating lymphocytes similar to those
seen in the cornea (figure 63.10), which suggests that this 
disorder may represent a systemic abnormality of lipid
metabolism.

Kaiser-Kupfer et al.21 reported studies on crystalline lyso-
somal material in lymphocytes and fibroblasts from three
members of a Chinese family with BCD and the ocular
pathology of eyes from the 88-year-old grandmother of the
proband. Biochemistry failed to show that the deposits were
cholesterol or cholesterol ester, and the true nature of the
stored compounds remains uncertain.21 The ocular pathol-
ogy showed panretinal degeneration with complex lipid dep-
osition within choroidal fibroblasts.21

P Although the finding of inclusions in circu-
lating lymphocytes suggests a systemic defect of lipid metab-
olism, no consistent abnormalities have been found with
routine laboratory evaluations, including plasma and urine
levels of amino acids, plasma lipoproteins and steroid
determination, serum protein electrophoresis and immuno-
electrophoresis, and leukocyte cellular cystine assay. Mild
elevations of serum cholesterol have been reported in some
but not all patients, and the significance of such a finding in
older patients is unclear.2,14,34,38

At present, nothing definitive is known about the patho-
physiology of this disease. Lee et al.25 have found a 32-kDa
fatty acid–binding protein missing from lymphocytes in
Bietti crystalline dystrophy. Biochemistry studies found that
BCD is characterized by a lower than normal conversion of
FA precursors into n-3 polyunsaturated fatty acids and
suggest that BCD is the result of deficient lipid binding, elon-
gation, or desaturation.26 Linkage studies have found a local-
ization to chromosome 4q35.18 There is no consensus as 
to whether the diffuse and regional phenotypes are truly 
different genetic diseases or different stages of one disease.
Although some suggest that the variable phenotypes of BCD
reflect different stages of progression, we believe that locus
or allelic heterogeneity or the effects of modifying genes
could easily account for the variable phenotypes and natural
history.*

Relevant testing and findings

Since the diagnosis is easily made by clinical examination,
reports on affected individuals are often incomplete with
regard to other studies. Few investigators have reported the
results of extensive retinal function tests on patients with
Bietti’s dystrophy. Patients tend to fall into two groups: those
with regional disease, in whom the retinal function tests
appear as one would predict considering a localized process,
and those with diffuse disease, in whom the retinal function
tests indicate widespread abnormalities. The ERG reflects
the degree of involvement of the fundus. The ERG is
normal to moderately abnormal in the regional
type14,21,33,34,38,39 and severely subnormal to nonrecordable in
the diffuse type.2,38,39 Negative ERGs have been reported.2,10

The a-wave analyses of three cases of BCD have shown 

F 63.9 Ultrastructural appearance of crystalline spaces
(arrows) seen on a corneal biopsy specimen from a patient previ-
ously reported by Welch37 (Top, 13,000¥; bottom, 64,000¥). (From
Wilson DJ, Weleber RG, Klein ML, Welch RB, Green WR.38 Used
by permission.)

*The gene for Bietti’s crystalline dystrophy has been found to be a
novel gene, CYP4V2, the product of which has homology to other
proteins of the CYP540 family, suggesting a role of the gene
product in fatty acid and steroid metabolism. (Li A, Jiao X, Munier
FL, Schorderet DF, Yao W, Iwata F, Hayakawa M, Kanai A, Chen
MS, Lewis RA, Heckenlively J, Weleber RG, Traboulsi EI, Zhang
Q, Xiao X, Kaiser-Kupfer M, Sergeev Y, Hejtmancik JF: Bietti
crystalline corneoretinal dystrophy is caused by mutations in the
novel gene CYP4V2. Am J Hum Genet 2004; 78:817–826.)
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variable findings with normal to decreased Rmp3 for rod and
cone responses and reduced rod S (sensitivity). However, for
all three subjects, the cone S was normal, suggesting that
cones may be less involved than rods in this disease.33 No
eyes were found to have normal Rmp3 and decreased S in rods
and cones, suggesting that in the early stage of the disease,
photoreceptor loss and/or outer segment shortening may be
present with normal phototransduction. Although two-color
static perimetry has not yet been reported on these patients,
the finding of diffuse and regional forms of Bietti’s dystro-
phy is similar to the reported classification of autosomal-
dominant retinitis pigmentosa (RP) into type I (diffuse) and
type II (regional) disease.24,27

The electro-oculogram (EOG) appears abnormal in
diffuse disease or advanced disease38 but can be normal 
or only mildly abnormal in early disease of the regional
type.21,38 In one patient with late regional disease, the EOG
was abnormal, and the fast oscillations of the EOG were
found to be absent.38 Dark adaptometry showed an eleva-
tion of both the cone and rod portions of the curve, with
minimal if any discernible cone-rod break. Further dark
adaptation occurred in one patient with moderately

advanced diffuse disease after patching for 14 hours, but the
retinal threshold was still elevated 1.3 log units above that
normally seen after 30 minutes.38

Differential diagnosis

The differential diagnosis of Bietti’s crystalline dystrophy
includes retinal oxalosis secondary to prolonged anesthesia
with methoxyflurane,7 cystinosis,11,32 canthaxanthine
retinopathy,6,8 talc emboli,1,12 tamoxifen retinopathy,22,23,29

and Sjögren-Larsson syndrome.13,17 X-linked retinoschisis
has also been reported with retinal crystals.36 The diagnosis
of Bietti’s dystrophy is almost always made or suspected on
clinical grounds. Perimetry is performed to assess the extent
of visual field loss and to allow correlation of fundus appear-
ance with visual field defects. The ERG appears to play a
major role in defining diffuse from regional disease. EOG,
dark adaptometry, and color vision tests are ancillary tests
that help to establish the level and extent of retinal dys-
function and are useful in providing vocational and prog-
nostic counseling and in following patients for rate of
progression.

F 63.10 Ultrastructural appearance of crystals seen in cir-
culating lymphocytes (top left, 13,000¥; top right, 110,000¥;
bottom left, 44,000¥; bottom center, 20,000¥; bottom right,

22,000¥). (From Wilson DJ, Weleber RG, Klein ML, Welch RB,
Green WR.38 Used by permission.).
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L  amaurosis (LCA, MIM 204000) repre-
sents a group of congenital retinal diseases that lead to blind-
ness, with a worldwide prevalence of three in 100,000.3

Although rare, it accounts for at least 5% of all inherited
retinopathies and approximately 20% of children attending
schools for the blind.3 We estimate that 180,000 patients are
affected worldwide.

In 1869, Leber defined LCA as a congenital form of
retinitis pigmentosa, with severe visual loss at or near birth,
wandering nystagmus, amaurotic pupils, a pigmentary
retinopathy, and autosomal-recessive inheritance.3,54 In
1956, Franceschetti and Dieterli reported a nondetectable
electroretinogram (ERG) in the early course of LCA as
essential in the diagnosis.25 Dominant inheritance has also
been reported, but this is thought to be rare.26,46,74,81,82 LCA
is genetically heterogeneous, and since 1996, eight
genes12,15,20,29,59,61,67,79,83 (six of which have been cloned) with
disparate retinal functions have been implicated. Five of the
LCA genes (tables 64.1, 64.2, and 64.3) are expressed in 
the photoreceptors, namely, retinal guanylate cyclase
(GUCY2D), cone-rod homeobox (CRX), Aryl hydro-
carbon receptor–interacting protein-like 1 (AIPL-1), retinitis
pigmentosa (RP) GTPase interacting protein 1 (RPGRIP-1),
and crumbs-like protein 1 (CRB-1), while one is predomi-
nantly expressed in the retinal pigment epithelium (RPE),
the RPE65 gene.

The study of LCA is proving central to our understand-
ing of normal retinal development and physiology and also
improves our understanding of other retinal degenerations.
In the near future, LCA may be treatable by pharmacologi-
cal intervention and/or gene replacement therapy, as both
mouse90 and dog1 LCA models showed dramatic short-term
improvements in rod and cone physiology and restoration of
vision, by ERG, pupillometry, and behavioral testing.1 These
future therapies for human LCA will likely be gene-specific,
giving major significance to gene identification and geno-
type-phenotype studies.

The clinical variability of LCA is striking. We find vari-
ability in visual acuities (20/200 to no light perception),
visual evolution (stable, deteriorating, or rarely im-
proving),7,30,40,52,75 refractions (from high hyperopia to high
myopia), retinal appearance (from near normal to severe 
pigmentary retinopathy), associated ocular features (kerato-
conus, cataracts), associated systemic features, and retinal
histopathology (from essentially normal43 to extensive
degeneration.5,23,51,55,66,74,92,95 Some patients have an essen-

tially normal retinal aspect; others may have yellow flecks,
salt-and-pepper changes, a marbled pattern, atrophic
changes, nummular pigment clumps, a “macular
coloboma,” white dots, or preserved para-arteriolar RPE.
Keratoconus and cataracts may develop in the course of the
disease in some patients. LCA may rarely be associated with
systemic disease, and this adds additional variability to the
disease spectrum. Mental retardation, deafness, polycystic
kidney disease (also known as Senior Loken disease), skele-
tal anomalies (also known as Saldino Mainzer disease), or
osteopetrosis may be found in addition to the ocular disease.

In approximately 40% of LCA cases it is now possible to
identify the causative mutations in one of the seven LCA
genes. Several strategies are now available to provide a
molecular diagnosis for a child affected with LCA. The most
rapid and comprehensive is the new LCA genotyping array
(LCA disease chip), which includes all 300 currently docu-
mented LCA mutations. In a period of four hours per
sample it is possible to determine the genotype in ~35% of
the new cases.97 Conventional SSCP, dHPLC combined with
automated sequencing also allows identification of muta-
tions but is much more cumbersome. Genotyping LCA
patients is extremely helpful for providing 1) a more accu-
rate clinical diagnosis, 2) a more accurate visual prognosis,
3) a molecular classification of disease, 4) a prenatal diag-
nosis in selected cases, and 5) a way of separating LCA
patients who may be treatable in the near future and those
that may be treatable later.

The clinical understanding of the diagnostic findings in
LCA has been evolving as more patients have molecular
diagnoses and it becomes possible to go back and correlate
test and phenotype to a confirmed known type of early onset
retinal degeneration. Because LCA represents a group of
diseases with at least seven and potentially as many as 20
genes, it can be expected that there will be variation in sever-
ity at onset and in the severity of the disability. For many
years, with the lack of availability of the electroretinogram
(ERG) and a reluctance to test infants and young children,
many patients did not have an ERG until they were older.
By then the patients were frequently blind and had a non-
detectable ERG signal. Foxman et al.24 suggested ERG
testing in blind infants before the age of 1 year to separate
LCA from early onset RP. ERG testing is also crucial to dif-
ferentiate albinism, complete and incomplete achromatop-
sia, and complete and incomplete congenital stationary
night blindness from LCA.50 Infants can now easily have 
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standardized ERGs in a visual physiology laboratory, a site
which is accustomed to managing infants.

Because the infant ERG is not equivalent to that of older
children, caution is needed in interpreting these infantile
ERGs. Fulton et al. have published standardized first-year
values to assist in the interpretation of waveforms from this
age group.30 If it is necessary to perform ERG testing under
anesthesia, then great care must be given to interpreting the
resulting waveforms. Operating room conditions are seldom
standardized, and more importantly some anesthetics may
suppress or alter ERG waveforms. We recommend that a
child suspected of having LCA or any other retinal dystro-
phy have an ERG at around age 6 months and then a repeat
ERG at 1 year.

Repeat ERGs are important because infantile testing is so
difficult—children frequently cry and the electrodes fall out,
or the tears may interfere with the signals and the ERG
signals still mature in the first year of life.30 It is possible to
have a small ERG signal early in the LCA disease process,
and this certainly does not preclude the diagnosis of LCA.
Also, a small number of children with early visual impair-
ment have developmental delay and with repeat testing may
have more robust or normal ERG signals on repeat testing.

The aim of this chapter is to discuss in detail, the seven
types of LCA associated with the seven currently known
LCA genes. Furthermore, we will summarize the manage-
ment of the blind infant.

LCA caused by RPE65 defects

LCA caused by mutations in the RPE65 gene result in a
block in the retinoid cycle and an inability to restore levels
of 11-cis-retinal (table 64.3). RPE65 is abundantly expressed
in the retinal pigment epithelium (RPE),37 which plays an
important role in the vitamin A cycle. Recently, RPE65
expression has been documented in mammalian cone but
not rod photoreceptors.99 The RPE65 gene is located on
chromosome 1p22 and was cloned by Hamel et al. in 1993.36

It is highly conserved in all vertebrates. The genomic struc-
ture of RPE65 was elucidated by Nicoletti et al.65 and is com-
posed of 14 exons; the protein consists of 533 amino acids.
RPE65 mutations have been found both in juvenile RP
patients35 and in LCA patients.61 In some populations,
RPE65 mutations can account for up to 16% of LCA.64

Other large-scale studies found the relative burden of
RPE65 in LCA to be 3%,16 6%,60 and 11.4%.86 The new

T 64.1
LCA genes to date, protein and chromosomal locations

LCA Gene Discovered LCA Protein Chromosome
GUCY2D 1996 Retinal guanylate cyclase 17p13.3
RPE65 1997 Retinal pigment epithelial protein 65 1p31
CRX 1998 Cone-rod homeobox 19q13
AIPL-1 2000 Aryl hydrocarbon receptor–interacting protein-like 1 17p13.1
CRB-1 2001 Crumbs homolog 1 1q31
RPGRIP-1 2001 Retinitis pigmentosa GTPase regulator interacting protein 1 14q11

T 64.2
LCA genes, their retinal expression, and functional pathways

LCA Gene Retinal Location Functional Pathway
GUCY2D Photoreceptor Phototransduction cascade
RPE65 RPE Retinoid cycle
CRX Photoreceptor Photoreceptor development/expression phototransduction proteins
AIPL-1 Photoreceptor Biosynthesis of phosphodiesterase
CRB-1 Photoreceptor Apical-basal polarity determination of the PR
RPGRIP-1 Photoreceptor Structural component of ciliary axoneme in connecting cilium

T 64.3
LCA genes, a proposal of their detailed defects, and proposed type of defect

LCA Gene Detail of the Proposed Defect Proposed Type of Defect
GUCY2D Inability to replenish cGMP and restore the phototransduction cascade Metabolic/biochemical
RPE65 Inability to resynthesize 11-cis-retinal and rhodopsin Metabolic/biochemical
CRX Inability to form PR outer segments, and express key phototransduction proteins Structural
AIPL-1 Unable to synthesize PDE Metabolic/biochemical
CRB-1 Unable to form zonula adherence during PR morphogenesis Structural
RPGRIP-1 Unable to form ciliary axoneme and connecting cilium Structural
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LCA disease microarray revealed that 2.4% of LCA patients
had RPE65 mutations (N = 205).97

The phenotype of LCA patients resulting from RPE65
defect appears to be distinct, as LCA patients with the
RPE65 genotype appear to have measurable visual function,
unlike LCA patients with GUCY2D mutations.70 In a longi-
tudinal study of four LCA patients with RPE65 mutations,
Lorenz et al.58 found that a typical LCA child with RPE65
mutations would present at 3 or 4 months old with suspected
blindness. In bright light, a visual reaction was noted,
there was nystagmus, and the pupillary light response was
dimished. On retinoscopy, mild hyperopia (+4.00 D) was
found, while on fundoscopy at age 3–4 months, mild retinal
changes were seen, with increased granularity of the RPE
and retinal arteriolar thinning. At age 1 year, measurable
visual acuities were present when measured by Teller Acuity
Cards, and the ERG showed a measurable cone response
and a nondetectable rod response. At age 3 years, the acuity
was found to be 20/200. At age 5 years, both cone and rod
ERG responses were nondetectable, and the retina revealed
optic disk pallor, a bull’s-eye maculopathy, thinned retinal
arterioles, and RPE granularity. Acuities remained at
20/200, and the Goldmann visual fields were recordable
and showed a well-preserved response.

In summary, the clinical phenotype of LCA patients with
RPE65 mutations may consist of severe visual impairment
in infancy, with gradual visual improvement in the first few
years of life, unlike the visual performance that is usually
seen in LCA. Gradually, visual function may then decline
and is associated with nondetectable ERG responses, and
retinal findings indicating a diffuse retinal degeneration.
This suggests that RPE65 type LCA represents a rod-cone
dystrophy. We also found that RPE65 type LCA patients
have measurable visual acuities (20/200), Goldmann visual
fields, and small ERG amplitudes followed by slow deterio-
ration of their visual function when measured over 20
years.15

In an important study by Porto et al.,72 the retinal phe-
notype of a fetus with LCA and mutations in the RPE65
gene was assessed by histopathological and immunocyto-
chemical analysis. They obtained retinal tissue from a 
voluntarily aborted 33-week-old fetus with a homozygous
C330Y RPE65 mutation and studied the histopathological
changes compared to an age-matched fetus. They found
55% fewer cell nuclei in the outer nuclear layer (ONL) in
the central retina, while the midperiphery and far periphery
counts were similar to those of the control. The cell counts
of the inner nuclear layer (INL) (i.e., bipolar, horizontal, and
amacrine cells) were also less in the RPE65 fetus, while the
ganglion cell layer (GCL) was normal. Specific immunola-
beling revealed both rod and cone photoreceptor outer
segment abnormalities. No apoptosis or gliosis was detected,
and there was no neurite sprouting or Muller cell activation,

as is seen in some RP retinal specimens. The RPE showed
abnormal inclusions, while the Bruch’s membrane was thick-
ened, and the choriocapillaris was engorged.

These are the first histopathological retinal changes doc-
umented in a human LCA baby with a known gene defect,
in this case RPE65, and therefore are very important. The
results are also unexpected, as the animal models and their
responses to treatments indicate essentially normal retinal
architecture and viable photoreceptors. Not all human LCA
retinas with RPE65 mutations are necessarily abnormal,
however; in Van Hooser et al.,90 a relatively normal retinal
architecture was noted by optical coherence tomography in
vivo in an LCA patient with RPE65 defects. Also, the ques-
tion remains whether the changes found in the Porto et al.72

study represent retinal degeneration or a failure to develop
normal retinal cell numbers. Finally, it remains to be deter-
mined whether abnormal retinal histology can still support
gene therapy.

The clinical phenotype and ERG phenotype of carriers
(parents with LCA offsprings) of heterozygous mutations of
LCA genes may have distinct features, which may give
insight into the pathophysiology of the causative gene and
point to the defective gene in the offspring.47 The phenotype
of carrier parents who harbor heterozygous RPE65 muta-
tions has not yet been extensively studied but is predicted to
reveal a rod-cone-type dysfunction. Felius et al.22 found
extensive dark-adapted visual field defects (1–2 log units
above normal) and delayed 30-Hz flicker ERG in one carrier
parent of a RPE65 mutation (but not in the other) of a child
with juvenile RP.

In the RPE65 mouse model of LCA66 (knock-out of the
RPE65 gene, RPE65-/-), rods and cones are present at birth
and appear normal with intact outer segments until 15
weeks, when the outer nuclear layer declines from 10–11
layers to 8–9 layers and then down to 7 layers at 28 weeks.
The rod ERG is absent from the beginning, but the cone
ERG is intact. Furthermore, although opsin levels are
normal, the rhodopsin molecule is absent. In conclusion,
the RPE-/- mouse model likely represents a rod-cone 
degeneration and therefore provides a model of human
LCA.

The RPE65 dog model4 of LCA is found in the Swedish
Briard dog and represents a natural knock-out of the RPE65
gene.91 A 4-bp deletion is present in the RPE65 gene in
homozygous state in exon 5 and results in a frameshift and
a premature stop codon, with two thirds of the polypeptide
missing, making this likely a null allele.91 The dogs develop
an autosomal-recessive early-onset, slowly progressive retinal
dystrophy. Histopathology of the dog shows a relatively well-
preserved retina, with relative minor photoreceptor changes
but with prominent inclusions in the RPE layer and slowly
progressive degeneration.3 The rod and cone ERG are essen-
tially nondetectable.
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Therapeutic studies

Acland et al.1 studied the effects of RPE65 gene replacement
in the Briard dog. Subretinal injections in one eye of three
dogs containing the AAV virus with cDNA of dog RPE65,
with a CMV promotor, B-actin enhancer, and internal ribo-
some entry sequence were performed at age 4 months. Rod-
mediated and cone-mediated ERGs, visual evoked potential,
pupillometry, and behavioral testing all showed dramatic
improvements in visual function at about 8 months of age.
In eyes that were treated with subretinal AAV-RPE65, a rod
and cone ERG response was found that represents approxi-
mately 16% of normal, which was significantly different
from untreated or intravitreally injected eyes. These results
were obtained in three eyes, which were injected subretinally
in only one of the four retinal quadrants. Genomic PCR and
RT PCR demonstrated expression of the wild-type message
in the retina and RPE, while immunoblots showed persis-
tant RPE65 protein in RPE cells. This is the first study to
demonstrate restoration of visual function in a large-eyed
animal model with LCA due to an RPE gene defect. It is
currently not known whether the retinas of human LCA
patients with RPE65 defects are intact and whether the 
photoreceptor layer is present. The time window before the
retina undergoes cell death is also not known. Also, whether
LCA photoreceptor gene replacements have similar dra-
matic effects will now have to be evaluated. A human clini-
cal trial involving well-characterized LCA gene defects in
babies with LCA is likely not far off.

Van Hooser et al.,90 using recent knowledge that RPE65
mutations in mice lead to an inability to form 11-cis-retinal
(which binds to rod opsin to form the light-sensitive pho-
topigment rhodopsin), supplemented the mouse diet with the
oral vitamin A derivative 9-cis-retinal, and consequently
showed short-term improvements in rod photopigment pro-
duction and rod physiology. The long-term consequences of
this intervention are not yet known.

LCA caused by GUCY2D defects

LCA caused by mutations in the retinal guanylate cyclase
gene, GUCY2D, is the result of a block in the recovery of the
phototransduction cascade (table 64.3). The phototransduc-
tion gene retinal guanylate cyclase, GUCY2D, was cloned by
Shyjan et al. in 1992 and mapped to 17p13.1.77 Camuzat et
al.8 mapped a LCA gene by homozygosity mapping to the
same 17p13.1 interval. In 1996, Perrault et al.67 reported
mutations in GUCY2D in four unrelated LCA probands. The
human gene contains 20 exons (figure 64.1) and has thus far
been implicated in autosomal-recessive (AR) LCA67 and auto-
somal-dominant (AD) cone-rod dystrophy45,69 (also known as
CORD6). GUCY2D is expressed in the photoreceptor outer
segments but at higher levels in cones than in rods.18,56

Functional studies have revealed that mutations in the
kinase homology domain of the retinal guanylate cyclase
severely compromise the ability to produce cGMP.21 We
found LCA mutations in the extracellular, kinase homology,
and catalytic domains and performed expression experi-
ments to compare their impact on enzyme activity. We found
that LCA mutations from the extracellular domain (C105Y
and L325P) cause a mild decrease in the catalytic ability of
the enzyme,48 while catalytic domain mutations (L954P and
P858S) severely compromise the ability of GCAP to stimu-
late cGMP production and cause dominant negative effects
on the wild-type allele.49 As we added more of the mutant
allele, we noted a progressive decrease in the ability of the
enzyme to produce cGMP.49 Dominant negative effects are
seen with dominant mutations, we were therefore surprised
to find dominant negative behavior with autosomal-recessive
mutations.88 Classical teaching about recessive mutations
dictates that in the heterozygous state, the wild-type allele
provides enough protein product to have a normal pheno-
type. Membrane guanylyl cyclases are thought to exist in 
a dimeric state,10,87 and our results showing a significant
decrease in wild-type RetGCf-1 activity when L954P or
P858S are coexpressed with wild-type suggest that any het-
erodimers that are formed are inactive or poorly active.88

These in vitro findings prompted us to test the hypothesis
of in vivo dominant negative effects, by ERG of parents of
LCA children with GUCY2D mutations.47 We found normal
rod ERGs (see figure 64.1) but significant (see figure 64.1)
and repeatable cone ERG abnormalities in parents of LCA

F 64.1 Cone-mediated 30-Hz flicker (top) and white-flash
ERG (bottom) of the right eye (OD) of a normal 45-year-old; the
father (middle); and mother (right) of a LCA patient with com-
pound heterozygous GUCY2D mutations. The father carries a 1-bp
deletion (bp 2843 del G) in exon 15 of GUCY2D, and the mother
carries a L954P mutation in GUCY2D, also in exon 15. Both the
30-Hz flicker and white-flash cone mediated amplitudes are clearly
decreased in comparison to normal.
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patients.47 Our findings are most consistent with a mild cone
dysfunction in the carrier state, and this correlates well with
the expression profile of GUCY2D, which is much higher in
cones than in rods,18,56 and with the GUCY2D knock-out
mouse, which develops a cone dystrophy.96 We then studied
a second LCA family with a GUCY2D mutation, and we
found very similar results47 (not shown). These findings have
prompted us to make the following two hypotheses:

1. Heterozygous parents of LCA patients have an ERG
phenotype and that this ERG phenotype is LCA gene-
specific, and these changes may point to the causal gene 
or pathway. A simple ERG of the parents at the time of
the initial visit of the LCA child may therefore direct the
subsequent genotyping strategy.

2. Because the ERG of the LCA child is nondetectable
by definition, it has no information content in terms of
pathophysiology. We propose that the ERG phenotypes of
carriers of LCA genes give insights into the pathophysiology
of LCA itself.

In some populations, GUCY2D may be the most com-
monly mutated LCA gene, with 20% of LCA patients car-
rying GUCY2D mutations.68 Other studies found the relative
burden to be 6%.16,60 The phenotype of GUCY2D type LCA
patients may be distinct, as most authors have noted a severe
phenotype (with vision in the light perception or count finger
range) with high hyperopia and photoaversion,70 while
others found a severe but stable phenotype over a period of
20 years, with an essentially normal retinal appearance.16

In the GUCY2D mouse model of LCA96 (knock-out of the
GUCY2D gene, GUCY2D-/-), rods and cones are present at
birth with normal OS. By 5 weeks, there is a dramatic
decrease in the number of cones only. By age 1 month, the
cone ERG was not detectable, and despite their normal
number and morphology, the rod ERG was markedly
decreased. This model represents a severe cone-rod de-
generation with much more cone than rod disease and 
therefore again only partially mimics human LCA.

In the GUCY2D chicken model of LCA76 (naturally occur-
ring deletions in both copies of the GUCY2D gene,
GUCY2D-/-), a different pathological response occurs. At
hatching, photoreceptors are normal in number and mor-
phology, but on day 7, their numbers start to decline from
the center to the periphery, and by 6–8 months, the entire
photoreceptor layer is gone. The RPE layer then undergoes
atrophy.76 While the number of photoreceptors is still
normal, it is of interest that the ERG is nondetectable.
Semple-Rowland et al.76 propose the following set of events
to explain the LCA type disease in this rd chicken: A dele-
tion and insertion of the GUCY2D gene representing a null
allele results in an absent cGMP and permanent closure of
the cGMP-gated cation channels. This would lead to chronic
hyperpolarization of the cells, as in constant light exposure.

Glutamate levels would be chronically elevated, and photo-
transduction would not be able to take place, which explains
the nondetectable ERG. Evidently, these circumstances do
not impair normal rod and cone development but do cause
a rapid cone rod degeneration. This excellent model of
human LCA may represent an early biochemical dysfunction with
a superimposed cone rod degeneration.

LCA caused by CRX defects

LCA caused by mutations in the CRX gene result in a block
in photoreceptor outer segment development and inability
to express several key retinal genes (table 64.3). The cone-
rod homeobox gene CRX was cloned by Freund et al. by
screening a human retinal cDNA library with a fragment of
a homologous gene.27 CRX resides on chromosome 19q13.3,
has three exons, and encodes a protein with 299 amino acids.
CRX is highly conserved in the animal kingdom, is specifi-
cally expressed in developing photoreceptors and the pineal
gland, and plays an important role in regulating important
photoreceptor genes, including rhodopsin, and is necessary
for the formation of rod and cone outer segments.31,32 CRX
is implicated in a variety of severe retinal diseases, includ-
ing autosomal-dominant LCA,29 autosomal-recessive LCA,85

autosomal-dominant cone rod dystrophy (CORD2),28 and
autosomal-dominant RP.81 CRX mutations are probably a
rare cause of LCA. We estimate that CRX mutations are
responsible for approximately 2–3% of LCA,16 which is in
agreement with others.60 Three regions of the predicted
CRX protein are highly conserved and include the home-
obox, the WSP domain, and the OTX tail domain. Accord-
ing to Rivolta et al.,74 CRX mutations fall into two groups.
Group 1 are missense mutations and one short in-frame
deletion that preferentially affect the homeobox domain. In
the second group are nine frameshift mutations, which are
all found in the terminal exon 3. Most frameshift mutations
are assumed to create null alleles because they lead to pre-
mature termination of translation. This is not the case for
the exon 3 CRX mutations, according to Rivolta et al.,74

because of new emerging information about mRNA decay
mechanisms that lead to rapid mRNA degradation and no
translated protein when the mutations occur upstream of an
intron. As the CRX frameshift mutations occur in a terminal
exon, they escape detection, and the mRNA molecule is pre-
dicted to be stable and translated. Therefore, CRX mutations
are dominant, fully penetrant, and likely act through a dom-
inant negative mechanism to cause the disease phenotype.74

Most authors report a severe phenotype for patients with
mutations in CRX,16,79 while we have reported one LCA
patient with a heterozygous CRX mutation (A177 1 bp del)
and a marked improvement in acuity, visual field, and cone
ERG when measured over a period of 11 years.46 We found
a dramatic improvement in Snellen visual acuity from
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20/900 at age 6 to 20/150 at age 11, with a rapid change
at age 10, at the same time that we found measurable cone
ERG activity and visual fields. Furukawa et al.32 found that
both rod and cone photoreceptor outer segments were not
developed in the CRX knock-out mouse (CRX -/-) and also
found that in the heterozygous knock-out mouse (CRX +/-),
the cone photoreceptor outer segments were initially shorter
than the wild-type mouse. They noted the absence of a cone
ERG in their heterozygous (CRX +/-) four-week old mice, a
time when the wild-type cone ERG is already present. At
two months, the cone ERG of the heterozygotes (CRX +/-)
increased but was still slightly decreased in comparison to
wild-type. After a delay of six months, the heterozygous mice
(CRX +/-) developed normal cone ERGs and normal-length
cone outer segments. The delay in cone ERG and cone pho-
toreceptor outer segment formation in the heterozygous
knock-out mouse (CRX +/-) is initially similar to the delay in
the cone ERG development of our LCA patient with the
A177 1bp del CRX mutation and may correspond to delayed
expression of cone opsin genes and/or cone outer segment
formation in our patient.

We have not yet examined the ERGs of a carrier parent
with a CRX mutation, but Swaroop et al.85 found mild rod
and cone ERG abnormalities in both parents of a LCA child
with a homozygous CRX mutation.

LCA caused by AIPL-1 defects

LCA caused by AIPL-1 mutations potentially result in a
defect in the biosynthesis of the phototransduction enzyme
phosphodiesterase (table 64.3). The gene for aryl hydrocar-
bon receptor–interacting protein like-1, AIPL-1, was discov-
ered and cloned by Sohocki et al. in 1999,79 by screening a
human cDNA library containing retinal and pineal gland
sequences. It is located on chromosome 17p13.1 and con-
tains eight exons. It is expressed in the retina and pineal
gland, but its exact function is not yet known. AIPL-1 inter-
acts with NUB-1, which is thought to control cell cycle 
progression.2 Immunocytochemistry studies with an AIPL-1
antibody revealed that AIPL-1 is exclusively expressed in rod
and not cone photoreceptors.89

The original pedigree for linkage analysis was of Pakistani
origin, and many LCA patients developed keratoconus. We
also found AIPL-1 mutations in four Pakistani pedigrees with
LCA from remote mountain villages who exhibited a severe
phenotype, with count finger to light perception vision,
severe retinal degeneration, a maculopathy, and kerato-
conus.11 We estimate that mutations in AIPL-1 are found in
up to 7% of patients with LCA.80

ERGs of carrier parents of AIPL-1 mutations may provide
insight into the pathophysiology of LCA caused by AIPL-1.
We found significant rod isolated ERG abnormalities and
normal cone mediated ERGs in an AIPL-1 carrier parents

with a single copy of W88X (figure 64.2), suggesting that
AIPL-1 type LCA represents a rod-cone disease (Dharmaraj
et al., 2003, personal communication).

LCA caused by CRB-1 defects

LCA caused by mutations in the crumbs gene, CRB-1 result
in a defect in the molecular scaffold that controls zonula
adherens assembly and in elongation of the photoreceptor
outer segment (table 64.3). The crumbs homolog 1 gene,
CRB1, was cloned by den Hollander et al.,13,14 and mutations
were found in 10 of 15 patients with RP12,13 a specific form
of ARRP with preservation of the para-arteriolar RPE
(PPRPE type of RP). The gene resides on 1q31, has 12
exons, and encodes a protein of 1376 amino acids. The
CRB1 protein shows conspicuous structural similarity to
drosophila crumbs, a protein essential in establishing and
maintaining epithelial cell polarity of ectodermally derived
cells. Because of the severity of the PPRPE type RP, CRB1
was postulated also to cause LCA. Den Hollander et al.12

and Lotery et al.59 recently found that 13% of cases with
LCA can be explained by mutations in the CRB1 gene,
making it a common and important gene for LCA. In addi-
tion, CRB1 mutations were identified in five of nine patients
with RP and Coats’-like exudative vasculopathy, a severe
complication of RP.12 LCA patients with CRB1 mutations in
three of seven cases also show the PPRPE picture. Although
the number of patients with LCA and CRB1 mutations is
still relatively small, it is noted that three of seven LCA
patients and at most one of 15 patients with RP12 or ARRP
carry two CRB1 protein truncating mutations, suggesting
that combinations of severe CRB1 mutations cause LCA and
that combinations of severe and moderately severe muta-
tions cause RP12 or ARRP. Further details of the CRB1 phe-
notype of LCA and the carrier phenotype are still lacking.

LCA caused by RPGRIP-1 defects

LCA caused by mutations in the gene RPGRIP-1, result in
defects in the connecting cilium, which connects the inner
and outer segment of photoreceptors (table 64.3) and disk
morphogenesis.98 The RPGRIP-1 defects may result in prob-
lems with vesicular trafficking of proteins. The RPGRIP-1
gene, encoding the retinitis pigmentosa GTPase regulator
interacting protein-1, was discovered by Boyle and Wright6

by performing protein-protein interaction studies using
RPGR as bait in yeast-two hybrid screening of retinal cDNA
libraries. Mutations in the RPGR gene are the major cause
of X-linked RP3. RPGRIP1 resides on 14q11 and has 25
exons. It is expressed in rods and cones and localizes to the
connecting cilium, which connects the inner to the outer
segment.42 The RPGRIP1 protein may be a structural com-
ponent of the ciliary axoneme.42 Dryja et al.20 found that 6%
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of LCA harbor mutations in this gene. The LCA phenotype
has not yet been delineated; nor has the carrier 
phenotype.

LCA caused by RDH12 defects

The relatively new LCA gene RDH12 maps to 14q23.3 
consists of 7 exons and encodes a retinol dehydrogenase
expressed in photoreceptors, which participates in the
vitamin A cycle, as does RPE65.44 The retinol dehydroge-
nase encoded by RDH12 is involved in the conversion of all
trans retinal to all trans retinol. The exact biochemical con-
sequences of RDH12 defects are not yet known. Clinically,
the LCA and/or juvenile RP patients harboring RDH12
mutations thus far were found to have a severe and pro-
gressive rod-cone dystrophy with severe macular atrophy but
no or mild hyperopia.44,71

Management of the blind infant

The role of the primary ophthalmologist making the initial
diagnosis of LCA is difficult, complex, and consists of at
least six aspects.

First and foremost it is essential that the proper diagnosis is
made, and both overlapping ocular and systemic diseases
must be ruled out. The main ocular diseases are albinism,
achromatopsia, congenital stationary night blindness, optic
nerve hypoplasia, delayed visual maturation, and cortical
visual impairment. The main systemic diseases are all per-
oxisomal disorders, neuronal lipoid fuscinosis, abetalipopro-
teinemia, Bardet-Biedl syndrome, Alstrom syndrome, Senior
Loken syndrome, Joubert syndrome, and Saldino-Mainzer
syndrome.50

Second, the recessive inheritance must be communicated
and counseled. If not possible, a genetic counselor must be

F 64.2 Scotopic rod-mediated ERGs, maximal ERGs, 30-
Hz flicker, and photopic ERGs of normal (bottom), two LCA sibs
(middle, ages 30 and 27 years), and carrier mother of the sibs (top,
age 47 years). The sibs are both homozygous for the W88X muta-
tion in AIPL-1, while the mother is a heterozygous carrier of this

mutation. The ERGs of the affected LCA sibs are nondetectable,
consistent with LCA. The mother’s ERG clearly shows an abnor-
mality in the rod-mediated signals, where the rod amplitudes are
markedly decreased compared to normal. Cone-mediated signals
appear normal.
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consulted. Third, the visual prognosis must be given. Most
patients with LCA will have significant lifelong visual hand-
icaps and need extra help at home, school, and work. Most
LCA patients have stable visual function, while a subgroup
may decline, and rare improvements have been docu-
mented. Fourth, a molecular diagnosis is now a must as it is 
relatively easy to do and provides essential information 
to the family (carrier status, prenatal screening), the eye-care
giver, and the scientist (prognosis, definitive diagnosis,
treatment trials). Fifth, it is essential to provide the family
with information such as family support groups, websites,
and other information (www.FFB.ca; www.FFB.org;
www.cafamily.org.uk; American Council of the Blind
www.acb.org). Finally, it is imperative that the family is put
in touch with a local blindness institute for social, psychologi-
cal, and low-vision support. A good example is the Los
Angeles Blind Children’s Center (see Toni Marcy in Heck-
enlively 198839). Many issues relating to a mother’s and
father’s feelings of guilt and the affected child’s issues of self-
stimulation (mannerisms of “blindisms”) if he or she is not
stimulated to explore the outside world are addressed at this
type of institution. Their program consists of six goals,
including 1) acceptance of the blindness, 2) promotion of
parent-child attachment, 3) furthering gross motor develop-
ment (motility training), 4) stimulating object handling, 5)
stimulating language development, and 6) prevention of
deviant behavior (autism and self-stimulatory behavior).

Summary

In summary, there are currently seven genes responsible for
LCA, and mutations in these genes can explain approxi-
mately 40% of the cases. Genotype-phenotype correlations
of both the LCA and the carrier phenotype suggest that
although highly variable, there are clinical features that are
specific for the gene defect. These studies are still in progress,
but initial results show that GUCY2D defects can lead to a
severe cone-rod type LCA, with poor but stable visual func-
tion, an essentially normal retinal appearance, and a cone
dysfunction in the obligate carriers. RPE65 defects lead to a
different phenotype, with an initially milder form of LCA
than GUCY2D, with signs of retinal degeneration and slowly
progressive visual loss later in life. AIPL-1 defects lead to a
very severe form of LCA, often with cataracts, keratoconus
and a maculopathy, while some carriers have a striking rod
dysfunction on ERG. CRX defects lead to a variable LCA
phenotype, with most LCA patients showing a severe retinal
degeneration and visual loss, but may rarely be associated
with an improving phenotype. The carrier signs seem to be
a rod and cone dysfunction on ERG. CRB-1 defects can lead
to a unique LCA phenotype, with preservation of the para-
arteriolar RPE. The complete phenotype and the carrier
phenotype of CRB-1 are still unknown. The RPGRIP-1

phenotype has not yet been fully delineated but appears to
consist of a severe pigmentary retinopathy. Similarly, the
RDH12 phenotype has not been fully delineated but appears
to consist of a severe rod-cone degeneration with a promi-
nent maculopathy.

At least seven retinal and/or RPE genes are responsible
for LCA, but five of the seven genes (GUCY2D, RPE65, CRX,
AIPL-1, and CRB-1) are also associated with adult or later
onset retinal diseases such as cone-rod or rod-cone degen-
erations. Future therapies for LCA may be gene specific,
making genotype-phenotype correlations very useful in
reclassifying LCA at the molecular level.
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T  PATTERN dystrophy was suggested by the author12

and Hsieh et al. in 19777 to describe a group of related dys-
trophies of the retinal pigment epithelium (RPF) that are
characterized by granular or reticular pigmentation patterns
and a relatively benign clinical course. Earlier literature had
described a variety of RPE dystrophies with unusual 
pigmentary patterns such as reticular dystrophy,18 butterfly
dystrophy,5 fundus pulverulentus,19 dystrophia macroreticu-
laris,15 and others. Some families with dominant pattern dys-
trophy, often with a butterfly pattern, have now been found
to have mutations of the peripherin/RDS gene (a gene that
can also cause retinitis pigmentosa).9,16,17 And a pattern dys-
trophy has been described in families with a mitochondrial
DNA mutation that also causes maternal diabetes and deaf-
ness.2,14 However, many families lack any known muta-
tion,13,22 and inheritance can be recessive as well as
dominant. Thus, the designation “pattern dystrophy” pro-
vides a way of describing and categorizing a variety of
genetic disorders that behave in a similar fashion with
respect to RPE involvement and limited functional
changes.11

Clinical findings

The pattern dystrophies represent inherited disorders in
which there is a primary granular or reticular disturbance of
the RPE without any predisposing factor such as age-related
macular degeneration, pigment epithelial detachment, vitel-
liform macular lesions, juvenile macular dystrophy, or other
secondary causes of pigmentary dispersion in the fundus.
The pigmentary patterns can vary widely, and some families
have extensive peripheral changes as in reticular dystophy18

(figure 65.1), whereas in other families, the pigmentation 
is limited to the macula (figure 65.2). Families have been
described in which there are individual differences among
the members in their pattern of pigmentation1,4,7,12 (compare
figures 65.2 and 65.3).

The pattern dystrophies typically cause few symptoms
during youth or the early adult years.1,4,10,11,21 Visual acuity
may be mildly subnormal, but severe visual loss as often
characterizes pigment epithelial detachment, Stargardt’s
disease, or vitelliform dystrophy would be unusual and
would in general argue against the diagnosis. Older individ-
uals can develop more extensive RPE thinning or atrophic
changes in the macula (figures 65.3 and 65.4), however, and

sometimes have significant visual loss (see figure 65.4).13,22 It
is unclear whether pattern dystrophy increases the risk of
age-related decompensation of whether these late atrophic
changes are specific to the dystrophy.

Fluorescein angiography is extremely important in the
evaluation of pattern dystrophies, since the RPE changes are
often difficult to see on ophthalmoscopic examination (see
figures 65.1 through 65.3). A fundus that shows only mild
nonspecific pigment epithelial changes on direct examina-
tion may display striking granular or pigmentary patterns on
angiography that extend more peripherally than expected.
The pigmentary patterns that are visible on angiography are
not associated with leakage of dye through the pigment
epithelium or with secondary changes such as choroidal 
neovascularization (except in elderly patients12 or isolated
cases3 in which pattern dystrophy might not be the only
cause).

Physiological findings

By definition, the pattern dystrophies are associated with 
relatively little functional deficit until (possibly) old age. We
have already noted that visual acuity may be mildly reduced,
depending on the degree of foveal involvement, and there
may be a mild degree of contrast sensitivity loss or color
vision disturbance.6 The visual fields and dark adaptation
have been normal in the vast majority of reported cases,
although individual pedigrees with central sensitivity loss4

and subnormal dark adaptation10 have been described.
Severe loss of acuity should make one think of other disor-
ders such as Stargardt’s disease, vitelliform dystrophy, or age-
related macular degeneration.

In young and middle-aged patients with pattern dystro-
phy, multifocal electroretinogram (mfERG) abnormalities
may be present in areas of macular damage,8 but diffuse
electrophysiological findings are essentially limited to the
electro-oculogram (EOG) in youth and middle age. The
electroretinogram (ERG) has universally been reported as
normal (figure 65.5) in these eyes, while the EOG (which
might be expected to reflect pigment epithelial abnormality)
is either normal or only modestly subnormal.1,5,7,8,21 Individ-
ual cases with very low light/dark ratios have been noted,
but most commonly, the ratio is in the 1.5–1.8 range if
suppressed at all (see figure 65.6). The EOG findings are
quite distinct and distinguishable from those in vitelliform

65 Pattern Dystrophies
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F 65.1 Reticular dystrophy. A, Fundus photograph. B, Fluorescein angiogram.

F 65.2 Macular changes in a patient with pattern dystro-
phy. Top, Fundus photographs at ages 19 and 38. Bottom, Fluo-
rescein angiograms at ages 19 and 38. The pigmentary changes

were more visible by angiography than photography. With aging,
there was more diffuse thinning of the RPE.

A B
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F 65.3 Mother of the patient in figure 65.2. She shows more
granular than reticular pigmentary patterns and developed increas-
ing RPE atrophy with age. Top, Fundus photographs at ages 43

and 62. Bottom, Fluorescein angiograms at ages 43 and 62. Note
the parafoveal patches of atrophy at age 62. She also showed a sig-
nificant diminution of her ERG (see figure 65.5).

F 65.4 Two older cousins of the patients in figures 65.2 and
65.3, showing atrophic loss of RPE. A, Fundus photograph at age

69 (visual acuity 20/50). B, Fundus photograph of the mother of
the patient on the left at age 80 (visual acuity 20/200).

A B
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F 65.5 Electroretinograms in pattern dystrophy. Case A: A
29-year-old patient with a normal ERG. Case B: Patient from figure

65.3. The ERG was low-normal at age 43 and fell to subnormal
levels by age 62.

F 65.6 EOG light/dark ratios in a family with pattern 
dystrophy (including the patients in figures 65.2 and 65.3). The
affected members all had borderline values; the daughter with a
high ratio had a normal-appearing fundus and did not have the
disease.

dystrophy, in which every affected family member (regard-
less of fundus lesions) has an extremely reduced light/dark
ratio. The hyperosmolarity response has also been found to
be abnormal in one patient with pattern dystrophy who had
a normal EOG.20 In older individuals, as the RPE atrophic
changes become more extensive, there can be corresponding
functional abnormalities, including mfERG losses. Paracen-
tral scotomas may be found, as well as blue-yellow (tritan)
color confusions and a mild rise in dark adaptation thresh-
old. The full-field ERG drifts toward borderline levels and
may be moderately (though not severely) reduced in some
patients (see figure 65.5).13 The EOG results do not seem to
change much with age.

Summary

The pattern dystrophies represent a group of inherited
pigment epithelial disorders in which there is pigment
clumping and rearrangement at the level of the RPE in the
macula and/or periphery, with little or no loss of acuity or
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retinal sensitivity until late in life. This includes disorders
such as butterfly dystrophy, reticular dystrophy, and fundus
pulverulentus along with patients whose familial pattern 
of fundus pigmentation may be less dramatic or more 
variable. The pattern dystrophies are clinically quite distinct
from drusen, vitelliform dystrophy, and fundus flavimac-
ulatus. Young to middle-aged individuals may show 
mild mfERG changes in the affected areas of the macula
and may show a borderline or mildly subnormal EOG.
Older individuals can develop more extensive macular
atrophy and may show some modest reduction of the 
full-field ERG.
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B  macular dystrophy is an autosomal-
dominantly inherited disorder whose familial occurrence
was first described in 1905 by Friedrich Best in a family of
German ancestry.6 Previously, in 1883, Adams had described
a single patient with this disease.1 In 1950, the Belgian oph-
thalmologists Zanen and Rausin53 first used the description
vitelliform when referring to the macular lesion that they
observed in patients with this disease. The term vitelliform
(“egg-yolk-like”) has its origin from the Latin word vitellus
meaning “egg-yolk.”

The fundus findings include a spectrum of phenotypic
expressions. The most distinctive macular lesion, which is
most often initially discovered between the ages of 3 and 15
years, demonstrates a sharply circumscribed, bilateral,
yellow, “egg-yolk-like” sunny-side-up appearance (figure
66.1). This clinical phenotype has been observed as early as
1 week and 3 weeks of age3,13 and as late as age 74 years.11

It is generally between 1 and 2 disk diameters in size,
although its size may vary from as small as approximately
one half to as large as three or four times the diameter of
the optic disk.29 The presence of this macular lesion is still
consistent with visual acuity that is most frequently 20/25 or
better. Although only a single isolated foveal lesion is usually
present, multiple nonfoveal foci of yellow, egg-yolk-like
lesions may also be seen, and patients with unilateral lesions
have also been described.11,25,29,34 A vitelliform lesion can
develop in a previously normal-appearing macula.4,11 Of his-
torical interest, none of the eight patients described by Best
showed the classic vitelliform macular lesion.6

The initial and primary pathogenetic changes in this
disease involve the retinal pigment epithelial (RPE) cells.
Consistent with this, Weingeist et al.52 histologically observed
an abnormal accumulation of a lipofuscinlike material in all
RPE cells of a patient with Best macular dystrophy, a finding
also noted by O’Gorman et al.39 in another patient.

Progressive impairment of visual acuity tends to parallel
a subsequent course in which the yellow egg-yolk-like 
material appears to rupture or become fragmented into a
“scrambled-egg” appearance, the so-called vitelliruptive
stage.30 Eventually, in turn, this lesion can be replaced by a
fibrotic (gliotic) hypertrophic-appearing scar.16,36 In some
patients, the yellow material may resorb and subsequently

be resecreted. Infrequently, in other patients, subretinal
hemorrhage with identifiable or unidentified choroidal 
neovascular membranes may develop.3,5,7,35,38 Variability in
phenotypic expression of the macular lesion can occur
between different families and within the same family.25,32

Approaches to classifying the various stages of macular
changes observed in patients with Best dystrophy have been
published.11,16,29,36

Most patients are visually asymptomatic or show only
slight-to-moderate visual loss bilaterally until between 40
and 50 years of age.11,29 In one study of 47 patients, 30 of
39 (76%) younger than 30 years of age had a visual acuity
of 20/40 or better in at least one eye.16 Peripheral visual field
remains normal. Patients are characteristically hyperme-
tropic and esotropia is commonly observed.11,27 Astigmatism
and amblyopia are also often found.11,27 ERG cone and rod
a- and b-wave amplitudes are typically normal, as is the dark
adaptation recovery time, in patients with Best vitelliform
macular dystrophy.2,10,11,30 However, Nilsson and Skoog37 as
well as Rover et al.43 reported either absent or small ERG c-
wave amplitudes in patients with this disorder (indicative of
diffuse RPE cell dysfunction). Using a Siles-Crawford test to
determine the directional sensitivity of the fovea in a patient
with a vitelliform macular lesion and 20/20 vision, Benson
et al.5 showed the foveal receptor orientation to be normal.
This finding is most consistent with the conclusion that the
egg-yolk-like changes reside within, and also probably below,
the RPE cells.

The definitive diagnostic test in this disease is the electro-
oculogram (EOG), which is markedly abnormal in affected
patients. Appreciably reduced EOG light-peak to dark-
trough ratios are observed at all stages of clinically evident
disease,9,20,21,25,30,45,49 as well as in those who inherit the gene
yet show no clinically apparent fundus changes.10,11,19,49 In
instances when only one eye manifests a clinically apparent
retinal lesion, both eyes show reduced EOG ratios.11,20,21

Since the EOG is regarded as a functional test of the entire
retina, an abnormal EOG recording implies overall retinal
dysfunction. The large interindividual variation of the EOG
standing potential limits it diagnostic usefulness. However,
the mean baseline values of the EOG standing potential in
patients with Best disease for both those expressing and those

66 Best Vitelliform Macular
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F 66.1 Fundus photographs representing various stages of
macular lesions that can be observed in patients with Best macular
dystrophy. Top left, Stage I: mild degree of foveal pigment mottling
and nonspecific hypopigmentation. Top right, Stage II: typical
vitelliform or egg-yolk-like lesion. Second row left, Stage IIIa:
scrambled or “fried egg” phase as the vitelliform lesion becomes
diffusely more amorphous and diluted in appearance. Second 
row right, Stage IIIb: pseudohypopyon phase in which the 
yellow substance in the vitelliform cyst develops a layered 

appearance as a consequence of partial resorption. Third row 
left, Stage IIIc: only a sparse amount of yellowish substance
remains as resorption of the vitelliform lesion is almost complete.
Third row right, Stage IIId shows atrophic changes of both 
the retinal pigment epithelium and choriocapillaris vessels.
Bottom, Stage IV: both less and more extensive examples are
depicted. Characteristic feature is a fibrotic-gliotic-appearing 
scar in addition resorption of the vitelliform material. (See also
color plate 34.)
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not expressing clinically apparent retinal changes have been
reported as below the mean of a control population.49

Weleber51 found that not only was the EOG slow-oscillation
light peak subnormal, but also it was delayed in reaching its
peak in patients with Best dystrophy. He additionally
observed that the EOG fast oscillations were preserved in
patients with this disease.

On occasion, a patient with Best macular dystrophy can
have bilateral atrophic-appearing foveal lesions that may
show some phenotypic similarities to other hereditary
macular lesions, such as those seen in Stargardt macular dys-
trophy or cone dystrophy. However, the absence of fundus
flecks in Best disease, the presence of a dark choroid in Star-
gardt macular dystrophy, and a markedly abnormal EOG in
patients with Best dystrophy help to distinguish patients with
Best disease from those with Stargardt disease. The normal
ERG and abnormal EOG in patients with Best macular dys-
trophy differentiate these patients who show an atrophic
foveal lesion from patients with cone dystrophy. Additionally,
with few exceptions, patients with cone dystrophy manifest
abnormal cone ERG a- and b-wave amplitudes but a normal
EOG response.14,15 Unlike a number of patients with cone
dystrophy, those with Best disease, as a rule, do not complain
of photoaversion or impairment of color vision. In addition
to Stargardt disease and cone dystrophy, some patients with
Best macular dystrophy with an atrophic-appearing foveal
lesion may present with a phenotype having certain clinical
similarities to lesions that are observed in patients with North
Carolina macular dystrophy. Normal EOG ratios in this dis-
order are distinct from the EOG abnormality found in Best
disease.17

There are a group of macular disorders other than Best
vitelliform macular dystrophy that may present with a vitel-
liform lesion. They include (1) those described as either a
peculiar foveomacular dystrophy,22 adult foveomacular vitel-
liform dystrophy,8,40 dominant slowly progressive macular
dystrophy,47 or adult-onset foveomacular pigment epithelial
dystrophy;50 (2) those associated with leakage from retinal
perifoveal capillaries;18 (3) those observed as a spectrum of
age-related macular degeneration associated with an eleva-
tion of the retinal pigment epithelium;23,33,48 (4) those unas-
sociated with any of the above descriptions or clinical
findings;12,28,33,44 and (5) a variant expression of pattern 
dystrophy.24,26 The macular lesions within the first four 
categories can collectively be considered forms of adult-
onset foveomacular vitelliform dystrophies/degenerations
(AOFVD). Table 66.1 summarizes the differential diagnosis
of vitelliform macular lesions. In general, a normal EOG
light-peak to dark-trough ratio helps to distinguish these dis-
orders from Best dystrophy. However, there are reports of
both slightly subnormal and even more substantially sub-
normal EOG findings in some patients with vitelliform
lesions unassociated with Best disease. The use of optical

coherence tomography has been reported to be of possible
value in differentiating at least some patients with AOFVD
from those with Best vitelliform macular dystrophy.42

In addition to the aforementioned hereditary, or likely
hereditary, disorders with either a vitelliform phenotype or
atrophic-appearing macular changes with phenotypic simi-
larity to some patients with Best dystrophy, certain acquired
disorders may also show changes that might resemble atyp-
ical presentations of Best dystrophy. These include inflam-
matory macular lesions associated with chorioretinitis or
central serous choroidopathy. Normal EOG light-peak to
dark-trough ratios in these latter disorders can resolve any
lingering diagnostic uncertainty.

Mutations in a novel retina-specific gene on the long arm
of chromosome 11 (11q13) have been identified in patients
affected with Best macular dystrophy.31,41 This gene encodes
a 585-amino-acid protein known as bestrophin, which is
selectively expressed in the RPE cells of the retina.41
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T 66.1
Differential diagnosis of vitelliform macular lesions

A. Classic Best vitelliform macular dystrophy
B. Adult-onset foveomacular vitelliform dystrophies/

degenerations
Group I:
1. A peculiar foveomacular dystrophy
2. Adult foveomacular vitelliform dystrophy
3. Dominant slowly progressive macular dystrophy
4. Adult-onset foveomacular pigment epithelial dystrophy
Group II: Leakage from perifoveal retinal capillaries
Group III: A spectrum of age-related macular degeneration 

associated with an elevation of the retinal pigment 
epithelium

Group IV: Unassociated with any of the above descriptive 
terms or clinical findings
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I 1949, S and Mason described five families with a
dominantly inherited central retinal dystrophy leading to
visual loss in the fifth decade.34 Visual loss occurred either
because of subretinal neovascular membranes leading to dis-
ciform scarring or because of chorioretinal atrophy at the
macula. There was gradual progression of the condition to
involve the retinal periphery, such that ambulatory vision
was lost up to 35 years later.34 The condition has become
known as Sorsby’s fundus dystrophy (SFD). For general and
electrophysiological reviews, see Berninger,5 Iannaccone,22

and Scullica and Falsini.32

Clinical features

Family members who have been studied before the onset 
of the macular lesion demonstrate drusen, pigment 
epithelial atrophy,21 and a yellow subretinal deposit through-
out the fundus.7 Night blindness is a feature in some
patients.17,22

The onset of central visual loss has subsequently been
noted from the third17 to the seventh23 decades. Distortion
and sudden loss of vision occur in the presence of a sub-
retinal neovascular membrane (figure 67.1), but gradual
visual failure due to macular atrophy is equally common31

(figure 67.2).
Densely packed drusen and angioid streaks are noted in

some patients.21 The disciform scars are always large (see
figure 67.1) and become pigmented in late stages.7 As the
scar flattens, atrophy occurs, leading to choroidal sclerosis.
One fortunate patient has been reported with a small island
of preserved central vision.28 Subsequent gradual loss of
peripheral vision is the rule. There are no associated sys-
temic health problems.11

Histopathology

The few eyes that have been studied histopathologically have
had end-stage pathology. There is a widespread eosinophilic
deposit at the level of Bruch’s membrane, atrophy of the
choriocapillaris, and, at the macula, either photoreceptor
and pigment epithelial atrophy or disciform scarring associ-
ated with breaks in Bruch’s membrane.3

Electrophysiology

Capon et al. found normal electroretinograms (ERGs) in
eyes with normal vision.7 There was no abnormality of a-
or b-wave amplitudes, latencies, or waveforms under sco-
topic or photopic conditions. Electro-oculograms (EOGs)
showed a reduced light rise in all cases, with a range from
120% to 165%. Hoskin et al. found normal ERGs and
EOGs in eight patients, all under the age of 45, at 50% risk
of having SFD.21 Felbor et al. found the ERG to be normal
initially in one patient but subnormal four years after pres-
entation with visual loss in one eye.16 The same authors
reported early-onset disease associated with subbnormal
ERGs and EOGs. Also reported, albeit in a single-case study,
is the finding that the EOG may be affected before the onset
of symptoms.28

Other studies of patients with central visual loss have
demonstrated attenuated ERGs, more marked under sco-
topic than photopic conditions24,39 (see figures 67.3 through
67.5). No effect was observed on response implicit time.
Clarke et al.12 have also shown that pattern ERGs (PERGs)
are markedly abnormal in most patients with central visual
loss (see figures 67.6 and 67.7), but even in the case in which
a small central island of vision is preserved, the PERG is sig-
nificantly reduced.28 A mouse model of SFD has so far
shown normal ERGs throughout life.39

Color vision

Both deuteranomaly18 and tritanomaly6,7 have been
described in different members of British families who are
now known to have the same causative mutation. Other 
families have had normal color vision.21

Psychophysics

Dark adaptation is usually abnormal from an early stage in
SFD, and the abnormality worsens with age. The rod-cone
break is delayed, as is the return to prebleach rod sensitiv-
ity.7,10,16,25,36 The abnormality is worse centrally than periph-
erally before the onset of central vision loss.25 A member of
one of the original families described by Sorsby, however,
showed abnormal but nonprogressive dark adaptation.28

67 Sorsby’s Fundus Dystrophy
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F 67.1 Left fundus of a patient with SFD showing large dis-
ciform scar. (See also color plate 35.)

F 67.2 Left fundus of a patient with SFD showing atrophy
of the retinal pigment epithelium and choriocapillaris at the 
posterior pole. (See also color plate 36.)

F 67.3 Representative flash ERGs (elicited to ISCEV ERG Standard 1999) from a male control subject (left) and a similarly aged
patient with SFD (right).
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F 67.4 Scattergram of age versus photopic b-wave ampli-
tude for control subjects and patients with SFD. Each data point
for the SFD cases is labeled with the specific gene mutation for that
patient.

F 67.5 Scattergram of age versus scotopic b-wave ampli-
tude for control subjects and patients with SFD.

Visual fields

Central and paracentral scotomas have been reported,19,28

although a tiny central island has been shown to be pre-
served in one case.28 These latter authors have also com-
mented that the underreporting of field losses in the
literature may misrepresent the nature and extent of such
loss in the condition.

Genetics

Inheritance is autosomal-dominant with high penetrance,
and males and females are affected equally. The discovery of
mutations in the tissue inhibitor of metalloproteinase-3
(TIMP-3) gene in some families labeled as SFD indicated that
it was truly a separate disorder40 and not just the severe end
of the spectrum of dominant drusen (also known as Doyne’s
honeycomb degeneration or malattia Leventinese). Seven
mutations have been described in the TIMP-3 gene. All of

these mutations are in exon 5, apart from one that is in the
intron/exon junction and may cause abnormal splicing of
TIMP-3 mRNA.37 This mutation has been found in a Japan-
ese family and is associated with a later onset of central visual
loss.23 All but one of the mutations in exon 5 cause a cysteine
substitution, which is thought to lead to aberrant disulphide
bonding that causes oligomerization of the TIMP-3 protein.
The exception is the E139X mutation described in a British
family, which causes truncation of the TIMP-3 protein.11

The TIMP-3 protein is part of a family of metallopro-
teinase enzyme inhibitors that are involved in the turnover
of the extracellular matrix. There are four very similar tissue
inhibitors of metalloproteinases (TIMPs)2 composing a gene
family with 12 highly conserved cysteine residues that form
six disulphide bridges essential for correct protein folding
and function. TIMPs consist of two domains, each stabilized
by three disulphide bonds, an amino terminal inhibitory
domain through which they bind to an active matrix metal-
loproteinase, and a carboxy terminal domain that is involved
in interactions with proform matrix metalloproteinases and
with binding to the extracellular matrix.26

Immunohistochemistry of human eyes shows TIMP-3-
specific staining in Bruch’s membrane, particularly in the
basement membranes of retinal pigment epithelial and
endothelial cells.14 The eosinophilic deposit that is seen his-
tologically in eyes with SFD stains for TIMP-3.13 The mech-
anism by which mutations in TIMP-3 give rise to retinal
disease is not known but is unlikely to be due to loss of TIMP-
3 function, as expression studies have shown all known
disease causing mutants to be functional metalloproteinase
inhibitors.27 TIMP-3 has antiangiogenic properties in vitro,1

and overexpression of TIMP-3 in transfected rat retinal
pigment epithelium inhibits experimental choroidal neovas-
cularization.38 TIMP-3 is expressed in subretinal neovascu-
lar membranes.35 TIMP-3 is known to express apoptotic
properties when overexpressed in vitro,4,29 and an altenative
mechanism, particularly for the patients with atrophic mac-
ulopathy, could be apoptosis of photoreceptor and retinal
pigment epithelial cells induced by accumulation of dimer-
ized TIMP-3. The TIMP-3 deposit seen in SFD may repre-
sent an insoluble dimerized form of the inhibitor produced
by abnormal disulphide bond formation by the mutated
protein, which may be associated with elastin.9 Dimerization
of the protein product of S181C, S156C, G166C, and
E139X has been demonstrated.27 One possible mechanism
for retinal disease may therefore be impairment of the nutri-
tion and metabolism of the outer retina because of abnor-
mal deposition of dimerized TIMP-3 in Bruch’s membrane.

Treatment

Laser treatment has generally been ineffective in controlling
subretinal neovascularization in SFD,20,33 although one study
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F 67.6 Representative transient PERGs (elicited to ISCEV
PERG Standard 2000) to 25¢ check size, four reversals per second

stimulation. The responses from the left eye of a 48-year-old male
control subject (A) and a 52-year-old patient with SFD (B) are shown.

F 67.7 Scattergram of age versus PERG P50/N95 ampli-
tude for control subjects and patients with SFD.

reported benefit.8 Jacobson et al. demonstrated reversal of
night blindness in SFD by treatment with high-dose vitamin
A.25 Peripheral rod sensitivity returned to normal or near
normal, and rod ERGs improved in one patient. The doses
that are used, however, are associated with significant side
effects, including liver damage and teratogenicity, and the
regime is not generally employed in the treatment of
SFD.

Relationship to age-related macular degeneration

SFD is of particular interest because the macular lesions
closely resemble those seen in age-related macular degener-
ation (ARMD). Mutations in TIMP-3 have been excluded
as causative in ARMD.15,30 However, the possibility exists
that the accumulation of TIMP-3 protein that occurs in
Bruch’s membrane as part of normal aging may be impor-
tant in the etiology of ARMD.

Conclusion

It appears that the SFD phenotype arises following a gradual
accumulation of TIMP-3 protein over many years. For
unknown reasons, presumably related to the biochemistry of
the mutant protein, the S156C mutation has an earlier onset
of central visual loss, and the splice site mutation seen at the
intron4/exon5 junction has a later onset. The EOG seems
to be affected early in the course of the disease, which may
be expected, as the site of deposition of TIMP-3 is in
Bruch’s membrane. Dark adaptation appears to be next
affected in the time course of the condition, with accompa-
nying and progressive effects on the ERG being observed.
The latter seems to be a function of the duration of the
disease, indicating a gradual deterioration of photoreceptor
function, with rods being affected first.

Color vision and central/paracentral field abnormalities
may also be noted in some patients. As macular function
becomes compromised, allied effects on the PERG are also
to be expected. Further studies of SFD are likely to develop
our understanding of the pathogenesis of ARMD.
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C (CHM, OMIM 303100) is a distinct diag-
nosis that can be clinically distinguished from other retinal
degenerations, such as other forms of retinitis pigmentosa
(RP). CHM represents 6% of cases in one practice that
focused on RP-related conditions.10 Mauthner first used the
term to indicate that the choroid was missing while the
retinal vessels were preserved and no optic atrophy was
noted.14 These characteristics set CHM apart from RP,
which has significant pigment dispersion in the retina, retinal
vessel narrowing, and optic nerve gliosis. In some cases,
patients with CHM have posterior subcapsular cataracts that
are also commonly seen in RP. CHM is an ocular disorder
with no systemic manifestations. The extensive study of a
large Canadian family with CHM by McCulloch and
McCulloch in 1948 indisputably showed CHM to be X-
linked.15

Clinical characteristics

Boys affected by choroideremia begin to recognize difficulty
seeing at night during grade school years. The fundus will
show signs of retinal pigment epithelial (RPE) mottling
throughout the fundus, most marked in the equatorial
region. These changes have been identified in boys as young
as 3–10 months of age.12 The findings evolve with progres-
sive loss of choriocapillaris, RPE, and retina in a scalloped
fashion with coincident loss in visual field. The chorioretinal
atrophy spans the entire peripheral retina, while the
anatomy of the central macula remains relatively intact
(figure 68.1). In some cases, remnants of normal retina
remain near the optic nerve, which shows no gliosis or pallor.
Deep choroidal vessels of normal diameter may be seen
beyond the areas of chorioretinal atrophy, and the retinal
vessels do not show narrowing that marks cases of RP. In a
study of 115 patients with CHM from three centers, most
patients retained central visual acuity and macular fields
until their late sixties.18 Two cases of subretinal neovascu-
larization have been reported in a CHM male and a carrier.5

Female carriers tend to be asymptomatic in their youth
and middle years. Testing will demonstrate poor dark adap-
tation and in some cases defects in the visual field.12 Many
older females will complain of trouble seeing at night. The
fundus findings of patchy chorioretinal degeneration in 
the female begin predominantly in the midperiphery of the
fundus (figure 68.2). An intravenous fluorescein angiogram

may occasionally be helpful in defining the extent of changes
in the female carrier (figure 68.3), demonstrating pigment
dispersion and atrophy of the choriocapillaris and RPE
beyond what may be seen clinically.23 In our experience and
that of others, these findings are slowly progressive and are
not limited to the midperipheral fundus but may be seen
with careful examination around the disk and in the
macula.6 Occasionally, young female carriers may demon-
strate a disorder as severe as the affected male, presumably
as a result of lyonization.7,9

Electrophysiology

The electroretinogram (ERG) of an affected male may be
nonrecordable but, early in the disorder, will mimic that of
a patient with RP and is not specifically diagnostic. A certain
amount of variability is seen in the ERG within families and
between families affected by CHM. The ERG is frequently
normal in a carrier of CHM despite a disproportionate
degree of RPE mottling. By comparison, the ERG of a
carrier of X-linked RP is frequently abnormal and minimal
changes are seen with fundus examination.1 Sieving and col-
leagues showed that of the ERG responses to three stimuli—
a dim blue flash, a dark-adapted white flash, or a flickering
stimulus—not one response consistently predicted carrier
status of CHM.22 Over a 10-year interval, they recorded a
decrease in the ERG amplitudes in two CHM carriers, sug-
gesting progressive loss of function. The electro-oculogram
is not usually helpful to assess patients with CHM. Female
carriers show a decrease in the Arden ratio with age, perhaps
again consistent with the slow but progressive nature of the
disorder.17 The visual field is a more practical clinical param-
eter than the ERG to monitor the function of a CHM
patient over time.

Differential diagnosis

The end stage of CHM should not be confused with X-
linked RP. In general, CHM does not show the degree of
pigment migration into the retina that is seen in RP. Signs
in a carrier female within the family that are consistent with
CHM will help to differentiate the two diagnoses. Cystoid
macular edema that is found occasionally in patients with 
X-linked RP has not been identified in patients with 
CHM.10
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F 68.1 Fundus photographs of a 17-year-old CHM affected
male showing preserved deep choroidal vessels and central macula,
normal-appearing retinal vessels and optic nerve, and no pigment
dispersion. A, OD. B, OS. Vision: 20/20 OU. (See also color plate
37.)

F 68.2 Fundus photograph (nasal midperiphery) of a 29-
year-old female carrier with patchy RPE changes. Vision: 20/20
OS. (See also color plate 38.)

F 68.3 Intravenous fluorescein angiogram in a 34-year-old
female carrier with areas of RPE and pigment disruption. Vision:
20/30 OS.

A

B
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An association between CHM and deafness is rare and is
due to a contiguous gene syndrome that results from the
deletion of both the CHM gene and a gene for deafness,
DFN3.16 Some cases of CHM and deafness could be con-
fused with Usher syndrome. Usher syndrome is an 
autosomal-recessively inherited RP-related disorder with
varying degrees of hearing impairment. The fundus 
of Usher syndrome does not show the distinct pattern of
retinal degeneration that is typical of CHM.

Gyrate atrophy is often referenced as one of the disorders
that might be confused with CHM. Gyrate atrophy is an
autosomal-recessive metabolic disorder in which mutations
in the gene for ornithine aminotransferase result in 
hyperornithinemia. The fundus of patients with gyrate
atrophy and the progressive nature of the associated retinal
degeneration could suggest CHM, but in general, the RPE
in gyrate atrophy tends to be more hyperpigmental than that
in CHM. The fundus of a patient with gyrate atrophy has
bilateral midperipheral and peripheral areas of scalloped
coalescent loss of retina, RPE, and choriocapillaris.11

Gene function

The CHM gene was identified by Cremers and colleagues,
using a positional cloning strategy.3 The function of the gene
was later revealed by Seabra and colleagues, who showed
that the gene was homologous to component A of Rab ger-
anylgeranyl transferase, now termed Rab escort protein-1
(REP-1).20 REP-1 functions in the prenylation of Rab
GTPases by the covalent addition of 20-carbon geranylger-
anyl units. Lymphocytes from patients with CHM show a
marked inability to prenylate Rab proteins, in particular
Rab27a.19,21 Rab proteins play a role in organelle formation
and the trafficking of vesicles in exocytic and endocytic path-
ways. To date, all mutations and deletions of the CHM gene
result in truncation of the gene product, resulting in its func-
tional loss or absence. This fact allows the confirmation of
the clinical diagnosis by noting the absence of REP-1 with
immunoblot analysis of protein from peripheral white blood
cells of affected males.13 As all mutations create the same
effect, helpful genotype-phenotype correlations cannot be
found in our experience and that of others.8

The absence of REP-1 in CHM and its relationship to
the pathophysiology of the disorder remain to be deter-
mined. Another protein, REP-2, encoded by the CHM-like
gene, may not function sufficiently in the eye to compensate
for the lack of REP-1.2 No effective treatment has been
found for choroideremia. Nutritional approaches may have
some benefit as, for example, dietary supplementation with
lutein to protect residual macular function.4
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P  degeneration, as seen through the oph-
thalmoscope, was first described by van Trigt in 1853 and
named retinitis pigmentosa by Donders in the Netherlands.40

The term retinitis pigmentosa (RP) has traditionally included a
group of hereditary retinal degenerations with characteristic
features. These features include night blindness, progressive
field constriction with relative preservation of macular func-
tion, and pigmentary disturbances within the posterior pole
(figure 69.1). The prevalence of RP in different countries
varies from one in 3000 to one in 4000 individuals.100 The
number of affected individuals in the United States is esti-
mated to be between 50,000 and 100,000. Approximately
20% of these cases are autosomal-dominant, 10% are X-
linked, 20% are autosomal-recessive, and the remainder 
are isolated (simplex RP; no known family history).30 Most
patients with RP are nonsyndromic; that is, they do not have
any other associated systemic disease. The most common
exception is Usher syndrome, which accounts for approxi-
mately 10–15% of RP and is associated with either profound
(Type I), partial (Type II), or, extremely rarely, progressive
(Type III) hearing loss. Other syndromic conditions with
associated RP include Bassen-Kornzweig syndrome (abetal-
ipoproteinemia), Refsum disease, Laurence-Moon-Bardet-
Biedl syndrome, neuronal ceroid lipofuscinosis (Batten
disease), Alström disease, and Kearns-Sayre syndrome.

The term retinitis pigmentosa has been retained for histori-
cal reasons even though it is merely descriptive and inap-
propriate, since it implies an inflammatory condition. In fact,
this descriptive term for the entire category of diseases will
gradually be replaced by specific mechanistic disease names
reflecting the disease-causing mutation. At the present time,
we have a transitional situation, in which we are still trying
to force patients into descriptive categories such as retinitis
pigmentosa, cone-rod dystrophy, and pattern dystrophy. In
many cases, the fits do not work, and even within a single
family with a RDS-peripherin mutation, for example,
we may find individuals with different “diagnoses.”64,112 As
knowledge evolves, it will become increasingly more inform-
ative to describe patients with names related to their muta-
tions, such as RP1 or RDS/peripherin, than just RP. When
the specific mutation is known, the patient can be counseled
more accurately with respect to rate of progression. The
number of known locations and specific cloned genes is con-
stantly growing (see http://www.sph.uth.tmc.edu/retnet). In

the summary that follows, the current state of knowledge
with regard to genes that cause retinitis pigmentosa will be
presented. In the second part of the chapter, a summary will
be given of some of the ERG protocols that are available for
characterizing phenotype. It should become clear that one
current challenge is to broaden the scope of the ERG and
ancillary functional techniques to enrich the description of
phenotype.

Genetic analysis of retinitis pigmentosa

Because the eye is readily accessible, retinal disorders have
played an important role in the development of mammalian
genetics.12 The first autosomal-dominant pedigree in human
genetics to be fully documented involved the descendents of
Jean Nougaret (1637–1719), a French butcher who had 
congenital stationary night blindness (CSNB). The first
mammalian genetic linkage, by Haldane in 1915, was
between the mouse pink-eye dilute and albino loci.12

The first mapped gene for RP was RP2, a gene for X-
linked retinitis pigmentosa (XlRP) that maps to Xp11.13 Sub-
sequently, one form of adRP was mapped to 3q.79 Shortly
thereafter, the 3q form of adRP was shown to be caused 
by mutations in rhodopsin.41,44 Since then, additional genes
causing adRP have been mapped to 6p, 7p, 8q, 17p, and
18q. Of these, the gene on 6p has been identified as the gene
for peripherin; RP1 on 8q has been identified as a 
photoreceptor-specific protein of unknown function but
with similarity over a short region to doublecortin.26 AdRP
can also result from mutations in developmental regulatory
genes such as NRL, a neural lucine zipper.115 Autosomal-
dominant cone-rod dystrophy (CORD2) results from 
mutations in CRX, a cone-rod otx-like photoreceptor tran-
scription factor.46,47,102,107 Linkage analysis suggests that there
are at least four additional genes for XlRP.48,53,83,88 The RP
GTPase regulator (RPGR) gene maps to Xp21.180 and is
responsible for RP3, the most common form of XlRP. A rare
form of XlRP (RP24) maps to Xq26–27.48 Autosomal-reces-
sive RP may be caused by mutations in any of a number of
genes, including rhodopsin;99 PDE6B, which maps to 4p;77

the rod cGMP-gated channel (CNGA1), which also maps to
4p;76 PDE6A, which maps to 5q;42 TULP1, which maps to
6p;52 and RLBP1, cellular retinaldehyde–binding protein,
which maps to 15q.81 Table 69.1, modified from a table in
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F 69.1 Fundus photograph showing the posterior pole of a
42-year-old patient with XlRP. Note the “waxy disk,” the attenu-

ated retinal vessels, and the bone spicule–like pigmentary deposits
throughout the midperiphery. (See also color plate 39.)

T 69.1
Genes and loci for retinitis pigmentosa

Protein Gene Locus Inheritance
RPE65 RPE65 1p31 AR
RP18 1q13–q23 AD
Crumbs homolog CRB1 1q31–q32.1 AR
RP23 2p11–p16 AR
c-mer receptor tyrosine kinase MERTK 2q14.1 AR
RP26 2q31–q33 AR
Rhodopsin RHO 3q21–q24 AD
Prominin (mouse)–like-1 PROML1 4p AR
cGMP phosphodiesterase-b PDEb 4p16.3 AR
cGMP gated channel protein CNGCa 4p14–q13 AR
cGMP phosphodiesterase-a PDEa 5q31.2–qter AR
RP29 4q32–q34 AR
Peripherin-RDS RDS 6p21.1 AD digenic
Tubby-like protein TULP1 6p21.3 AR
RP25 6cen–q15 AR
RP9 7p15–p13 AD
RP10 7q31.3 AD
RP1 protein RP1 8p11–q21 AD
Rod outer membrane protein-1 ROM1 11q13 Digenic
Neural retina leucine zipper NRL 14q11.1–12.1 AD
Retinaldehyde-binding protein RLBP1 15q26 AR
RP22 16p12.1–p12.3 AR
RP13 17p13.3 AD
RP17 17q22 AD
RP11 19q13.4 AD
RP23 Xp22 XL
RP6 Xp21.3–p21.2 XL
RP GTPase regulator RGPR (RP3) Xp21 XL
RP2 protein RP2 Xp11.3–p11.2 XL
RP24 Xq26–q27 XL

AD, autosomal-dominant; AR, autosomal-recessive; cGMP, cyclic guanine monophosphat; XL, X-linked.
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Bessant et al.,12 provides a list of genes and chromosomal
loci known to cause retinitis pigmentosa.

Considerable progress has been made recently in deter-
mining the phenotype and mechanisms of functional loss 
for mutations that are primarily structural. Approximately
30–40% of all adRP cases are caused by rhodopsin muta-
tions. Rhodopsin plays both a structural role as the most
abundant outer segment protein and a functional role as 
the chromophore and initiator of the phototransduction
cascade. Consequently, rhodopsin mutations produce a spec-
trum of clinical phenotypes, including type 1 adRP, type 2
adRP, sector adRP, and autosomal-dominant congenital 
stationary night blindness. In addition, rhodopsin mutations
have been shown to be the cause of approximately 2% of
recessive cases of RP.99 The second most common gene
known to cause adRP is peripherin/RDS, the human
homolog of the gene that was first identified and isolated as
the cause of mouse “retinal degeneration slow” (rds).36,110

The rds gene encodes an integral membrane glycoprotein
located in outer segment discs.3 Rod outer segment protein
1 (ROM1) has a similar predicted secondary structure and
the same outer segment distribution as peripherin/RDS.5

Although the function of peripherin/RDS and ROM1 have
not been firmly established, there is indirect evidence that
they may be members of a new class of adhesion proteins
that stabilize the rims of outer segment disks through
homophilic and/or heterophilic interactions across the
intradiscal space.5,49,109 In particular, these interactions may
involve residues within their highly conserved extracellular
(intradiscal) D2 loops. The clinical phenotypes include
adRP, dominant retinitis punctata albescens, dominant 
butterfly-shaped pigment dystrophy of the fovea, and 
autosomal-dominant macular degeneration. That periph-
erin/RDS mutation can cause either RP and/or macular
degeneration is consistent with the observation that the
protein is expressed in both rods and cones, though its exact
functional role in each photoreceptor must be different. Arg-
172-Trp mutations, for example, cause cone degeneration
but appear to have no deleterious effects on rods.114 Finally,
there is digenic RP66 that results from a combination of one
mutation in peripherin/RDS and one in ROM1. Neither
mutation alone in a heterozygote causes clinically significant
degeneration.

Several approaches are available for studying mechanisms
by which specific mutations lead to rod cell functional abnor-
malities and eventual death. Mutant opsins have been
grouped on the basis of their behavior in tissue culture
cells.105 Class I mutants had characteristics similar to those
of wild-type rhodopsin. For example, their absorbance spec-
trum was normal, and transport from the endoplasmic 
reticulum (ER) to the plasma membrane was apparently 
successful. Class II mutants differed substantially from the
wild-type. Their absorbance was 1–5% of wild-type levels,

their glycosylation patterns were abnormal, and transport 
of the proteins to the plasma membrane was not successful.
Some of these proteins failed to leave the ER at all (Class
IIa), while others were found equally distributed between the
ER and the plasma membrane (Class IIb). However, the
behavior of mutations in model systems must be compared
to their action in vivo and ultimately in human patients, in
whom the consequences are not always predictable. Trans-
genic mouse technology offers one in vivo system for study-
ing the action of mutant genes. Among the many transgenic
lines available are those expressing P23H, Q344X, K296E,
and P347S rhodopsin mutations; P216L and L185P periph-
erin/RDS mutations; rom1 knock-outs; and rhodopsin
knock-outs. Differences in vitro and in vivo are seen, for
example, with the Q344X rhodopsin mutation. In vivo
studies show increased retention in the cell body,106 whereas
in culture, Q344X is a Class I mutant that is efficiently trans-
ported to the cell membrane. The P23H rhodopsin muta-
tion is a Class II mutant in culture,105 but the mutant protein
is present in the outer segment of the transgenic mouse.87

The mutant protein reduces the gain of transducin activa-
tion in patients22 but apparently not early in degeneration
for the VPP transgenic mouse expressing the P23H muta-
tion.50 The K296E mutant activates transducin independent
of light in vitro97 but is phosphorylated and stably bound to
arrestin in the transgenic mouse.73

In both human RP and mouse models of RP due to muta-
tions in genes specific to rods, it is nevertheless the case 
that the loss of rod photoreceptors is accompanied by the
gradual degeneration of cones. Photoreceptor loss occurs
primarily through programmed cell death (apoptosis).96 It
appears that degenerating photoreceptors induce apoptosis
in initially healthy neighboring cells,63 and there is an accu-
mulating body of evidence that neuroprotective factors may
be capable of rescuing photoreceptors from this fate.72

M A  P C
Whereas many of the negative effects of dominantly inher-
ited mutations appear to be due to the effect on structural pro-
teins, it is clear that the mutations that cause recessive forms
of RP tend to involve either phototransduction or the visual
cycle. Processes underlying activation and recovery in verte-
brate rods are now understood in great detail. During the
excitation phase of the rod photoresponse, light stimulates an
enzymatic cascade that culminates in the hydrolysis of cyclic
GMP.68,104 The interaction of excited rhodopsin (R*) with
many G-protein molecules (transducin) causes each of them
to release GDP and bind GTP. Transducin-GTP then acti-
vates cGMP phosphodiesterase (PDE), which hydrolyzes
cGMP to 5’-GMP. The drop in cGMP caused by PDE acti-
vation causes closure of channels held open by cGMP in dark-
ness, halting the continuous entry of Na+ and Ca2+ ions, and
results in a transient hyperpolarization of the cell. Several
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processes contribute to the recovery phase of the photore-
sponse. First, photolyzed rhodopsin is phosphorylated by
rhodopsin kinase, which decreases the ability of R* to stimu-
late transducin. It also stimulates the binding of arrestin to
the photolyzed rhodopsin, further reducing its ability to acti-
vate transducin. Activated transducin a subunits (Ta) already
formed by photolyzed rhodopsin deactivate when their
bound GTP is hydrolyzed to GDP. GTP hydrolysis appears
to be modulated by the RGS-9.31,54 Ta-GDP then reassoci-
ates with Tbg and releases the PDEg subunit, which reinhibits
PDE activity. Light-stimulated hydrolysis of cGMP within
rod photoreceptors reduces the activity of cGMP-gated
cation channels in the photoreceptor plasma membrane.
Because these channels are the major route by which Ca2+

enters the photoreceptor, the intracellular concentration of
Ca2+ falls. Lowered Ca2+ levels stimulate the activity of guany-
late cyclase, which then accelerates cGMP resynthesis and the
restoration of the dark conductance.

It is clear that rod photoreceptors in many warm-blooded
animals, including rats, rabbits, cows, monkeys,84,108 and
humans,59 show the same kind of background adaptation
once thought to be characteristic of lower vertebrates.
Flashes superimposed on a steady background become
smaller and more rapid than in the dark, with a pronounced
shortening in the time to peak photoresponse.7,43,86 The flash
sensitivity, defined as the change in current per photon
absorbed, declines linearly with log increases in background
intensity. During recovery in the dark following bright light
exposure, sensitivity remains low (bleaching adaptation) as
long as naked opsin is still present. Recent evidence suggests
that the underlying mechanism may be similar to back-
ground adaptation.35,37 At this time, it is not clear where in
the photoreceptor enzymatic cascade adaptation occurs, but
there is evidence that it may occur at almost any step. It
probably does not occur in the initial kinetics of transducin
activation6,59,70,92 (but see Jones65 and Lagnado and Baylor69).
However, adaptation could influence the duration of trans-
ducin activation, the turnoff of activated PDE or channel
sensitivity. A large body of evidence suggests that the drop
in cytoplasmic Ca2+ caused by channel closing activates 
a negative feedback loop by stimulating guanylate cyclase
and cGMP recovery.104 Thus, the decrease in cytoplasmic
calcium may be crucial in regulating the adaptation of the
photoresponse.78,93

M A  V C The first step in
rod vision is the absorption of a photon by rhodopsin in the
rod outer segment. This leads to the 11-cis to all-trans iso-
merization of the retinaldehyde chromophore. Before light
sensitivity can be regained through the regeneration of
rhodopsin, the all-trans-retinaldehyde must dissociate from
the opsin apoprotein and reisomerize to 11-cis-retinalde-
hyde. This process, known as the visual cycle, is well under-

stood in the rods.25,39,94 Following photoisomerization and
reduction by all-trans-retinal dehydrogenase, the resulting 
all-trans-retinol is translocated across the extracellular space
from the rod outer segment to the RPE. It is reisomerized
to 11-cis-retinol in a two-step process involving synthesis of
a fatty-acyl ester by lecithin-retinol acyltransferase and ester
hydrolysis coupled energetically to trans-to-cis isomerization
by isomerohydrolase. Finally, 11-cis-retinol is oxidized to 11-
cis-retinal by 11-cis-retinol dehydrogenase in RPE cells. The
11-cis-retinal moves back to the rod outer segments, where
it combines with opsin to form rhodopsin.

Only recently has it become apparent that mutations in
genes encoding components of the visual cycle can lead to
retinal disease. Mutations in the gene for RPE65, which has
been proposed as the isomerohydrolase in the RPE for the
trans-to-cis isomerization,95 lead to a form of Leber congen-
ital amaurosis.82 Mutations in ABCR, which encodes a rod
disk rim transporter for retinal,4,113 cause Stargardt disease,1

and recessive CRD23,38 and may be risk factors for age-
related macular degeneration.2 Mutations in RDH5, the
gene that encodes NAD/NADP-dependent 11-cis-retinol
dehydrogenase, are associated with fundus albipunctatus.116

ERG measures of retinal function in 
retinitis pigmentosa

The preceding brief review illustrates the dramatic progress
that has been made in molecular biology relating to retini-
tis pigmentosa over the past 20 years. To adequately 
characterize phenotype, it is necessary to conduct tests that
reflect properties of photoreceptor structure, phototrans-
duction, the visual cycle, and adaptation. Many of the 
properties can be assesses by evolving ERG protocols. These
protocols can be applied to patients with retinitis pigmen-
tosa to reveal mechanisms of photoreceptor degeneration
and guide the search for disease-causing mutations.

ISCEV S P Representive ERGs from a
normal subject are shown in figure 69.2. The responses
shown are those of the ISCEV (International Society for
Clinical Electrophysiology and Vision) standard protocol.75

The ISCEV standard prescribes a standard stimulus of
1–3cd s/m2 and recording guidelines so that ERGs can be
compared and interpreted across different clinics worldwide.
The standard provides a core of key responses for compar-
ison. The standard is not intended to be a comprehensive
protocol; indeed, clinics are expected to expand the proto-
col as appropriate for the particular disease under consider-
ation. Examples of expansions of the protocol for RP will
be shown in subsequent sections.

Each ERG clinic needs to establish upper and lower limits
of normal. Generally, this is done by recruiting and testing
normal subjects of different ages. Although there is no
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F 69.2 ISCEV standard responses from a normal subject.
Spikes superimposed on the cone flicker (31Hz) indicate the 
stimulus flash.

“right” number, 100 is probably a reasonable target number
so that age trends can be identified. Generally, amplitudes
are converted to log values because these more closely
approximate a normal distribution.11,15 It is then possible to
determine the upper and limits of normal (typically with p
< .05) from the mean and standard deviation of this distri-
bution example. These normal limits can also be adjusted
for age. Figure 69.3, for example, shows the age-related 
variation in rod amplitude (figure 69.3A) and in cone ERG
amplitude to 30-Hz flicker (figure 69.3B). Much of the
decline in sensitivity with age appears to originate at the 
photoreceptor level.24

Examples of ISCEV protocol responses from patients
with different forms of RP are shown in figure 69.4. These
examples are chosen to illustrate some very broad general-
izations. One is that rod ERG responses are severely atten-
uated at an early age. An exception to this generalization can
occur in some types of adRP mutation, where individuals
can retain rod responses well into adulthood. XlRP tends to
be the most severe form, with severe attenuation of both rod
and cone responses by the teenage years. Patients with cone-
rod dystrophy tend to have low acuity owing to macular
involvement and cone ERG loss that is equal to or greater
than rod ERG loss. Leber congenital amaurosis is charac-
terized by severe loss of retinal function at or soon after
birth. Note that a consistent finding in virtually all kinds of
RP and allied retinal degenerations is the delay in cone b-
wave implicit time.9 The upper limit (p < .05) of cone b-wave
implicit time to 30-Hz flicker is slightly less than 33.3ms (one

F 69.3 Variation in log amplitude with age. Left, Rod
response. Solid curve is best-fit exponential with half amplitude at
age 69 years. Right, Cone response to 31-Hz flicker. Solid curve is

best-fit exponential with half-amplitude at age 70 years. Open
circles indicate female; solid circles indicate male. (From Birch DG,
Anderson JL.15)
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F 69.4 ISCEV standard ERG responses in selected 
patients with retinitis pigmentosa. All show reduced rod 

responses and reduced and delayed cone responses. (See text for
details.)

cycle). The spikes superimposed on the flicker responses
indicate each flash (cycle). Thus, responses that peak to the
right of the spike are delayed well beyond the normal upper
limit of cone b-wave implicit time. Despite considerable
attention over the past 20 years, the cause of these delays is
still not understood completely. A small portion of the delay
originates in the cone photoreceptors, which typically have
reduced sensitivity in their response to light.61 This reduc-
tion in gain will be reflected in the b-wave as an increase in
implicit time, but the magnitude should be on the order of
2–3ms rather than the 10–15ms that is often found. Abnor-
mal rod-cone interactions have also been proposed as the
source of the delay, since rods act to speed up cones in
normal subjects.21

S  F-F ERG One of the key questions
concerning the full-field ERG in diagnostic use involves the
sensitivity of the test. How confident can we be, for example,
that an individual with a normal ERG will never develop
RP? Traditionally, it has been difficult to answer this ques-
tion, since patients receiving ERGs tend to have prior clini-
cal evidence of RP. In those rare reports of attempts to rule
out disease in asymptomatic family members, there are few

reported assessments of accuracy from following the status
of the individuals later in life. ERG testing of asymptomatic
individuals is usually performed in XlRP or adRP pedigrees.
In the case of XlRP, the ERG seems to be abnormal in vir-
tually all infants and children. This is particularly important,
since we can readily identify carriers of the XlRP gene
through either clinical exam45 or full-field ERG.10 These
women are often eager to have their sons tested at an early
age. We tested and followed a group of 14 at-risk males with
full-field pupillometric measures and ERGs. The nine who
subsequently were diagnosed with XlRP had elevated pupil
thresholds as infants, and all had reduced amplitudes and
delayed b-wave implicit times when first tested with the ERG
at age 5. Five of the infants with normal test results did not
subsequently show any evidence of XlRP. Subsequently,
we have tested 106 boys with a subsequently-confirmed 
diagnosis of XlRP. Only two (1.8%) showed full-field ERG
amplitudes within the normal range and none had normal
cone implicit time.

Our ability to determine the prognostic value of the full-
field ERG has also been changed by the molecular revolu-
tion, which has provided a gold standard for evaluating the
sensitivity of the ERG in families where the disease-
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associated gene is known. Particularly in families with adRP,
DNA samples can be obtained at the time of the ERG to
determine the presence or absence of a mutation. The vast
majority of affected infants show abnormal full-field ERG
responses on their initial visit, but very occasionally, we
encounter normal responses in a young patient with a muta-
tion that is thought to be disease-causing. Examples of both
normal and reduced ISCEV standard ERGs from select
patients with RP are shown in figure 69.5. The examples of
ERGs within the normal range should provide ample evi-
dence of the caution that must be exercised in interpreting
results, especially from young family members.

Extensions of the ISCEV ERG protocol

A-R I F The ISCEV
standard rod response is elicited by a retinal illuminance
lying at the upper end of the linear range of the b-wave
amplitude-retinal illuminance function. Either a change in
effective light energy (neutral density effect) or a change in
the response per unit energy (response compression) can
produce a reduction in amplitude. These alternatives can be
distinguished by recording responses to a range of retinal

illuminances and plotting the amplitude-retinal illuminance
relationship.

Responses to an extended range of retinal illuminances
are shown in figure 69.6 for a normal subject and a patient
with retinitis pigmentosa. At high retinal illuminances,
responses to short-wavelength flashes include a small cone
component. The amplitude of this cone component can be
determined from the matched cone responses to long-
wavelength stimuli and subtracted to obtain the actual rod
amplitude. Corresponding rod peak-to-peak amplitudes are
plotted as a function of retinal illuminance in figure 69.7.
The solid curve is the best fit of the saturating exponential
relationship attributed to Michaelis and Menton in chem-
istry and first used by Naka and Rushton85 to describe intra-
cellular responses to light. The curve plots

where V = rod peak-to-peak amplitude, Vmax = maximum
rod amplitude, I = retinal illuminance, k = retinal illumi-
nance at half-amplitude, and n is an exponent describing the
slope of the function. In most normal subjects and patients,
n is roughly equal to 1.0.18 Therefore, an abnormality in rod
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F 69.5 ISCEV standard ERG responses in selected patients
with retinitis pigmentosa. The first two columns show responses
from patients with adRP and known mutations retaining normal
(#4957) or near-normal (#6659) responses. The final three columns

are from a patient with XlRP followed over 11 years. Soon 
after birth, rod and cone responses were within the normal range
for this age. By 7 years, rod and cone responses were small and
delayed.
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b-wave function in retinitis pigmentosa can be attributed to
either a decrease in logVmax or an increase in log k. A change
in logVmax in a given patient leads to a vertical shift, while a
change in log k produces a horizontal shift. The vast major-

ity of patients show a decrease in log Vmax.18 Vmax reflects the
total activity of all rod bipolar cells. If all rod bipolars are
functioning, even with reduced sensitivity, it follows that with
enough stimulation it should be possible to elicit a normal
maximum response. The fact that Vmax is reduced in most
patients implies that a substantial number of rod bipolars
are nonfunctional, that is, have complete loss of their input
due to photoreceptor degeneration. Log k reflects the sensi-
tivity of the rod bipolar cells. Since each rod bipolar cell
reflects the pooled input from many rods, it follows that
either the complete loss of some of the rods from the recep-
tive field or a shortening of the outer segments of all the
rods in the receptive field will have roughly the same effect
on log k.62

Extended amplitude-retinal illuminance functions are
useful for following patients over time, either to determine
the natural history of the disease17 or to evaluate the efficacy
of therapy. ISCEV standard ERGs, extended amplitude-
retinal illuminance functions, and rod static perimetric fields
(figure 69.8) were obtained annually in 67 patients with RP.17

On the average, log Vmax decreased by 0.06 log unit per year
(12%), while log k increased by 0.08 log unit per year (16%).
Since the exponent of the Michaelis-Menton function was
set to 1, the variation in log rod threshold is the sum of the

F 69.7 Plots of log rod-only amplitude as a function of log
retinal illuminance in a normal subject (solid symbols) and a patient
with XlRP (open symbols). Curves are best fit Naka-Rushton func-
tions. Compared to mean normal, log k was elevated 0.5 log unit
and log Vmax was reduced by 0.9 log unit.

F 69.6 Full-field ERGs obtained over an extended series of
retinal illuminances in a normal subject and a patient with XlRP.
Upper panels show responses to short-wave stimuli; lower panels show

responses to long-wave stimuli matched photometrically to the four
most intense short-wave responses (darker traces in upper panels). By
subtracting the cone components, rod-only amplitudes can be isolated.
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F 69.8 Full-field ERGs and rod visual fields in retinitis pigmentosa. A, ISCEV standard responses. B, Log rod perimetric sensitivity values (unshaded
regions lie within 2.0 log units of normal). C, Rod-only ERG series. D, Rod ERG amplitude as a function of retinal illuminance. E, Dark-adapted cone ERG
series. F, Cone ERG amplitude as a function of retinal illuminance. (From Birch DG, Anderson JL.16)
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F 69.9 Representative a-wave responses from a 65-year-old
control subject. A, Responses in dark to intensities ranging from 3.2
to 4.4 log scotopic troland-seconds (log sc td s). B, Same four inten-
sities presented against a 3.2 log td background. C, Rod-isolated

responses. Dashed lines show fit of the computational phototrans-
duction model.59 D, Cone responses and model fits (dashed curves).
(From Birch DG et al.24)

F 69.10 Representative a-wave responses from a 23-year-old
man with XlRP. A, Responses in the dark to intensities ranging 
from 3.2 to 4.4 log sc td s. B, Same four intensities presented against

a 3.2 log td background. C, Rod-isolated responses with best fit of
model. D, Cone responses and model fits (dashed lines). (From Birch
DG et al.24)
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changes in log k and logVmax. In this particular sample of 67
patients with retinitis pigmentosa tested yearly in a prospec-
tive study, the annual increase in rod ERG threshold was
0.14 log unit (28%).

A-W A The ERG generated by a brief flash
includes an initial cornea-negative a-wave, the early portion
of which reflects the massed transduction activity of rod and
cone photoreceptors29,55,89,101 and the later portion of which
reflects inner retinal negative components.98,103 Several new
developments have vastly increased the value of the ERG as
a research tool for studying abnormal rod function in inher-
ited retinal degenerations. Lamb and Pugh recently provided
a quantitative description of the activation stages of trans-
duction.71 We had previously concluded that the leading
edge of the human a-wave provides a measure of human
rod photoreceptor activity, since it could be fitted by 
traditional receptor models based on n-stage exponential
filters.56–58 More recently, we showed that the Lamb and
Pugh model fits the leading edge in normal human subjects
slightly better than does the n-stage model.59 Since the Lamb
and Pugh model is based on the actual biochemical steps in
the G-protein activation cascade, it can be used to evaluate
defects in the activation stages of phototransduction result-
ing from specific gene mutations in RP.

The leading edge of the a-wave recorded from the human
eye spans approximately 5–20ms (figure 69.9). The rod-
mediated component of this initial segment of the ERG 
is essentially a linear monitor of the rod photocurrent
response27,56,57 and can be quantitatively analyzed in relation
to the activation steps of phototransduction.28,33,34,60 Virtually
all patients with RP show a decrease in the maximum ampli-
tude of the photoresponse, consistent with a reduced number
of cyclic GMP-gated channels (figure 69.10). The leading
edge reflects the gain of phototransduction and may or not
be abnormal in a given patient, depending at least in part on
the type of RP.111 The b-wave and other postreceptor 
components begin to dominate the human ERG at approx-
imately 10–20ms and thus obscure the subsequent response
of the rods. Photocurrent data obtained from mammalian
rods in vitro8,32,67,84,108 predict a time scale of several hundred
milliseconds or more, depending on flash intensity, for the
rod response in vivo. Thus, in the human ERG, the period
of development of the leading edge of the rod a-wave rep-
resents only a tiny fraction of the duration of the rod flash
response. However, techniques have recently been developed
for deriving the entire rod photoresponse from the ERG in
human patients. Properties of the derived response from the
human ERG (time course, sensitivity, adaptation) are 
comparable to those of in vitro rod photocurrent responses
obtained in previous studies.90 The technique employs the
paired-flash method used in recent studies of the human
ERG14,19,20,90,91 and in similar in vivo studies of the mouse

ERG51,74 to analyze the recovery kinetics of the rod a-wave
after a saturating test flash. In this method, the extent of
recovery from rod saturation (i.e., from a condition of zero
circulating current in the rods) at a given time after the test
flash is determined from the a-wave response to a bright
probe flash that rapidly reestablishes rod saturation (figure
69.11). It is anticipated that quantitative analysis of the full
time course of the photoresponse will become an important
component of phenotypic assessment in patients with RP
and should provide insights into the mechanism of disease.

F 69.11 Paired-flash ERG method. A, Hypothetical ERG
response to a test flash and a subsequently presented bright test
flash. The lower part of the panel shows hypothetical responses to
a group of probe flashes presented at differing times. Peaks of these
responses are aligned to reflect the presumed fixed state of the rods
at photocurrent saturation. B, Protocol for paired-flash trials to
determine time course of the derived response to a fixed test flash.
(From Pepperberg DR, Birch DG, Hood DC.91)
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Summary

The remarkable advances in molecular biology over the past
20 years have led to a wealth of information about disease-
causing mutations. Our ability to genotype patients must be
matched by a comprehensive set of tools for establishing the
phenotype. More specific knowledge of genotype-phenotype
relationships can provide insight into mechanism, help in
patient counseling, and, perhaps most important, provide
the foundation for future treatment trials as appropriate
interventions become available.
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T  electroretinogram (ERG) is the main
clinical test that will confirm a cone degeneration or dystro-
phy. Cone degeneration or dysfunction may be congenital or
acquired, but the diagnosis is often difficult to make, since
the early fundus changes can be subtle. A standardized pro-
tocol with carefully established normal values is essential for
optimally recognizing a cone dysfunction pattern. The cli-
nician may have minimal physical evidence to motivate
asking for an ERG or even, if suspicious, might not realize
that the ERG is the definitive diagnostic test. Traditionally,
cone dystrophy refers to congenital or very early onset cases,
usually called achromatopsia, and cases with family inheritance
patterns. The term cone degeneration is often used in acquired
cases in which there is no family history.

Depending on the stage of disease and genetic type of
cone disorder, clinical signs and fundus changes provide
strong diagnostic clues that a cone disorder may be present.
Patients with cone dysfunction typically complain of light
sensitivity and tend to see better at dusk or in the dark.3 Most
have uncorrectable subnormal vision, dark-to-light adapta-
tion problems, and loss of hues or color blindness (variable
finding). Frequently, patients do not volunteer these symp-
toms unless questioned directly for them. Some patients who
are city dwellers will have “urban night blindness,” since at
night, their cones do not function well in semilighted city
areas where it is not dark enough for rods to be effective.

Common fundus findings include a circumscribed granu-
larity or atrophy of the macular area and temporal optic
pallor or atrophy. Congenital or early-onset cases will typi-
cally have nystagmus, which is often the symptom that brings
the child to the eye doctor. Some X-linked cone dystrophy
patients have confluent retinal areas of tapetal-like sheen
(figure 70.1A and 70.1B), and rare patients have crystalline
deposits in the macular area (figure 70.2). Krill reported a
group of patients who had abnormal retinal blood vessel for-
mation with cone dystrophy, including cases in which the
retinal vessels crossed the raphe in the macula (figure 70.3).6,8

A diagnosis of cone degeneration or dysfunction is easily
confirmed by a standardized ERG. The International
Society for Clinical Electrophysiology and Vision (ISCEV)
standardized protocol calls for the cone and rod systems to

be tested separately, as well as together in the dark-adapted
bright-flash testing. Besides using a single or averaged bright
flash under light-adapted conditions, another technique for
isolating the cone response is to employ a flickering bright
stimulus light with a frequency greater than 20–30 cycles per
second (Hz), since the rod response under standard condi-
tions will attenuate fairly severely after 8Hz and is absent by
20Hz.4 The flicker stimulus, which maximally stimulates the
cone system, is useful in bringing out subtle dysfunction or
partial cone degenerations, which may not be as apparent
by single flash techniques, as the response may be dis-
portionately worse than the single-flash photopic response.2

Cone system dysfunction should be suspected in all
patients who complain of photosensitivity, problems in light
adaptation, and difficulties with color saturation or discrim-
ination (table 70.1). Patients present with subnormal or
abnormal visual acuity that is noncorrectable. A number of
patients will have macular atrophy or degenerative changes,
some of which start as bull’s-eye macular lesions or demon-
strated “cookie cutter”—shaped macular atrophy (figure
70.4A and 70.4B). Temporal optic nervehead pallor or
atrophy is common in many cone dystrophies (figure 70.5).
This change may be mistaken as a “tiled” disk. Abnormal
color vision is not an exclusive finding in cone degeneration
and may be seen in macular degeneration in macular dys-
trophies without panretinal cone degeneration. Unless there
is a known family history of a cone disorder, an ERG is
needed to confirm the diagnosis of cone dystrophy or degen-
eration, since this diagnosis implies a panretinal cone 
disorder.

An important fact to remember is the foveal centralis con-
tributes at most only 10–15% to the photopic b-wave ampli-
tude. This fact was confirmed many years ago by examining
patients who had foveal scars but otherwise normal retinas.
In the face of a macular lesion, a large reduction in the pho-
topic ERG means that there is a cone system dysfunction.12

Traditionally, the hereditary cone degenerations and 
dysfunction disorders have been classified into congenital
and later onset forms (table 70.2).6,8 The two congenital cone
dysfunction disorders, blue monocone monochromatism,
which is X-linked, and rod monochromatism, which is 

70 Cone Dystrophies and

Degenerations
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autosomal-recessive, typically present with congenital 
nystagmus, and the diagnosis may be missed, or it may be
misjudged as congenital nystagmus unless an ERG is per-
formed. The term dystrophy has been broadly used in the 
ophthalmologic literature, so it is appropriate to use it in con-
genital-onset cone-loss cases.

Hereditary cone degenerations have been found in all
three Mendelian modes of inheritance. A list of the ones
currently known are listed in table 70.2. Genetic disease
databases, such as RetNet or PubMed, can be used to update
this information (see http://www.sph.uth.tmc.edu/retnet or
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi).

The electroretinographic pattern in all of these cone-loss
disorders is generally the same pattern: The photopic ERG
is severely abnormal to nonrecordable by single-flash or
computer-averaged methods, while the rod ERG is normal
to subnormal (figure 70.6). While the rod tracing might not
have a normal amplitude, it is well formed and stable over
time in cone dystrophy patients. Dark-adapted tracings fre-
quently show a blink response near the peak of the b-wave,
since most patients are photophobic (see figure 70.6). If a
scotopic red flash stimulus is employed, the early cone

A

B

F 70.1 Symmetric, round atrophy of fovea centralis is typ-
ically seen in a number of types of cone dystrophy or degenera-
tion. A, In this case of X-linked cone dystrophy with tapetal sheen,
the atrophy of the foveal centralis is highlighted by the surround-
ing sheen. This 54-year-old man had photosensitivity OU and a
history of retinal detachment in his right eye; his visual acuity was
20/200 OU. B, While the sheen is seen as patches in the periph-
ery. These patients exhibit the Mizuo-Nakamura effect on dark
adaptation. (See also color plate 40.)

F 70.2 Cone dystrophy with foveal crystals. Right eye of a
58-year-old woman with urban night blindness with nonrecordable
photopic ERG and normal scotopic ERGs. Visual acuity was OD
20/40, OS 20/60, and Goldmann visual fields were full. (See also
color plate 41.)

F 70.3 Fluorescein angiogram of a 13-year-old girl with a
cone dystrophy. The left eye had a large retinal vessel crossing the
macula with telangiectatic branches giving some late leakage and
edema to the macula. The retinal vessels OD were normal.
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response will be absent, and the later rod response will be
present.

Conditions that can be confused initially with cone degen-
eration are early cases of cone-rod retinitis pigmentosa or
cases of RP inversa, in which a cone-rod ERG pattern with
dense progressive central scotoma may be found and could
otherwise be mistaken for a cone degeneration with mild rod
involvement.5 Checking the peripheral visual field is an
important adjunctive test in all these disorders, and the field
is typically stable and full over time. Visual fields, often per-

formed serially, are an important confirmatory test for dis-
tinguishing cone disorders from progressive disorders with
peripheral loss and may be diagnostic on the initial test.
Some cone disorders will have central scotomata whose size
is consistent with the level of visual acuity.

Clinical features of cone degeneration

The diagnosis of cone degeneration or dysfunction can be
extraordinarily difficult to make in the clinical setting since,
in many patients, the signs and symptoms are very subtle.
However, there are diagnostic indicators that ordinarily
might be ignored. These are presented below to aid in deter-
mining whether an ERG should be ordered to confirm the
diagnosis (see table 70.1).

The most common presenting symptoms of cone dys-
function are subnormal visual acuity and complaints of
photosensitivity, loss of color saturation, or problems in
adapting from a darkened environment to a lighted one.
Some patients state that they see better at dusk or in the dark.
An unusual symptom that a few city-dwelling cone dystro-
phy patients may have is urban night blindness; in a city
environment, there is usually enough light at night so that
rods are unable to undergo full dark adaptation, while cones
do not function well. These patients will give a history of
night blindness and, from the symptoms, may be mistakenly

T 70.1
Signs and symptoms commonly seen in cone degeneration patients

Presenting symptoms:
1. Decreased visual acuity without obvious reason
2. Complaints of photosensitivity or glare
3. Color vision (often hue) problems
4. Problems in light or dark adaptation, particularly dark to

lighted conditions
5. Central scotomata

Ophthalmoscopic signs of cone degeneration:
1. Nerve fiber loss
2. Temporal optic nervehead atrophy or loss
3. Macular degeneration, early may appear granular, later occurs

as symmetric or round atrophy of fovea centralis
4. X-linked later onset patients have tapetal-like retinal sheen

A
B

F 70.4 Fundus photographs of patients with inherited cone
dystrophies; A, A 60-year-old man with blue-cone monochromatism
who recently noted some mild decreases in his central vision from
20/60 to 20/200, presumably from aging. B, A 54-year-old woman

with 20/400 vision OU from a large dominant pedigree with cone
dystrophy from a GUCY2D gene mutation, with foveal centralis
atrophy giving a “cookie cutter” appearance to macula. This pattern
is characteristic of many cone dystrophies. (See also color plate 42.)
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thought to have some form of RP. Another poorly under-
stood group of patients who have urban night blindness have
rod-cone interaction dysfunction (Frumkes effect).

The most important sign to the clinician is that the
patient’s vision is not correctable to normal levels, and at
times, there may be no obvious reason for the visual deficit.
Many patients will have obvious macular changes such as
bull’s-eye lesions (see figure 70.4B), or macular atrophy, but
there are other patterns to macular tissue loss that give clues
that a panretinal cone degeneration is occurring. Some
patients will demonstrate crystalline deposits in the fovea
centralis region, sometimes associated with a geographic
atrophy pattern.

One key to recognizing cone degeneration patterns of
tissue loss is to note that in most patients, the atrophy is con-
fined to the fovea centralis and usually is symmetric between
eyes (see figures 70.2A through 70.2D); the tissue change
itself may consist of diffuse atrophic loss, a confluent sheen

F 70.5 Temporal optic nerve head atrophy is commonly seen
in many cone degenerations; illustrated here by a 9-year-old boy with
rod monochromatism with temporal pallor. Sometimes the tempo-
ral edge of the nerve is flattened or missing. (See also color plate 43.)

T 70.2
Hereditary forms of cone degeneration or dysfunction

Congenital
Rod monochromatism (achromatopsia), autosomal-recessive

GNAT2 gene on 1p13.3; cone-specific transducin alpha subunit, rare
GNGA3 gene on 2q11.2; cone photoreceptor cGMP-gated cation channel
Alpha subunit; accounts for 20–30% of cases
GNGB3 gene on 8q21.3, cone cyclic nucleotide-gated cation channel
Beta 3 subunit; accounts for 40–50% of achromatopsia cases

Cone monochromacy
OPN1LW at Xq28; one to five copies of 3¢ to red pigment gene
OPN1MW at Xq28; green pigment gene alterations
RCD1 at 6q25 autosomal-dominant
Blue cone monochromatism, X-linked recessive, alterations in red and green visual pigment gene cluster

Later onset
Autosomal-dominant cone dystrophy

GUCA1A gene on 6p21.1; guanylate cyclase–activating protein 1A
RIMS1 gene on 6q13; regulating synaptic membrane exocytosis protein 1
RCD1 linked to 6q25–q26

X-linked recessive cone dystrophy
COD1 lined to Xp11.4 progressive cone dystrophy1

COD2 linked to Xq27 progressive cone dystrophy13

X-linked recessive red cone dystrophy

Cone-rod dystrophy genes (see text for distinguishing features from cone dystrophy)
CORD8 on 1q12–q24
ALMS1 AR gene on 2p13.1; Alström’s syndrome protein
SCA7 AD gene, on 3p14.1 dominant spinocerebellar ataxia
AIPL1 on 17p13.2 dominant cone-rod dystrophy (recessive homozygous mutations cause Lebers amaurosis)
GUCY2D on 17p13.1 dominant cone-rod dystrophy (recessive homozygous mutations cause Lebers amaurosis)
CORD4 on 17q
UNC119 on 17q11.2 dominant cone-rod dystrophy
CORD1 on 81q21.1 cone-rod dystrophy, de Grouchy syndrome
CRX on 19q13.32 dominant cone-rod dystrophy, recessive mutations may give Lebers amaurosis or cone-rod dystrophy
COD4 linked to Xp11.4
RPGR on Xp11.4 associated with dominant and recessive RP, cone-rod dystrophy
Source: RetNet (http://www.sph.uth.tmc.edu/Retnet).
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with atrophy, a granular pigmentary reaction, or even 
crystals. Rare cone dystrophy patients will have peripheral
pigmentary deposits. Concentric confluent loss is not
pathognomonic of cone degeneration but is a strong indi-
cator for performing a standardized ERG.

Patients with congenital onset and most hereditary forms
of cone dystrophy will have temporal optic atrophy; since
many of these patients are myopic, the atrophy may be con-
fused or misinterpreted as a tilted disk, or the change may
be a combined effect of myopic alterations in scleral canal
development and atrophy of temporal disk tissue. Many of
these patients, particularly those with a congenital-onset
form, will demonstrate a flattened or squashed appearance
to the temporal disc (see figure 70.3B). Other patients will
have distinct pallor of the temporal portion of the disk

without obvious tissue loss (see figure 70.5), while adult-onset
cone degeneration may have no disk changes.

Another pattern of disk atrophy that can be seen is a rim
of white granular or sometimes crystalline-appearing mate-
rial, often present in conjunction with disk pallor. Nerve fiber
layer loss is a final clue that a panretinal degeneration is
present but is a nonspecific finding in a number of heredi-
tary retinal degenerations.

Known hereditary forms of cone dysfunction or dystrophy

Rod monochromatism, often called achromatopsia, is inher-
ited in the autosomal-recessive fashion and the clinical con-
dition has turned out to be due to a number of different gene

F 70.6 ERG tracings of typical cases of cone dystrophy in
which the photopic (cone) signal is nonrecordable to barely dis-
cernible (left tracings). In the rod-isolated signal (middle column),
the ERG is well formed and is typically normal to subnormal. The
bright-flash dark-adapted tracings are subnormal to abnormal in
amplitude, and if interpreted alone without the other two tracings,
would be misleading and not diagnostic of any condition. The
cases illustrated here are a 54-year-old woman with dominant
inherited cone dystrophy DOM CD (see figure 70.6B), whose vision

was OD 20/200, OS 20/300; a 60-year-old man with X-linked
blue cone monochromatism (XL BCM), who came from a large 
X-linked pedigree–his visual acuity as a young man was 20/60,
but by 60 years of age it was 20/200 OU (see figure 70.6A); a 58-
year-old man with X-linked cone dystrophy (XL CD) with 
tapetal-like sheen (see figures 70.3A and 70.3B), who presented
with 20/200 vision; and a 20-year-old woman with autosomal-
recessive rod monochromatism (AR RM), who presented with
20/200 vision.
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mutations (see table 70.2). Patients may have full to partial
expression of the cone loss, with visual acuity ranging from
20/60 to 20/200. There also may be varying amounts of
nystagmus, which usually improves with age. Since many 
of these patients have blond fundi and minimal granularity
of the macula, they may be thought to have ocular albinism,
but an ERG will quickly distinguish the cone dysfunction.
Another clinical diagnostic technique that may be helpful for
distinguishing albinism from cone dystrophy is to transillu-
minate the iris looking for iris atrophy; electrophy-siological
testing for albinism can be done by performing lateralizing
visually evoked testing (see chapter 25).

Blue cone monochromatism is an X-linked recessive con-
genital cone dysfunction disorder that tends to be milder
than rod monochromatism. An X-linked recessive pattern of
inheritance in the face of a congenital absence of cone func-
tion is a reliable indicator of this disease (see table 70.2), but
molecular testing is needed to confirm the diagnosis.

Blue cone monochromatism patients may have visual
acuity as good as 20/30 and occasionally as poor as 20/200;
the macula develops a granular atrophy, and there is fre-
quently severe temporal disk atrophy (see figures 70.4A and
70.4B). Carriers for the disorder may show a loss of the cone
portion (x-wave) of the red stimulus dark-adapted ERG; the
amount of loss is dependent on the degree of lyonization.

A late-onset X-linked cone dystrophy has been reported
that has a characteristic tapetal-like sheen (see figures 70.1A
and 70.1B) and changes with dark adaptation (Mizuo-
Nakamura effect). These patients in later stages often will
show an inverselike macular atrophy in that their sheen high-
lights the macular atrophy (see figure 70.1A). As was noted
above, there is a pattern of symmetric anatomic foveal tissue
loss, and the sheen is missing from this area in this group of
patients. Several of the affected family members have had
round atrophic holes leading to retinal detachment, so these
patients should be checked on a regular basis for hole for-
mation, which will need laser prophylaxis if found. The gene
for this disorder is currently unknown.

An X-linked red cone degeneration has been reported in
a pedigree in which the DNA analysis with a cDNA probe
found a 6.5-kb deletion in the red cone pigment gene. Clin-
ically, patients have photosensitivity in childhood and a red
color deficiency.10 The 15-year-old propositus’s maternal
grandfather and great uncle had 20/200 vision with macular
atrophy. The ERG showed loss of red cone function, and the
30-Hz flicker appeared to be the most affected.

Partial cone degeneration or dysfunction

A number of adult and senile patients will demonstrate
partial cone loss on standardized full-field electroretino-
graphic testing. Many of these cone degeneration patients

have no family history and will show subnormal vision, photo-
sensitivity, or complaints of light or dark adaptation and
foveal atrophy. A few patients will have golden or yellow
deposits in the macular area (figure 70.7). Some may have
temporal disk atrophy. The cone ERG in some will be atten-
uated from 30% to 60% of normal often with increased
implicit times up to 40ms. There is a wide variety of pre-
senting visual acuities in these patients, but they typically
range from 20/40 to 20/200. Ladewig identified a group of
senile cone degeneration patients, whom he did not find to be
otherwise distinguishable from patients with age-related
macular degeneration.9

Autosomal-dominant cone dystrophy

Autosomal-dominant cone dystrophy in most families has a
distinctive appearance and clinical history. Frequently, sub-
normal vision will begin by the teenage years, and early
macular atrophy will be seen.7 At this stage, the disease is
frequently thought to be Stargardt’s disease, and some
patients even have a few yellow deposits similar to flecks (see
figure 70.5). In some families, patients aged 10–30 may show
cone ERGs, which are barely recordable to extinguished,

F 70.7 Senile cone degeneration in an 80-year-old woman
with failing vision over ten years, who was found to have poor pho-
topic ERGs with both eyes. Her right eye had a 45uV b-wave
amplitude while the left eye was barely recordable with count finger
vision. Rod responses were abnormal. Visual fields were full with
central scotomata. Many patients with senile cone degeneration
have regional atrophy with crystallike drusen deposits. (See also
color plate 44.)
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while in others, the cone ERGs will be only mildly affected.
In all cases over time, however, the cone ERG progressively
worsens and becomes nonrecordable by single-flash tech-
nique. In some cases, flicker function may be worse than
single-flash cone testing. These patients universally develop
round, symmetric macular atrophy (see figures 70.7A and
70.7B). To date, three genes associated with dominant cone
dystrophy have been identified (see table 70.2). The number
of types of dominant cone dystrophy is not known, but it is
of interest that benign concentric annular dystrophy on a
follow-up report was found to have a slow cone degenera-
tion in a dominant family.11

Autosomal-recessive cone dystrophy

Autosomal-recessive forms of cone dystrophy clearly exist
and have been reported in the literature, but this group of
diseases is not well understood, in part because many cases
appear as isolated occurrences, and family studies have not
been productive.

Management of cone disorders

By the time cone dysfunction patients are examined, most
have discovered that tinted lenses are beneficial to their
vision, both indoors and outdoors, although a few patients
will not have tried sunglasses at all. The clinician can play
an important role, emphasizing that patients with cone dys-
function do better on average than patients with more pro-
gressive problems such as retinitis pigmentosa and can be
given a more encouraging outlook. The ophthalmologist
also can help by recommending to patients who are not
doing so that they use multiple pairs of variably tinted lenses
worn according to the lighting conditions. Particularly
important is reassurance that wearing tinted glasses 
indoors is perfectly acceptable and necessary for their 
condition.

Once patients with a retinal dystrophy learn that they
have a problem that is considered untreatable, they often fail
to seek ophthalmological care, and refractive problems may
be neglected. Since many cone dystrophy patients have
myopia, a current refraction is always in order. Patients with
central scotomas and subnormal central vision may benefit
from low visual aids and eccentric viewing. Some patients
report relief of glare with antioxidant vitamins such as beta-
carotene and lutein.

Occasional patients will be seen who appear to have foveal
structure on ophthalmoscopy yet have extinguished photopic
ERGs (figure 70.8). This occurrence is in contrast to patients
with bull’s-eye or cookie cutter macular lesions. The ERG
will give a clear answer to whether a panretinal degenera-
tive process is occurring in the patient and should be done

when there is unexplained subnormal vision or symptoms of
color desaturation and glare in patients who may have
minimal fundus findings.
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N   to vitamin A deficiency has been 
recognized since ancient Egyptian times, and of the many
systemic complications of vitamin A deficiency, the retinal
reaction to low vitamin A levels is the best understood. A brief
discussion of the metabolism of vitamin A follows to more
clearly understand these problems. Vitamin A is transported
across the intestinal mucosa and is bound to lipoprotein mol-
ecules and then transported and stored in the liver as vitamin
A ester. As the body needs vitamin A, these esters are trans-
ported as vitamin A alcohol (retinol) to peripheral tissues,
including the retina, in conjunction with retinol-binding
protein, a transport protein manufactured by the endoplas-
mic reticulum of the liver. In the retina, vitamin A alcohol is
stored in the retinal pigment epithelium and only can be uti-
lized by the photoreceptors after conversion to the aldehyde
(retinal). This conversion utilizes the zinc-dependant enzyme
alcohol dehydrogenase. Retinal then combines with the
protein opsin in darkness to form rhodopsin, and if the retina
is bleached by light, this complex breaks down, and the alde-
hyde is again reduced to the alcohol.

With vitamin A deficiency, as shown in the rat, after the
initial stores of vitamin A in the liver and blood have been
exhausted, the level of rod visual pigment (rhodopsin) also
falls, and reciprocally, the visual threshold rises, thus leading
to night blindness.4

The classic fundus picture of vitamin A deficiency, first
recognized in 1915, is that of scattered multiple white or
gray-white spots in the retina, seen mainly in the periphery,
with their diameter being that of a retinal vein (figure 71.1).11

Such fundus changes are easily separable from other “white-
dot” retinal lesions by the finding of a low vitamin A level
and the clearing of these lesions with normalization of
vitamin A levels.

In recent years small-bowel bypass surgery has been per-
formed for morbid obesity and Crohn’s disease, and several
reports have been forthcoming that note the development 
of night blindness, usually several years after surgery.3,13

In all cases parenteral vitamin A has alleviated the 
symptoms.

Electroretinographic (ERG) findings consist of reduced
rod and cone responses with normal implicit times.7 The
abnormality of both photoreceptor systems is further borne
out by the dark adaptation curves, which show elevation of
both rod and cone segments. With psychophysical measure-

ments of dark adaptation, the more peripheral rods respond
more quickly than do the perifoveal rods.

Heckenlively (personal communication) has noted in two
of his patients with vitamin A deficiency secondary to mal-
absorption that the photopic and dark-adapted bright-flash
ERG waveforms are very similar in shape and timing, quite
unlike the usual situation where the dark-adapted bright-
flash ERG has larger a- and b-waves as compared with the
photopic ERG. Perlman et al. found a similar change in his
reported case (figure 71.2).7

Kemp et al.6 studied visual function and rhodopsin levels
in three subjects with vitamin A deficiency secondary to
primary biliary cirrhosis and Crohn’s diseases by using two-
color adaptometry and fundus reflectometry. Employing
green and red targets to test rod and cone dark adaptation
thresholds before and after vitamin A supplementation, the
authors were able to correlate serum vitamin A levels with
cone and rod sensitivity (figure 71.3). Fundus reflectometry
was used in one patient with liver disease to measure
rhodopsin levels before and 3 and 9 days after starting
vitamin A supplementation; there was complete recovery to
normal of rhodopsin, which was correlated with the dark
adaptation testing (figure 71.4).

Abnormalities in liver function have also been associated
with vitamin A deficiency and night blindness, possibly due
to either abnormal synthesis of retinol-binding protein,
lowered serum zinc levels, or simply impaired storage areas
for vitamin A esters. Diseases that illustrate these processes
include biliary cirrhosis,12 cystic fibrosis,8 and chronic alco-
holism,9 the latter presumably with alcoholic cirrhosis. White
dots are rarely seen in these conditions and, if present, tend
to be more amorphous. Electrophysiological and psycho-
physical studies in such patients showed elevated rod and
cone thresholds on dark adaptation testing as well as reduced
or undetectable rod ERGs with reduced-amplitude cone
ERGs and normal implicit times. Full recovery was obtained
in virtually all patients following parenteral or oral vitamin
A supplements.

The syndrome of abetalipoproteinemia (Bassen-
Kornzweig syndrome) is associated with steatorrhea, acan-
thocytosis, a progressive neuromuscular degeneration, and a
generalized degeneration of the retina.1 In this disorder
there is a low level of all fats including the fat-soluble 
vitamins. The associated absence or near-absence of
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F 71.1 Fundus photograph of a 53-year-old woman with
documented vitamin A deficiency from complications secondary to
bowel resection in Crohn’s disease. Her barely recordable ERG and
night vision became normal after parenteral vitamin A and E
therapy. (Courtesy of John Heckenlively, M.D.) (See also color 
plate 46.)

F 71.2 ERGs of a normal subject (first column) and a patient
with vitamin A malabsorption. The patient’s ERG responses were
measured at different dates before (second column) and after (third to
fifth columns) therapy. The ERG responses were evoked by single white
flashes of different intensities during the light- (1st row) and dark-

adapted states (second to fourth rows). The intensity of the test light is
given as the density of the neutral filter interposed in the light path. The
upper tracing is from the left eye and the lower from the right eye. The
calibration mark equals 100mV vertically and 25ms horizontally. (From
Perlman I, Barsilai D, Haim T, Schramek A.7 Used by permission.)

lipoproteins, among them the lipoproteins responsible for
the transport of vitamin A in the blood, is the metabolic
abnormality responsible for the concomitant low serum
levels of this vitamin. Several studies have shown that some
patients given vitamin A with subsequent normalization of
their vitamin A levels will show an improvement in both dark
adaptation as well as the ERG.5,10 Bishara et al. suggested
that vitamin E should also be administered comcomitantly.2

In summary, from a clinical perspective, vitamin A defi-
ciency with subsequent night blindness can occur from a
number of diseases affecting different metabolic sites; these
include (1) reduced intake of vitamin A and/or carotenoids
such as in malnutrition, (2) reduced intestinal absorption of
vitamin A such as follows intestinal bypass or resection surgery,
(3) defects in the transport of vitamin A as in Bassen-
Kornzweig syndrome, and (4) liver disease that leads to
abnormalities in the normal vitamin A pathway due to
reduced production of retinol-binding protein, reduced
amounts of zinc, or reduced storage areas for vitamin A esters.
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F 71.3 Two-color dark adaptometry of a subject with
vitamin A deficiency: Relative thresholds to the green (circles) and
red (crosses) stimuli. Measurements were made at a retinal eccen-
tricity of 25 degrees along the horizontal meridian in the nasal field
and followed a white bleaching exposure that removed virtually all
visual pigment. A, results obtained on the first test; B, data obtained
when vitamin A supplementation had led to partial recovery of
visual function; C, data obtained when systemic vitamin A levels
were normal. (From Kemp CM, Jacobson SG, Faulkner DJ, Walt
RW.6 Used by permission.)

F 71.4 A, Recovery of rhodopsin in a subject with primary
bilary cirrhosis and vitamin A deficiency following a full bleaching
exposure on days when serum levels were normal (filled circle),
mildly abnormal (diamond), and more severely abnormal (open
circle). All double-density changes have been normalized to the
value obtained at 30 minutes (0 to 0.12 density units) on the day
when the serum vitamin A level was normal. Error bars are 1 SD.
B, corresponding dark adaptometry data for a green stimulus.
(From Kemp CM, Jacobson SG, Faulkner DJ, Walt RW.6 Used by
permission.)
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T  electroretinogram (ERG), also
referred to as a negative ERG, is a very distinctive electro-
physiological finding that has significant importance in not
only establishing the correct diagnosis, but also localizing the
source of the abnormality within the retina. An electroneg-
ative ERG has classically been defined as an ERG in which
the a-wave amplitude is normal but the b-wave amplitude 
is severely subnormal, being smaller in amplitude than the
a-wave. Within the past two decades, the term electronegative
ERG has been expanded to include not only the classic def-
inition, but also any ERG in which the b-wave is smaller than
the a-wave, even when the a-wave itself is clearly subnormal.
Moreover, although the term was initially applied only to the
dark-adapted mixed rod-cone bright-flash ERG, the term
has recently been used to describe a similar configuration for
the light-adapted cone ERG.34,72

Origins of the negative ERG

The human maximal full-field electoretinogram presented
to the dark-adapted eye is mainly rod-derived and has two
predominant components: An initial negative a-wave fol-
lowed rapidly by a supervening positive b-wave. The a-wave
has been shown to be linked to the kinetics of rod photo-
transduction. It is now generally agreed that the b-wave
arises from ON bipolar cell depolarisation,26,40,67 though 
it is likely that rod inner segments, the synaptic layer between
rod and bipolar cells63 and third-order neurons also 
contribute.83

The basic underlying retinal pathology for all electroneg-
ative ERGs must thus be a disturbance at or proximal to the
photoreceptor inner segments but that relatively spares pho-
toreceptor outer segment function. This may include distur-
bance of neurotransmitter release from photoreceptor inner
segments, defects of the postsynaptic receptors of bipolar
cells where they synapse with the photoreceptors, or any 
disturbance of the microvasculature of the middle retinal
neurons. Etiologies that should therefore be considered
include inherited retinal dystrophies and acquired processes
such as inflammatory, autoimmune, vascular, or neurotoxic
retinopathies.

Disorders associated with an electronegative ERG

Many disorders have been described with electronegative
ERGs. A complete listing is shown in table 72.1 together
with references to chapters in this text in which more
detailed descriptions may be found. Some show selective
reduction in the b-wave, for example, congenital stationary
night blindness (CSNB) and melanoma-associated retinopa-
thy (MAR). Disorders in which the a-wave amplitude is 
typically also abnormal include diseases that affect multiple
retinal cell types, such as ocular siderosis, quinine toxicity,
methanol toxicity, and certain forms of retinitis pigmentosa,
and vascular diseases that compromise or disrupt both
choroidal and retinal circulation, such as birdshot
choroidopathy and carotid insufficiency.

C S N B Probably the
most frequent and best-recognized cause of a negative ERG
is X-linked CSNB (Schubert-Bornschein types; see also
chapter 74). CSNB is a recessive, nonprogressive retinal 
disorder characterized by night blindness, decreased visual
acuity, myopia, nystagmus, and strabismus. In 1986, Miyake
et al. proposed the existence of two distinct subtypes of
CSNB, termed complete and incomplete.50 Patients with com-
plete CSNB show moderate to severe myopia, profoundly
subnormal rod function, abnormal scotopic and photopic
oscillatory potentials, and a normal or near-normal photopic
cone amplitude (figure 72.1). Patients with incomplete
CSNB show moderate myopia to hyperopia, subnormal but
measurable rod responses, subnormal but more intact oscil-
latory potentials, and subnormal cone function (see figure
72.1). Weleber and Tongue reported siblings with visual
developmental delay and presumed autosomal-recessive
CSNB with markedly subnormal ERG amplitudes during
early infancy that increased at age 1 year to became consis-
tent with the complete form of CSNB.80 Typically, with both
autosomal and X-linked CSNB, the maximal scotopic ERG
b-wave amplitude is markedly reduced, but the a-wave is
normal or only minimally subnormal.

Two genes have been discovered for the X-linked forms
of CSNB (reviewed in Weleber76). Incomplete CSNB results
from mutation of the gene CACNA1F, which encodes the 
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a-subunit of the L-type voltage-gated calcium channel
present within retinal synapses.3,71 Presumably, the mutations
cause a decrease in neurotransmitter release from photore-
ceptor presynaptic terminals.71 Complete CSNB results from
a mutation of the gene NYX, which encodes nyctalopin, a
small leucine-rich proteoglycan that is thought to be essen-
tial for the development of functional ON pathway retinal
interconnections, including ON bipolar cells.4,61

Controversy exists as to whether Åland Island eye disease
(AIED) (also called Forsius-Eriksson ocular albinism)19 is a
separate disorder or should be considered a subset of X-
linked incomplete CSNB.13,83 Family studies suggest that 
the two disorders have the same genetic interval,1,23,66 and
although mutations in CACNA1F have been found in rare
AIED-like patients, no mutations have been identified in the
CACNA1F gene in the original AIED patients.84 Nonetheless,
AIED and incomplete CSNB are electrophysiologically
similar, if not indistinguishable.78

X-L J R X-linked juvenile
retinoschisis (XLRS) is probably the next most frequent and
recognized genetic cause of an electronegative ERG (figure
72.2) (see chapter 73).25,36,54,68 This progressive retinal dys-
trophy is the most common cause of juvenile macular 
degeneration in males.52 The condition exhibits considerable
variability at presentation. Classically, multiple peripheral
retinoschises and vitreoretinal degeneration can be seen
associated with a cystic, spoke-wheel maculopathy.21

Electrophysiological and psychophysiological studies of
XLRS have been interpreted to suggest that oscillatory
potentials (OPs) may be generated, at least in part, by inter-
plexiform cells rather than entirely from amacrines or hori-
zontal cells.54 Furthermore, the negative ERG in association
with normal psychophysical function is strongly supportive
of Müller cell dysfunction. Müller cells are not the direct
generators of the OPs but reflect the signal generated in
other cells.54 Abnormal a-wave responses are also seen and

T 72.1
Disorders associated with electronegative electroretinograms

Disorder Reference
Inherited (common)

Schubert-Bornschein type X-linked congenital stationary night Miyake et al.50

blindness (CSNB)
X-linked juvenile retinoschisis Peachey et al.54

Inherited (rare associations)

Retinitis pigmentosa Cideciyan and Jacobson16

Inherited electronegative ERG without fundus abnormalities Fishman et al.17

Fundus albipunctatus Miyake et al.49

Bietti’s crystalline dystrophy Jurklies et al.31

Macular cell sheen dystrophy Kellner et al.35

Hereditary optic atrophy Weleber and Miyake77

Cone-rod dystrophy GUCY2D mutation,24 CRX mutation R41W,72

autosomal-dominant20

Bull’s eye macular dystrophy Miyake et al.24

Åland Island eye disease (Fossius–Eriksson syndrome) Weleber et al.78

Oregon eye disease Pillers et al.56

Neural ceroid lipofuscinoses (NCL) Marshman et al.,43 Weleber74

Duchenne muscular dystrophy Jensen et al.,27 Pillers et al.,55

Sigesmund et al.,69

Weleber et al.78

Mucolipidosis IV Pradhan et al.59

Infantile Refsum disease Weleber,75 Weleber et al.79

Autosomal-dominant neovascular inflammatory Bennett et al.,5 Stone et al.70

vitreoretinopathy (ADNIV)

Acquired

Melanoma-associated retinopathy (MAR) Berson and Lessell7

Central retinal vascular occlusion (artery, vein) Bresnick,9 Karpe and Uchermann32

Birdshot chorioretinopathy Priem et al.60

Ocular siderosis (from intraocular metallic foreign body) Schechner et al.66

Quinine toxicity Bacon et al.2

Vincristine-induced retinotoxicity Ripps et al.62

Methanol toxicity McKeller et al.46

MS-222 (fish anesthetic) Bernstein et al.6
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F 72.1 International Society for Clinical Electrophysiology
of Vision (ISCEV) standard ERG for patient with incomplete
CSNB, complete CSNB, and an age-similar normal for compari-
son. The right and left eyes are superimposed. Note that sizable rod
responses, detectable oscillatory potentials, and severely subnormal

photopic b-waves distinguish the incomplete from the complete
form of CSNB. (Reproduced with permission from Weleber RG.
Infantile and childhood retinal blindness: A molecular perspective
(The Franceschetti Lecture). Ophthalmic Genet 2002; 23:71–
97.)
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F 72.2 ISCEV standard ERG for a 36-year-old patient with
X-linked retinoschisis, compared to a normal. The right and left

eyes are superimposed. Typical foveal schisis was not evident, but
the foveal umbo was absent.
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indicate that photoreceptor as well as inner retinal layer
function may be affected in XLRS, at least in some patients.8

XLRS results from mutations within the XLRS1 gene,
which encodes retinoschisin. This protein acts as a cell adhe-
sion protein to maintain cellular organization and the synap-
tic structure of the retina.81 Disruption of this gene function
presumably leads to the disruption of Müller cells, which
results in the splitting of the inner plexiform layer. It is of
note that there appears to be no good genotype-phenotype
correlation. The severity of ERG abnormalities does not
appear to correlate with clinical findings, age, or the type of
mutation. Responses may even differ between affected males
within the same family.8

Although the electroretinogram is a key diagnostic test for
X-linked retinoschisis, Sieving et al.68 have documented a
normal electroretinogram scotopic b-wave in a male with
molecularly confirmed X-linked retinoschisis. Caution is
therefore advised in placing too much reliance on the elec-
troretinogram to exclude the diagnosis.

R P Most patients with advanced RP of
many subtypes will have an electronegative ERG with
greater relative loss of b-wave than a-wave (figure 72.3). The
selective loss of the b-wave probably occurs from the sec-
ondary remodeling effects of the retinal degeneration on
middle and inner retinal neurons and Müller cells. These
stress-induced reorganizational responses to the degenera-
tion and death of photoreceptors lead to neuronal cell death,
neuronal and glial migration, elaboration of new neurites
and synapses, rewiring of retinal circuits, glial hypertrophy,
and the evolution of a fibrotic glial seal that isolates the
remnant neural retina from the surviving RPE and
choroid.30,41 Other patients with early retinitis pigmentosa
(RP) with otherwise typical clinical features have been found
to have the unusual electroretinographic finding of a nega-
tive waveform to a bright flash in the dark-adapted state
(figure 72.4). The ERG findings in this subset of RP patients
indicate there is relatively early dysfunction not only at the
level of the photoreceptor outer segment but also at or prox-

µ

µ

µ

µ

F 72.3 ISCEV standard ERG for the right and left eyes of
a 35-year-old patient with autosomal-dominant RP, compared to a

normal. The fundus appearance was typical for moderately
advanced RP.
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F 72.4 ISCEV standard ERG for a patient with 
autosomal-dominant RP, compared to a normal. The fundus

showed a bull’s-eye maculopathy with minimal pigment in the
periphery.

imal to the photoreceptor terminal region.16 Even patients
with molecular defects limited to rods, for example, RP from
the P23H mutation of rhodopsin, may show an electroneg-
ative ERG (figure 72.5). The possibility of autoimmune
retinopathy should be considered in patients with RP and
electronegative ERG (see chapter 58).

C, C-R  M D 
E ERG A progressive cone dystrophy has
been described in which negative scotopic and photopic full-
field ERGs were recorded. The authors comment that this
is most unusual and raise the possibility that the retinal and
electrophysiological defects may be inherited separately.34

More likely, the defective gene product is required for main-
tenance of health and function of photoreceptor (cone)
inner segments and/or middle retinal neurons (bipolar cells).
Electronegative ERGs have also been noted in three families
with dominantly inherited cone-rod dystrophies.20,24,72

Miyake et al.48 studied four patients with a bull’s-eye mac-
ulopathy and otherwise normal fundus. Acuity and color

vision losses were progressive, though visual fields were unaf-
fected. A dark-adapted single-flash ERG with an intense
white light stimulus was electronegative. Cone responses
were relatively well preserved. The 30-Hz flicker ERG and
EOG were normal.

F A Fundus albipunctatus is a rare
autosomal-recessive condition characterized by numerous
yellow-white punctate lesions at the level of the retinal
pigment epithelium.42,49 Although originally considered a
stationary disorder, Miyake et al. have reported that patients
of all ages may develop atrophic macular lesions.49 Scotopic
and photopic ERG responses are subnormal following con-
ventional dark adaptation but reach normal or near-normal
amplitudes following extended dark adaptation.14,42,47

However, what is not addressed in any of these studies is the
negative waveform of the scotopic maximal responses with
conventional dark adaptation.49

M C S R D Kellner and
colleagues have described a negative ERG in a family with
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Müller cell sheen dystrophy. Light-adapted responses
showed an unusually delayed b-wave, broad and delayed ON
and OFF responses, and a missing flicker response, suggest-
ing Müller cell dysfunction.35

F O A Dominant optic atrophy has
been reported with an electronegative ERG, presumably
representing a newly appreciated genetic disorder.77 Such
electrophysiological abnormalities are not seen with other
familial optic atrophies.

A-D I   N ERG
P Electrophysiologic studies were performed in
an infant who presented with moderate myopia, nystagmus,
visual developmental delay, and an electronegative ERG.18

These findings prompted investigation of other family
members who showed similar electrophysiological abnor-
malities, apparently inherited as a dominant trait. Rod
thresholds were normal, as were acuities and visual fields.
The infant’s nystagmus resolved by age 5 years, at which
point the fundi remained normal and there was no evidence

of systemic disease. The authors speculated that a mutation
within the gene encoding metabotropic glutamate receptor
subtype 6 might be causative but found no sequence
changes.

B C D Jurklies et al.31 have
reported a single case of an individual with Bietti crystalline
dystrophy, whom they followed over a 30-year course. Serial
ERG recordings progressed from low normal amplitudes to
extinction. However, during his third decade, electronega-
tive scotopic ERG waveforms were noted.

A-D N I
V Autosomal-dominant neovascular
inflammatory vitreoretinopathy is a rare genetic eye disorder
first described in 1990 and linked in 1992 in a large family
to the long arm of chromosome 11 (11q13).5,70 Affected
patients may be asymptomatic in early adulthood but even-
tually acquire vitreous cells and selective loss of the b-wave
of the scotopic ERG. They eventually develop cystoid
macular edema, cataracts, and glaucoma as well as periph-
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F 72.5 ISCEV standard ERG for a patient with autosomal-
dominant RP from the P23H mutation of rhodopsin, compared to a

normal.An early regional pigmentary retinopathy was evident on fundus
examination. The visual fields showed a ring scotoma in each eye.
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Age 7 years (#5718) Normal
30.3 Hz Flicker

100 µV

50 ms

100 µV

20 ms
Scotopic OPs (100-300 Hz)

Scotopic Single Flash

Blue (rod response)

Red (cone & rod responses)
200 µV

100 µV

50 ms

50 ms

Photopic Single Flash

Bright White

Digitally Filtered
Bright White

Bright White

5 µV

5 µV

1 µV

5 µV

Rod Suppressing
Background

F 72.6 ISCEV standard ERG for a 7-year-old patient 
with juvenile-onset neuronal ceroid lipofuscinosis, compared 
to an age-similar normal. Tracings from the right and left 

eyes are superimposed. Note the differences in the vertical 
scale. The patient was heterozygous for the 1.02-kb deletion of
CLN3.

eral arteriolar closure, peripheral neovascularization, and
peripheral retinal pigmentary retinopathy. Retinal detach-
ments can ensue, and these patients react to surgery with a
marked inflammatory response.

Neurodegenerative disorders

N C L The neuronal ceroid
lipofuscinoses (NCL, Batten’s disease) are neurodegenerative
disorders with psychomotor deterioration, seizures, visual
failure, and premature death, all associated with abnormal
storage of lipoproteins within lysosomes (see chapter 80).
The most common forms of NCL are an infantile form
(INCL, CLN1), a late infantile form (LINCL, CLN2) and a
juvenile-onset form (JNCL, CLN3). The ERG is abnormal
early in all three of these forms, and may take on an elec-
tronegative configuration, and eventually is totally ablated.
Patients with JNCL invariably showed severe to profound
ERG abnormalities when first tested, usually with no dis-
cernible rod-mediated activity and marked loss of a-wave

amplitudes with even greater loss of b-wave amplitudes, cre-
ating electronegative configuration waveforms (figure 72.6).
Differences in the ERG responses were thus found that
provide further clues to the earliest site of pathology within
the retina.74

M IV The finding of electronegative ERGs in
two cases of mucolipidosis IV suggests that the primary
retinal disturbance in mucolipidosis IV may occur at or
proximal to the photoreceptor terminals.59 For children with
corneal cloudiness and developmental delays, the finding of
an electronegative ERG (figure 72.7) should trigger the con-
sideration of this disorder.

I R’ D Infantile Refsum’s disease
(IRD) represents a disorder of peroxisomal biogenesis and 
is distinct from the classical later-onset or classic form of
Refsum’s disease (reviewed in Weleber79). The biochemical
abnormalities in IRD are more extensive and reflect the
expected multiple biochemical defects and deficiencies
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resulting from the near total absence of functional peroxi-
somes. Abnormal laboratory findings in IRD include ele-
vated plasma levels of very long chain fatty acids, phytanic
acid, and pipecolic acid. Patients are deficient in docosa-
hexaenoic acid, precursors of plasmalogens, and the biliary
dihydroxycholestanoic and trihydroxycholestanoic acids.
Features include early-onset mental retardation, facial dys-
morphism, RP, sensorineural hearing loss, hepatomegaly,
osteoporosis, failure-to-thrive, and hypocholesteremia. The
ERG is severely abnormal early in the course of the disease
and shows an electronegative configuration (figure 72.8).
The reason why an electronegative ERG is observed in some
patients remains to be elucidated but may involve a function
of peroxisomes that is critical for maintenance and survival
of middle retinal neuronal as well as photoreceptors.75,79

D/B M D Duchenne
muscular dystrophy (DMD) and Becker muscular dystrophy
(BMD) patients have mutations in the dystrophin gene that

result in progressive muscle degeneration. The ERG often
will be electronegative for these patients as well as patients
with the contiguous gene deletion involving dystrophin
known as Oregon eye disease, even in the absence of defec-
tive dark adaptation.27,55,56,69,78 At least four isoforms of
dystrophin have been shown to be present in the outer 
plexiform layer of the human retina.55 Although most
patients have no ocular symptoms, a reduced b-wave ampli-
tude is typically seen in the dark-adapted ERG in individu-
als with mutations that result in the loss of function of these
isoforms.57 Unfortunately, it appears that although ERG
findings in DMD and BMD patients may correlate with
molecular analysis, such testing is not discriminatory in
DMD and BMD carriers.73

Acquired diseases of the eye

R D An electronegative ERG can
be seen in situations in which the retinal capillary circula-

Age 4.2 years (#5884) Normal

Scotopic OPs (100-300 Hz)

30.3 Hz Flicker
Rod Suppressing
Background

Photopic Single Flash

Bright White

Digitally Filtered
Bright White

Scotopic Single Flash

Bright White

Blue (rod response)

Red (cone & rod response)

No Background 100 µV

50 ms

50 µV

50 ms

20 ms

100 µV

200 µV

50 ms

F 72.7 ISCEV standard ERG for a 4-year-old patient 
with type IV mucolipidosis, compared to an age-similar 

normal. Tracings from the right and left eyes are 
superimposed.
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tion is extensively disrupted, such as occurs in central retinal
artery occlusion32 or hemorrhagic (or ischemic) central
retinal vein occlusion (CRVO) (figure 72.9).32,64 Central
retinal vein occlusion can be associated with good capillary
perfusion, termed nonischemic CRVO, and poorly perfused
eyes, termed ischemic CRVO. Ischemic CRVO conveys a great
risk of iris neovascularization (with subsequent neovascular
glaucoma). Panretinal photocoagulation can prevent or
ameliorate neovascular glaucoma, but questions persist as to
when to offer this treatment. Various techniques (fluorescein
angiography, quantitative measures of the afferent pupillary
defect, and the ERG) have been evaluated to assess the
extent of capillary nonperfusion in eyes with CRVO in an
attempt to predict which patients with CRVO are at great-

est risk for iris neovascularization (for a review, see Bresnick9).
In a retropective study of 45 patients with CRVO, Sabates,
Hirose, and McMeel64 found that six patients with hemor-
rhagic (ischemic) disease, who had an ERG that was initially
electronegative, with on average a b/a ratio of 0.84, devel-
oped neovascular glaucoma; conversely, the 27 venous stasis
retinopathy (nonischemic) CRVO patients (with an average
b/a ration of 1.67) did not develop neovascular glaucoma.
Five of the 12 patients with undetermined retinopathy had
electronegative ERGs, and two of these developed neovas-
cular glaucoma; three had normal or near-normal ERGs,
none of whom developed glaucoma. Overall, no patient
with a b/a ratio greater than 1.0 developed neovascular
glaucoma. Several investigators have studied the ERG in

Age 3.6 years (#1316) Normal

Photopic White Flash

Scotopic OPs (100-300 Hz)

200 µV

50 ms

10 µV

50 ms

1 µV

50 ms

5 µV

50 ms

5 µV

50 ms

100 µV

50 ms

100 µV

50 ms

Blue (rod response)

Red (cone & rod response)

Scotopic White Flash

+0.6 log cd-s/m
2

+0.6 log cd-s/m
2

+0.0 log cd-s/m
2

+0.6 log cd-s/m
2

+0.3 log cd-s/m
2

-0.6 log cd-s/m2

100 µV

50 ms

30 Hz (34 cd/m  )2

F 72.8 ISCEV standard ERG for a 3-year-old 
patient with infantile Refsum disease, compared to an age-

similar normal. Tracings from the right and left eyes are 
superimposed.
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µ

µ

µ

µ

F 72.9 ISCEV standard ERG for the right and left eyes of
an 84-year-old male with an ischemic central retinal vein occlusion
of the left eye. The b/a ratios were 1.4 OD and 0.9 OS. Rod and

cone b-wave implicit times for the left eye were prolonged for single
flash and 30Hz flicker responses. The left eye developed neovas-
cular glaucoma.

CRVO to determine which components are most sensitive
and specific for development of iris neovascularization and
hence which patients would need consideration for early
panretinal photocoagulation.10–12,28,29,33,37,44,45,82 Debate per-
sists with regard to which protocol is most helpful in the clin-
ical setting; however, the finding of an electronegative ERG
in an eye with CRVO is accepted as being highly predictive
of iris neovascularization.

M-A R Melanoma-associated
retinopathy (MAR) is a paraneoplastic retinopathy that com-
monly presents after the diagnosis of melanoma has been
made, often at the stage of metastases. Symptoms include
shimmering, photopsias, night blindness, and mild peripheral
visual field loss. The fundus may appear normal.7,15 Histo-
logically, there is evidence of ganglion cell transsynaptic
atrophy, a marked decrease in bipolar neurons in the inner
nuclear layer, and relative preservation of the photoreceptors
themselves.22 It appears that there is an antibody cross-
reactivity between an antigen on melanoma cells and a pro-

tein or lipid on ON bipolar cells.38 It has recently been sug-
gested that the antigen may be transducin.58 Such a pattern
of retinal degeneration explains intuitively the preferential
amplitude reduction in the b-wave of the scotopic full-field
ERG that results in the electronegative waveform, character-
istic of patients with MAR.

Rarely, individuals present with symptoms, signs, and elec-
trophysiologic abnormalities consistent with a diagnosis of
MAR but with no evidence of malignancy. In these instances,
similar autoimmune phenomena are hypothesized.17,51

B C Birdshot chorioretinopa-
thy (BSCR) is a bilateral posterior uveitis characterized by
the development of cream-colored depigmented chorioreti-
nal lesions that, untreated, result in progressive visual loss
from optic atrophy and chronic cystoid macula edema.53

Electrophysiology typically may show an initially elec-
tronegative ERG (figure 72.10) and may be associated with
a diminished a-wave; however, both components of the ERG
can eventually become extinguished.39,60
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T R The clinician should be aware that
several pharmacological agents can be associated with the
generation of negative ERGs and that, in some cases,
prompt cessation of treatment may prevent further damage.
These include quinine toxicity (figure 72.11),2 vincristine,62

methanol,46 and MS222 (fish anesthetic).6 A negative ERG
has also been documented in ocular siderosis resulting from
intraocular ferric foreign bodies.65

Concluding comments: The electronegative ERG in
clinical practice

Electrophysiological testing is often performed to rule out or
add weight to a suspected clinical diagnosis. In instances in
which the clinical diagnosis is suspected, the appearance of
a negative ERG is useful in providing confirmation. An

example is X-linked juvenile retinoschisis. The diagnosis of
XLRS may be difficult in instances in which the foveal
abnormalities are subtle or late in the disease, when non-
specific macular atrophy may supervene. In these instances,
an ERG will prove incisive.

However, clinicians are not infrequently confronted with
a patient with unexplained subnormal acuity or symptoms,
and the ERG is unexpectedly found to be electronegative,
providing valuable information in narrowing the possible
diagnoses. In some cases, the finding of an electronegative
ERG in the face of normal or nonspecific clinical findings
warrants prompt further evaluation of the patient for such
conditions as melanoma or pharmacological toxicity.

 Supported by the Foundation Fighting Blind-
ness, Research to Prevent Blindness, and the Frost Charitable Trust.

µ

µ

µ

µ

F 72.10 ISCEV standard ERG for a 5-year-old female with
birdshot choroidopathy, compared to an age-similar normal. Tracings

from the right and left eyes are superimposed. The disease responded
slowly to immunosuppression therapy with modest ERG improvement.
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J X- retinoschisis (XLRS, OMIM 31270) is a
vitreoretinal dystrophy that manifests early in life (as early as
3 months of age)22 and has no associated nonocular findings.
Intraretinal cysts form in the macula, and splitting of the
retinal layers occurs in peripheral retina (figures 73.1 and
73.2). The macular changes frequently are in the form of a
spoke-wheel pattern of perifoveal cysts and may result in a
visual acuity of 20/60 or less. Patients tend to be hyper-
opic.11 Substantial peripheral visual field loss can occur. The
term retinoschisis was introduced by Wilczek in 1935.28

The condition is limited nearly exclusively to males.
Female carriers essentially never show macular or retinal
pathology or suffer visual symptoms, but in rare cases, car-
riers may have macular or peripheral retinal changes, pre-
sumably on the basis of Lyonization of the trait.9

XLRS is one of the more common causes of juvenile
macular degeneration in males, with a prevalence of
1 :5,000 to 1 : 25,000. Affected males typically are identified
by early grade-school age owing to reduced visual acuity.
Males initially complain of reduced visual acuity, not poor
night vision or loss of peripheral vision. In many cases, the
reduced visual acuity stabilizes by the teenage years in
affected males and then remains constant into middle age.
Macular atrophy may begin in late middle age and progress
toward legal blindness (20/200) in affected males. Vitreous
hemorrhage and full-thickness retinal detachment occurs
occasionally, and successful surgical repair is infrequent.

While the fundus appearance of XLRS may be diagnos-
tic in affected males, the presentation can be confusing in
some cases, requiring additional testing with electroretino-
graphy. This will be most helpful in the males who have pro-
gressed beyond the typical spoke-wheel pattern and present
with a bilateral maculopathy, with or without areas of
peripheral schisis. A fluorescein angiogram may also be
helpful in differentiating XLRS from autosomal-recessive
Stargardt macular dystrophy, which exhibits a silent or 
dark choroid. Younger patients typically show a normal
angiogram, although older patients with XLRS may exhibit
changes in the retinal pigment epithelium, including relative
window defects in the macula (figure 73.3). Occasionally,
patients exhibit a change in color immediately or shortly
after light onset with dark adaptation (Mizuo phenomenon).5

This phenomenon disappears with vitrectomy and removal
of the posterior vitreous face.15

Differential diagnosis

A careful review of the family history will assist in estab-
lishing a diagnosis in which an index case presents with a
bilateral maculopathy and an electronegative ERG. Cone-
rod dystrophy and Stargardt macular dystrophy have a
macular phenotype but do not show either an X-linked
pattern of inheritance or selective b-wave reduction of the
ERG that occurs with XLRS.

Goldmann-Favre syndrome is an autosomal-recessive vit-
reoretinal disorder in which macular cysts and peripheral
lattice degeneration are seen. Patients complain of nyc-
talopia, unlike in XLRS, and have a markedly reduced
ERG.6 Wagner disease is an autosomal-dominant disorder
that maps to 5q13–143 and is characterized by myopia,
vitreous syneresis, and frequent retinal detachment. The
macula may show pigmentary changes. While the ERG may
be abnormal in patients with Wagner disease, selective b-
wave reduction is not seen.

Gene identification

XLRS was mapped to Xp22.1–22.3 by linkage analysis of
many pedigrees.1,4,17,18,24,26,27 The XLRS gene was cloned in
1997 and was designated RS1.22 RS1 gene structure consists
of six exons coding for 224 amino acid residues. The C-
terminal discoidin domain mediates cell-cell adhesion. The
RS1 protein is heavily expressed in inner segments of both
rod and cone photoreceptors and is also seen in cells of the
inner nuclear layer.7

Penetrance of mutations is virtually 100%. There is sig-
nificant intrafamilial variability in the phenotype. Clinically
useful genotype-phenotype correlations have not been
found. Mutations result in loss of function. Exons 1–3 tend
to have nonsense mutations, whereas exons 4–6 (encoding
the discoidin domain) have missense mutations, which draws
attention to its functional importance.20

Classical ERG studies

The electroretinogram (ERG) is the single most useful test
for confirming a diagnosis of XLRS. Significant abnormal-
ity of dark-adapted thresholds is uncommon. The Arden
ratio of the electro-oculogram is usually normal in affected

73 Juvenile X-Linked Retinoschisis
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individuals.12,19 The ERG frequently shows an electronega-
tive configuration, in which a-wave amplitude remains sub-
stantially normal but the b-wave is reduced (figure 73.4A).
Since the b-wave historically was thought to arise from
Müller cell depolarization following release of potassium by
activity of depolarizing bipolar cells,10 the presumption was
that Müller cells might harbor the primary defect in XLRS.
Other diseases that can cause an electronegative ERG 
configuration include congenital stationary night blindness,2

which has a normal fundus, whereas XLRS has an abnor-

mal fundus and is not associated with symptomatic night
blindness. Other ERG abnormalities in XLRS include the
scotopic threshold response (STR).16 The STR originates in
the proximal retina owing to potassium release by amacrine
cells and a subsequent depolarization of the Müller cells
from this excess potassium. One study suggested that the
STR was a sensitive test for identifying XLRS.16 Despite this
apparent sensitivity, however, female carriers exhibited no
STR abnormality. Female carriers have normal a- and b-
waves. Consequently, female carriers can be identified only
by pedigree analysis (daughter of an affected father or
woman having an XLRS-affected son).

Although an electronegative ERG is the most frequent
presentation in XLRS, exceptions have been reported. In
one study of an XLRS family with an Arg213Trp muta-
tion, one affected male retained a normal scotopic b-wave
response (figure 73.4B).23 This indicates that caution is
advised in placing complete reliance on the ERG for differ-
ential diagnosis of this condition. In this case, genotyping
was particularly helpful to confirm the diagnosis of XLRS.

Analysis of photoreceptor and inner retinal 
responses in XLRS

In a study of 15 males with retinoschisis who had been geno-
typed for RS1 mutations,8,20 the ERG was evaluated to deter-
mine whether RS1 protein expression in photoreceptors
affected their function.13 When the phototransduction model
was applied to dark-adapted a-wave responses elicited by
high-intensity flashes, no significant differences were found
in XLRS subjects for the parameters Rmax and logS com-
pared with normal subjects. Seven of these affected males
had normal rod values of Rmax and logS. This indicated 
that the photoreceptors were not inherently affected, even
though these cells express the RS1 protein. Dark-adapted 
b-wave responses were considerably reduced under rod-
isolating conditions, implicating defective signaling by the
depolarizing bipolar cells of the rod pathway.21

Normal cone phototransduction in XLRS was demon-
strated by normal scaling of the photopic cone a-wave com-
pared with the leading edge of the normals’ a-wave (figures
73.5 and 73.6).13 However, the XLRS a-wave amplitudes
were significantly lower than normals by a relatively consis-
tent amount across all intensities, suggesting that second-
order hyperpolarizing neurons (hyperpolarizing bipolar cells
and horizontal cells) were not contributing to the response.
This effect is also found in the monkey a-wave after 
applying APB + PDA, which isolates the photoreceptor
activity.

Additional studies were then performed to investigate pos-
sible ON- and OFF-pathway sites of dysfunction by record-
ing photopic ON-OFF responses to 150-ms long-duration

F 73.1 Fundus photograph of XLRS-affected male with
juvenile retinoschisis showing spoke-wheel pattern of foveal cysts
covering an area of approximately one disk diameter. (See also
color plate 47.)

F 73.2 Fundus photograph of XLRS-affected male with
peripheral schisis cavity, which occurs in 50% of affected males.
(See also color plate 48.)
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F 73.3 Intravenous fluoroscein angiogram of XLRS-
affected male with abnormal RPE and showing a typical central
fluoroscein staining due to RPE thinning.

F 73.4 Electronegative full-field ERG in XLRS. A, Twelve-
year-old XLRS-affected male shows typical ERG, with selective 
b-wave reduction but a-wave preservation in dark-adapted record-
ings, compared with unaffected brother. Photopic b-wave and
flicker are also reduced. (Figure modified from Pawar et al: Hum
Hered 1996; 46:329–335.) Used by permission from S. Karger AG,
Basel.) B, Atypical ERG in XLRS male with an ARG213Trp muta-
tion in the RS1 gene shows preservation of b-wave for dark-
adapted and light-adapted conditions, compared with unaffected
male relative. All parameters were recorded according to Interna-
tional Society for Clinical Electrophysiology of Vision standards.
(Figure modified from Sieving PA, Bingham EL, Kemp J, et al:
Am J Ophthalmol 1999; 128:179–184. Used by permission from 
Elsevier Science, UK).

A

B

stimuli. This demonstrated reduced b-wave amplitude but
normal d-wave amplitude, which caused the ratio of the b/d
amplitudes to be less than 1, which is invariably abnormal
for this particular stimulus condition.25 However, we also
found a similar reduction of the b/d ratio in a number of
other retinal degenerations; consequently, this appears to be
a nonspecific finding in retinal degenerations and is non-
specific for localizing the defect in retinal signaling to either
the ON or the OFF pathway.

Photopic flicker ERG responses were elicited at 32Hz,
and the fundamental component showed reduced amplitude
and delayed phase, consistent with abnormal signaling by
both the ON and OFF pathway components.14 This may be
useful in the clinical assessment of XLRS.

The aggregate of these results indicated that, although the
expression of RS1 protein is heavily concentrated in the
inner segments of both rods and cones, it does not inher-
ently affect the photoreceptor function of either cell type.
Immunohistochemical studies localizing the RS1 protein
show involvement of retinal cells in the inner nuclear layer,
but precise subcellular localization has not yet been per-
formed to learn whether both depolarizing and hyperpolar-
izing bipolar cells are involved. However, from these ERG
studies, it currently is reasonable to propose that retinal sig-
naling by ERG generators associated with both the ON and
OFF pathways is defective.
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T  of several kinds of congenital sta-
tionary night blindness (CSNB) has been clarified in the last
years, following the analysis of the visual function and
molecular genetics. This chapter reviews recent knowledge
of four kinds of CSNB: complete CSNB, incomplete CSNB,
fundus albipunctatus, and Oguchi’s disease. All these types
of CSNB show the negative waveform in the dark-adapted
single bright-flash (mixed rod-cone) electroretinogram
(ERG) after 20–30 minutes of dark adaptation (see below).
The identification of the mutant genes causing forms of
CSNB in combination with the electrophysiological analysis
refines the classification of these diseases and enhances our
understanding of the underlying pathophysiology.

Complete CSNB (CSNB 1) and incomplete CSNB
(CSNB 2)

The Schubert-Bornschein type of CSNB35 has normal fundi
and the mixed rod-cone ERG recorded with a single bright
flash shows negative configuration (normal a-wave with
smaller b-wave). The associated hereditary pattern can be
either X-linked or autosomal-recessive. In 1986, we reported
that the X-linked Schubert-Bornschein type CSNB can be
divided into two different subtypes: complete CSNB, which
has also been termed CSNB 1, and incomplete CSNB,
which has also been termed CSNB.24 The distinction
between the complete and incomplete types was based on
the rod function, evaluated by routine dark adaptometry and
rod-mediated ERG; the complete type lacks rod function,
while the incomplete type shows residual rod function.
Other significant differences between two types include cone
ERG,24 long-flash photopic ERG,23 changes of 30-Hz flicker
ERG under the light adaptation,16 oscillatory potentials,10,24

scotopic threshold response (STR),19 S-cone ERG,18 refrac-
tive error,24 and color vision.42 These differences lead us to
confirm that these two types are different clinical entities.
Our clinical hypothesis was validated by molecular genetics.
In 1998, the a-1-subunit of L-type voltage-gated calcium
channel gene (CACNA1F) was identified as the mutated gene
in X-linked incomplete CSNB,1,40 and in 2000, NYX gene
mutation was identified to cause X-linked complete
CSNB.2,33

I C  P Table 74.1 shows the
initial complaints of our 49 complete CSNB patients and 41
incomplete CSNB patients.15 Many patients visited our clinic
with the initial complaint of low visual acuity. It should be
noted that only one of the 41 incomplete CSNB patients
complained of night blindness, which causes us to overlook
this disease because we then tend not to perform the ERG
testing.

V A The distribution of corrected visual acuity
is shown in figure 74.1. In both types, the visual acuity
ranged from 0.1 to 1.0, with a mean of 0.4–0.5. There was
no statistical difference in visual acuity between two
types.15,24

R E Figure 74.2 shows the distribution of
refractive error in patients in the two groups. Many patients
with complete CSNB have high or moderate myopic refrac-
tive error, while those with incomplete CSNB have mild
myopic or hyperopic refractive error. The mean refractive
errors are -8.7 and -2.5 diopters in complete CSNB and
incomplete CSNB, respectively. The difference in refractive
error between the two groups is statistically significant (P <
0.001)15,24 and helps to distinguish the two types of CSNB.

S D A C Figure 74.3 shows
the representative subjective dark adaptation curves in
patients with complete CSNB, incomplete CSNB, fundus
albipunctatus, and Oguchi’s disease. Compared with a
normal curve, the rod adaptation is absent, and the cone
adaptation shows an elevated threshold in complete CSNB.
In incomplete CSNB, rod adaptation is present, although
the final threshold is elevated by approximately 1.0–1.5 log
units.24

F-F R  C ERG Representative examples
of standard full-field ERGs are shown in figure 74.4. The
mixed rod-cone ERG in a single bright-flash stimulus reveals
negative configuration with normal a-wave in both types, but
the incomplete CSNB has on the rising b-wave much more
prominent oscillatory potentials.24 The rod ERG is absent in
complete CSNB but is subnormally present in incomplete
CSNB.24 The normal a-wave and subnormal or absent rod

74 Congenital Stationary 
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T 74.1
Initial complaints of the patients

Complete CSNB Incomplete CSNB
Low visual acuity 30 29
Night blindness 15 1
Strabismus 13 5
Nystagmus 10 8
Familial survey 2 5
Others 4 1

F 74.1 Distribution of visual acuity in complete (upper) and
incomplete (lower) CSNB patients. Vertical and horizontal axes
indicate number of eyes and visual acuity, respectively.

F 74.2 Distribution of refractive error in complete (upper)
and incomplete (lower) CSNB patients. Minus and plus signs indi-
cate myopic and hyperopic refraction, respectively. Vertical and
horizontal axes correspond to axes in skiascopy.
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F 74.3 Subjective dark adaptation curve in a normal
subject, complete CSNB, incomplete CSNB, fundus albipunctatus

and Oguchi’s disease. Each vertical and horizontal axes indicate
threshold (log) and dark adaptation time, respectively.

F 74.4 The standard full-field ERG in a normal subject and a patient with complete and incomplete CSNB. Arrowheads indicate
stimulus onset.
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ERG suggest that both types of CSNB have a defect not in
the rod itself but in the second-order neuron or the synap-
sis to the second-order neuron in the rod visual pathway. The
defect is almost complete in complete CSNB and incomplete
in incomplete CSNB.

The cone and 30-Hz flicker ERG appears nearly normal
in complete CSNB except for the finding of flattening
appearance of the bottom of cone ERG a-wave but are
severely deteriorated in incomplete CSNB.24 Although the
amplitude of 30-Hz flicker ERG recorded after 30 minutes
of dark adaptation is very small in incomplete CSNB, it
increases exaggeratedly after 10 minutes of light adapta-
tion16 (figure 74.5).

ERG I S Figure 74.6 shows ERG intensity
series, elicited by relatively dim (upper) and intense (lower)
stimuli, of a normal subject, a complete CSNB patient, and
an incomplete CSNB patient.19 In the normal subject, the
cornea-negative STR37 was recorded at -8.2 log units, and

the peak time shortened as the stimuli intensity increased. At
the intensity of -5.8 log units, the b-wave becomes clearly
visible for the first time. At the intense stimuli (lower panel),
the b-wave had saturated at -1.4 log units, and the a-wave
(-1.7 log units) and oscillatory potentials (-0.8 log units)
started to appear. In complete CSNB, neither STR nor b-
wave was recorded when the stimulus intensity was low
(upper panel). At the moderate stimulus intensity of -4.4 log
units (lower panel), both a- and b-waves began to appear, the
former presenting normal and increasing amplitude.
However, the b-wave saturated quickly, resulting in a nega-
tive configuration when the stimulus intensity was relatively
strong. Oscillatory potentials were undetectable. In incom-
plete CSNB, the STR started to appear at -7.6 log units,
showing a slightly higher threshold than that of a normal
subject; however, the peak time was approximately 80ms
longer than normal. The b-wave began to appear at 
-5.8 log units as in the normal subject, with normal ampli-
tude and peak time. At greater intensities, the b-wave ampli-
tude became lower than normal, saturating at -3.4 log units,
whereas the a-wave amplitude continued to increase pro-
gressively, resulting in a negative configuration. The oscilla-
tory potentials were clearly visible.

L-F P ERG The photopic ERG to square
wave light simulation (long-flash) have shown that the cone
ON response, which is generated by depolarizing bipolar
cells,36 is severely disturbed in complete CSNB, showing the
hyperpolarizing pattern23 (figure 74.7). This waveform is
similar to the monkey’s ERG when the neurotransmitter
blocking agent APB38 was applied to the retina.36 The OFF
response, on the other hand, which is generated by hyper-
polarizing bipolar cells,36 is intact in complete CSNB,
leading us to hypothesize that complete CSNB has a com-
plete defect of ON function in both rod and cone visual
pathways.18,36 The incomplete CSNB showed the reduction
of ON and OFF responses, and our analysis of large series
of patients suggested that incomplete CSNB has an incom-
plete defect on both ON and OFF responses,23 but the OFF
responses are perhaps more severely disturbed.18

Significant differences exist between S- and ML-cones
ERG. S-cones connect only with the ON bipolar cells,
whereas ML-cones connect with both ON and OFF 
bipolar cells.41 The full-field S-cone ERG was absent in com-
plete CSNB,14,18 while it was recordable in incomplete
CSNB.18

EOG The electro-oculogram (EOG) is normal in both
types of CSNB.24 This is a very important finding to differ-
entiate the CSNB with progressive disorder, such as retinitis
pigmentosa, which shows abnormal or flattened EOG. The
EOG may not be as helpful in differentiating cone-rod dys-
trophy from incomplete CSNB.

F 74.5 Exaggerated enhancement of amplitude and change
of wave shape of 30-Hz flicker ERG during light adaptation in
incomplete CSNB.



F 74.6 ERG intensity series with relatively dim stimuli
(upper) and relatively intense stimuli (lower) in a normal subject

and a patient with complete and incomplete CSNB. STR: scotopic
threshold response, bs: scotopic b-wave.
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C V The color vision in both complete and
incomplete type patients is essentially normal.24 It appears
curious that in spite of nonrecordable S-cone ERG, psy-
chophysical color vision is essentially normal in complete
CSNB. We found that S-cone function in complete CSNB
is preserved only in the fovea and becomes abnormal toward
the peripheral retina.42 This accounts for the normal 
color vision that tests mainly foveal function and the 
nonrecordable S-cone ERGs that arise mainly from periph-
eral retina.

M G Linkage studies of X-linked com-
plete CSNB localized the gene for complete CSNB to the

short arm of the X chromosome.26 In 2000, the gene, which
is called NYX, was cloned from the Xp11 region by Bech-
Hansen et al.2 and Meindl et al.33 The NYX gene, which
encodes the glycosylphosphatidyl (GTP)-anchored extracel-
lular protein nyctalopin. Nyctalopin is a new and unique
member of the small leucine-rich proteoglycan family, which
may be the gene product that guides and promotes the for-
mation and function of the ON pathway within the retina.
This mutation was also found in our six original Japanese
patients with X-linked complete CSNB.15 The mouse
mutant of a natural occurring model of X-linked complete
CSNB, the no b-wave (nob), was recently found by Pardue
et al.32 The ERG abnormalities are similar to those of com-
plete CSNB patients.

In 1998, the gene for the X-linked incomplete CSNB was
identified by Bech-Hansen et al.1 and Strom et al.40 It codes
for the pore-forming subunit of an L-type voltage-gated
calcium channel (CACNA1F) that is found in the retina. The
mutation of CACNA1F was also found in all 15 patients
examined in our original study of Japanese patients with
incomplete CSNB15,29 (figure 74.8). The loss of the func-
tional channel impairs the calcium flux into photoreceptors
(rods and cones) that is needed for sustaining the tonic neu-
rotransmitter release from presynaptic terminals. The
knock-out mice without a functional beta subunit of the
channel were found to have marked loss of the ribbon
synapses of photoreceptor inner segments.34

P P Above-mentioned pathophysiolog-
ical studies using clinical patients, animal models, and
molecular genetics suggested that X-linked complete CSNB
has an almost complete defect of the ON bipolar cells or its
synapsis in both rod and cone visual pathways, leaving the
OFF pathway intact. On the other hand, the X-linked
incomplete CSNB has an incomplete defect of the ON and
OFF bipolar cells or their synapsis in the rod and cone visual
pathways.

Fundus albipunctatus

The fundus albipunctatus is a type of CSNB with autoso-
mal-recessive inheritance. This type of CSNB was first 
differentiated from retinitis punctata albescens, one of the
varieties of progressive tapetoretinal degeneration, by
Lauber12 in 1910. The fundi of typical patients have a char-
acteristic appearance with a large number of discrete, round
or elliptical, yellowish-white lesions at the level of the retinal
pigment epithelium. These lesions may change in appear-
ance during long-term follow-up, and some may fade.13 The
subjective dark adaptation (see figure 74.3)39 and the dark
adaptation time to obtain the maximum ERG response11 is
quite delayed. We found that the fundus albipunctatus can

F 74.7 Long-flash photopic ERG in a normal subject, a
patient with Oguchi’s disease, complete and incomplete CSNB.
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be associated with cone dystrophy in many patients.20 In this
chapter, the typical fundus albipunctatus and the fundus
albipunctatus associated with cone dystrophy are described
separately.

T F A The representative
fundus picture is shown in figure 74.9 (top). As is shown in
the subjective dark adaptation in figure 74.3, the ERG and
EOG are also distinctive because an unusually long dark
adaptation is needed to obtain the maximum normal sco-
topic ERG responses (figure 74.10) and normal EOG light
rise.5,22 The cone-mediated ERG as well as subjective cone
visual functions such as visual acuity, color vision, and visual
field is essentially normal. Patients with typical fundus
albipunctatus complain of night blindness from early child-
hood, and the clinical course has been considered to be 
stationary.

F A A  C D
We found that fundus albipunctatus can be associated with
cone dystrophy.20 Such patients often show bull’s-eye macu-
lopathy (figure 74.9, bottom) with progressive decrease of
visual acuity and color vision deficiency. Although the

maximum responses are obtained after prolonged dark
adaptation, as seen in typical fundus albipunctatus, the
maximum amplitude is smaller than normal in some
patients, indicating that rod function after a long period of
dark adaptation does not recover to a normal level. The
cone-mediated ERGs were very abnormal or essentially
absent (see figure 74.10).

M G It has been unclear whether the
fundus albipunctatus associated with cone dystrophy repre-
sents an advanced stage of fundus albipunctatus, a distinct
disease entity, or a chance combination of two different 
diseases. In 1999, the 11-cis-retinol dehydrogenase gene,
RDH5, was identified as the mutated gene in patients with
typical fundus albipunctatus.44 We analyzed many patients
with fundus albipunctatus with or without cone dystrophy.
We found either homozygous or compound heterozygous
mutations in the RDH5 gene in all of the patients.28 Because
some mutations were detected in both groups and because
a progressive decline of visual functions was observed in
some of the older patients, we concluded that mutations of
the RDH5 gene can lead to progressive cone dystrophy as
well as congenital night blindness. This result indicates that

F 74.8 Putative topology of the human retina-specific
calcium channel L-type. All mutations found in our study and in
other reports. Solid circles: mutations found in our study; circles

with left oblique lines: mutations found by Strom et al.40;
circles with right oblique lines: mutations found by Bach-Hansen
et al.1
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the fundus albipunctatus is not always stationary but is pro-
gressive in about one third of the patients, associating with
diffuse cone dysfunction in old age.

P P The delayed dark adaptation in
subjective threshold ERG and EOG in fundus albipunctatus
either with or without cone dystrophy is understandable 
in view of the mutations leading to a deficiency of 11-cis-
RDH. Accordingly, the production of 11-cis-retinal in 
the retinal pigment epithelium is compromised, and the 
deficient supply of chromophore to the photore-
ceptors delays the rate at which they can recover after
bleaching.6

Oguchi’s disease

Oguchi’s disease, first described by Oguchi31 in 1907, is an
unusual form of CSNB characterized by a peculiar gray-

white discoloration of the fundus (figure 74.11). In 1913,
Mizuo found that this fundus coloration disappeared after a
long period of dark adaptation (Mizuo’s phenomenon)25 (see
figure 74.11).

Although the rod function is absent both subjectively and
electroretinographically after 30 minutes of dark adaptation,
it may reappear after 2–3 hours of dark adaptation3,27 (see
figures 74.3 and 74.10). It has been reported that mutations
in either the arrestin gene9 or the rhodopsin kinase gene45

cause a recessive form of Oguchi’s disease.

F-F ERG Figure 74.10 shows the full-field ERGs 
in an Oguchi’s disease patient with the mutation in the
arrestin gene. When recorded after 30 minutes of dark 
adaptation, the rod ERG is absent, and cone-mediated
(cone, 30-Hz flicker) ERGs are essentially normal. The
mixed rod-cone ERG shows a negative configuration with
relatively preserved oscillatory potentials, and the a-wave
amplitude is reduced in comparison with a normal control.
After 3 hours of dark adaptation, however, the mixed 
rod-cone ERG shows increases in the a-wave and b-wave.
Including our seven patients, the ERGs of 26 patients 
with Oguchi’s disease recorded after 15–30 minutes of dark
adaptation were reported in past Japanese literature. All 
of those ERGs have reduced a-waves, nearly absent 
b-waves, and relatively preserved oscillatory potentials.17

The pathogenesis of the cone visual system in Oguchi’s
disease is different from those of complete CSNB and
incomplete CSNB. Unlike in complete and incomplete
CSNB, the long-flash photopic ERG shows a normal ampli-
tude and waveform, indicating that the ON and OFF
systems in cone visual pathway are functioning normally17,23

(see figure 74.7).

EOG Including our six patients, 16 of 21 Japanese
patients have had an extremely low Arden ratio (<1.4) in 
the EOG (normal > 1.8).17 It should also be noted that 
even in patients with a normal to subnormal Arden 
ratio, the a-wave amplitude was significantly smaller than
normal.

O O F The visual acuity and color
vision are normal. Reviewing all Japanese patients with
Oguchi’s disease reported so far, I got the impression that
the refractive error in Oguchi’s disease is minor, if any, and
I found neither patients with high myopia nor patients with
high hyperopia.

M G Rhodopsin kinase and arrestin, of
which genes have been proved to be mutated in Oguchi’s
disease, act in sequence to deactivate rhodopsin to stop the
phototransduction cascade. Most patients reported in the lit-
erature with mutations in the arrestin gene are Japanese.

F 74.9 Fundus photograph in fundus albipunctatus (upper)
and fundus albipunctatus associated with cone dystrophy (lower).
(See also color plate 49.)
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Although the patients with mutations of rhodopsin kinase
gene showed no signs of photoreceptor degeneration in lit-
erature, some patients with mutations of arrestin were
reported to be associated with photoreceptor degeneration
similar to retinitis pigmentosa.30 The animal model is not
essentially the same as the findings in Oguchi’s disease
patients. Elimination of the function of arrestin in fruit flies
uniformly causes photoreceptor degeneration, which is
dependent on exposure of light.8 Transgenic mice that were
homozygous for an arrestin mutation showed prolonged
photoresponses.43

P P In 1965, Carr and Gouras3

reported detailed ERG findings in four Caucasian patients
with Oguchi’s disease. Their patients’ ERGs, when recorded
with a relatively intense stimulus after 10 minutes of dark
adaptation, showed a negative form with normal a-waves
and small b-waves, similar to those in complete CSNB. In a
later study, Carr and Ripps4 restudied one of these patients
and found, in addition to the normal a-wave, a normal EOG
and normal concentrations and kinetics of visual pigments.

The authors concluded that a defect in the postreceptor
signals is the cause of night blindness. In 1997, two of their
patients were examined by Yamamoto et al.45 in terms of the
molecular genetics and the mutations of rhodopsin kinase
were detected. It appears slightly difficult to explain the
normal a-wave and normal EOG in relation to the muta-
tions of rhodopsin kinase.

In Japanese patients, however, the a-wave amplitude of
mixed rod-cone ERG was significantly lower than normal
when recorded after 20–30 minutes of dark adaptation.17

Our analysis of three patients with Oguchi’s disease indi-
cated that the rod a-wave is absent.17 Also, many Japanese
patients showed abnormal EOG.17 Since most Japanese
patients with Oguchi’s disease have mutations of arrestin,
these differences may be caused by different gene 
mutations.

The mechanism of the Mizuo phenomenon is also
unknown. Some authors speculate that it is the result of ele-
vated extracellular potassium levels generated in the 
retina in response to an excessive stimulation of rod 
photoreceptors.

F 74.10 Full-field ERG in a normal subject, a patient with
fundus albipunctatus, a patient with fundus albipunctatus associ-
ated with cone dystrophy, and a patient with Oguchi’s disease. The

standard ERG was recorded after 30 minutes of dark adaptation,
but some ERGs were recorded with longer dark adaptation of 2–3
hours.
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Q,  made from the bark of the cinchona
tree, is an alkaloid with a long history of medicinal use and
has been available in synthetic form since the 1940s. It is
perhaps best known for the treatment of malaria (e.g.,
Mandel et al.8) but is also prescribed for night cramps,9 with
a dosage of 200–300mg. In the past, it was used as an 
abortifacient.4 Acute quinine toxicity, or cinchonism, may 
be characterized by blindness, tinnitus, nausea, vomiting,
cardiac dysrrhythmias, coma, and even death. Symptoms of
cinchonism are likely with doses above 4g, and as little as 
8g may be fatal.10 There is marked interindividual variation
in susceptibility to quinine that may give rise to so-called
idiosyncratic toxic reactions.2,5,11 Serum quinine levels are a
poor prognostic indicator.2 In addition, this author has expe-
rience of one patient (unpublished data) who had been
taking therapeutic doses of quinine for night cramps but
who was a covert alcoholic and developed a typical retinop-
athy presumed consequent upon impaired liver function.

Acute visual disturbances occur in approximately 40% of
patients, but less than a third of those suffer permanent
visual impairment.2 There is usually severe visual loss with
gradual recovery over the subsequent days or weeks. These
improvements in visual function, often dramatic, may incor-
rectly be ascribed to the effects of treatment. However,
even though visual symptoms are common, patients usually
present to physicians with a history of attempted suicide by
quinine overdose, often in association with alcohol and/or
other medication. This may delay referral to ophthalmolo-
gists and thence to electrophysiologists. Ocular quinine tox-
icity in humans has therefore been difficult to study in the
acute phase.

In early presentation, fluorescein angiography shows
attenuated retinal arteries with a return of normal choroidal
fluorescence as the initial masking from acute retinal edema
subsides. Histological examination may reveal collapse of
retinal architecture, early gliosis, and vascular narrowing.3,6

The pathological process in the chronic phase is due to either
delayed or secondary ischemia, although clinically, the onset
of vascular attenuation often heralds the return of central
visual function. The acute effects are less well characterized;
one group has suggested the possibility of retinal toxicity,
being unable to find histological evidence of acute ischemic
changes in an experimental model.3

There does not appear to have been an electrophysiologi-
cal study of quinine retinopathy since the introduction of the
International Society for Clinical Electrophysiology of Vision
(ISCEV) standard to electroretinography. However, early
studies report an electronegative response to a single bright
white flash under dark adaptation, similar to the maximal
mixed rod-cone response in the current ISCEV standard.
There is preservation of the photoreceptor derived a-wave
but marked reduction in the postreceptoral b-wave.1,5,12 This
appearance is superficially similar to that which occurs in
association with ischemic damage to the inner nuclear layer
consequent on central retinal artery occlusion. Typical find-
ings appear in figure 75.1. In addition to the electronegative
electroretinogram (ERG), note the marked delay and ampli-
tude reduction in the 30-Hz flicker ERG. A further feature of
note is the highly distinctive appearance when long-duration
stimulation is used to assess ON and OFF pathway function.
There is a profoundly electronegative ON response with 
virtually no b-wave, and an extended plateau to the OFF
response d-wave, giving an overall waveform reminiscent of
a sawtooth. This highly unusual waveform has been present
in all cases of quinine retinopathy examined by the author in
which ON and OFF response recording has been performed,
but has not been recognized in other disorders and may be
specific to quinine toxicity.

In the acute phase, there is marked generalized 
retinal abnormality involving all ERG waveforms but not
accompanied by the electronegative waveform, which only
becomes apparent some weeks later (unpublished data). It 
is postulated that the initial disturbance reflects the known
effects of quinine on cell membranes (e.g., Malchow et al.7).
The acute effects, in which there may be reduction of vision
down to no light perception, can then be ascribed to gener-
alized retinal dysfunction involving all retinal cell types,
including the retinal ganglion cells. The visual evoked poten-
tial (VEP) at this stage may be undetectable. As the acute
effects resolve, visual acuity may recover, and the a-wave of
the ERG may show recovery. The characteristic negative
ERG waveform is then a feature. The VEP may show recov-
ery, presumably reflecting recovery of ganglion cell function,
but tends not to be of normal latency. The VEP delay 
can be assumed to be secondary to continuing macular 
dysfunction, as the pattern ERG at this stage may be 
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undetectable despite normal visual acuity (see figure 75.1).
It is uncertain whether the negative ERG reflects inner
retinal damage consequent upon vascular spasm and vessel
attenuation or whether the vessel narrowing reflects loss of
demand from inner retinal structures.

To conclude, the presence of a profoundly electronega-
tive ERG in a patient with marked field constriction, pale
disks, and attenuated retinal vasculature raises the question
of quinine toxicity. Directed questioning of the patient may
be necessary to reveal the relevant history, usually of an over-
dose. The nature of the ON and OFF response abnormal-
ity seems characteristic.
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F 75.1 ERGs and PERGs in two patients with quinine
retinopathy following overdose. Data are shown from the right eye.
Patient A is a 72-year-old female who took an overdose of quinine
as an abortifacient some 40 years prior to investigation. Visual
acuity was 6/18. Patient B is a 55-year-old male with an 11-month
history and visual acuity of 6/6. Both patients show very similar

ERG findings. The rod-specific ERG is subnormal; there is an elec-
tronegative bright-flash ERG; cone flicker and single-flash ERGs
are delayed and markedly subnormal; and ON-OFF response
recording shows almost complete ON b-wave loss with an elevated
and extended plateau to the d-wave. PERGs are undetectable
despite the normal visual acuity in patient B.
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L’  optic neuropathy (LHON) is a disease
of optic atrophy first reported by Theodor Leber in 1871.9

This disease has an acute or subacute onset in both eyes, and
it typically appears in young men in their teens and twen-
ties. It causes a severe optic atrophy with severe visual loss
within one year. The disease was considered to be heredi-
tary because their patients showed a similar family history,
in which male patients did not seem to transit the disease to
their offspring, while children of female carriers always
inherit the disease. Its hereditary type was unknown until in
1936. Imai and Moriwaki reported that it was a cytoplasmic
inheritance.6 Nikoskelainen and his group proposed that
mitochondrial DNA inheritance explained the hereditary
patterns seen in LHON families.17,18

In 1988, Wallace et al. reported a new mutation of 11778
base pairs of mtDNA of patients with LHON.22 Since then,
more than 20 primary or secondary mtDNA mutations have
been associated with LHON. The 3460, 11778, and 
14484 mtDNA mutations are considered to be the most
important in the pathogenesis of this disease and are classi-
fied as primary mutations.1,4,5,8 Among the three mutations,
the 11778 mutation is most frequently seen in patients with
LHON. But the frequencies of the primary LHON muta-
tions reportedly differ among ethnic groups.15,23

The characteristics of fundus are blurred disk margins,
tortuous retinal vessels, irregular telangiectatic dilation of
capillaries in peripapillary and prepapillary networks in the
acute stage. In spite of such microangiopathy, fluorescein
angiography shows no leakage around the optic nervehead.
As the disease progresses, the microangiopathy disappears,
and optic atrophy develops after at least two months. In the
visual field, a relative centrocecal scotoma is detected in the
acute stage, and then a large central scotoma is observed. In
LHON, spontaneous recovery has been well known, but it
does not occur often. Johns et al. have reported that patients
with the 14484 mutation show a higher incidence of visual
recovery than did patients with the 11778 or 3460 mutations
and that visual loss may depend more on epigenetic factors
in patients with the 14484 mutation than in patients with the
other primary mutations.7 At the present time, no effective
treatment is known for LHON.

In 1992, the authors reported the results of treatment with
idebenone, a quinol compound that may contribute to stim-
ulation of the formation of ATP, in a 10-year-old Japanese
boy with LHON and homoplasmic 11778 mutation.10 The
authors studied the effectiveness of idebenon combined with
vitamin B2, vitamin C, and isopropyl unoprostone 
(Rescula) for recovery of the circulation of the optic 
nervehead for patients in the acute stage.13 In patients with
visual acuity of 0.3 or more, there was no statistical differ-
ence between treated and untreated groups. But the recov-
ery interval up to 0.3 was significantly shorter in the treated
group than in the untreated group.

Electrophysiological study for LHON

Pathogenesis of LHON has been considered to be damage
of the optic nerve. Smith et al.,21 and Nikoskeleinen et al.
described the typical signs and appearance of fluorescein
angiography.16 From their study, they assumed LHON to be
caused by damage of retinal nerve fiber layer and proposed
that this disease should be called Leber’s hereditary optic
neuroretinopathy. In electrophysiological examination,
electro-oculograms (EOGs), electroretinograms (ERGs), and
visual evoked potentials (VEPs) are used in daily eye clinic.
EOGs and ERGs have been reported to be normal in
patients with LHON. In flash ERG, Riordan-Eva et al.
reported the electrophysiological results of 34 patients with
LHON; in three patients, the b-wave of the ERG was low
in amplitude.19 They also showed the results of pattern
ERGs for seven LHON patients. Pattern ERGs were normal
in two patients, showed a low response in three patients, and
in two others had normal P50 components but absent N95
components. Shibata et al. reported an ERG and VEP study
for a 49-year-old male patient with LHON.20 The record-
ings of the VEPs and ERGs, four weeks after onset, showed
attenuation of the pattern VEPs and P50 component and
absence of N95 component in pattern ERGs bilaterally.
However, the flash VEPs and flash ERGs were normal. Six
months after the onset, the pattern ERGs and flash VEPs
showed severe attenuation; however, the a- and b-waves in
flash ERGs were normal. Mondelli et al. reported a VEP
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study in 11 patients at the atrophic stage of LHON.14 Two
patients showed no response bilaterally. Three patients
showed no response of one eye and delayed latency and
decreased amplitude of the other eye. In six patients, both
latency and amplitude were abnormal. Dorfman et al.
studied the pattern VEP in two brothers with early LHON.3

One month after onset, the latency of VEP was normal.
Then the response developed prolonged latency and
reduced amplitude, with the waveform developing a bifid
positivity in a W configuration. The pattern size that was
used in this study was a check of 1° 50¢ of arc.

Carroll and Mastaglia also found that pattern VEPs in
patients with LHON were less delayed in P100 latency but
showed a greater reduction in amplitude and were disor-
ganized.2 The pattern size used was a check of 12¢ of arc.
The authors reported the electrophysiological results of a
28-year-old male patient with LHON in the relatively acute
stage.12 The single-flash ERG was normal in each eye. The
pattern ERG showed normal latency of P50 in each eye, and
the amplitude from the right eye decreased to 3.6mV and
that from the left eye to 2.5mV. The flash VEP responses,
though less delayed, were markedly reduced in amplitude in
the relatively acute stage. The authors reported VEPs in a
patient with the 11778 mutation who developed LHON at
the age of 23 years.11 VEPs were recorded in the right eye
at the presymptomatic and symptomatic stages. Pattern
VEPs were not recorded in the left eye that had developed
LHON 4 months earlier. In the presymptomatic stage 
(figure 76.1A) when the visual acuity of right eye was 1.0,
N80 latency was the upper limit of normal, P100 was slightly
delayed, and the amplitudes were in the normal range at
three check sizes but not at the check size of 5¢. Three days
after the onset of LHON (figure 76.1B), the patient’s visual

acuity was still 1.0. The amplitude was markedly reduced,
but N80 and P100 were unchanged. Two weeks after onset
(figure 76.1C), his visual acuity had decreased to 0.6. The
amplitude showed a significant reduction, and N80 and
P100 were further delayed. Pattern VEPs were not record-
able one month after onset. During onset of LHON, there
was a marked reduction in amplitude, followed by a delay in
latency.

Figure 76.2 shows the waveforms of flash VEPs in the
same patient as shown in figure 76.1. Flash VEPs were
recorded at four different intensities of stimulus using red
and ND filters. The visual stimulus was a xenon flash light
of 0.3 joule ( J) and 2.0 J. The four stimulus intensities 
were 0.3 ¥ 10-2 J (-2.0 log unit), 0.3 ¥ 10-1 J (-1.0 log unit),
0.3 J (0 log unit), and 2.0 J (0.8 log unit). The intensity-latency
curve and the intensity-amplitude curve served as critical
variables. Three days and two weeks after onset, flash VEPs
were slightly attenuated in the stimulus of low intensity com-
pared in the presymptomatic stage. But N80 latency and
P100 were not delayed, although pattern VEPs deteriorated
rapidly. These results of VEPs by pattern and flash light
stimuli suggested that in early LHON, the dissociation of
damage to spatial and luminance channels existed.

To investigate the dissociation of damage between spatial
luminance channels in early stage of LHON, patients with
LHON were examined by use of pattern VEP and flash
VEP, and the findings were compared with those in patients
with optic neuritis (ON), including MS. Twenty-eight Japan-
ese patients were investigated; 12 (18 eyes) with LHON and
16 (18 eyes) with ON, including eight patients of MS. Thirty
normal volunteers (30 eyes) served as controls. In pattern
VEP, the check size–amplitude curve and the check
size–latency curve are shown in figure 76.3. Pattern VEPs

F 76.1 Waveforms of pattern VEPs from the right eye in a
23-year-old-patient with LHON. A, In the presymptomatic stage,
visual acuity was 25/20. B, Three days after onset, visual acuity was

20/20. C, Two weeks after onset, visual acuity was 20/30. Numer-
als represent latency times of N80 and P100. (From Mashima Y,
Imamura Y, Oguchi Y.11 Used by permission.)
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were recordable in 5 of the 12 patients with LHON and in
8 of the 16 patients with ON.

In normal subjects, the check size–amplitude curve rep-
resented a maximum response produced by check sizes of
10¢ to 20¢, which suggested a band-pass function. In patients
with LHON and ON, however, the curve was linear. In
LHON, as well as in ON, the mean amplitude was signifi-
cantly reduced in comparison with normal subjects; except
for a larger check size of 40¢ (see figure 76.3), there was no
difference in amplitude between patients with LHON and
ON (p > .05). The N80 latency in LHON as well as in ON
was significantly delayed in comparison with normal subjects
(figure 76.4). Moreover, the delay in the ON exceeded that
in LHON. In flash VEP, the intensity-amplitude curve and
the intensity-latency curve are shown in figures 76.5 and
76.6. Flash VEP were recordable in all patients with LHON
and in all 16 patients with ON. Mean amplitude was signif-
icantly reduced in both patients with LHON and ON com-
pared with normal subjects (see figure 76.5). There was no
difference in amplitude between patients with LHON and
ON (p > .05). Mean latency time was not delayed in LHON
in comparison with normal subjects, but in ON the mean
latency time was markedly delayed in comparison 
with normal subjects as well as with LHON patients 
(see figure 76.6).

From these results, it may be suggested that most of the
nerve fibers in the luminance channels were less affected by
LHON than nerve fibers in the spatial frequency channels.
In an acute stage of LHON, luminance-related fibers may
be less affected than the spatial frequency–related fibers are,
whereas in patients with ON, all these types of fibers are
damaged by inflammation or demyelination of the optic
nerve.

F 76.2 Waveforms of flash VEPs from the right eye in the
same patient as shown in figure 76.1. A, Presymptomatic stage. B,
Three days after onset. C, Two weeks after onset. Numerals 

represent latency times of N80 and P100. Stimulus delay was 
20ms after a trigger signal (vertical arrows). (From Mashima,
Imamura Y, Oguchi Y.11 Used by permission.)

F 76.3 Check size–amplitude curve in pattern VEPs. Open
circles and bars represent the mean plus or minus standard devia-
tion (S.D.) in normal subjects (30 eyes). Solid circles and bars rep-
resent the mean ± S.D. in patients with LHON, and open squares
represent the mean ± S.D. in patients with optic neuritis (ON). N
shows the number of eyes. Mean amplitude was significantly
reduced in both LHON and ON patients compared with normal
subjects in check sizes 10¢ and 20¢. There was no difference in
amplitude between LHON and ON. (From Mashima Y, Imamura
Y, Oguchi Y.11 Used by permission.)
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F 76.4 Check size–latency curve in pattern VEPs. In
patients with LHON, mean latency was delayed in comparison
with normal subjects in two check sizes: 10¢ and 20¢. In patients
with ON, mean latency was delayed in comparison with normal
subjects in check sizes 10¢, 20¢, and 40¢ and patients with LHON
in check sizes 20¢ and 40¢. (From Mashima Y, Imamura Y, Oguchi
Y.11 Used by permission.)

F 76.5 Intensity-amplitude curve in flash VEPs. Open
circles and bars represent the mean ± S.D. in normal subjects (30
eyes). Solid circles and bars represent the mean ± S.D. in patients
with LHON, and open squares represent the mean ± S.D. in
patients with ON. Mean amplitude was significantly reduced in
both LHON and ON patients compared with normal subjects.
There was no difference in amplitude between LHON and ON
patients. (From Mashima Y, Imamura Y, Oguchi Y.11 Used by 
permission.)

F 76.6 Intensity-latency curve in flash VEPs. In patients
with LHON, mean latency time was not delayed in comparison
with normal subjects. In patients with ON, mean latency time was
markedly delayed in comparison with normal subjects as well as
with LHON patients. (From Mashima Y, Imamura Y, Oguchi Y.11

Used by permission.)
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P - glaucoma (POAG) is a chronic visual
disorder characterized by elevated intraocular pressure
(IOP) in the presence of an anatomically open anterior
chamber angle, excavation and/or pallor of the optic disc
along with the nerve fiber layer defects, and visual field loss.
Visual loss in chronic glaucoma results from the destruction
of the retinal ganglion cell axons that form the optic nerve.
The optic nerve damage in POAG occurs over a protracted
period of time (often months or years) and appears to be due
to an increase in IOP to an intolerable level. Individuals with
elevated IOP who do not exhibit optic disk, nerve fiber layer,
or visual field defects (i.e., ocular hypertensives) are consid-
ered glaucoma suspects because they are at risk of develop-
ing the disease. However, the relationship between elevated
IOP and the development of glaucoma remains unclear
since many ocular hypertensives may not develop the disease
while other individuals with apparently normal IOP develop
the optic disk, nerve fiber layer, and visual field abnormali-
ties that are characteristic of glaucoma (i.e., low-tension
glaucoma). This suggests that there is considerable interindi-
vidual variability in the IOP level necessary to produce optic
nerve damage.

The mechanism by which elevated IOP induces optic
nerve damage is not known. The two primary hypotheses
suggest that elevated IOP either interferes with blood flow
at the optic nerve head (the vascular theory) or produces
mechanical compression of the retinal ganglion cell axons
in the region of the lamina cribrosa (mechanical theory). In
either case, there is a slowly progressive loss of retinal gan-
glion cell axons that eventually results in the development of
a characteristic visual field defect (figure 77.1), upon which
the diagnosis of glaucoma is often made. However, the man-
ifestation of a visual field defect may represent a relatively
late stage in the progression of the disease, a time when
retinal ganglion cell loss is virtually irreversible. Recent esti-
mates suggest that 40% to 50% of the optic nerve axons can
be lost prior to the development of a visual field defect that
is detectable with manual perimetry.31 As a result there has

been considerable interest in developing more sensitive 
and more reliable methods for studying the pathogenesis 
and pathophysiology of retinal ganglion cell damage in glau-
coma. The pattern electroretinogram (PERG) is one method
that is being used in these studies.

The original suggestion by Maffei and Fiorentini24 that the
PERG could be used to monitor the bioelectrical response
of the retinal ganglion cells provided the impetus for a large
number of studies on patients with glaucoma. In a general
sense these investigations can be characterized as either (1)
testing the hypothesis that the PERG has a ganglion cell
origin by studying individuals with a disease that is known
to directly affect these cells or (2) evaluating the possible 
clinical value of the PERG for detecting glaucoma. Taken
together, these diverse studies have provided considerable
insight concerning both the basic properties of the human
PERG and the pathophysiology of retinal ganglion cell 
dysfunction in glaucoma.

Earlier electrophysiological studies of the pathogenesis
and pathophysiology of visual dysfunction in glaucoma 
were hampered by the lack of an appropriate technique for
directly evaluating the functional integrity of the neural ele-
ments in the proximal retina and, in particular, the retinal
ganglion cells. Studies of the flash electroretinogram (ERG)
in patients with glaucoma clearly illustrated that the more
distal neural elements in the retina were unaffected,14,21 at
least until relatively late in the disease process.3,12 The results
of visual evoked potential (VEP) studies in glaucoma
patients, on the other hand, indicated that the latency of
the bioelectrical responses generated in the primary visual
cortex was often increased.17,37 Therefore, the flash ERG and
VEP results implied that there was a significant deficit within
the primary visual pathway of glaucoma patients that 
was not the result of dysfunction in the neural elements of
the distal retina. However, the mechanism whereby a loss in
retinal ganglion cell axons would produce an increase in
VEP latency remains unclear. Furthermore, the relationship
between the VEP latency increase and the nature and extent
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of the early damage to the optic nerve in glaucoma has not
been established, perhaps because the VEP is an indirect
reflection of retinal ganglion cell function that is dominated
by the bioelectrical response of neural elements within 
the central 5 to 10 degrees of the visual field.36 Thus the
availability of an electrophysiological technique to monitor
a bioelectrical response that includes a component (or com-
ponents) that originates in the proximal retina and possibly
reflects the functional integrity of the retinal ganglion cells
that themselves filled an obvious void.

There now have been numerous studies of the PERG in
glaucoma patients, and the clear consensus of these studies is
that PERG abnormalities frequently are evident in individu-
als with well-diagnosed POAG (table 77.1). Both PERG
amplitude reductions and latency increases (or phase shifts)
have been reported in various studies (figure 77.2), but
because the latency increase is relatively small (about 5 to 
8ms) although statistically significant, the more robust ampli-
tude reductions have drawn the most interest. The results of
these investigations indicate that in glaucoma patients PERG
amplitude reductions occur in the presence of normal flash
and flicker ERGs. Some evidence also indicates that the
PERG amplitude reductions become more profound when
other signs of glaucoma (i.e., cupping and field loss) indicate
an increase in the severity of the disease.19,45

Important confirmation of the conclusions drawn from
studies of patients with glaucoma has come from studies of
experimental glaucoma that is induced in primates by argon

laser application to the trabecular meshwork.11,26,27 In this
glaucoma model the aqueous outflow facility is decreased,
IOP is increased, and there are consequent changes in
cupping of the optic nervehead and loss of optic nerve 
axons that are quite similar to the changes that occur in 
the human condition.27,30 Results from the primate model
indicate that PERG amplitude reductions (1) precede the
development of significant changes in the optic nervehead,
(2) are related to the degree of cupping and nerve fiber 
loss, and (3) are not diminished when IOP is reduced 
pharmacologically.11,26,27

Estimates of the magnitude of the PERG amplitude
reductions observed in glaucoma patients vary from 10% to
80% (or more), partially depending upon the spatial and
temporal characteristics of the stimulus. Our studies40 of the
spatial and temporal tuning of the PERG abnormality in
glaucoma patients indicate that the magnitude of the deficit
is greatest when high–temporal frequency stimuli are used
to elicit steady-state PERGs (figure 77.3). Based upon these
results and the histological observation that the larger retinal
ganglion cell fibers appear to be most susceptible to glauco-
matous damage early in the course of the disease,32 Trick

F 77.1 The diagnosis of chronic open-angle glaucoma is
often based upon evidence of a visual field defect similar to the
visual field loss apparent in this 65-year-old white male. This result
was obtained by automated perimetry (Humphrey 30–2).

T 77.1
A partial summary of the studies demonstrating significant PERG

abnormalities in glaucoma patients and ocular hypertensives
Authors Type of Abnormality
Glaucoma

Fiorentini et al.13 Amplitude reduction
Arden et al.5 Amplitude reduction
Trick38 Amplitude reduction, latency increase
Markoff et al.25 Amplitude reduction
Seiple et al.34 Amplitude reduction
Bobak et al.8 Amplitude reduction
Wanger and Persson47 Amplitude reduction
Papst et al.28 Amplitude reduction, latency increase
van Lith et al.44 Amplitude reduction
Howe and Mitchell16 Amplitude reduction, latency increase
Trick40 Amplitude reduction, latency increase
Ringens et al.33 Amplitude reduction, phase shift
Wanger and Persson45 Amplitude reduction
Drance et al.9 Amplitude reduction
Porciatti et al.29 Amplitude reduction
Korth et al.19 Amplitude reduction
Bach et al.7 Amplitude reduction
Weinstein et al.48 Amplitude reduction

Ocular hypertension
Trick39 Amplitude reduction
Wanger and Persson46 Amplitude reduction
Porciatti et al.29 Amplitude reduction
Wanger and Persson45 Amplitude reduction
Weinstein et al.48 Amplitude reduction
Trick et al.41 Amplitude reduction
Trick et al.42 Amplitude reduction
Ambrosio et al.4 Amplitude reduction
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observed with high–temporal and low–spatial frequency
stimuli, once again supporting the concept of a selective
deficit in the magnicellular system.26,27 Possible variations 
in the extent of this selective damage associated with pro-
gression of the disease is a topic that requires further 
investigation.

More recently it has been suggested15 that the transient
PERG includes two semi-independent processes that are
evident as the N1-P1 and the P1-N2 components of the
waveform (see figure 77.2). In diseases where damage is
localized in the proximal retina and/or optic nerve only the
P1-N2 component of the transient PERG is reduced. In dis-
eases that affect the distal retina the N1-P1 component of
the transient PERG is reduced (due to the direct influence
of the disease on the retinal generators of this component),
and the P1-N2 component is also reduced (since the input
to the neural elements in the proximal retina/optic nerve is
distorted by the effect on the distal retina). Based upon this
observation the large-magnitude reduction Trick noted in
the steady-state PERG also could be interpreted as resulting
from the merging of the N1-P1 and N2-P2 components due
to the high temporal frequency. In one study it was observed
that the P1-N2 component of the transient PERG was more
reduced than the N1-P1 component in glaucoma patients.48

Certainly, this relationship between the waveform com-
ponents of both the transient and the steady-state PERG
should be more completely evaluated.

Studies of the PERG in patients with ocular hypertension
(see table 77.1) suggest that this retinal potential may provide
a sensitive measure of retinal ganglion cell dysfunction that
could be used to detect visual loss in ocular hypertensives
prior to the development of glaucomatous visual field 
loss. PERG amplitude reductions are apparent in some,
although not all ocular hypertensives (see figure 77.2). In 
different studies, however, the percentage of ocular hyper-
tensives with abnormal PERGs has varied considerably.
Porciatti et al.29 reported significant PERG amplitude reduc-
tions in 11 of 12 (91.6%) ocular hypertensives who had
normal visual fields, while Wanger and Persson46 observed
significant amplitude reduction in four of seven (57.1%)
patients with unilateral ocular hypertension. Ambrosio et al.4

detected PERG amplitude reductions in 75% of the ocular
hypertensives tested in their study but failed to indicate
whether all of these were significant statistically. On 
the other hand, Trick et al.41 found significant PERG 
amplitude reductions in only 15 of 130 (11.5%) ocular 
hypertensives.

The high percentage of ocular hypertensives with PERG
abnormalities that has been observed in some studies 
suggests that this retinal potential may be sensitive to early
changes in visual processing that are associated with elevated
IOP. However, this high figure also raises questions about the
utility of the technique for predicting which patients will

F 77.2 Representative PERGs for low–temporal frequency
(transient) and high–temporal frequency (steady-state) conditions
are illustrated for an age-matched visual normal (control), two
patients with diagnosed ocular hypertension and normal visual
fields, and a patient with diagnosed POAG. Note that one ocular
hypertensive produced good responses for both test conditions
while in the other ocular hypertensive both responses were poor.

F 77.3 PERG amplitude is plotted as a function of tempo-
ral frequency. The data points have been replotted from Trick40 and
represent values for 32 patients with chronic open-angle glaucoma
and 32 age-matched controls average across check size.

further suggested that this represented a selective loss of the
type A retinal ganglion cells that underlie the magnicellular
stream of the primary visual pathway.22 Similarly, in the
primate model of glaucoma the largest PERG deficits are
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develop glaucoma. Epidemiological evidence suggests that
0.5% to 2.0% of patients with mild to moderately elevated
IOP (21 to 35mmHg) will develop visual loss each year.20

Long-term follow-up of ocular hypertensives suggests similar
values.18,23 Thus the high percentages observed in some
studies could also suggest that this technique has inade-
quate specificity (i.e., poorly discriminates the patients with
impending glaucomatous visual field loss from other ocular
hypertensives). The high percentage of abnormal responses
observed in some studies may be partially the result of the
small size of the samples tested and a loose definition of
a significant deficit. In addition, it is likely that the sample
selection criteria influenced the percentage of patients
observed to have abnormal responses. Trick39 demonstrated
that over 50% of ocular hypertensives who are considered
to be at high risk of developing POAG (based upon a
weighted combination of the following risk factors: age, IOP,
family history of glaucoma, and cup-to-disk ratio) exhibit
significant PERG amplitude reductions while less than 10%
of low-risk ocular hypertensives exhibit these deficits. The
larger group of ocular hypertensives later tested by Trick et
al.41 were unselected for these risk factors and may have been
composed of a large percentage of individuals who were at
lower risk than the patients included in other investigations
(e.g., Weinstein et al.48). Therefore, a prospective study will
be necessary to eventually determine whether PERG ampli-
tude reductions reliably precede the development of a glau-
comatous visual field defect in these patients.

The exact relationship between IOP elevations and PERG
amplitude reductions has not been determined. There is evi-
dence that large, acute elevations in IOP (as might occur 
in angle-closure glaucoma or glaucoma secondary to 
ocular trauma) do produce reductions in PERG amplitude.
However, in these cases the PERG amplitude reductions
may not reflect only retinal ganglion cell dysfunction since
the functional integrity of neural elements in the distal
retina, the elements that provide input to the ganglion cells,
is also disrupted by acute IOP elevations. It is uncertain
whether smaller, chronic changes in IOP produce PERG
alterations that are similar to the changes that occur as a
result of acute IOP elevation. Among ocular hypertensives
the correlation between IOP and PERG amplitude is weak
(figure 77.4), while the association of other factors (such as
age and blood pressure) with PERG amplitude may be as
strong or stronger. This may simply reflect the variability in
pressure tolerance of retinal ganglion cells between individ-
uals, in which case evidence of intraindividual effects of
elevated pressure may become obvious when prospective
studies are completed. However, in an interesting study
designed to separate the influence of IOP and retinal vas-
cular perfusion on the PERG, Siliprandi et al.35 demon-
strated that perfusion pressure rather than IOP plays the
major role influencing the PERG. Perhaps, therefore, the

PERG amplitude reductions associated with chronic glau-
coma and ocular hypertension are more directly the result
of retinal vascular changes and only indirectly result from
elevated IOP.

Visual dysfunction in glaucoma and ocular hypertension
has also been revealed in a variety of psychophysical studies.
Color vision,1,42 contrast sensitivity,6 and temporal resolu-
tion43 deficits have all been observed in some ocular hyper-
tensives as well as in glaucoma patients. The collective results
of these studies suggest that the visual dysfunction associated
with the development of glaucomatous damage is not con-
strained to the retinal areas where the characteristic visual
field defects are observed; the damage often involves other
retinal areas including the macula. Only color vision deficits
have been demonstrated to precede visual field loss in
prospective studies of patients developing glaucoma,10 but
many glaucoma patients do not exhibit abnormal color
vision,2,9 and the percentage of ocular hypertensive patients
with color vision deficits exceeds the proportion expected to
develop glaucoma.42 The relationship between these visual
deficits and the visual dysfunction underlying the PERG
abnormalities of glaucoma patients and ocular hyperten-
sives has been explored incompletely. There is some evi-
dence that the association between the color vision and the
PERG deficits in ocular hypertensives is weak, a finding that
could imply that different physiological mechanisms are
involved in each deficit.

In a recent study Drance et al.9 examined the sensitivity
and specificity of a variety of psychophysical, electrophysi-
ological, and fundus imaging techniques in glaucoma
patients, glaucoma suspects, and controls. The results indi-
cated that both sensitivity and specificity were higher for the

F 77.4 Among ocular hypertensives there is a weak, but sta-
tistically significant correlation between PERG amplitude and IOP
(r = -0.16). The dashed line represents the best-fit linear regression
(least squares) based upon the data for 153 patients.
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PERG than for either color vision or contrast sensitivity.
Several measures derived from optic disk imaging tech-
niques, however, had higher sensitivity and specificity than
did the PERG.

In conclusion, the PERG is a tool that has promise for
investigating the pathophysiology of retinal ganglion cell
dysfunction in glaucoma. Although it is doubtful that PERG
will ever replace perimetry as the method of choice for
detecting visual loss in glaucoma patients, it is clear that the
technique can be a complement to the visual field in con-
firming a diagnosis of glaucoma. In addition, PERG studies
should be considered in cases where it is difficult to obtain
a reliable visual field. Nevertheless, it is important to remem-
ber that the precise sensitivity and specificity of the tech-
nique for detecting glaucomatous damage remains to be
established. The clinical value of PERG for detecting retinal
ganglion cell dysfunction in the ocular hypertensives who
will develop glaucoma also remains an open question.
However, prospective studies of the utility of the PERG in
ocular hypertension are underway, so perhaps this issue will
be resolved in the not too distant future.
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Chiasmal lesions

The principal cause of chiasmal dysfunction is pituitary
tumor, the anatomical relationship between the optic chiasm
and the pituitary gland making the chiasm susceptible to
compression by lesions expanding from the pituitary fossa.
The classic triad of neuro-ophthalmic signs in pituitary
tumors of reduced visual acuity, visual field defects, and
optic atrophy arises from suprasellar tumor extension with
resulting compression of the chiasm. Other types of tumor,
aneurysm, inflammation, demyelination, and trauma can
also affect chiasmal function. A bitemporal hemianopia 
is the classic visual field defect due to a disturbance of the
decussating fibers from the nasal retinae but occurs in less
than 50% of patients with pituitary tumors and visual
loss.42,78 Other types of visual field defect can result, includ-
ing central scotoma. Approximately 13% of patients present
with unilateral visual loss.25

The investigation of choice in patients with suspected 
chiasmal compression is neuroradiology, either magnetic 
resonance imaging (MRI) or high-resolution computed
tomography (CT) scanning. There are probably two roles for
electrophysiological testing. The first is in the initial assess-
ment and diagnosis of patients with visual symptoms;
the delayed or misdiagnosis of chiasmal dysfunction can
result in severe irreversible visual loss, and it is therefore of
critical importance that the correct diagnosis be reached
promptly. Reports of misdiagnoses in the literature include
(atypical) retrobulbar neuritis, glaucoma, cataract, hysteria,
macular degeneration, refractive error, choroidal sclerosis,
and vascular lesions.31,41,59,65 The second role for electro-
physiology is in the follow-up and management of patients
with radiologically confirmed lesions that might or might not
show suprasellar extension and signs of visual pathway dys-
function and encompasses postoperative monitoring.

The likely involvement of the crossing fibers enables the
use of hemifield stimulation in the visual evoked potential
(VEP) assessment of chiasmal function, but adequate 
consideration of registration parameters is critical to VEP
interpretation. A hemifield VEP abnormality may be the
most sensitive electrophysiological index of early chiasmal

involvement, but some patients with reduced visual acuity
have difficulty in maintaining accurate fixation, and it might
not be possible to perform hemifield stimulation adequately
in all patients. Full-field stimulation also gives accurate local-
ization of chiasmal lesions but is slightly less sensitive.15,28

Multichannel recording is indicated; assessment of chiasmal
function should not be attempted with a single midline
channel.

An understanding of the results of hemifield pattern
stimulation in normal individuals is important to accurate
interpretation of the electrophysiological abnormalities in
chiasmal dysfunction. Use of a large hemifield stimulus, for
example, greater than a 12-degree radius, gives “paradoxi-
cal” lateralization of the normal P100 component of the
pattern-reversal VEP ipsilateral to the stimulated hemifield.6

There is a contralateral N105/P135 complex. However, as
the size of the stimulus field is progressively reduced, the
P100 firstly becomes bilateral in distribution and then con-
tralateral with a small hemifield stimulus (e.g., 2.5-degree
radius36). Similar changes occur in patients with hemifield
defects39 (see below). In general, when Fz is used as a refer-
ence, a small-field, small-check stimulus will show anatomi-
cal lateralization, whereas a large-check, large-field stimulus
will show paradoxical lateralization. Bipolar recordings
using ipsilateral hemisphere reference electrodes do not
show paradoxical lateralization with any stimulus parame-
ters, and the contribution to paradoxical lateralization of the
signal recorded via the Fz “reference” is thus apparent.

Following the initial report by Muller52 that the flash VEP
(FVEP) could be of abnormal latency in chiasmal dys-
function, other workers noted that the maximum FVEP
abnormality was localized contralateral to the visual field
defect.27,43,48,73 The first reports using contrast stimuli
appeared in 1976. Van Lith’s group76 used both full-field and
hemifield steady-state (8Hz) stimulation in six patients with
bitemporal hemianopia due to tumor, and found both phase
and amplitude abnormalities contralateral to the stimulated
eye.

The first detailed report of transient pattern VEP (PVEP)
was that of Halliday’s group.34 Using a 16-degree radius, 50-
minute check stimulus, they found markedly asymmetrical
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scalp distribution in ten patients with chiasmal dysfunction.
In particular, they described the “crossed” asymmetry
typical of chiasmal lesions in which the findings from one
eye are more abnormal over one hemisphere but the distri-
bution of abnormality changes such that findings from the
fellow eye are more abnormal over the other hemisphere.
Unexpectedly, the maximum abnormality was localized 
ipsilateral to the visual field defect, that is, the “paradoxical”
lateralization referred to above (figure 78.1). PVEP 
abnormalities were present from some eyes with normal
(kinetic) visual fields. The findings were contrasted to those
in demyelination, in which preservation of waveform, a gen-
erally greater latency delay, and symmetry across the scalp
were much more frequent. The use of hemifield stimulation
was further elaborated in another publication by the same
group.8

Holder38 confirmed this “crossed” asymmetry in ten
patients, but when full-field stimulation (11-degree full-field,
26-minute checks, bipolar recording) was used, the maximal
PVEP abnormality was always contralateral to the stimu-
lated eye (figure 78.2). Although apparently contradictory,
these findings are in fact consistent with those of Halliday’s
group, the alternate abnormality lateralization reflecting the
use of a smaller stimulating field/check size (see above). The
abnormality lateralization was enhanced with a 4-degree
radius, 13-minute check stimulus. It was confirmed that the

asymmetrical scalp distribution was atypical for demyelina-
tion and that abnormal VEPs could occur in eyes with full
visual fields. Equally, normal PVEPs could occur in eyes with
field defects. Latency delays were a frequent occurrence.

Those findings were extended in a study of 34 patients
with histologically confirmed nonfunctioning chromophobe
adenomas.41 The PVEP results were compared with clinical,
radiological, and surgical findings. There were four eyes with
normal PVEPs; one had a full visual field, one had a para-
central scotoma, and two had superior temporal quadrant
defects. It is of interest that FVEPs in the latter two eyes were
abnormal. Full fields but abnormal PVEPs occurred in two
eyes. The PVEPs often indicated marked functional asym-
metry when the neuroradiology (CT scan) suggested sym-
metrical midline suprasellar extension. The PVEPs were
usually more sensitive than the conventional clinical tests of
visual acuity and visual fields.

A number of other studies reported PVEP findings in chi-
asmal dysfunction, mostly (those using multichannel record-
ing techniques) confirming the “crossed” PVEP asymmetry
to be pathognomonic of chiasmal dysfunction but describ-
ing clinical and electrophysiological findings in varying
degrees of detail.13–16,28,32,33,51,55,58,68,71 Gott and colleagues
examined 83 patients with tomographically demonstrated
pituitary tumors.32 Most were intrasellar and had normal
fields and PVEPs. Suprasellar extension was radiologically

F 78.1 Crossed VEP asymmetry in a 48-year-old male with
bitemporal hemianopia from a suprasellar mass (16-degree radius,
50-minute checks). A, With full-field stimulation, the normal P100
component is recorded over the right hemisphere when the left eye
is stimulated and over the left hemisphere when the right eye is
stimulated, that is, contralateral to the impaired temporal visual
field and showing the phenomenon of paradoxical lateralization.

B, The use of hemifield recording demonstrates that the full-field
responses reflect preservation of the responses to the preserved
nasal fields. (From Halliday AM, Barrett G, Blumhardt LD, et al:
The macular and paramacular subcomponents of the pattern
evoked response. In Lehman D, Calloway E (eds): Human Evoked
Potentials: Applications and Problems. New York, Plenum, 1975,
pp 135–151. Used by permission.)
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demonstrated in 12 cases; all had abnormal PVEPs, but
visual fields were normal in eight patients. The abnormality
was usually an increased P100 latency, but asymmetrical
scalp amplitude distribution was also observed (22-degree
full field, abnormality ipsilateral to the field defect).

The ability of the PVEP to influence management was
noted by Stark and Lenton,68 who cite one case with a radi-
ologically confirmed pituitary tumor but unreliable clinical
testing in which an abnormal PVEP prompted surgical inter-
vention. Haimovic and Pedley33 found a delayed P100 (19 ¥
13.5-degree hemifield, 31-minute checks, abnormality 
ipsilateral to the field defect) in one of 15 patients with 
hemifield stimulation but in four patients when full-field
stimulation was used. This illustrates the difficulty in com-
ponent identification with large-field stimuli, which can 
lead to spurious “delays.” Blumhardt7 forcefully argued this
point. Others concluded that the VEP was not a suitable
means of detecting subtle field defects following a study of
eight patients51 with 5-degree hemifield, 50-minute checks:
two patients who were normal, four with ipsilateral abnor-
mality, and two with no lateralization. This failure to reveal
abnormalities may relate to the choice of stimulus parame-
ters and emphasizes the importance of this factor. The two
patients with normal PVEPs were presumably postoperative
because the visual field defects had “resolved.” There was,
however, subjective desaturation to red. Flanagan and
Harding28 carefully examined the effects of various stimulus
parameters in nine patients with pituitary tumors; hemifield
stimulation with a large-check, large-field stimulus was 
more sensitive than full-field stimulation in the early detec-

tion of chiasmal dysfunction. This observation was later 
confirmed.13,15

Optimal use of medical therapy, such as bromocriptine,
for pituitary lesions is aided by a sensitive, objective assess-
ment of chiasmal function. Wass et al.74 first described PVEP
improvement during bromocriptine therapy in patients with
large pituitary tumors but did not supply full details. Pullan
and colleagues examined hemifield PVEPs in five nonfunc-
tioning and five functioning tumors (prolactinomata) before
and after bromocriptine treatment.60 Suprasellar extension
on CT scan was a criterion for patient selection. All patients
with radiological evidence of tumor shrinkage showed
PVEP improvement, as did one patient without evident radi-
ological change. The author’s laboratory has also monitored
patients with intrasellar lesions (unpublished data). Changes
in the VEP may be the first indicator of functional involve-
ment of the chiasm, preceding field loss, and thus precipi-
tate a change from medical to surgical management. Serial
postoperative VEP recording can also monitor the func-
tional state of the optic nerves and chiasm in a patient 
following tumor excision (figure 78.3) and may help detect
tumor recurrence prior to deterioration in visual fields or
acuity. Similarly, some patients decline surgery when offered,
and additional objective evidence of increasing visual
pathway dysfunction may help them to reconsider.

VEP recording has also been used to monitor chiasmal
function during surgery.2,17,20,26,54,61,77 There is no consensus
in relation to the contribution of intraoperative recording 
to surgical outcome. There are inevitable limitations of the
technique owing to the need for diffuse flash stimulation.

F 78.2 Crossed VEP asymmetry in a 48-year-old male with
a nonfunctioning chromophobe adenoma showing crossed asym-
metry of the VEPs. Use of a small field (11 degrees), small check
stimulus (26 minutes), gives “anatomical” rather than “paradoxical”
distribution of abnormality. The preoperative findings from the
right eye show increased latency in the left hemisphere traces, in
keeping with dysfunction of the decussating fibers from the right eye

to the left hemisphere. Preoperative stimulation of the left eye shows
an overall longer latency compared to the right eye, in keeping with
a degree of optic nerve dysfunction; the right hemisphere traces are
more abnormal than the left, in keeping with the chiasmal com-
pression. Note the improvement after surgery such that the right eye
findings no longer show any abnormality and the left eye findings
now show no delay and less interhemispheric asymmetry.
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Chiasmal hypoplasia or aplasia can also be detected by using
VEP techniques.4,70

The PERG has been suggested to be a useful prognostic
indicator for visual outcome in the preoperative assessment
of optic nerve compression in pituitary tumor.45,63 That has
been confirmed in the author’s laboratories.57 An abnormal
PERG correlates with a lack of postoperative recovery, pre-
sumably by demonstrating significant retrograde degenera-
tion to the retinal ganglion cells.

The VEP is also of major importance in the demonstra-
tion of abnormal chiasmal routing in patients suspected of
albinism.23 That issue is addressed elsewhere in this volume
(see chapter 25).

Retrochiasmal lesions

U D The typical VEP appearance in
unilateral retrochiasmal dysfunction is an “uncrossed” asym-
metry in which there is an abnormal scalp distribution that
is similar for each eye. The comments in the previous section
regarding the influence of registration parameters on PVEP
abnormality lateralization and component identification 
are equally applicable to retrochiasmal dysfunction and are
of paramount importance to accurate interpretation of the
findings. Although there are many reports of VEP changes,
the development of improved neuroradiological techniques
such as high-resolution CT scanning and MRI has greatly
reduced any role that electrodiagnostic evaluation may have
played in the diagnosis and management of these patients.

The PVEP is more sensitive than the FVEP in most 
conditions but needs a cooperative patient who is able and
willing to fixate and concentrate. If this is not possible, the
FVEP may give useful information. Equally, the two tech-
niques can provide complementary information about the
intracranial visual pathways (figure 78.4). A brief review of
FVEP reports is therefore presented. There is consensus in
the FVEP studies that any abnormality detected is lateral-
ized to the side of the lesion (contralateral to the field defect)
in unilateral hemisphere dysfunction, most differences relat-
ing to the incidence of abnormality in relation to the visual
field defect. In summarizing the results of a number of
studies with unilateral lesions, it seems that some 70–75% of
patients with homonymous hemianopic defects have abnor-
mal FVEPs, an abnormality being more likely to occur with
complete homonymous hemianopia than with a quadrant-
anopia.30,43–45,56,72,73 Some patients have FVEP abnormalities
with lesions that do not produce a field defect.22,44,56 Abnor-
malities have also been reported to occur ipsilateral to the
lesion with flashed pattern stimulation.64

The first report of contrast stimulation is that of Regan
and Heron.62 By using a technique involving Fourier analy-
sis, they found that the response to sine wave–modulated
light was reduced, but that to pattern stimulation was
normal, in a patient with a macular-sparing homonymous
hemianopia. Wildberger et al.76 studied steady-state VEPs,
both full-field and hemifield, in six patients with homony-
mous hemianopia and found abnormalities contralateral to
the field defect but no difference between those with and
without macular involvement.

Halliday’s group described the typical “uncrossed” asym-
metry in homonymous hemianopia.8 When using full-field
stimulation (50-minute checks, 16-degree radius), they found

F 78.3 Serial VEPs in a patient with recurrence of a non-
functioning chromophobe adenoma (11-degree full-field stimulus;
26-minute checks). The patient was aware of the recurrence but
declined further surgical intervention. Initial findings from the right
eye show a P100 component that is markedly delayed and is better
seen in the ipsilateral hemisphere traces than the right in keeping
with the lateralization expected with a small-field, small-check 
stimulus. The PVEP had become undetectable by March 1984 but
without change in visual acuity. Right eye visual acuity dropped to
6/60 approximately one year later. The initial findings from the left
eye show a well-formed PVEP in the ipsilateral hemisphere traces
but marked abnormality in the right hemisphere traces in keeping
with dysfunction of the decussating chiasmal fibers. The latency of
the P10 component in the ipsilateral hemisphere traces increases
by ~20ms over a 4-year period with no deterioration in visual
acuity. Note the continuing interhemispheric asymmetry. Visual
fields were abnormal throughout but showed no significant deteri-
oration. Neuroradiological investigation (CT scan) showed tumor
expansion during the period of follow-up.
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a markedly asymmetrical scalp distribution, the normal
P100 component being recorded only over the damaged
hemisphere, in keeping with the “paradoxical lateralization”
originally described by the same group.6 Hemifield stimula-
tion confirmed that the responses obtained with the full-field
stimulus were due to preservation of the normal responses
from the residual hemifield. Holder39 confirmed the
“uncrossed” asymmetry in homonymous hemianopia but
found the abnormality ipsilateral to the lesion when using
small full-field stimulation (26- or 13-minute checks, 5.5- or
4-degree radius) (figure 78.5). Although the cause of some
controversy at the time, the apparently contradictory find-
ings reflect the different registration parameters35,36 (see the
previous section), in particular the size of the stimulating
field and the avoidance of Fz as a “reference” electrode posi-
tion. The lateralization of Halliday’s group was also demon-
strated in a patient following unilateral occipital lobectomy
for glioma by using similar techniques.39 Note that with an
Fz “reference,” the abnormality lateralization is dependent
on stimulus parameters, changing from paradoxical to
anatomical with progressive reduction in stimulus field and
check size (see figure 78.5).

Subsequent reports confirmed the “uncrossed” asym-
metry in retrochiasmal dysfunction.9,10,16,19,21,33,37,40,49–51,55,69

The main conclusions are that hemifield stimulation is more
sensitive than full-field stimulation,19,33,49,55 that ear reference
recording is unsatisfactory,37 and that, in general, the more
severe the hemianopic defect, the more likely the PVEP to

be abnormal. Normal PVEPs will often be found in quad-
rantic field defects.9,19,33,40 A dense, macular-splitting hemi-
anopia can be expected to give an abnormal PVEP. The
percentage of abnormal PVEPs in the presence of known
field defects is in the region of 80–90%. Latency delay may
be found, even with hemifield stimulation, in up to 25% of
cases49 but does not approach the magnitude of that regu-
larly seen in anterior visual pathway dysfunction. The prob-
lems of accurate component identification in the assessment
of “delays” are again noted.

A particularly interesting report examined both P100 and
the late P3 component in four patients with homonymous
hemianopia, including one with clinical evidence of blind-
sight.66 The P3 was well formed to target stimuli in the pre-
served field for all four patients, but it was additionally
present for target stimuli in the hemianopic field of the
patient with “blindsight.” In contrast, the P100 component
could only be recorded with stimulation of the preserved
field in this patient. The authors suggested that cognitive
processing could occur in the absence of subjective per-
ception, presumably via a mechanism independent of the
geniculostriate pathway.

B D  C B Bilat-
eral occipital lobe disease will result in bilateral homony-
mous hemianopic defects of variable severity; in its most
severe form, there is complete cortical blindness. However,
this may be denied by the patient (Anton’s syndrome). There

F 78.4 Pattern (PVEP) and flash (FVEP) evoked poten-
tials in a patient with a macular-sparing left homonymous 
hemianopia. PVEPs show no significant abnormality, but flash
VEPs from both right and left eyes show an “uncrossed”

asymmetry such that both eyes show relative latency delay 
in the traces from the affected right hemisphere. Note that the 
flash VEP is not subject to the phenomenon of paradoxical 
lateralization.
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are few reports of PVEPs in patients with bilateral occipital
infarction. Streletz et a1.69 describe the PVEPs in two cases
as being of grossly abnormal waveform. Halliday’s group
cite two cases, one with low-amplitude PVEPs of normal
latency.9 Three personal cases39 all showed amplitude reduc-
tions, with latency changes seen in two of the three patients.
Subsequent experience suggests that reduced amplitude
responses are usually seen but that waveform abnormalities
or mild latency changes can also occur depending on the
degree of visual field preservation.

A later report describes PVEP findings in nine cases, some
with bilateral occipital infarction.3 No response was seen in
five cases, an increased latency in two, and normal findings
in two. The findings correlated poorly with outcome. FVEPs
were studied in ten patients, some with bilateral occipital
infarction; these also showed poor correlation with outcome.
There are even fewer reports of PVEPs in complete cortical
blindness. Bodis-Wollner’s group11 report the case of a 6-
year-old boy with normal PVEPs to high-contrast gratings
and preservation of area 17 but destruction of areas 18 and
19 (partial in one hemisphere, complete in the other).
Another single case is described with normal PVEPs yet
bilateral destruction of area 17, with preservation of areas
18 (partial) and 19.18 They postulated that the PVEPs were
mediated by extrageniculocalcarine pathways. A further
patient had complete cortical blindness but normal latency
PVEPs.3 Bodis-Wollner and Mylin12 studied the VEPs in two
patients during recovery from cortical blindness with both
monocular (gratings) and binocular (random dot correlo-

grams) simulation. The recovery of binocular vision
occurred later than that of monocular vision. One further
case is reported in which 1-degree 20-minute checks “some-
times” gave a response over one hemisphere 2–4 months 
following cortical blindness, but the exact nature of the 
stimulus is not defined and may be flashed pattern.56

Many more cases have been investigated using flash stim-
ulation. Preserved FVEPs in cortical blindness have been
described by some authors in adults,1,3,47,67 one group con-
cluding that the FVEP was of prognostic value in basilar
artery occlusion.1 Others examined childhood cortical blind-
ness.5,24,29,52 In one series of 30 children, only one child with
cortical blindness had extinguished FVEPs; some had abnor-
mal FVEPs but appeared to have normal vision.29 The VEP
was not thought a good method for diagnosing cortical
blindness in children.

A recent study examined a group of children, some devel-
opmentally normal (DN; N = 14) and some developmentally
delayed (DD; N = 16), who were “visually unresponsive.”75

The DN infants had normal visual function, with a small
subset having normal VEPs and were considered to have
visual inattention (VI). Sixteen infants had abnormal VEPs
and abnormal neuroimaging studies (CT, MRI, or both) or
microcephaly and thus were diagnosed as having cortical
visual impairment. Visual acuity in these infants ranged
from normal to no visual orienting to the low-vision Teller
Acuity Cards. The inability to “fix and follow” in three
further infants was attributed to oculomotor apraxia, and
adjunctive oculomotor testing was recommended.

F 78.5 Pattern VEPs in a patient following left occipital
lobectomy for glioma show the effects of variations in stimulus and
recording parameters. The right occipital lobe is thus the main cor-
tical origin of the potentials recorded. Channels 1 and 2 use occip-
ital electrodes at O1 and O2 referred to an ipsilateral sylvian
reference electrode. Channels 3 and 4 use the “Queen Square”
montage (QS) with electrodes 5cm anterior and lateral to the inion
referred to Fz. Using a large stimulus field and check size, the QS
montage shows “paradoxical” lateralization of the normal P100
component (arrowhead) such that it is recorded over the lobec-
tomized left hemisphere. On reduction in field and check size, there

is a shorter latency response over the right hemisphere but no
clearly identifiable component in the left hemisphere trace. Further
reduction in field size results in the emergence of a normal P100
component in the right hemisphere trace and the appearance of a
later positivity in the left hemisphere traces similar to that previ-
ously present in the right hemisphere traces with a large stimulus
field. The exact stimulus parameters at which the transition from
paradoxical to anatomical lateralization occurs can show marked
interindividual variation. Note that the lateralization of the abnor-
mality is constant using the sylvian reference montage, consistently
showing the abnormality over the damaged hemisphere.
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Electrophysiological examination is therefore of limited
value in the clinical management of patients with retrochi-
asmal dysfunction, particularly with ever-improving neuro-
radiological techniques. However, the functional assessment
provided by careful serial VEP recording can be valuable in
the objective monitoring of disease progression or resolution
and may add significantly to the clinician’s understanding of
the underlying pathophysiological processes. Also, valuable
information can be obtained by using electrophysiology as a
research tool in the investigation of higher visual function.
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C  measurements have a long
history in the assessment of visual disorders caused by ocular
pathology. Starting from the seminal studies of Halliday and
his group of visual electrophysiological studies in multiple
sclerosis (MS),90 other neurological disorders were investi-
gated, using techniques of electroretinogram (ERG) and
visual evoked potentials (VEPs) (figure 79.1). Surprisingly,
visual studies not only in MS but also in Parkinson’s disease
(PD) have allowed new insights into the pathophysiology 
of these neurological diseases and have revealed hitherto
unknown aspects of visual system organization.

PD is generally known as a movement disorder, neu-
ropharmacologically as a dopaminergic deficiency syndrome
affecting the basal ganglia, and anatomically as loss of
dopaminergic neurons of these structures. However, in the
last two decades, anatomical, biochemical, neurophysiolog-
ical, and clinical studies have demonstrated involvement of
the central nervous system (CNS) beyond the basal ganglia.
One of the affected areas is the visual system from the lowest
level, from the retina up to the frontoparietal cognitive
centers of the brain.

Because PD is predominantly a disease of the elderly, it is
not surprising that many patients have visual complaints,
such as tired eyes, blurred vision, and difficulty in reading.
They may represent various etiologies and clinicians do not
relate these nonspecific complaints to a disease known to be
a “movement disorder.” Visual abnormalities specific to PD
are usually hidden and not likely to be uncovered during 
a routine neurological examination or by ordinary high-
contrast visual acuity (VA) testing. Contrast sensitivity (CS),
a measure that can be affected independently from VA, pro-
vides a sensitive test for vision impairment in neurodegen-
erative diseases.26,28 Nonspecific visual complaints may,
however, be related to impaired CS. Intact CS is very impor-
tant for most visual functions,139 for example, for the normal
perception and discrimination of depth.160 It is determined
by the inverse of the minimal contrast necessary to distin-
guish objects of patterns presented at a given spatial fre-

quency (SF). CS is abnormal in PD.24,30,39,58,60,105,157 However,
reduced CS in PD goes undocumented in the majority of
patients, as many vision care specialists are not aware of
testing for a potentially profound CS deficit in a patient with
near normal VA. In CNS lesions, a VA score no worse than
20/40 may go along with a 20-fold reduction in CS to size
of targets of considerable practical significance for everyday
vision.26,28 The spatial and temporal selectivity of visual
losses detected with CS in PD is consistent with the results
of electrophysiological tests (electroretinogram [ERG] and
visual evoked potentials [VEP]). Additionally, it has been
shown that idiopathic PD patients, subjects with drug-
induced parkinsonism,109 and animals with experimentally
induced parkinsonism81,82,84,110 exhibit similar visual impair-
ments. The specificity of the common visual loss is likely to
be due to dopaminergic deficiency. In all of these conditions,
the visual impairment has been established with psy-
chophysical and electrophysiological measures and sup-
ported by the results of neuropharmacological and
histochemical studies.

MS commonly involves the visual pathways, as was noted
as early as 1890 by Uhthoff.167 A spectrum of visual com-
plaints exists, ranging from the manifestations of acute tem-
porary demyelination of the optic nerve, resulting in sudden
visual loss, to subtle clinical disturbance, which could be 
discovered only with neurophysiological or psychophysical
testing. One of the breakthroughs in establishing the clini-
cal value of VEP occurred when Halliday et al.90 first
described that in carefully examined MS patients who have
never suffered optic neuritis, commonly over 90% of sub-
jects had abnormal, delayed VEPs. The original results, with
slightly different percentages, were proven many times (see,
for example, Logi et al.114). It is an established interpretation
of visual deficits in MS that many patients may have 
suffered an asymptomatic involvement of the visual
pathway.71,115 An understanding of this type of subclinical
disease has been much aided by the availability of magnetic
resonance imaging (MRI). Nearly all of the studies provide
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evidence of more or less continuous disease activity,111,125,200

suggesting that even acute MS lesions do not give rise to
symptoms or clinical signs. Recent data suggest that the
damage caused by progressive subclinical lesions have a
larger impact on the visual pathways than the damage
caused by acute optic neuritis itself.115 Besides simple visual
loss, MS patients are known to have heterogeneous neu-
rocognitive disturbances, such as dysfunction of attention,
visuospatial perception, memory, and executive 
mechanisms.141,153

In this chapter, electrophysiological studies of visual
impairment in PD and MS are supplemented by psy-
chophysical and imaging data when appropriate. We shall
focus our discussion on the known physiology of neuronal
receptive fields in the retina and cortex and on the relation-
ship between the physiology of the visual pathways and the
known or putative pathogenesis of PD and of MS. For each
disease, we first discuss retinal, optic nerve, and primary
visual cortical causes of visual impairment. Second, we
discuss visual electrophysiological measurements that
address cognitive aspects of visual processing, most likely
involving extrastriate and nonoccipital cortices. We empha-
size the clinical importance of new or newer versions of elec-
trophysiological techniques that have emerged in the last
decades as the result of physiological and pathophysiologi-
cal studies of the visual system.

Electrophysiology and visual psychophysics of visual
deficits caused by retinal and primary visual 
pathway involvement

P’ D The deficiency of the neurotrans-
mitter dopamine (DA) involves several CNS areas that sub-

serve vision. In the retina, DA is localized within amacrine
and interplexiform cells.74 Dopaminergic neurons subserve
a modulatory role in the retina and mediate center-surround
interaction for establishing the receptive field structure of
ganglion cells.33 Autopsy studies have shown decreased
retinal DA concentration in PD93 but not in patients who
received levodopa therapy shortly before their death. In the
monkey retina, dopaminergic deficiency is achieved by sys-
temic administration of 1-methyl-4-phenyl-1,2,3,6-
tetrahydropyridine (MPTP), which causes a PD-like picture
in nonhuman mammals.110 Furthermore, systemic MPTP
and intraocular 6-hydroxydopamine, a known selective toxin
of dopaminergic neurons, cause comparable retinal effects,82

as shown by neurohistochemistry and in vivo pattern ERG
(PERG) recordings.

Spatial and temporal frequency contingent visual loss in PD: The
importance of stimulus selection in clinical electrophysiology Fol-
lowing the original report of Bodis-Wollner and Yahr36

demonstrating delayed VEP in PD patients, there has been
considerable controversy concerning visual changes in PD.
However, in the ensuing decades, many electrophysiological
and psychophysical studies have provided evidence for the
validity of visual impairment in PD (for a review, see Bodis-
Wollner24). To demonstrate visual dysfunction, it is impor-
tant to use visual stimuli that are optimal for foveal ganglion
cells with strong center-surround organization, as dopamine
appears to act as an essential neurotransmitter for receptive
field organization.34 PERG records the activity of retinal
ganglion cells (optic nerve cell body)116 and hence indirectly
reflects the preganglionic retinal circuitry, which is essential
for the center-surround organization of the mammalian
retinal ganglion cells.34 Both PERG11 and VEP45 vary as a
function of spatial and temporal parameters of the stimula-
tion. Therefore, the visual electrophysiological abnormalities
in PD remained controversial until studies critically evalu-
ated electrophysiological responses to these parameters of
stimulation.22,132,144,183 It became apparent that specific visual
stimulus constraints are necessary for demonstrating
dopaminergic deficits. These studies revealed that the VEP
and PERG abnormality in PD is most evident for foveal
stimuli of medium and high SFs—above 2 cycles per degree
(cpd)—where normal observers are most sensitive for the
visual stimuli,22 as shown by CS testing. Using stimuli of
sinusoidal gratings of 50% contrast that were counterphase
modulated at 7.5Hz with a SF ranging from 0.5 to 6.9cpd,
Tagliati et al.181 have shown that aging and PD lead to dif-
ferent types of losses in the retina. In aged normal subjects,
the PERG reflects a loss, compared to younger observers, at
all the studied SFs, while PD patients showed a specific loss
peaking at 5 cpd. Consequently, all PD patients had an atten-
uated PERG “tuning ratio,” calculated as the PERG ampli-
tude of ratio of medium (5cpd) to low (1cpd) SF amplitudes

F 79.1 Pattern visual evoked potentials, recorded from a
midline occipital electrode from the left and right eyes of a healthy
subject (A) and two patients who were recovering from acute attacks
of optic neuritis in the right eye with onset four weeks (B) and three
weeks (C) previously. (From Halliday AM, McDonald WI, Mushin
J: Visual evoked response in diagnosis of multiple sclerosis. Br Med
J 1973; 4:661–664; with permission of Lancet.)
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(figure 79.2). The tuning ratio of the PERG covaried with
the severity (Hoehn and Yahr scale) of PD. Because lack of
tuning of the spatial CS in PD shows some similarity to the
CS in normal subjects at reduced (scotopic) light levels, it has
been suggested that DA is involved in the process of dark
adaptation and the parkinsonian retina behaves as though
inappropriately dark-adapted.201 However, PD patients do
not show high SF losses when properly refracted, while the
scotopic CS is not only low-pass, but also narrowed in spatial
bandwidth. This is not the case in PD owing to the fact that
DA deficiency has a specific and predictable effect on center-
surround interaction of the receptive field and is responsi-
ble for the band-pass shape of spatial tuning in the retina at
photopic levels. Indeed, light onset can increase the metab-
olism, or it can increase the DA release in the retina.51,65

Constant light exposure decreases the D2 receptor sites,
which is associated with the decrease of sensitivity of presy-
naptic melatonin receptors.63 It is likely that enhanced DA
release will augment the cell’s luminance contrast response
by weakening the strength of the surround on the final
retinal ganglion cell output, which is the difference of center
and surround responses (as discussed below).

The role of DA in spatial processing in the retina The data above
imply that the function of DA is rather complex. Indeed,
animal and human physiological and pathophysiological
studies have revealed a specific role of DA in neural signal
processing.24,146,173 Pharmacological studies using D1 and D2
antagonists or a D1 agonist suggested that D1 and D2 recep-

tors synergistically optimize the spatial properties of retinal
ganglion cells (for reviews, see Bodis-Wollner and Tagliati,33

Bodis-Wollner and Tzelepi34). The response of most retinal
ganglion cells are based on center-surround antagonism of
the receptive field, which was quantitatively described by the
difference of two Gaussian functions70 (figure 79.3). Phar-
macological studies have shown that D1 deficiency weakens
the surround response and enhances low spatial frequencies,
while D2 antagonists reduce the center response and sup-
press peak SF responses. The net result of D1 and D2 acti-
vation is therefore an enhanced center response to stimuli
that have dimensions of the center diameter of the largest
foveal ganglion cells (figure 79.4). On the basis of the results
of human pharmaco-ERG studies, it has been also suggested
that presynaptic D2 “autoreceptors” are involved in the sur-
round D1 dopaminergic pathway.34 This interpretation is
based on the fact that a high dose of -sulpiride (a D2 recep-
tor blocker) allows greater DA effect on D1 receptors and
enhances surround signals and therefore attenuates low SF
responses.180 The results of experimental manipulations of
DA on visual processing converge to an understanding of
changed CS functions in dopaminergic deficiency, as has
been described in PD.

In PD, foveal spatial vision is affected, as shown by
impaired CS and electrophysiological measures to patterns
with a SF above 2cpd.30,175,181 On the basis of studies in PD
and in the monkey model of PD, which show that the

F 79.2 The PERG tuning function in PD: PERG spatial
transfer function obtained in patients (squares) and age-matched
subjects (diamonds). The functions are parallel at lower SF and very
close at the higher SF tested (6.9cpd). (From Tagliati M, Bodis-
Wollner I, Yahr MD: The pattern electroretinogram in Parkinson’s
disease reveals lack of retinal spatial tuning. Electroencephalogr Clin
Neurophysiol 1996; 100:1–11; with permission.)

F 79.3 The receptive field model representing signal sum-
mation over a retinal ganglion cell receptive field, as described by
Enroth-Cugell and Robson.70 Upper diagram illustrates the con-
centric center and surround region. Signal from the center (C) and
surround (S) have an antagonistic effect on the ganglion cell,
expressed by the opposite sign of the C and S signals, either an 
on-center (+C) or an off-center (-C). Lower diagram shows the
Gaussian profiles, assumed to describe the sensitivity of the center
surround. (Adapted from Enroth-Cugell C, Robson JG: The con-
trast sensitivity of retinal ganglion cells of the cat. J Physiol (Lond)
1966; 187:517–552; with permission.)
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normal primate CS curve changes into a low pass function,
the physiological spatial CS curve cannot represent a single
type of ganglion cell in the primate retina. Nearly 40 years
ago, Enroth-Cugell and Robson70 established the properties
of cat retinal ganglion cells, describing their output as
reflecting the linear interaction of center and surround
organization for X cells and as a nonlinear process for Y
cells. It was later shown by Hochstein and Shapley97 that Y
cells have the same basic linear properties as X cells with the
addition of nonlinearities originating from receptive field
subunits. Another difference, originally pointed out by
Enroth-Cugell and Robson,70 was a difference in the ratio of
center versus surround receptive field diameter. It was also
shown that center and surround mechanisms are cocentered;
that is, the same very central photoreceptors contribute to
both center and surround. Many later physiological studies,
also in primates, have shown additional anatomical and
functional differences in the properties of these two major
classes of foveal ganglion cells. However, it remained uncon-
tested that the retinal contribution to the normal foveal CS
function relies on two types of retinal ganglion cells. For

understanding the role of DA in retinal processing, Bodis-
Wollner and Tzelepi34 reached back to the classical descrip-
tion of the retinal ganglion cell output as reflecting the linear
interaction of two mechanisms, the center and surround,
each of the two represented by a Gaussian profile of differ-
ent size and height but cocentered and having different size
ratios for the two classes of foveal ganglion cell (figure 79.5).

The results of vision studies in dopaminergic deficiency
syndromes suggest that the two major foveal retinal ganglion
cell classes are different concerning the predominant role of
DA in their respective receptive field organization. This dif-
ference emanates from the role of D1 and D2 receptors,
which have differential roles in the surround and center
organization. On the basis of the role of dopaminergic
mechanisms, it has been suggested that one class of ganglion
cells has a dominant surround mechanism and strong D1
receptor–coupled dopaminergic mechanisms, mediating the
response to low spatial frequencies. The receptive field of the
second class of foveal neurons is dominated by the center
organization, which is aided by strong D2 receptor activa-
tion by DA, which can amplify the response of the center
through photoreceptor coupling. This type of neuron medi-
ates the response to middle and high SF stimuli. D1 DA
receptors themselves are at the front end of the retina, medi-
ating horizontal cell coupling strength, important for the 
surround mechanism. Center photoreceptors themselves of
course contribute to both. The signals of the receptors that
feed into the center and into the surround organization
remain most likely separate until they converge on their gan-
glion cells. Accordingly, Dacey et al.56 described two types of
bipolar cells, which exhibit two types of center-surround
organization. Smaller bipolars have stronger centers, while
larger ones have stronger surrounds. It is possible that each
type of ganglion cells receives input from similar bipolar
input but is under the influence of neuropharmacologically
different presynaptic organization.

Parallel pathways and vision in PD It should be emphasized
that the pathophysiological evidence of separating foveal
retinal ganglion cells into two classes, based on their domi-
nant DA receptor and receptive field organization, is con-
sistent with the notion of parallel pathways originating in the
retina. However, there is no evidence that dopaminergic
deficiency selectively affects one of these pathways. Rather,
the opposite is true: Dopaminergic deficiency causes reduced
activity of both classes of DA receptors. The reduction in
the activity of both types of receptors, reducing the strength
of the center and the subtractive surround, results in the low-
pass retinal spatial transfer function in dopaminergic 
deficiency.

The effect of L-dopa on vision in PD CS loss does respond (at
least acutely) to levodopa therapy in PD.40,99 Acute visual

F 79.4 The antagonistic effect of D1 and D2 receptor acti-
vation acting on different arms of the seesaw. As a consequence,
the doubly opposite effects produce an overall synergistic action.
The space underneath the curve represents the overall spatial 
frequency transfer function of the retina: Low-frequency 
decline occurs where D1 receptors are active. The peak of the
curve is created by the seesaw pointing to the right. (Adapted from
Bodis-Wollner I, Tzelepi A: Push-pull model of dopamine’s action
in the retina. In Hung GK, Ciuffreda KC (eds): Models of the 
visual system. Kluwer Academic Publishers, 2002, pp 191–214;
with permission.)
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changes are especially striking in chronically treated patients
who develop ON-OFF motor phenomena, having 
dyskinetic-akinetic motor fluctuations on a daily basis,
according to the DA replaced or depleted state. In the OFF
state, visual abnormalities are prominent, while they are less
evident in the ON state.32 In ON-OFF patients, CS changes
in tandem with motor fluctuations,30 revealing a normally
tuned CS function in the ON state and a low-pass shape in
the OFF state, suggesting that SF tuning is under dopamin-
ergic modulation. A marked effect of levodopa therapy has
been demonstrated on the PERG tuning ratio between
patients treated and not treated with -dopa.181 PD patients
receiving -dopa had higher PERG amplitude and improved
SF tuning compared to untreated patients, although they
have rarely achieved normal values (figure 79.6). These
results suggest that L-Dopa therapy has a lasting effect on
retinal processing.

Generally, both VEP and PERG impairments are sensi-
tive to levodopa therapy,142,143 although there is an apparent

difference: Levodopa therapy improves PERG abnormalities
to a higher degree than it does VEP deficits. One possible
interpretation is that VEP changes in PD represent second-
ary, nondopaminergic and therefore more chronic alter-
ations in visual processing. An essential proof of visual
system involvement in PD and the relationship of visual and
motor changes was recently provided by a longitudinal study
of visual dysfunction in PD patients: CS is impaired in par-
allel with the worsening of motor score.60 These results
therefore suggest that the visual system shares with the motor
system progressive degeneration of dopaminergic neurons
and/or progressive failure of the effect of -dopa therapy.

Visual losses in PD that may not be direct consequences of dopamin-
ergic deficiency The foregoing discussion makes a case for the
conclusion that visual dysfunction is an integral part of PD:
The deficit fluctuates with motor symptoms in ON-OFF
patients and worsens with the progression of motor symp-
toms. While the role of DA deficiency is strongly implied by

F 79.5 Simplified schema of the D1–D2 interaction of the
retina. The D1 DA pathway enhances the surround signal, while
the D2 pathway enhances the center signal. Experimental results
suggest that these two DA pathways are not independent of each
other: D2 is involved in the D1 pathway participating in a negative

feedback loop, providing a greater D1 effect when D2 receptors are
blocked. (Adapted from Bodis-Wollner I, Tzelepi A: Push-pull
model of dopamine’s action in the retina. In Hung GK, Ciuffreda
KC (eds): Models of the visual system. Kluwer Academic Publish-
ers, 2002, pp 191–214; with permission.) (See also color plate 51.)
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all these studies, DA deficiency may not be exclusively
responsible for visual changes in PD.

It has been noted that in dopaminergic deficiency, the
spatial CS abnormality is even more profound when the
grating is temporally modulated at 4–8Hz,32,157 suggesting
that a dopaminergic deficiency state also affects temporal
processing.119 However, little is known of the relationship of
the two types of retinal DA receptors to dynamic processing
in the retina.

Compared to the clinically standardized pattern reversal
stimulation, pattern onset/offset VEP is rarely used in
patient studies, although it has been extensively studied phys-
iologically.172,188,193 Onset versus offset VEP amplitude differs
in healthy normals: The onset VEP amplitude is factors
larger than the offset response. This is not so in PD, and the
onset/offset amplitude ratio provides a simple measure to
quantify one specific aspect of impaired vision.12 When hor-
izontal sinusoidal gratings with 1 and 4cpd were used, the
evoked P1 offset amplitude was significantly larger in PD
patients than in controls, particularly for 1cpd, while onset
P1 values and offset P1 latency did not show significant dif-
ferences between patients and controls. It is known that onset
versus offset retinal responses may be separated by using
selective glutamate receptor blockers.166 The relevance of
dopaminergic deficiency or other neurotransmitter alter-
ation, such as the involvement of selective glutamate recep-

tor subtypes in the retina and beyond in generating the
“supernormal” offset VEP in PD, has not yet been estab-
lished. Although the findings appear robust and intriguing,
no other studies have yet addressed the ramifications of these
challenging results in PD.

There is a potential pathophysiological role of serotonin
in the retina. Tremor is one of the cardinal symptoms of PD,
but its treatment with dopaminergic agents is less than sat-
isfactory. Recently, Doder et al.62 have shown that seroton-
ergic dysfunction in PD, more precisely 5-HT1A receptor
binding in the nucleus raphe, correlates with tremor sever-
ity. The original studies by Mangel and Brunken118 have
revealed retinal dopaminergic amacrine cells with high affin-
ity to 5-HTT. While it is not inconceivable that some visual
dysfunction related to retinal serotonergic dysfunction, there
have been no studies concerning this area.

Color vision deficits in PD Color vision abnormalities have fre-
quently been reported in PD patients,18,41,42,60,94,95,129,147,152

most prominently in the blue-yellow axis (tritan). These
short-wavelength sensitive cones are relatively scarce in
number in the retina and therefore are more separated than
middle- and long-wavelength cones. Also, their behavior
differs in many aspects from that of the other cones, pro-
viding input to the red-green pathway. Thus, the preserva-
tion of their receptive fields is mainly dependent on the
interactions among dopaminergic interplexiform and
amacrine cells, which are dysfunctional in PD.94,95 It is also
possible that there is a loss of inhibitory inputs from dys-
functional dopaminergic interplexiform cells through D1
receptors to GABA-ergic horizontal cells. The diminished
action of DA on D2 receptors also can diminish coupling
and hence the overall sensitivity of cones. However, color
test results should be handled very carefully because com-
mercially available tests are often unlikely to be helpful in
identifying the color deficiency in PD.18 For example, it was
observed that general performance on some of these color
tests is age related.18 Therefore, it is very important to use
an age-matched control group for these experiments.

The abnormality of color vision (on both the blue-yellow
and red-green axes) can be reversed by dopaminergic drugs.42

Impairment of color (red-green) VEP was more responsive
to levodopa therapy than VEP evoked by luminance contrast
stimuli.14 Although color vision abnormalities were not cor-
related with dopaminergic nigral degenerations as measured
by single photon emission computer tomography
(SPECT),128 the severity of parkinsonian symptoms and
scores on the United Parkinson’s Disease Rating Scale
(UPDRS), a generally accepted clinical measuring tool of
motor impairment in PD, showed significant correlation with
the error score of certain color vision tests.128

It has been thought that color vision impairment may be
partially determined by motor deficiency in PD155 because

F 79.6 Effects of -dopa therapy on PERG amplitude.
PERG amplitude obtained in age-matched subjects (triangles) and
PD patients receiving (squares) and not receiving (diamonds) -
dopa are plotted as a function of SF. PD patients receiving -dopa
show higher values and better tuning compared to untreated
patients, although they rarely achieve normal values. The dashed
line represents the mean noise level during recordings. Error bars
indicate standard error. (From Tagliati M, Bodis-Wollner I, Yahr
MD: The pattern electroretinogram in Parkinson’s disease reveals
lack of retinal spatial tuning. Electroencephalogr Clin Neurophysiol 1996;
100:1–11; with permission.)
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when the response does not require a motor action, then
color vision impairments are not significant. However, the
noted ERG and color VEP abnormalities are not consistent
with this explanation.18,41,42,94,95,152 Furthermore, Diederich et
al.59 found worse color discrimination in PD patients with
visual hallucinations compared with patients without hallu-
cinations. Further studies are necessary to clarify the rela-
tionship of color vision and motor abnormalities in PD.

Are there visual cortical deficits in PD? The evidence is that
PERG changes in PD are linked to retinal dopaminergic
deficiency. However, the retina may not be the only site of
visual pathology in PD. The lateral geniculate nucleus2 and
the visual cortex have dopaminergic innervation.154 Asym-
metrically lateralized primary visual cortex glucose hypome-
tabolism has been demonstrated in PD. The most severe
abnormalities are contralateral to the most severe motoric
dysfunction.37 It is therefore possible that occipital hypome-
tabolism indirectly reflects basal ganglia dysfunction rather
than being a consequence of disordered retinal input.
Another possibility is that occipital hypometabolism reflects
intrinsic cortical pathology.

Consistent with the notion of intrinsic cortical pathology
is that CS losses in PD depend on pattern orientation. Ori-
entation selectivity of visual neurons is first established in the
primary visual cortex of primates and most mammals.19,202

The deficit in PD is more severe for horizontal patterns than
for vertical patterns.38,157 This finding does not fit into the
concept of retinal dopaminergic deficiency as the cause.
One possible explanation may be visual cortical pathology
in PD. The presence of intraocular differences in CS and
VEP in PD is consistent with either retinal pathology58 or
pathology affecting monocular columns in V1. However, it
is difficult to explain the orientation-dependent CS abnor-
mality in PD on the basis of retinal mechanisms. On the
other hand, contrast adaptation, which has a cortical origin,
is spared in PD.184 Studying the effect of dopaminergic
therapy on orientation selective losses in PD may be 
valuable.

M S
The PERG in MS The PERG depends on the normal func-
tioning of the intraretinal cell body of the optic nerve;116

therefore, one may expect an abnormal PERG in patients
with optic nerve pathology. However, the intraretinal optic
nerve fibers are myelinated in only 10% of humans; there-
fore, one would expect the PERG to be abnormal if there is
primary axonal or preganglionic retinal pathology. From the
known pathology of MS, the initial effect on the optic nerve
is not at the cell body but at the myelinated optic nerve.
Therefore, in MS or in any other demyelinating disease,
PERG changes may perhaps occur only some months after
acute optic neuritis as a secondary consequence of demyeli-

nation and retrograde degeneration of the retinal ganglion
cells and axons. Indeed, it is a fact that normal PERG can
be recorded during the acute stage of optic neuritis, and
PERG abnormalities occur only after recovery from the
symptoms of optic neuritis.163 In MS patients who were pre-
viously affected by optic neuritis, a correlation exists between
PERG changes and the degree of optic nerve fiber loss (rep-
resenting intraretinal axonal death). This result is consistent
with the notion that a PERG abnormality in MS is second-
ary to demyelination.140

While several studies reported normal PERG amplitude
and latency in the majority of MS patients with or without
signs of optic neuritis,102,168 other investigators have shown
decreased PERG amplitude in MS patients.71 PERG spatial
tuning in MS was studied with sinusoidal grating stimuli with
8-Hz temporal modulation over a range (0.6–4.8cpd) of
spatial frequencies.71 MS patients with a previous history of
optic neuritis or without optic neuritis showed general ampli-
tude decreases that were worse at medium and high SFs.
Thus, both groups had a low-pass shaped SF response curve;
however, the PERG phase was delayed only in the optic neu-
ritis group independently from the SF used. This is particu-
larly important since several studies48,49,69 attempted to show
that one of the two major classes of retinal ganglion cells,
each sensitive to a slightly different range of spatial fre-
quencies, are selectively vulnerable in MS.

All in all, PERG studies in MS are contradictory.71,102,140,168

It appears that the PERG has not yet proven itself in pro-
viding essential clinical information concerning the optic
nerve in MS.

Stimulus specificity and diagnosis of MS: Pattern orientation–
dependent abnormalities and electrophysiological diagnosis In MS, as
in PD or in any other disease with select involvement of
certain types of neurones, appropriate pattern stimuli need
to be selected for the best diagnostic yield. Pattern presenta-
tion (reversal versus on/off), stimulus details, such as element
size or SF composition, orientation, and luminance do influ-
ence VEP diagnosis: Different stimuli may stimulate different
and differentially vulnerable neuronal channels. Surprisingly,
despite this physiological constraint, different stimulation
parameters provide somewhat similar diagnostic yields of the
VEP, suggesting that MS does not preferentially attack one or
another stimulus-specific visual pathway. Employing more
than one stimulus condition results in increased diagnostic
yield.20,21,48,50 This increase in diagnostic yield can be under-
stood as a simple result of increasing the probability of
“hitting” different stimulus specific pathways that are unse-
lective as far as the pathology of MS is concerned. These
results are probably due to the fact that MS affects the nervous
system haphazardly in a patchy manner.

Increasing the diagnostic yield by exploring the response
to more than one type of stimulus was first shown by Camisa
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et al.,41 who used pattern orientation as a variable (figure
79.7). Celesia et al.48 have obtained steady-state VEPs to
sinusoidal gratings of several SFs and determined that
applying more than one SFs can increase the diagnostic yield
by 17%. Using checkerboard stimuli, different studies have
found abnormal VEP latencies in 30–95% of patients with
suspected MS, depending on the degree of clinical signs and
symptoms.149 The main drawback in using conventional
checkerboard VEP stimulation methods is that the results
are less specific.31 Both false negatives and false positives are
more likely with checkerboard pattern stimulation. Checker-
board pattern evoked responses are predictably more
degraded by pure optical factors (undercorrection);20 hence,
a poor checkerboard pattern evoked VEP might not be due
to MS. Alternatively a false negative result may occur
because the checkerboard pattern contains energy at many
different spatial frequencies and orientations; hence, the
response may be dominated by the responses of a healthy
neuronal channel.27 In addition to spatial and temporal stim-
ulus factors, pattern presentation (reversal versus on/off) and
response component selection all influence the diagnosis.
Ghilardi et al.83 have demonstrated that even the different

components of pattern VEP (N70 and P100) can be inde-
pendently affected in patients with MS. Indirectly, this 
evidence suggests that the VEP latency is determined by
intrinsic cortical processing and not only by optic nerve 
conduction.

VEP delay and cortical pathology in MS Consistent with earlier
suggestions21,44,131 that VEP abnormalities in ON and MS have
a postretinal origin, there is no correlation between VEP
abnormalities and optic nerve fiber layer thickness in 
MS.140 The original theory, that VEP abnormalities in MS
may represent intracortical pathology, emanated from 
findings concerning orientation selective visual losses.44,159

Orientation-specific effects in MS were originally demon-
strated with psychophysical determination of CS as a function
of grating orientation. These impairments were commonly
observed at medium spatial frequencies.114,159,190 Camisa,
Mylin and Bodis-Wollner44 reported that while the specific 
orientation (e.g., vertical versus horizontal) of a grating 
stimulus did not appreciably influence VEP latency of control
observers, over half of MS patients exhibited orientation-
dependent delays of the VEP. This original finding was 
supported by several subsequent studies.43,54,103,104,114,190

Kupersmith and his colleagues estimated CS functions on
the basis of VEP amplitude in MS patients.103,104 Four dif-
ferent orientations (0, 45, 90, and 135 degrees) and three
spatial frequencies (low, medium, and high) were used. The
study shows that more orientation-specific rather than SF-
specific VEP abnormalities exist in MS. Moreover, orienta-
tion and SF abnormalities do not covary (they might be
independently abnormal and different in MS patients). Logi
et al.114 measured VEP and CS, comparing vertical and hor-
izontal gratings using 1 and 4cpd. They found that the use
of vertical grating in clinical routine is more reliable for both
VEP and CS measurements independently from the SF.
However, Celesia et al.48 determined that using more SFs is
equally important and can significantly increase the diag-
nostic yield in MS.

In summary, optic nerve pathology is not sufficient to
explain orientation-dependent VEP latency changes in MS.
Several electrophysiological studies have demonstrated that
directional-selective circuitry exits in rat and rabbit mam-
malian retina (for the most recent, see Fried et al.76) and sug-
gested that amacrine cells have a key role in the modulation
of this circuit. However, pathology of amacrine cells of the
retina in MS has never been demonstrated, and there is no
evidence of directionally selective retinal circuits in the
primate retina. In the cat,185 retinal ganglion cell receptive
fields are not perfectly round; rather, they have an ovoid
shape along the principal meridians. However, their aspect
ratio is less than 1.3, while the human VEP latency orienta-
tional asymmetry can be well over 30%. Bodis-Wollner et
al.29 suggested that orientation-dependent selective impair-

F 79.7 Visual evoked potentials in two patients with definite
(A) and possible (B) MS. A, The latencies are normal for check stim-
ulus and for oblique gratings. With the vertical grating there is a
considerable delay in the left eye. B, The patient has normal and
symmetrical latencies for all stimuli except vertical gratings, for
which there is a 24- to 30-ms interocular difference. (From Camisa
J, Mylin LH, Bodis-Wollner I: The effect of stimulus orientation on
the visual evoked potential in multiple sclerosis. Ann Neurol 1981;
10:532–539; with permission.)



-  : ’     875

ment may occur if myelinated intracortical axonal branches,
which “zip” together monocular orientation columns of
neighboring visual field, suffer from patchy demyelinating
processes. Thus, at present, the best explanation for 
orientation-dependent VEP losses in MS is demyelination of
intracortical branching axons, connecting monocular orien-
tation columns representing contiguous chunks of the visual
field (figure 79.8).

The relationship of VEP and psychophysical measures of visual sen-
sitivity in MS How close is the relationship between delayed
VEP and visual acuity (VA)? An attack of optic neuritis starts
with a sudden visual loss and decrease to a very low VA level
(1/10), such as light perception. At this acute stage, the VEP
is found to be nonrecordable.1 Delayed VEP is generally
found in patients with VA remaining higher than 2/10.
Delayed VEP recovers to normal with time in accordance
with the recovery of VA; however, the recovery of subjec-
tive vision that time is still not perfect.9 Sanders et al.163 have
reported that impairment in VEP amplitude is more related
to decreased VA than VEP delay. However, a recent study
has reported significantly decreased VEP amplitudes in MS
patients with normal VA.61 In addition, a slight latency
increase of VEP was also observed.

How close is the relationship between delayed VEP
latency and reduced contrast sensitivity (CS)? CS and VEP
are independently affected in MS29 (see figure 79.8). For one,
CS is obtained at low contrast (threshold contrast), while the
VEP is elicited with high-contrast patterns. It was suggested
that CS is more sensitive than VEP because abnormal CS
with normal VEP or less impaired VEP compared to the sig-
nificantly reduced CS were observed.108,114 Additionally, CS
measurements show a higher rate of abnormalities in MS
and optic neuritis fellow eyes compared even to visual field
testing,10,123,134,158,170 suggesting the diagnostic advantage of
low-contrast patterns. Second, CS measurements test all
“points” in the central 4–8 degrees of the retina, but deficits
may lie outside the central 8 degrees.26,28,29,158,170

Advantages of visual field (VF) and CS testing were com-
bined in a new test, called contrast perimetry (CP), to detect
visual impairment in MS.3 With this method, as opposed to
customary VF testing with punctuate stimuli, all “points” in
the paracentral retina are tested with grating patterns cover-
ing several degrees of the visual field. In this study, the stimuli
ranged in diameter from 1 to 8 degrees and were Gaussian
apertured vertical sinusoidal gratings of 1cpd, randomly pre-
sented in four paracentral VF quadrants. The independent
variable was stimulus (grating patch) size, the independent
variable being contrast. The largest CS decrease was found
not with small but with large-sized stimuli (figure 79.9). This
is different from CP changes in glaucomatous optic neuropa-
thy (GOND). In GOND, the deficit is best seen with small
stimuli.25 The explanation of this specific result in MS may

be that the mechanism of cortical interneuronal connections
necessary for spatial summation suffers and is responsible for
some visual deficits in MS, as was suggested by Bodis-Wollner
et al.29 to explain orientation-dependent VEP changes in MS.
Myelinated lateral cortical interconnections establish binding
between neurons covering the same area of the VF but
belonging in different functional groups. In the parafoveal
area, optimal binding may occur over an area representing 2
to 4 degrees of visual space. Additionally, previous studies
have established that myelinated axons of the visual cortex
make like-with-like connections of monocular, orientation-
selective columns.121,189 Pattern VEP studies use extended
visual stimuli as stimuli. When demyelinization affects intra-
cortical like-with-like connections, then monocular deficits
would be predicted to stimuli, which are oriented and
extended patterns, as was shown by several VEP and CS
studies.44,83,103,104,158

Parallel pathways and MS There is little cellular-pathological
evidence the affinity of MS to select visual pathways.
However, there have been many attempts to evaluate
whether MS functionally affects selective visual pathways.

Several studies57,73,120,126,145,150,156,195,196,203 have examined
the demyelination process of so-called parvocellular
pathway and ventral stream projections and magnocellular
pathway and dorsal stream connections, respectively. These
parallel routes are segregated from both morphological and
functional points of view. Magnocellular channels are
responsible mainly for the analysis of motion and spatial
location, whereas parvocellular channels are related to the
processing of pattern and color. Physiological data from
animals and humans demonstrated that certain experimen-
tal parameters allow a relatively predominant stimulation of
the parallel pathways.112,169 It was inferred by some145,156,208

that magnocellular functions are more affected in MS and
optic neuritis; others found that chromatic (parvocellular)
function is more sensitive to MS.126,150,196 A third group of
studies reported that luminance and chromatic responses are
unselectively affected in MS.57,73,120,195

In a detailed study, steady-state (2–24Hz) and transient
chromatic and achromatic PERGs and VEPs were recorded
by using high-contrast (90%) stimuli at low (0.3cpd) SF.150

Chromatic CS was also measured at 5Hz as a function of
color ratio. Both transient and steady-state chromatic and
achromatic VEPs and PERGs were delayed and decreased;
however, chromatic PERGs displayed abnormalities to a
higher degree. Chromatic VEP delays were remarkable also
in the fellow, clinically normal eyes. CSs were reduced in the
optic neuritis eyes for both luminance and chromatic grat-
ings. On the basis of the results, it was suggested that the
parvocellular stream probably is more impaired in optic neu-
ropathy than the magnocellular stream. The observations of
a recent MRI study support this hypothesis.46 Patients with
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F 79.8 Contrast detection threshold measurements were
taken for several gratings of different spatial frequencies. The
patient’s contrast threshold was compared to the normal subject’s
and charted as a visuogram. A, Normal VEP latency (122ms) and
normal visuogram OD, prolonged VEP latency (146ms) and bor-
derline visuogram OS, in a patient with probable MS. VAs were
20/20 OD and 20/25 OS. B, Normal visuogram in a 54-year-old
woman with the spinal form of MS. VA was 20/20 OU. The VEPs
had increased latencies (158 and 162ms) in both eyes. C, Visuo-
gram of a patient with definite MS who had cerebellar symptoms

and blurred vision in each eye separately and occurring episodi-
cally. The visuogram shows a high SF loss in the right eye only. VA
was 20/20 OU. The evoked potential latency, on the other hand,
is more prolonged in the left eye (144ms as opposed to 134ms in
the right eye). (D) Bilaterally increased latency (140ms OD, 150ms
OS) in a patient with probable MS. VA was 20/20 OU. The visuo-
gram is abnormal in OD and borderline in OS. (From Bodis-
Wollner I, Hendley CD, Mylin LH, Thornton J: Visual evoked
potentials and the visuogram in multiple sclerosis. Ann Neurol 1979;
5:40–47; with permission.)
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secondary progressive MS were studied by using isoluminant
red and green sinusoidal gratings of the same SFs combined
out of phase for the stimulation of the parvocellular system
and in phase for the stimulation of the magnocellular
system. CS loss was highly correlated with lesion area seen
on proton density MRI sequences of the postchiasmal
pathway. Additionally, the parvocellular pathway was more
affected than the magnocellular pathway.

Sartucci et al.164 compared the relative involvement of
chromatic visual subsystems (parvocellular and koniocellu-
lar), recording VEPs to onset and offset of equiluminant
sinusoidal gratings. According to VEP data, the red-green
and yellow-blue axes appear to be equally involved.

A recent longitudinal study (for nine years) employed the
visual testing technique, called high-pass resolution perim-
etry (HPRP). The study found that asymptomatic visual
losses could be discovered already at the onset of relapsing-
remitting MS, and these losses progress only slowly during
the course of MS.115 HPRP primarily tests high SF contrast
sensitivity. Therefore, resolution perimetry losses in MS were
attributed to the impairment of neurons selective for high
spatial frequencies. High SF resolution is synonymous with
good visual acuity. Therefore, if MS selectively affected high
SF sensitive neurons, patients who have resolution perime-

try losses should have lowered VA, correlating with the mag-
nitude of the high SF loss. However, many MS patients have
normal VA. There is little physiopathological evidence that
demyelination affects the select class of parvocellular
neurons. An explanation for high SF loss is not reconcilable
with nonselective demyelination of the optic nerve, however,
and it is unlikely to be caused by demyelination of the cor-
tical like-with-like connections for the following reasons.
Spatial summation area is inversely related to SF; that is, for
normal detection of different SF gratings, the number of
cycles is constant.80 A larger area is therefore needed for the
detection of low SF gratings, and one would predict that
pathology affecting intracortical connections would first
affect the detectability of low, and not of high, SF gratings.
To explain high SF losses in resolution perimetry by the
process of demyelination, one would have to assume that the
area necessary for the detection of gratings is actually larger
for high rather than for low spatial frequencies. This is con-
trary to the psychophysical results, although no direct data
exist on the spatial extent of intralaminar connections for
different classes of SF selective neurons of the visual cortex.

The CP results,3 along with VEP results obtained with
oriented pattern stimuli, suggest that the optic nerve
demyelination affecting only one type of optic nerve fibers

F 79.9 Mean CSs as a function of the diameter (size) of the
Gaussian limited patch of a grating pattern (so-called GABOR) in 26
normal observers, 23 definite MS patients, and eight probable MS
patients. The increase of CS as a function of the size of a sinusoidal
grating of a fixed spatial frequency (1 cpd) was explored in four quad-
rants of the VF field. The central 16 degrees of the VF were tested,
and Gabor patches were localized to a point 4 degrees along the

diagonal from fixation without crossing the midline. Note that the
CS decrease in patients was most pronounced at intermediate sizes
of 2.5 and 3.7 degrees in both patient groups. The greatest number
of eyes with abnormal CS was also found at these diameters. (From
Antal A, Aita JF, Bodis-Wollner I: The paracentral visual field in
multiple sclerosis: evidence for a deficit in interneuronal spatial sum-
mation? Vision Res 2001; 41:1735–1742; with permission.)
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could not be the sole source of visual defects in MS. MS
pathology probably also causes scattered lesions of the
network relying on myelinated lateral connections of the
visual cortex, which may be detected with CP.

One possible resolution of the conflicting results and 
suggestions concerning MS selectivity for parallel pathways
could come forth if visual studies critically selected patients
on the basis of the duration and course of their disease. The
summarized data provide some suggestion that MS imparts
different vulnerability and damage to one of the two
systems, depending on the chronicity of the disease. By using
a spectrum of neuropsychological tests to quantify visuo-
perceptual dysfunctions in MS, it has been suggested that
magnocellular pathway impairment occurs earlier in the
course of MS,194 while apparently, a more profound parvo-
cellular pathway deficit may exist in advanced MS; a short
time course of MS may led to an opposite conclusion
regarding the selective involvement of parallel pathways of
vision. Taken together, these data do not suggest an easy
pathophysiological explanation concerning selective neu-
ronal involvement in the visual pathways in MS.

Higher visuocognitive abnormalities: Electrophysiology
and psychophysics

P’ D Many aspects of consciously con-
trolled information processing, such as planning, problem
solving, decision making, and response selection are associ-
ated with the functions of frontostriatal circuits.78,85,86,135–137

A dopaminergic dysregulation of this subcorticocortical
system in PD leads to apparent higher-level cognitive dys-
functions.53,78,122,136–138 Recent electrophysiological, neuro-
physiological, and functional imaging studies have attempted
to link impaired and selective aspects of cognitive process-
ing and related neuronal mechanism to the pathological
anatomy and pathophysiology of PD. There is a consider-
able number of studies that have used visual stimuli to eval-
uate higher-order visuocognitive dysfunction in PD. Some of
these studies controlled for the possibly contributing effect of
lower-order (primary) visual dysfunction to cognitive defects.
The most commonly used electrophysiological method to
evaluate cognitive defects utilizes the power of event-related
potentials (ERPs).

ERPs are thought to index the timing of stages of infor-
mation processing such as stimulus evaluation, response
selection, and context updating.107 ERPs are recorded in
response to an external stimulus or event to which the
subject is consciously paying attention. They are often
elicited in the so-called oddball paradigm, in which subjects
distinguish one rarely presented stimulus (target) from other
stimuli (nontargets).176 The most extensively studied ERP
component is the P300, appearing 300–400ms after the
onset of the target stimulus. P300 amplitude is maximal at

the midline electrodes (Cz and Pz) and is inversely related to
the probability of the eliciting event.

Many visual ERP studies yielded a delayed P300 latency
only in demented PD patients,87,174,175,179,187,198 although
several studies reported a prolonged P300 latency in non-
demented patients.8,161,177 This suggests that the slowness of
visual information processing may be independent of or
precede global dementia. However, it is uncertain why P300
latency is affected in some but not in all studies of nonde-
mented PD patients. First, differences in visual paradigms
should be taken into account. Wang et al.197 have observed
that different interstimulus intervals (ISI) could differentiate
PD patients from controls: Cognitive processes reflected by
P300 latency to rare target stimuli were influenced by longer
ISI in PD patients but not in control subjects. Second,
P300 latency during the oddball paradigm in PD was also
influenced by age at test, age at onset, and duration of
illness.8,161,197

Is a delayed visual P300 the passive consequence of
primary visual delay? It is known that in the primary visual
evoked potential (VEP), the P100 component, is delayed in
PD.36 However, while P100 is delayed to patterns of spatial
frequencies above 2.3cpd in nondemented PD patients, the
most evident P300 delay occurs to lower spatial frequencies.8

The possibility that a prolonged visual P300 latency is only
a passive consequence of the P100 delay was ruled out by
concurrently obtaining P100 and P300 measures in a visual
ERP paradigm in PD.8,161 A prolongation of the normalized
P300 latency (P300 - P100 latency difference, called central
processing time) differentiated younger PD patients from con-
trols.8 These data suggest that younger PD patients could be
differentiated from other types of PD by using a concurrent
VEP and visual P300 recording. These data were confirmed
in non-Caucasian PD patients, who again conspicuously
were the younger and not older patients.161 There is also neu-
ropharmacological evidence that the visual P300 in PD is
affected directly in PD. Amantidine shortened the latency of
the visual P300 with little or no effect on the primary VEP
component.13

Apparently, functional changes in visual cognition are
reflected in separate electrophysiological mechanisms: Not
only P100 and P300 are independently affected in PD; the
analysis of earlier cognitive ERP components, such as N200,
showed that its abnormality is uncorrelated with a change
in P300.8 The visual N200 that follows P100 and precedes
P300 is probably a visual form of the auditory mismatch
negativity.182 This component is more negative for the infre-
quent deviant stimuli and is distributed over the extrastriate
visual areas and the posterior-temporal cortex. N200 latency
was delayed in nondemented PD patients, even when P300
was not prolonged using a simple visual paradigm.8 In a
semantic discrimination task, the same result was found.177

These data further suggest that visual deficits and processes
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indexed by various components of the visual ERP may
reflect parallel processing.

The clinical neuropharmacology of P300 delays in PD In inter-
preting P300 delays in PD, the type of medication the
patient is receiving should also be considered. Studies in
MPTP-treated monkeys suggest that levodopa therapy alone
does not affect the visual P300,84 although D2 receptor
blockade could influence it.5 In patients, levodopa treatment
has been found to shorten the latency of P300.171,174

However, some investigators have described a prolonged
P300 latency in medicated patients.91,151 Accordingly, it has
even been suggested that cognitive slowing in PD is related
to abnormalities of nondopaminergic systems.148 A recent
study is consistent but does not prove this hypothesis: P300
latency decreased in PD patients treated with amantidine, a
low-affinity, uncompetitive NMDA receptor antagonist, even
if they were on chronic levodopa therapy.13 However, aman-
tidine’s effect might not be confined to glutamate receptors.
It is thought that amantidine also acts as a dopaminomimetic
substance, whether directly or indirectly, such as disinhibit-
ing DA pathways. It is known that D1 receptor is involved
in visual working memory in the prefrontal area (for a review,
see Goldman-Rakic85). In the classical oddball paradigm,
which is commonly used to elicit the P300 component, a
target stimulus has to be stored in the working memory to
be compared with subsequently presented stimuli for deci-
sion making. In addition, the prefrontal cortex was identi-
fied as one of the generators of P300.89 However, a recent
study has found that the lateral occipital cortex also plays an
important role in visual working memory,17 but there is no
information about the neuropharmacological background of
these processes.

Cholinergic agents are thought to enhance cognition and
improve memory functions in healthy subjects and in several
neurodegenerative disorders (for a recent review, see Freo et
al.75). Therefore, it is not surprising that PD patients treated
with anticholinergic drugs usually show poorer performance
on different short- and long-term memory tests and have
impaired cognitive shifting in card-sorting tests.64,113 It was
determined by several studies (for a review, see Frodl-Bauch
et al.77) that cholinergic substrates influence P300. However,
there are no published studies of modifying the P300 in PD
with anticholinergics.

Although numerous studies have analyzed P300 latency,
only a few have examined P300 amplitude in PD. P300
amplitude increases when more attention is allocated, as in
the case of unexpected or complex tasks. However, it is con-
ceivable that raw P300 amplitude is misleading, since a non-
specific, age-related low voltage EEG recording could cause
low P300 amplitude.8 Measuring the P300/P100 amplitude
ratio could give a more reliable measure of the nature of
amplitude alterations. Indeed, it was found that by this

measure, the individually normalized P300 amplitude pro-
vides a robust separation of younger nondemented PD
patients from older patients and from age-matched control
subjects8,161 (figure 79.10). It was observed that P300 ampli-
tude changes parallel with the difficulty level the task,
accordingly to the load on working memory;79 therefore, the
detailed analysis of P300 amplitude gives also information
about the impaired functioning of prefrontal areas.

Electrophysiological differential diagnosis of PD and related disorders
Most event-related potential (ERP) studies have used an
active condition to evoke the P300 component (silent count
or button press to the visual or auditory target stimuli).
However, there is another positive wave, called P3a or passive
P300, that is elicited by unexpected neutral stimuli under con-
ditions of passive attention. This component is thought to
reflect automatic cognitive processing. While P3a amplitude
did not distinguish between demented PD patients and age-
matched controls, it separated the group of demented PD
patients from Alzheimer’s disease patients.179 This result sug-
gests that an abnormality of the passive P300 may depend on
the specific underlying neuropathology of dementia.

Differentiating between multiple system atrophy (MSA)
with striatonigral degeneration and idiopathic PD is often
difficult, since autonomic failures or signs of pyramidal and
cerebellar dysfunction may develop only late in the course
of the disease. However, vision is usually less affected in
MSA compared with PD, since the DA deficiency in the
latter is generally recognized to be more pronounced.
According to this evidence, visual tests may have significant
values in the differential diagnosis of MSA and PD.

Although cognitive dysfunction was not considered a
main feature of MSA, mild cognitive deficits are not uncom-
mon. A recent study100 has found that the early negative
components (N1 and N2) of the visual ERP were normal in
the MSA group; however, the P3a component was fre-
quently undetectable in the MSA group. Significant differ-
ence in P3b latency and P3b amplitude was found only in
the MSA group, showing dominantly cerebellar features, not
parkinsonian symptoms. In the MSA group, P3b latency sig-
nificantly correlated with the size on MRI of the pons and
the cerebellum.

In the future, a better differentiation of idiopathic PD and
overlapping dementing illnesses such as diffuse Lewy body
disease may be possible by using selective cognitive para-
digms for visual electrophysiological studies.

Electrophysiological evidence of visual categorization impairment in PD
The vast majority of human mental activities are based on
categorical processes. In everyday life, we classify the com-
ponents of our environment into discrete categories as a 
cornerstone of adaptive and purposeful behavior.92

Electrophysiological evidence suggests that in the temporal
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domain, categorization processes can be divided into early
and late phases. Basic visual feature encoding and initial
stages of perceptual categorization take place in the first 200
ms poststimulus, whereas conceptual and semantic proper-
ties are represented in later stages of information process-
ing.96,165 There is growing evidence that the motor symptoms
first observed in PD are also accompanied by progressive
neuropsychological deficits, including impairment of seman-
tic memory and categorization processes. Thorpe and his
associates found that nonanimal scenes elicited more nega-
tive responses than did images with animals even at 150ms
following stimulus onset (N1).186,192 In spite of relatively pre-
served basic-level visual functions, this difference was not
observable in the PD group.6,7 Previous studies suggested
that the striatofrontal system not only is necessary for higher-
level cognitive functions, including planning, attentional 
set-shifting, and problem solving,137 but also seems to be
responsible for learning new categories and for generaliza-
tion to novel exemplars of well-learned categories. The elec-
trophysiological results above suggest that dopaminergic

deficiency in the striatal and prefrontal areas may lead to the
impairment of natural scene classification even when the
mechanisms of visual analysis (occipito-temporal regions)
are relatively spared. In this view, posterior visual areas do
not distinguish between natural categories; a cooperation of
the striatofrontal system is necessary for such functions.

Wang and his coworkers also measured the amplitude dif-
ference of N1 component using a delayed matching S1–S2
task.199 In this paradigm, first a simple geometric design is
presented (S1), followed by another stimulus (S2), which can
be the same or different as S1. ERP recorded only for S2
stimuli. Similarly to the above-mentioned studies, Wang et
al.199 found a smaller amplitude difference in the patient
group compared to normal subjects.

The N400 component of ERPs has been extensively
investigated as an indicator of semantic relatedness: Pictures
and words appearing in an incongruent semantic context
elicit more negative N400.106 However, only a few studies
investigated N400 in PD.124,178 Despite the methodological
differences, reduced N400 amplitudes have been reported.

F 79.10 The P300/P100 (cognitive against primary ERP)
amplitude ratio in normal subjects and in PD patients. A, Right
eye. B, Left eye. C, Both eyes. To avoid confounding factors of
absolute amplitude differences due to generally low-voltage record-
ings or poor primary visual responses, P300 amplitudes normalized
to P100 amplitudes were evaluated. Individually normalized

P300/P100 ratios provided significant distinction of younger PD
patients from age-matched controls. (From Antal A, Pfeiffer R,
Bodis-Wollner I: Simultaneously evoked primary and cognitive
visual evoked potentials distinguish younger and older patients with
Parkinson’s disease. J Neural Transm 1996; 103:1053–1067; with 
permission.)
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Electrophysiological evidence of impaired corticocortical interactions in
PD The “binding” hypothesis of visual perception assumes
that it is not feasible to provide specialized brain areas for
each of the multitude of different tasks. Rather, different
areas have to be “bound” together within very short time
intervals to solve perceptual tasks.68 The binding mechanism
is reflected in high-frequency, so-called gamma rhythms,
representing neuronal synchrony. Gamma rhythms were
originally revealed by intracerebral recordings and more
recently in humans by advanced methods of analysis of the
surface-recorded electroencephalogram (EEG).

Since the EEG represents nonstationary potentials, its fre-
quency content changes as a function of time. Consequently,
fast Fourier transform (FFT), which misses information about
time, is not the ideal way to analyze short time bursts of elec-
trophysiological rhythms. Techniques that are able to track
frequency changes over time are necessary to analyze non-
stationary potentials. The evaluation of visuocognitive dys-
function in PD was therefore extended, using wavelet
analysis117 of the oscillatory brain activities, which occur at
around 20–40Hz and are known as gamma-band activity.35 This
rhythm exists spontaneously and/or can be evoked, induced,
or emitted in different structures of the CNS in response to
olfactory, auditory, somatosensory, and visual stimuli or in
connection with attentional/perceptual-cognitive processes.
In normal observers, gamma range activity is enhanced
during the N70 of the VEP and suppressed during the P300
time period.72,127,191 This cortical suppression is thought to
reflect competitive hippocampal gamma activation associ-
ated with P300 target processing.191 In this case, hippocam-
pal gamma activation may be due to short-term memory
updating. Alternatively, according to the threshold regulation
model by Elbert and Rockstroh,66 the P300 component of the
ERP could represent an inhibition of the cortical pyramidal
neurons responsible for gamma oscillation. In PD patients,
the lack of “cognitive” gamma suppression may reflect
visuocognitive processing deficits during the performance of
the task. Gamma is known to be prevalent, for instance, in
bistable conditions, such as ambiguous figures,101 which
promote switching percepts. At this point, no such studies
have been published on PD patients.

Levodopa therapy increases corticocortical coherence in
PD patients.47 Using simple visual tracking, a task-related
coherence increased after levodopa therapy, while without
levodopa, coherence was reduced. It appears that ascending
dopaminergic projections from the mesencephalon may
modulate the pattern and extent of corticocortical coupling
in visuomotor tasks.

M S
Electrophysiological correlates of visuocognitive deficits Visuocogni-
tive deficits in MS are rarely selective. Complex impairments
in attention, memory, and cognitive skills are frequently

noted, however, and they tend to vary from patient to patient
(for a review, see Comi et al.52). In the early phases of the
disease, the mental disturbances are usually absent or subtle,
but they tend to progress with the disease, with phases of sta-
bility, which can last months or years. However, some patients
can present severe cognitive dysfunctions at the beginning of
the disease, and some have normal mental abilities even in
the more advanced phases. Little is known about the natural
history or characteristics of progression of these cognitive
dysfunctions. Similar patterns in impairments of visuocog-
nitive processes have been described in patients with lesions
involving the white matter of the frontal lobes and also in
patients with basal ganglia disorders.55 Recently, attempts
have been made to identify the connections between lesion
locations and visuocognitive deficits; however, the results
have been contradictory owing to several factors: MS lesions
are very heterogeneous and may have different functional
consequences, such as that a neuropsychological test rarely
addresses only the function of one area but draws on inter-
connections with other areas as well.

It has been suggested that auditory ERPs are more sensi-
tive markers of cognitive dysfunctions in MS;88,141 however,
several visual ERP studies found latency increase of late
ERP components,67,130,133,141 amplitude reduction of the
N2–P3 components,130 abnormal topography of P300,133 or
even the absence of ERPs.133 Delayed ERPs are more
common in patients with secondary progressive MS com-
pared to other subgroups.67

There are too few studies that evaluate whether the ERP
is predictive for the development of cognitive dysfunction
during the course of the disease. A 31-year-old patient with
ON only on the left eye was observed for five months.15 Audi-
tory and visual ERPs were within normal limits 8 days after
the onset of symptoms, at which time MRI showed several
lesions of cerebral white matter. Twenty-eight days later, the
number of MRI lesions had increased, and the auditory
ERPs showed amplitude reductions; however, the visual
ERPs remained well defined, with an N2-P3 amplitude
increase parietally. Reaction times and performance were
unchanged. Two week, later there were new lesions on MRI;
however, some of the previous ones had disappeared or
become smaller. While the auditory ERPs returned toward
normal, there was no significant change in visual ERPs. Two
weeks later, the patient developed optic neuropathy in the
previously unaffected eye, and the MRI showed new cere-
bral lesions. Yet, the auditory ERPs were similar to the first
(normal) recording; however, all of the visual ERP compo-
nents showed significant delay. (Visual acuity was poor at
that time, so it is possible that the delayed visual ERP delay
was related to poor central vision.)

Correlation with imaging results There have been a number of
studies designed to determine the connection between ERP
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abnormalities and MRI lesion volumes.98,130,162 A high cor-
relation was found between the MRI score and the incidence
of abnormality on the ERP tests.130 MRI total lesion volume
correlated with reduced N2 amplitude, which had mainly
frontal distribution in this visual task.162 This study suggests
that the total lesion volume probably is a more important
factor in neurocognitive changes than the lesion location.

Conclusions

Neurophysiological, electrophysiological, and anatomical
studies of the past decade provided new information of
visual and visuocognitive changes in PD and MS. Until fairly
recently, PD was traditionally characterized as a motor 
disorder resulting from a deficiency of the nigrostriatal
dopaminergic system. Only in the last decades has its sys-
tematic classification been extended to incorporate visu-
ospatial, visual perceptual, visuomotor, and visuocognitive
impairments next to other sensory and vegetative dysfunc-
tions. Abnormalities of electrophysiological and psy-
chophysical tests, such as VEP, PERG, and CS, have
provided evidence that the visual system is directly affected
by dopaminergic deficiency. Animal models of PD have
established a link between the visual abnormalities observed
in PD and dopaminergic deficiency. In PD patients and in
the monkey model of the disease, visual deficits improve
acutely by -dopa therapy. As PD progresses, -dopa therapy
seems to be less effective, and the clinical progression of the
disease is paralleled by chronic progressive visual impair-
ment, despite continued therapy. Although it is known that
a dopaminergic dysregulation of the corticosubcortical
system in PD patients may lead to higher-level visuocogni-
tive dysfunctions,4 it is likely that underlying cognitive
changes are codetermined by noradrenergic and cholinergic
deficits and the appearance of cortical Lewy bodies.137

While one form of MS is characterized by intermittent
appearance of clinical symptoms, compelling new evidence
suggests continuous disease activity. Thus, despite the pres-
ence of new symptoms, it appears that many MS lesions are
subclinical.111,125,200 While subclinical pathological changes
are probably present earlier than clinical signs in MS, they
can be detected with selective, sensitive visual tests, such as
with contrast perimetry (CP), which combines the advan-
tages of conventional contrast sensitivity and perimetry
testing. It has in fact been shown that GOND, directly affect-
ing the retinal ganglion cells, and demyelinating optic 
neuropathy, as in MS, have different CP signatures. The evi-
dence is that GOND affects a type of ganglion cell with a
broad spatial tuning profile, while MS affects overall (large
scale) spatial summation. This result, suggesting the impair-
ment of myelinated interconnections of neurons responding
to adjacent visual spaces, is consistent with suggestions
derived from VEP studies. It was shown that the VEP delay

in MS is pattern orientation dependent. VEP provides a
near-selective and sensitive test for MS if it is elicited with
at least two principal orientations of the visual stimulus
grating patterns of medium (around 5cpd) SF. This result is
inconsistent with precortical pathology and suggests the
involvement of the myelinated like-with-like horizontal
interconnecting system of monocular columns of the visual
cortex. These interconnections are likely candidates to
supply ocular and orientation specific “zipping” of neuronal
receptive fields to provide a unitary percept of the VF.

The relevance of primary (retinal) visual pathology to
higher-level visuocognitive deficits in MS is not yet evident.
There are so far few studies that have explored visuocogni-
tive changes in reference to the notion that cortical inter-
connections are affected in this disease. Elucidating their
relationship would be of pathophysiological and clinical
interest. In both PD and MS, the role of other than
dopaminergic processes involved in distributed parallel pro-
cessing provides an area for future research, using modern
techniques of clinical electrophysiology, such as wavelet
transform of the EEG, transcranial magnetic stimulation,
and event-related functional MRI.

In summary, in PD a specific retinopathy affecting
center/surround interactions contributes to visual dysfunc-
tion. In MS the visual dysfunction is not entirely due to the
demyelination of the optic nerve; rather, intracortical pro-
cessing is also affected.
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R  is an early consequence of the lyso-
somal storage diseases that are collectively referred to as the
neuronal ceroid lipofuscinoses (NCLs) and the fatty acid oxi-
dation disorder long-chain 3-hydroxyacyl CoA dehydro-
genase (LCHAD) deficiency. This review summarizes recent
developments that have been made in diagnosing and under-
standing the molecular bases of these disorders. The first
symptoms of many of the NCLs often relate to visual loss
from retinal degeneration. The resulting decrease in vision
is typically evident at an early age, and the ophthalmologist
may be the first specialist to examine the patient. Since the
fundus of a young patient may be normal or not diagnostic
of specific disease, the eventual diagnosis of the NCL 
often must come from additional testing. Since the retina is
a readily accessible portion of the central nervous system,
tests of retinal function have potential value not only for
diagnosis, but also for future treatment trials in NCLs and
LCHAD deficiency as rational interventions become avail-
able. This review will summarize ERG findings in young
children with these metabolic disorders. Because the 
degeneration is often severe, even at an early age, specialized
techniques developed for patients with retinitis pigmentosa
are also necessary for analyzing the very small (submicrovolt)
electroretinograms (ERGs).1,2

The neuronal ceroid lipofuscinoses (NCLs) are a group 
of progressive neurodegenerative disorders characterized by
the accumulation of complex storage material within lyso-
somes. As a class, the NCLs are the most common neu-
rodegenerative disorders affecting children. In a recent
survey of the causes of intellectual and neurological deteri-
oration in childhood, the NCLs represented the largest 
category with 16% of cases. All storage diseases combined
accounted for 63% of cases. The worldwide incidence is

1:12,500 live births.14 The disease is characterized by severe
psychomotor deterioration that progresses to a vegetative
state, seizures, visual failure from retinal degeneration, and
premature death.5,8,18 Four classical forms exist—three 
childhood-onset forms, which are all autosomal-recessive,
and one adult-onset form, which may be autosomal-reces-
sive or -dominant:

1. An infantile-onset form (INCL, CLN1), also called
Haltia-Santavuori disease, Hagberg-Santavuori
disease, or simply the Finnish form. This usually
manifests at 8–24 months of age with severe
psychomotor retardation, blindness, and microcephaly.

2. A late infantile-onset form (LINCL, CLN2), also called
Jansky-Bielschowsky disease. This condition manifests
at 2–4 years of age with ataxia, loss of speech, regres-
sion of developmental milestones, seizures, and later
gradual loss of vision.

3. A juvenile-onset form ( JNCL, CLN3), also called
Batten-Mayou syndrome, Spielmeyer-Vogt disease, or
Spielmeyer-Sjögren syndrome, which manifests at 4–8
years of age with visual acuity loss that progresses to loss
of virtually all useful vision over a year or two. Seizures,
cognitive decline, and motor disturbances follow.

4. The adult-onset disorder (ANCL,CLN4 ), also called Kufs’
disease, usually manifests as a motor disturbance usually
without visual symptoms or findings. Although Kufs’
disease is believed to be an autosomal-recessive trait, auto-
somal-dominant inheritance has been described.

In addition, as many as 15 atypical forms have been
described, some of which may be allelic to certain of the
classical forms. One of the variant forms (vLINCL, CLN5)
occurs essentially only in the Finnish population and shows
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linkage to a site (13q22) distinct from the three classic forms
of childhood NCL.16 In Europe, the term Batten’s disease is
often used collectively for all forms of NCL.

All forms of NCL show accumulation of storage material
that is autofluorescent, sudanophilic, and PAS-positive
within lysosomes in neurons and other cells. Because of its
osmophilic nature and appearance on light microscopy, the
storage material resembles ceroid and lipofuscin but actually
is a complex mixture of lipoproteins and other hydrophobic
peptides. The lipoprotein deposits within cells on electron
microscopy take on characteristic patterns that are used for
diagnosis and classification. Granular inclusions are seen 
in INCL, Kufs’ disease, and some atypical forms of JNCL.
Curvilinear inclusions predominate in classic LINCL.
Variant forms of LINCL often show a mixture of curvilin-
ear and fingerprint profiles. Fingerprint inclusions are seen
in JNCL (with occasional to rare curvilinear inclusions). His-
torically, the diagnosis of this group of disorders has been
established by looking for inclusion bodies in cells from brain
biopsy or full-thickness rectal biopsy. More recently, skin or
bulbar conjunctival biopsies have supplanted these more
invasive surgical procedures. Buffy coat leukocytes can be
used but may include a wider range of inclusions that may
represent other storage disorders, such as the mucopolysac-
charidoses. Muscle biopsy appears to be the only tissue suit-
able for diagnosis for ANCL or Kuf ’s disease.

The defective gene CLN1 for INCL encodes the enzyme
palmitoyl-protein thioesterase-1 (PPT-1), an enzyme that
removes long-chain fatty acids, mostly palmitate residues,
from S-acylated proteins. As such, this enzyme is necessary
for the reversible palmitoylation-depalmitoylation cycles
used by signal transport proteins. Patients with INCL accu-
mulate fatty acid esters of cysteine in their cells.7,18 The most
common mutation is R122W, which accounts for 98% of
disease chromosomes in Finland but is rare in other parts of
the world. In the United States, R151X is the most common
CLN1 mutation, accounting for about 40% of mutant
alleles. The gene CLN2 for LINCL encodes a pepstatin-
insensitive lysosomal peptidase (TPP-1), which cleaves
tripeptides from the N-terminus of small proteins before
their degradation by other lysosomal proteases.6 The gene
for the Finnish variant form of LINCL (CLN5 ) has been
found to be a transmembrane protein that shows no homol-
ogy to previous proteins and is distinct from the proteins
defective in the other forms of NCL. The gene CLN3 for
JNCL has been cloned and mutations have been defined,
although the function of the gene is not known. The most
frequent mutation for JNCL is a 1.02-kb deletion that is
present in 90% of abnormal alleles in Finland and in
81–85% of abnormal alleles worldwide.18

Vision loss in the three classic childhood forms (INCL,
LINCL, and JNCL) typically involves central vision initially
and eventually results in profound visual loss, often with

complete blindness, within a few years after the onset of
symptoms. The ERG becomes abnormal early in all forms
of the disease and within a few years is usually totally abol-
ished to standard single-flash recording techniques. Func-
tional testing of patients with retinal degeneration involves
both psychophysical and electrophysiological measures.
Among psychophysical measures, visual acuity and visual
fields quantify the degree of visual impairment from the
disease and are important for determining the necessity of,
and eligibility for, a variety of low-vision services. Determi-
nations of legal blindness (20/200 or worse, or field diame-
ter less than 20 degrees, in the better eye) also rely on 
these two measures. While acuity is typically measured with
Snellen eye charts in the clinic, treatment trials for retinal
disease often employ standardized measures of acuity based
on the Bailey-Lovie eye charts.4 These charts have a number
of advantages for clinical trials, such as a constant number
of letters on each line and a logarithmic progression between
lines. Similarly, while Goldmann perimetry has historically
been used to quantify field loss, clinical trials are increasingly
utilizing the additional quantification available with auto-
mated static perimetry. Among the earliest complaints in
patients with retinal degeneration is night blindness. Devices
such as the Goldmann-Weekers dark adaptometer (Haag
Streit AG, Berne, Switzerland) have traditionally been used
to measure the full time course of dark adaptation, but such
measures are time consuming and laborious for both the
patient and the examiner. An alternative is to measure the
final dark-adapted threshold. Typically, this can be accom-
plished in less than 5 minutes after patching one eye of the
patient for 45 minutes. Smaller and less expensive alterna-
tives to the Goldmann-Weekers dark adaptometer, such as
the SST-1 (LKC Technologies, Gaithersburg, MD), are now
available for this purpose.13

The primary electrophysiological test for patients with
retinal degeneration is the full-field ERG. The core of the
full-field ERG protocol is a set of responses adhering to the
International Society for the Clinical Electrophysiology of
Vision (ISCEV) standards established in 1989.12 The stan-
dard specifies stimulus conditions and recording parameters
to ensure that responses are comparable among test centers.
Standardization has been a key development in ensuring
that reports can be readily transferred and interpreted at
centers around the country (or world) when a patient moves.
It is also crucial for planning and implementing multicenter
trials as rational therapeutic intervention becomes available.

The ISCEV standard specifies four responses of particu-
lar relevance to hereditary retinal degeneration (figure 80.1).
The rod response is recorded following 45 minutes of dark
adaptation, utilizing a flash (either blue or dim white) that 
is below the threshold for eliciting a cone ERG. Rods are
affected at an early age in many forms of RP and allied retinal
degenerations, so it is not unusual for the response to be non-
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detectable even in a young patient. To obtain a response that
can be followed over time, the standard specifies a maximal
response to a specified achromatic flash. The maximal
response is a mix of rod-mediated and cone-mediated 
components; in a normal subject, approximately 70% of the
amplitude is generated by rods. Two stimulus conditions are
used to isolate the cones. An achromatic stimulus flickering at
30Hz exceeds the flicker fusion frequency of rods; that is, only
cones can respond. Similarly, an achromatic background of
34cd/m2 (lower right panel) saturates the rods; cones alone
mediate stable responses following 10 minutes of light adap-
tation. These four responses should be incorporated into any
protocol designed to assess patients with hereditary retinal
degeneration. When the patient is dark adapted ahead of
time, either by patching the eye or by sitting in total darkness,
the core protocol takes less than 20 minutes, allowing ample
time for additional, more specialized testing.

The rate of progression of the retinal degeneration in
patients with NCL is extremely rapid in comparison to typical
forms of RP. As shown in figure 80.1, ERG responses may be
significantly reduced in amplitude in patients as young as 2
years of age (#4702). This young girl was subsequently found

to have an active epileptic focus and diagnosed with juvenile
NCL at age 4. The ERGs shown in the second column were
obtained from a 5-year-old boy (#5370) with JNCL. Rod
responses at this age are barely detectable, and the cone
response to 31-Hz flicker is reduced by 80%. The patient
tested at age 7 (#5099) had a nondetectable rod response and
a cone response that was less than 1.0mV in amplitude.

Specialized recording techniques, including the selective
filtering of responses to periodic stimuli through narrow-
band amplification, can resolve ERG signals in the submi-
crovolt range.1 The need is particularly acute within the
population of patients with RP and NCL. The requirements
of following these patients and conducting clinical studies in
RP and NCL have led to unique approaches to recording
small signals. These techniques have evolved in conjunction
with the availability of powerful but inexpensive computers
to acquire and process the signals. Selective filtering of
responses to periodic stimuli through narrowband amplifi-
cation shares many advantages with Fourier analysis but is
generally more commercially available. A key property of
any system for acquiring submicrovolt signals is that the
analysis be conducted on-line so that the quality of the

F 80.1 Computer-averaged ERGs to ISCEV standard pro-
tocol in patients with NCL. Top row, Rod responses to blue flash
of -0.1 log scot td s. Second row, Maximal response to standard
achromatic flash (2.0 logphot td s). Third row, 30-Hz flicker

response to standard achromatic flash. Spikes are superimposed
markers for stimulus onset. Bottom row, Light-adapted 
(1.5 logcd/m2 background) cone response to standard achromatic
flash.
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recording can be evaluated before the patient leaves.
Another is the utilization of an artifact-reject window. Nar-
rowband filtering removes the high-frequency components
of blinks and the low-frequency components of movement.
With this prefiltering, the artifact-reject window can be nar-
rowed to two to three times the stimulus amplitude, further
eliminating those components of noise at the stimulus fre-
quency. With the techniques used here, signals greater than
0.05mV can be reliably distinguished from noise.2

The ERGs in patients with INCL, LINCL, and JNCL
(figures 80.2, 80.3, and 80.4) have been found to be abnormal
early in the course of all three disease types.17 For a patient
with INCL (figure 80.2), rod responses were severely subnor-
mal; the ISCEV standard rod and bright-flash ERG showed
a normal a-wave and a profoundly subnormal b-wave, indi-

cating that the earliest manifestations of this disease appear
not to directly affect phototransduction. The electronegative
ERG was interpreted as evidence for an effect on neurotrans-
mission from proximal photoreceptors to ON bipolar cells.
This appeared to occur at one of three possible sites: a distur-
bance of proximal photoreceptor function that interfered with
presynaptic neurotransmission, a disturbance of the post-
synaptic plate region, or some other effect on the bipolar cells,
with subsequent reduction of the generation of the b-wave.

The ERGs of young patients with LINCL (figure 80.3)
had mildy abnormal rod amplitudes, mildly prolonged rod
implicit times, and severely subnormal, prolonged cone
responses.17 Patients with more advanced stages of LINCL
also had a greater loss of b-wave than a-wave, again consis-
tent with loss of signal transmission from photoreceptor

F 80.2 Computer-averaged ERGs, using intravenous
propofol sedation, to a modified ISCEV protocol in a patient with
infantile NCL from the Arg151 stop mutation of the CLN1 gene
that encodes PPT1. The tracings from the right and left eyes are
shown in black; the red tracings show the average of both eyes from
a normal subject age 1.6 years. The scotopic blue and red flash
stimuli were matched in normal control subjects to produce equal

rod amplitudes. Note the sizable rod a-wave and profoundly sub-
normal rod b-wave for the blue flash, the electronegative configu-
ration of the scotopic ERG to the bright white flash, and the
subnormal, prolonged photopic cone response. (Reproduced with
permission from Weleber RG: The dystrophic retina in multisys-
tem disorders: The electroretinogram in neuronal ceroid lipofusci-
nosis. Eye 1998; 12:580–590.) (See also color plate 52.)
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inner segments to bipolar cells. Unlike the ERG in either
INCL or in JNCL, the rod responses in early LINCL were
only mildly subnormal and prolonged but with much more
preserved amplitude, even though cone responses were
severely subnormal and delayed.

Patients with JNCL invariably showed severe ERG abnor-
malities when first tested (figure 80.4), with essentially no
rod-mediated activity and marked loss of a-wave ampli-
tudes.17 They showed even greater loss of b-wave ampli-
tudes, creating electronegative configuration waveforms.
Greater loss of b-wave than a-wave amplitude for patients
with JNCL would be consistent with the inner retinal local-
ization of the gene product for CLN3.16

Patients with inherited long-chain fatty acid oxidation dis-
orders, such as long-chain 3-hydroxyacyl-CoA dehydrogen-
ase (LCHAD) deficiency, are deprived of an essential source
of energy during fasting or metabolic stress when carbohy-
drate stores become depleted. The patients are typically
treated with a modified diet consisting of medium-chain
triglycerides or simply through restriction of dietary fat (low-
fat/high-carbohydrate diet). These treatments dramatically
reduce the progressive deterioration of cardiac, muscular,

hepatic, and neurologic function associated with this disor-
der. Without treatment, patients with LCHAD deficiency
have severe disease that usually results in death during the
first two years of life. Now that patients are living longer with
dietary interventions, it has become apparent that retinal
degeneration often is associated with LCHAD.

The LCHAD activity resides in the mitochondrial tri-
functional protein (MTP). Enzyme activities of subunits of
this protein are responsible for distinct steps within the b-
oxidation cycle. Genes for both subunits of MTP have been
localized to the p23 region of chromosome 2.10,19 The MTP
deficiency can result from a mutation in either subunit,
whereas LCHAD deficiency has only been reported with
mutations in the a-subunit.3,9,11

The fundus appears to be normal in LCHAD deficiency
at birth. Between the ages of 4 months and 5 years, some
patients develop a granular appearance to the retinal
pigment epithelium. This can occur with or without pigment
clumping within the retina (figure 80.5).15 The patients sub-
sequently show vessel attenuation and retinal atrophy (figure
80.6). ERGs in this subset of patients are characteristic of
severe retinal degeneration (figure 80.7). Other patients with

F 80.3 Computer-averaged ERGs to modified ISCEV pro-
tocol in three patients with late infantile NCL. The tracings from
the right and left eyes are shown in black; the red tracings show the
average of both eyes from an age-similar normal subject. Note the
sizable but delayed rod responses, the prolongation of the scotopic

oscillatory potentials, and the subnormal, prolonged cone
responses. (Reproduced with permission from Weleber RG: The
dystrophic retina in multisystem disorders: The electroretinogram
in neuronal ceroid lipofuscinosis. Eye 1998; 12:580–590.) (See also
color plate 53.)
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F 80.5 Fundus appearance in 4-year-old patient with
LCHAD deficiency and early retinal degeneration. Note the char-
acteristic dark brown spot in the fovea, the early thinning and
atrophy of the retinal pigment epithelium (RPE), and the early
pigment dispersion with fine clumping. The ERG was still normal
at this stage. (See also color plate 55.)

F 80.6 Fundus appearance in a patient with later stage
LCHAD deficiency and retinal degeneration. Note the more exten-
sive atrophy of the RPE and choroid in the posterior pole. (See also
color plate 56.)

F 80.4 Computer-averaged ERGs to a modified ISCEV pro-
tocol in three patients with juvenile NCL from mutation of the CLN3
gene. The tracings from the right and left eyes are shown in black;
the red tracings show the average of both eyes from an age-similar
normal subject. All responses were elicited using the same Ganzfeld
stimulator, but because a different computer system was used for
recording the responses for Case 6, a different normal is shown. Note

the profoundly subnormal rod responses, the electronegative con-
figuration of the scotopic ERG to the bright white flash for Cases 5
and 6, and the subnormal photopic responses, which were greater
for the b-wave than the a-wave for Case 5. (Reproduced with per-
mission from Weleber RG: The dystrophic retina in multisystem dis-
orders: The electroretinogram in neuronal ceroid lipofuscinosis. Eye
1998; 12:580–590.) (See also color plate 54.)
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LCHAD deficiency do not seem to develop retinal degener-
ation and may retain entirely normal ERGs. Whether 
the presence or absence of retinal degeneration is related 
to the particular genetic mutation is currently under 
investigation.

Conclusion

Retinal degeneration is an early manifestation of the NCLs
and is often seen in LCHAD deficiency. The techniques that
have been developed for assessing and following the pro-
gression of retinal degeneration in RP should also be of con-
siderable value in managing patients with these storage and
metabolic disorders. Single-center treatment trials for these
rare hereditary diseases are enormously difficult to conduct.
However, the international acceptance of a standardized
full-field ERG protocol should lead to an increase in multi-
center clinical trials aimed at slowing the progression of
retinal degeneration in both NCLs and LCHAD deficiency.
The past decade has also seen dramatic advances in our
understanding of the molecular biological bases of NCLs
and LCHAD deficiency. With the identification of disease-
causing gene mutations comes the promise of gene therapy,
which is the ultimate route to a cure. In the meantime,

medical therapy with nutritional and environmental modi-
fying factors has the potential for slowing the rate of disease
progression in metabolic diseases that include hereditary
retinal degeneration.

 Supported by EY05235, the Foundation
Fighting Blindness, and Research to Prevent Blindness.
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The electroretinogram

As described in previous chapters, the electroretinogram
(ERG) recorded from the corneal surface of the eye repre-
sents the massed response of the retina to light stimulation.
The ERG is easily recorded from the mouse eye with minor
modifications of the general methodologies that have been
employed for humans for many years. The basic methodol-
ogy for recording the ERG in the mouse has been described
in detail elsewhere.34 The solid curve shown in figure 81.1 is
an example of an ERG recording from a normal C57BL/6J
mouse in response to a bright flash of light. The major com-
ponents of the response are the a-wave, which is the first 
negative corneal potential, and the b-wave, which is the first
positive corneal potential. ERGs to bright flashes presented
in the dark also contain a high-frequency oscillatory com-
ponent on the ascending limb of the b-wave, collectively
called the oscillatory potentials (OPs). An example record 
of dark-adapted OPs obtained from a normal C57BL/6J
mouse are shown in the lower left panel of figure 81.2. After
the onset of steady illumination, the relatively fast a- and b-
waves are followed by a slower positive-going c-wave (not
shown in figure 81.1). Other components of the ERG not
shown in figure 81.1 will be described below.

The cellular origins of ERG components

Under dark-adapted conditions, the leading edge of the a-
wave is generally associated with rod photoreceptor activ-
ity.13,14,39 The b-wave is associated with the combined activity
of depolarizing bipolar cells and bipolar cell–dependent K+

currents affecting Muller cells.18,30,32,42,51,58 The cellular origin
of the OPs is not completely understood, although they are
likely generated by amacrine cells and other inner retinal
cells interacting with bipolar and ganglion cells.19,25,35,54,55

The c-wave of the ERG is a corneal positive potential
recorded across the retinal pigment epithelium (RPE) and
results from an increase in the RPE’s transepithelial poten-
tial.16 Because of the technical difficulties in recording the c-

wave, it has not found general use in the mouse, although a
recent studies have demonstrated its potential usefulness as
an analytic tool (see, e.g., Wu et al.56).

Contributions from amacrine and ganglion cells have also
been identified in the scotopic threshold response (STR),
which is a negative-going potential in the dark-adapted ERG
that is present at threshold and with dim illumination.49 The
STR has been recorded from human, primate, cat, and rat
retinas, but so far, there are no publications demonstrating
such recordings from the mouse (for rats, see Bush, Hawks,
and Sieving,5 and Sugawara, Sieving, and Bush53).

Rod- and cone-mediated ERGs

The mouse retina is dominated by rod photoreceptors with
a peak sensitivity at 510nm, corresponding to the spectral
absorption characteristics of rhodopsin. Estimates of cone
percentages in the mouse retina range from 1% to 10%, with
most studies suggesting that approximately 3% of photore-
ceptors are cones.7,29,47 Morphologically, the cones of the
mouse are indistinguishable from those of higher mammals.7

Molecular biological, histological, and flicker electroretino-
graphic results have established that mice have two cone
photopigments: one peaking near 350nm (UV-cone
pigment) and a second near 510nm (midwave [M]-cone
pigment).23,24,53 ERG techniques for isolating the action
spectra and absolute sensitivities of the UV-cone and M-
cone driven signals have been described.27 The properties of
the cone driven light-adapted murine ERG have also been
described,9,37 as have regional variations in cone function.6

ERG responses obtained to dim flashes of light after a
period of dark adaptation are generally presumed to derive
from rod photoreceptors. Care must be exercised to ensure
sufficient time to completely dark-adapt rods, as some recent
studies suggest differences in the time necessary to achieve 
a fully dark-adapted state. Overnight dark adaptation is
usually sufficient for most standard inbred strains. ERG
responses obtained after a period of light adaptation are
generally presumed to be driven by cone photoreceptors.
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When the light stimulus does not emit a significant amount
of ultraviolet (UV) light, then the response to a light flash on
a rod-saturating background is mediated primarily by the
middle-wavelength-sensitive cone (M-cone). Light sources
with broad emission spectra are required to isolate the UV-
sensitive cone. As with humans, the period of light adapta-
tion suppresses the contribution from rods, thereby yielding
a cone-dominated signal. Further, presenting stimuli at a
temporal frequency above the critical fusion frequency (CFF)
for rods is an additional method that is sometimes used to
isolate a cone response. In a recent study in our own labo-
ratory, the rod CFF was found to be 6–7Hz (Nusinowitz,
unpublished data).

A note of caution should be added to the above discus-
sion. Responses under a variety of conditions that theoreti-
cally suppress the contribution from rods do not always
derive from cone photoreceptors. ERG studies in a mouse
model of Leber’s congenital amaurosis (LCA) caused by
mutations in the gene encoding RPE65, a protein vital for
regeneration of the visual pigment rhodopsin in the retinal
pigment epithelium, produce a severe retinal phenotype in
which residual function is usually attributed to cones in the
light-adapted state. However, in an elegant study, the rod
system was shown to be the source of vision in the RPE65-
deficient mouse, not cones, even under conditions that would
normally completely suppress rods.45

Representative rod- and cone-mediated ERGs from a
normal C57BL/6J mouse are shown in the upper left and
right panels of figure 81.2. Each trace shows the response to
a different light intensity, which is varied in 0.3 log unit steps.
The b-wave of the rod-mediated response increases in
amplitude, and implicit times (time from flash onset to peak
of b-wave) are shortened with increasing intensity (compare

the heavy solid curves). The b-wave amplitude versus inten-
sity (I-R) series for the rod-mediated responses is summa-
rized in the inset. Note that the b-wave amplitude saturates
at the highest intensities. The I-R series can be fitted with a
Naka-Rushton function to obtain the maximum saturated 
b-wave amplitude, Vmax; the semisaturation intensity, k; a
measure of sensitivity; and the ERG threshold intensity. In
contrast, cone-mediated responses collected under the con-
ditions employed in our laboratory increase in amplitude but
have relatively constant timing (compare the heavy solid
curve in the upper right panel of figure 81.2). The I-R series
for the cone responses are shown in the inset. At flash inten-
sities beyond those used to generate the data shown, cone
amplitudes also saturate, thereby allowing fits with the Naka-
Rushton equation as for rod-mediated function.

Basic ERG recording technique

In laboratories where mouse ERGs are currently recorded,
different recording techniques (e.g., electrodes), methods of
stimulating the eye (e.g., Ganzfeld versus Maxwellian view),
and experimental protocols are employed (see, e.g., Green et
al.,15 Marti et al.,28 Peachey et al.,38 Ruether et al.,44 Shaaban
et al.,46 and Smith and Hamasaki50). In principle, the tech-
niques for recording the ERG from the mouse are virtually
identical to those used in human studies. The major com-
ponents of a typical ERG system are (1) a light source for
stimulating the retina, (2) electrodes for recording the signal
generated by the retina in response to light, (3) a signal
amplification system, and (4) a data acquisition system to
accumulate, condition, and display data. Most commercial
systems have integrated all of these elements into a single
unit. A comparison of physiological recording systems that
can be used for mouse ERGs are described in chapter 19. In
addition, a comprehensive description of ERG recording
methodologies can be found in Nusinowitz et al.34

Factors affecting the ERG

There are many variables that affect the ERG, and standard
and consistent techniques are imperative to reduce the 
sometimes wide variability seen in mouse ERG recordings.
Improper technique strongly affects the ERG and greatly
reduces the reliability and reproducibility of data. Increased
variability within ERG responses decreases the test’s ability
to detect differences between strains and within strains over
time, particularly when these changes are subtle. Variables
that can affect the ERG include the improper use of anes-
thetics, variations in body temperature, insufficient dilation,
inadequate light or dark adaptation, and prolonged testing,
all of which can lead to a decrease in response amplitude.
Location of the electrode on the eye can alter the amplitude
of a signal by up to 30–40%, and a decrease in mouse body

flash onset

b-wave

oscillatory potentials
           (OPs)

a-wave

peak-to-peak

25 ms

50 µV

F 81.1 Representative ERG response to a bright flash
obtained from a normal adult C57BL6 mouse. (See text for details.)
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temperature by just a few degrees is associated with a virtu-
ally nondetectable ERG. Repeated flashing, commonly used
in signal averaging, reduces rod-mediated (but not cone-
mediated) ERG response amplitudes by about 20% at high
flash intensities unless flash presentation rate is slowed to
allow sufficient recovery of rod function. The consequences
on the ERG of inappropriate control of extraneous variables
are described in Nusinowitz et al.34 and Ridder et al.41

Specialized ERG recording techniques

By setting specific stimulus conditions, the ERG can be used
to index the functional status of a wide range of cell types
and can provide information to better understand the site
and mechanisms of disease action (see figure 81.4 later in
the chapter).

Long-duration stimuli have been reported suitable for dis-
secting the contribution of ON and OFF bipolar cells to the
photopic ERG.48 For example, while the photopic b-wave is
largely generated by cones and the depolarizing ON bipolar
cells, the activity of the hyperpolarizing OFF bipolar cells
can limit the size and shape of the b-wave. These different
components can be evaluated separately with long-duration
flashes that produce distinct waveform components at flash
onset and offset. While standard ERG recordings are in
response to brief flashes less than 10ms in duration, the 
separation of ON and OFF components requires longer
flashes that are typically 100–200ms in duration. Clinical
application of the long-duration stimulus to such disease
entities as congenital stationary night blindness31 and 
paraneoplastic night blindness1 have been reported in
humans.

F 81.2 Rod (upper left panel) and cone (upper right panel)
ERGs obtained from a normal C57BL6/J mouse. Each trace displays
the response to increasing light intensities. Upper left inset, Peak-to-
peak amplitude versus retinal illuminance fitted with a Naka-Rushton
function to obtain the maximum saturated b-wave amplitude, Vmax,
the semisaturation intensity, k, and the rod ERG threshold. Right
inset, Cone b-wave amplitude versus intensity series fitted with a

linear regression to derive the cone ERG threshold intensity. Lower
left, A single ERG recording filtered to illustrate the major oscillatory
potentials. Lower right, Representative a-wave ERG recordings to a
range of flash intensities for a normal mouse. The smooth dotted
curves are the fit of a rod model (see text for details) from which esti-
mates for RmP3, the maximum saturated photoreceptor response, and
S, a sensitivity parameter, were derived. (See text for details.)
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a-Wave analyses: Studies of activation and inactivation
steps of phototransduction

Photoreceptor structure and function can be studied by 
analyzing the leading edge of the ERG (called the a-wave)
obtained to bright flashes.3,4,8,20,21 Prior research suggests that
current quantitative rod models have the potential to 
discriminate structural from functional abnormalities as the
underlying mechanism of disease action in retinal disease (see,
e.g., Birch et al.2 and Hood and Birch22). These techniques
have been used extensively in the mouse.10–12,26,33,36,38,40,43,57

However, this type of a-wave analysis requires stimulus inten-
sities that are substantially higher than are available with con-
ventional photic stimulators. Intensities that clearly saturate
the a-wave of the ERG are required. High-output xenon arc
lamps and photographic flash heads can be adapted for this
purpose and can provide intensities 2.0–4.0 log units higher
than a standard flash.

An example of recordings to high-intensity flashes is
shown in figure 81.2 (lower right panel) for a normal mouse.
Dark-adapted ERGs were recorded to blue light flashes up
to 3.1 log scot td s in 0.3 log unit steps. The first 30ms of each
of the responses is shown in the figure. Note that the ampli-
tude of the a-wave is fairly stable at the highest intensities
and that the time to the peak of the a-wave is shortened.
The leading edge of the rod a-waves was fitted with a model
of the activation phase of phototransduction.22 The fit of the
model to the raw data is indicated by the dotted lines. Gen-
erated by the model are three parameters: S, RmP 3, and td. S
is a sensitivity parameter that scales flash energy. In general,
any factor that decreases quantal catch or affects the gain at
one or more of the steps involved in phototransduction will
result in a reduction in the estimate of S. RmP3 is propor-

tional to the magnitude of the circulating current in the rod
outer-segment membrane at the time of flash presenta-
tion.4,8,20,21 A number of factors can affect this circulating
current, including the ionic driving force within the cell
(perhaps determined by the number of mitochondria), the
electrical resistance and/or leakage of the photoreceptor
layer, immaturities in membrane proteins that mediate the
permeability of the outer limiting membrane, and/or the
density of light-sensitive channels distributed along the rod
outer segment (ROS). The parameter td is a brief delay
before response onset.

The kinetics of recovery to bright flashes can be studied
using a two-flash technique. Recovery cannot be measured
directly in the ERG because of the intrusion of postrecep-
tor components. However, recovery can be inferred from the
amplitude of the a-wave response to a second saturating test
flash. An example of rod a-wave responses to a test flash at
varying interstimulus intervals (ISIs) following a bright con-
ditioning flash is shown in figure 81.3 (left panel). The test
flash response in isolation is shown as the tracing labeled
baseline. The other tracings show the a-wave response to the
same test flash but with different ISIs ranging from 50 to 250
ms. Note that the a-wave amplitude increases as the ISI is
elongated, consistent with rod functional recovery. Repeti-
tion of this two-flash paradigm with variations of the inter-
val (ISIs) between the first and subsequent saturating flash
allows determination of the recovery time course for a 
given conditioning flash intensity and Tc, the critical delay
before the onset of recovery. Examples of normalized a-
wave amplitudes to a test flash at varying ISIs are shown in
figure 81.3 (right panel) for a dim and a bright conditioning
flash (first flash). Note the faster recovery to baseline for the
dim conditioning flash. We have previously reported that
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patients with retinitis pigmentosa and a Pro23His rhodopsin
mutation not only had a decrease in the gain of activation
but also had significantly slower recovery times to bright sat-
urating flashes.2 More recently, we have used this technique
to demonstrate a slowed photoreceptor recovery following
an intense bleach in albino mice with a MET450 variant in
RPE65.34 A modification of this technique can be used to
obtain the full time course of the rod response in vivo to test
flashes of subsaturating intensity.17

Interstrain differences in ERG parameters for normal
inbred mouse strains

Standard inbred mouse strains provide a stable genetic back-
ground for the study of specific genes and their role in retinal
degeneration. However, little has been published about
retinal function across (normal) inbred strains without
known retinopathy when tested with a standardized protocol and at
the same age. In our laboratory, we characterized retinal func-
tion in normal inbred mouse strains using the ERG to
provide normative data for a broad range of physiological
parameters. These data are intended to provide a standard
against which transgenic and knock-out mice on similar
backgrounds can be evaluated.

G T P We recorded intensity-
response series to evaluate both rod- and cone-mediated
function (examples are shown in the upper panels of figure
81.2). Rod-mediated ERGs were recorded to brief flashes of
short-wavelength (W47A; 8max = 470nm) light presented 
to the dark-adapted eye. Cone-mediated responses were
obtained with white flashes on a rod-saturating background.
The Naka-Rushton parameters, Vmax, the saturated b-wave
amplitude, k, retinal sensitivity, and rod ERG threshold were
derived from the intensity-response series. Oscillatory poten-
tials (OP) were recorded in the dark-adapted eye using bright
flashes of white light. Amplitude and timing were deter-
mined for each of the first four major OPs, as shown in
figure 81.2. Flash intensity was extended to record rod-
mediated photoresponses in the mouse as shown in the lower
left panel of figure 81.2. Rod photoresponse parameters
were derived from the fit of a rod model to the leading edge
of the a-wave. From these photoresponses, we derived RmP3,
the maximum saturated photoreceptor amplitude, and S,
photoreceptor sensitivity, as previously described.33 Finally,
cone-mediated maximum amplitude and ERG threshold
were also determined.

S S ERGs were recorded from 11 normal
inbred mouse strains (mean age 13 ± 3 weeks). The strains inves-
tigated were C57BL/6J, NZB/BINJ, A/J, C57BL/6Jc2J,
BALB/cJ, NZW/LacJ, AKR, CBA/CaJ, DBA/2J, DBA/1j,
and LP/J. All mice were obtained from the Jackson Laboratory.

R-M R The results for the Naka-
Rushton analysis of the b-wave intensity-response series are
shown in figures 81.4 and 81.5. Across all strains, Vmax, the
saturated b-wave amplitude, ranged from 194mV (± 77) to
374 (± 99) mV. The albino strains on average produced the
highest-amplitude signals, with marginally significant differ-
ences across strains (Vmax for albino strains = 314 ± 90mV,
P = 0.061). The two black strains on average produced
amplitudes that were lower than those of the albino strains
but that were not significantly different from those of either
the albino or agouti strains (Vmax for black strains = 280 ±
63mV, P = 0.395). However, the agouti, or mixed coat,
strains produced saturated amplitudes with wide variation
across the strains (Vmax for brown/agouti strains = 278 [± 99]
mV, P = 0.0002). Multiple comparisons suggested that the
largest difference among the agouti strains occurred for the
CBA and LP/J strains (P < 0.01).

The retinal sensitivity parameter, k, derived from the
Naka-Rushton fit, also varied across strains, ranging from
0.0015 ± 0.008 to 0.032 ± 0.033 scotopic td s (lower panel
of figure 81.4). Again, the albino strains produced the lowest
values of k (highest sensitivity), with significant variation
across strains (k for albino strains = 0.0062 ± 0.008), P <
0.0001), the agouti strains producing the lowest sensitivity 
(k for brown/agouti strains = 0.0195 ± 0.009, P = 0.32) 
and the black strains producing intermediate sensitivity 
(k for black strains = 0.0166 ± 0.008, P = 0.10). In general,
the parameters Vmax and k were loosely correlated, with the
higher saturated amplitudes also producing higher sensitiv-
ity values. Finally, ERG threshold intensity and k were highly
correlated, as shown in figure 81.5.

O P An analysis of the oscillatory
potentials is shown in figure 81.6. The upper panel shows
the summed amplitudes (OPsum) of the four dominant com-
ponents of the ERG waveform. The lower panel shows the
individual amplitudes for each of the four components.
OPsum amplitudes were significantly different across the three
coat colors. OPsum amplitude was 56.5 ± 35.0, 35.5 ± 13.0,
and 79.8 + 28.0mV for the black, albino, and brown/agouti
strains, respectively (P < 0.0001). Surprisingly, the albino
strains produced the lowest OP amplitudes despite generat-
ing the highest Vmax amplitudes. Statistically significant 
differences within the black and agouti strains were present,
but no such differences were observed across the albino
strains. Finally, the timing of OP peak components was not
significantly different across all strains (P > 0.05).

a-W P As previously described,33 the leading
edge of the rod ERG was fitted with a rod model to derive
parameters of photoreceptor structure and function. The
parameters, RmP3, the photoreceptor saturated amplitude,
and S, photoreceptor sensitivity, were calculated. The results
are shown in figure 81.7. An analysis of a-wave revealed that
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RmP3 was not statistically different across or within strains
(mean RmP3 = 266.4 ± 89.0mV, P = 0.342). In contrast, S,
the photoresponse sensitivity, differed across the three coat
colors. Log S was found to be 2.43 (± 0.21), 2.84 (± 0.18),
and 2.45 (± 0.16) for the black, albino, and brown/agouti
strains, respectively (P < 0.0001). In addition, significant dif-
ferences were found among strains for the albino and agouti
strains but not among the black strains (P > 0.10).

C-M R A summary of cone-mediated
responses is given in figure 81.8. Cone maximal amplitude
across all strains ranged from 32.9 (± 21.0) mV to 116.5 
(± 32.0) mV. Statistically different responses were not found
across the black strains (77.8 ± 32mV, P = 0.014). However,
substantial differences in cone amplitude were found for 
the albino strains (69.6 ± 34mV, P < 0.0001) and for the
brown/agouti strains (95.4 ± 29mV, P < 0.0001). As shown
in figure 81.9, cone maximum amplitude and ERG thresh-
old intensity were highly correlated (r = -0.93, P < 0.0001).
Finally, implicit time of the major b-wave peak was not sig-
nificantly different across strains (44.0 ± 5.4ms).

R- V C-M C A compari-
son of maximal rod- and cone-mediated amplitudes is
shown in figure 81.10. In general, rod- and cone-mediated

amplitudes were correlated across all strains (r = 0.60, P <
0.0001). Within individual strains, correlations ranged from
+0.43 to +0.93. However, for AJ and LP/j mice, rod func-
tion and cone function were uncorrelated. This means that
for these strains, cone function could not be predicted from
the responses that were rod-mediated. In addition, for strains
with weak correlations, a high rod amplitude did not neces-
sarily predict a high cone amplitude. For example, in figure
81.10, the albino strain with the highest rod amplitude (Vmax)
had only intermediate cone amplitudes.

General conclusions

The electrophysiological and analytical techniques based on
the ERG can be powerful tools to better understand the 
sites and mechanisms of disease action in mouse models of
ocular disease. The ERG is a commonly used technique to
assess panretinal function and can be dissected to quantify
and evaluate the functional integrity of different retinal
layers. The ERG has been used extensively to describe the
retinal phenotype in mouse models of human retinal disease
and has been used to evaluate the efficacy of a broad spec-
trum of genetic and pharmaceutical interventions. At the
present time, however, there are no internationally accepted
standards for recording ERGs in mice.
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While there are abundant published ERG data on mutant
mice, little has been published that documents retinal func-
tion across normal inbred strains without known retinopathy.
In addition, little is known about how retinal function in the
normal mouse alters during the aging process. Within the
context of our understanding of the cellular origins of dif-
ferent components of the ERG, such studies could provide
insights into which cells in the retina are most susceptible to
aging and disease.

As a first step, we have characterized retinal function with
the ERG across a range of normal inbred strains that are
commonly used in vision science. While there were many
subtle differences between strains that could be dismissed as
normal variability, some differences were substantial and 
statistically significant, suggesting differences in cellular
function. Some of the differences can be relatively easily

explained. For example, the albino strains were generally
more sensitive to light than the pigmented and agouti strains.
These differences in sensitivity are largely due to differences
in ocular melanin, which absorbs light, thereby reducing the
amount of light reaching the photoreceptors. The underly-
ing mechanisms responsible for other differences in ERG
parameters are not yet understood. Ongoing work in our
own laboratory is focused on determining the reliability and
replicability of these differences, how ERG parameters are
altered during aging, and the underlying cellular variations
that could cause such differences.
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L   with retinal dystrophy are increas-
ing in importance as models of human conditions, particu-
larly for the testing of therapeutic strategies. Spontaneously
occurring retinal dystrophies are recognized in both dogs
and chickens. Hereditary disease that leads to vision loss in
the dog is also important because this species plays a valu-
able role in human life, not only as a working and service
animal, tasks for which vision is required, but also as a com-
panion animal. In addition to its use as a laboratory model
for the study of retinal disease, the chicken is widely used for
the study of ametropias.

This chapter will elucidate some practical aspects of
canine and chicken ERGs, give examples, and show some of
the changes that can be seen in inherited retinal diseases.

The canine electroretinogram

The dog is becoming more widely recognized as an impor-
tant model for human retinal dystrophies. There are a
number of different spontaneously occurring hereditary
retinal degenerations in the dog, and this coupled with the
fact that the dog eye is very similar in size to the human eye
makes the canine retinal dystrophies important for the study
of retinal dysfunction and the therapeutic approaches to
save vision.

Electroretinography is commonly performed on dogs by
veterinary ophthalmologists to investigate retinal disease in
working and companion dogs and by researchers utilizing
the dog as a model for human disease. The increased uti-
lization of the dog as a model of human disease demands
that the normal canine electroretinogram (ERG) is fully
characterized so that this technique can be most effectively
utilized.

There are some important differences between the dog
and human retina. For example, the dog does not appear to
have an area with predominance of cones and does not have
a fovea. The dog retina does have a region called the visual
streak (or area centralis) in which there is greater ganglion
cell density,58 and it is this region that is used for most
detailed vision. As with humans, there are many more rods
in the canine retina than cones, but the exact rod-to-cone
ratio has not been reported. There are some reports describ-
ing how the distribution of cones varies across the retina

although the results vary between the publications (see the
review by Miller and Murphy42). The dog has dichromatic
color vision having two types of cone: one with peak spec-
tral absorbance at 429–435nm and the other at 555nm.31,53

Peak spectral absorption of the canine rod photopigment
rhodopsin is 508nm.31

The following section gives examples of ERGs in the
normal dog and in dogs with hereditary retinal disease.

M  R C ERG Techniques used to
record the canine ERG are described in chapter 83. The
ERGs shown in the current chapter were recorded from anes-
thetized dogs (typically sedated with acepromazine, induced
with thiopentone, and anesthesia maintained with halothane
or isoflurane delivered in oxygen). Although anesthetic
agents can alter the ERG responses,36,84 anesthesia is required
to immobilize the dog. Ganzfeld flash ERGs were recorded
with an LKC UTAS E-3000 electrophysiology unit (LKC
Technologies, Gaithersburg, MD). Although 20 minutes of
dark adaptation is recommended by the standards estab-
lished by the European College of Veterinary Ophthalmol-
ogists (ECVO) ERG committee,51 we find that dark-adapting
the eye for at least 45–60 minutes results in greater ampli-
tudes in the scotopic ERG. We have also shown that if a dog
is examined by indirect ophthalmoscopy or fundus photo-
graphs are taken immediately prior to the ERG session, the
period of dark adaptation time must be increased to at least
60 minutes to achieve ERG amplitudes comparable to those
that can be recorded after 20 minutes of dark adaptation76

(if examination with bright lights had not been performed.)
Typically, the pupil is maximally dilated by topical applica-
tion of tropicamide or a combination of tropicamide and
phenylephrine. The pupil diameter is monitored before and
after the procedure because some drugs used for premedica-
tion or anesthesia can result in pupillary constriction and
some individual dogs develop miosis after anesthesia, despite
repeated application of mydriatics.

The selection of recording lens can influence the ampli-
tudes and also, to some extent, the shape of the ERG
recorded from dogs. In a study comparing three different
electrodes, we found that significantly higher amplitudes
were recorded using either a DTL fiber electrode or an
ERG-Jet lens electrode compared to the amplitudes

82 Electroretinograms of Dog 
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recorded by using a bipolar Burian-Allen lens.40 This finding
differs from the results obtained in human patients, in which
the Burian-Allen lens tended to result in greater amplitudes
compared to the other electrodes.21 Additionally, we demon-
strated that in using monopolar electrodes, choosing a con-
sistent position of the reference electrode is very important.
When we compared amplitudes obtained by using the ERG-
Jet lens electrode and a skin reference electrode positioned
1, 3, or 5cm caudal to the lateral canthus of the eye we
found that between the three reference electrode positions,
the further caudally the electrode, the greater the ampli-
tude.40 A study of canine perfused eyes found that the great-
est ERG could be recorded in that system with a corneal
contact electrode when the reference electrode was placed
on the posterior sclera adjacent to the optic nerve.17 The lack
of a complete bony wall to the lateral orbit in the dog may
mean that there is less electrical resistance between a skin
electrode positioned more posteriorly and the current gen-
erated in the retina than there would be in a human with a
complete bony orbit, given that bone offers greater electri-
cal resistance than soft tissues. These studies demonstrate the
importance of standardization of equipment and technique
if ERGs are to be comparable.

In addition to the effect of recording technique on ERG
amplitudes, the breed and age of dog are important. Dogs
represent one of the most phenotypically diverse species
(compare a chihuahua with a Great Dane, for example), so
it is perhaps not surprising that normal ERG amplitudes can
differ considerably between breeds of dog. Amplitudes also
tend to decrease with age. For any study using a particular
breed of dog, it is important that an appropriate breed- and
age-matched control is available, particularly in trying to
detect the early stages of retinal disease.

M   C ERG The retina of the dog
is not fully developed at birth. Retinal maturation occurs
over the first couple of months of age (figure 82.1). When
the eyes of puppies open at between 10 and 14 days of age,
the ERG is just a low-amplitude negative waveform in
response to brighter flashes of light. By 4 weeks of age, the
ERG waveform is adultlike with an a-wave, a b-wave, and
oscillatory potentials. Maximal amplitudes are achieved by
about 7 weeks of age and appear to decrease slightly after
that age as the animal matures; a- and b-wave response
thresholds are at their lowest intensity by a similar age (7
weeks).

C   C ERG In addition to the a-
and b-waves and oscillatory potentials (figure 82.1), other
components of the canine ERG have been described. The
scotopic threshold response (STR) can be recorded under
specific recording conditions with good dark adaptation85,86

but can be reduced by the use of some anesthetic agents.84

The early receptor potential described in other species has
not been reported in the dog, probably because of the tech-
nical difficulties in recording this response.48 Similarly, there
are no reports of investigation of the canine M-wave. Aver-
aging several flashes of red light has been reported to allow
the separation of a cone-derived x-wave from the b-wave.50

A photopic i-wave can be seen in the dog,66 although we have
found that the selection of recording electrode is important
in being able to record this response. See figure 82.5C later
in the chapter for an example of a canine i-wave. Consid-
eration of the d-wave is included in the section about canine
long-flash responses.

A   C ERG Canine ERGs can be ana-
lyzed similarly to those of other species. a- and b-wave
amplitudes and implicit times can be measured. Soctopic
and photopic intensity-response curves can be plotted, and
a- and b-wave thresholds can be calculated. To allow for 
consistent comparison, a criterion threshold value can be
selected. The Naka-Rusthon formula can be applied to fit
the b-wave intensity-response curve and used to derive a
value for maximal rod photoreceptor response (Vbmax), and
a value for retinal sensitivity (k) may be calculated (k = the
intensity that gives a response of 1/2 Vbmax).

L-F ERG   D Figure 82.2 shows a typical
example of a canine long-flash ERG. The stimulus for 
photopic ON-OFF recordings (long-flash ERGs) were as
described by Sieving.73 A stimulus of 200cd/m2 (typically, a
150- to 200-ms flash duration was chosen) was presented 
on a background light of 34cd/m2. The ON response has
typical a- and b-waves. Following the b-wave is a plateau that
varies between slightly rising (as in figure 82.4 later in the
chapter) and slightly decreasing. At the onset of the OFF
response, there is often a small positive deflection that is then
followed by a large negative deflection similar in amplitude
to the b-wave. At the trough of the negative deflection, there
is a small positive deflection followed by a large positive
waveform that returns to baseline. The OFF response of the
dog is thus similar to that of the rat.49 This represents a
response from what Granit25 classified as an excitatory (E-
type) retina rather than an inhibitory (I-type) retina as in the
human and the chicken (see below). It is not clear whether
the small positive wave seen at the onset of the OFF response
represents the equivalent of the d-wave recorded in other
species, such as primates, or whether the large negative
response is the equivalent of the d-wave.

E  ERG C  C R D-
 Canine retinal dystrophies include models for retini-
tis pigmentosa and for Leber congenital amaurosis. The
retinitis pigmentosa models in dogs are known as the 
progressive retinal atrophies and occur in several different
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F 82.1 Maturation of the canine ERG. The tracings are
from the same dog. Panels A, B, and C show scotopic intensity
series responses, while panels D, E, and F are photopic intensity

series responses. Panels A and D are at 2 weeks of age, panels B
and E at 7 weeks of age, and panels C and F at 24 weeks of age.
Arrowheads indicate the onset of flash.

breeds of dog. The progressive retinal atrophies show
genetic heterogeneity. The gene mutations underlying some
of the forms have been identified. Phenotypically, the pro-
gressive retinal atrophies can be divided into early- and late-
onset forms.

Progressive retinal atrophies Some of the early-onset forms are
given the phenotypic description rod-cone dysplasias because
photoreceptor development becomes halted during devel-
opment, and this is followed by a rapid loss of rod photo-
receptors with a much slower loss of cones. The first form
was described in the Irish setter breed and is known as rod-
cone degeneration type 1 (rcd1), 9,14 the second form was
described in the collie (rcd2),81 and the third form was
described in the Cardigan Welsh corgi (rcd3).32 Rcd1 is 
caused by a point mutation resulting in a premature stop
codon in the gene encoding the rod cyclic GMP phospho-
diesterase beta subunit (PDE6B).16,74 The gene mutation
underlying rcd2 has not been identified, and that underlying
rcd3 is a 1-bp deletion in the gene encoding the rod cyclic

150 mS

10µV

F 82.2 Long-flash ERG from a dog. This shows the pho-
topic long-flash ERG from a normal adult dog. This is the result of
a 150-ms flash of 200cd/m2 superimposed on a background light
of 34cd/m2. The ON response is characterized by an a- and a b-
wave. There is a plateau region while the light remains on. The
OFF response is characterized by a small positive deflection fol-
lowed by a large negative response, similar in amplitude to the b-
wave. At the trough of the negative OFF response, there is often a
small positive deflection, which is followed by a larger positive
waveform that passes the baseline before returning to baseline.
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GMP phosphodiesterase alpha subunit (PDE6A) leading to
a premature stop codon.60 The mutations in PDE6A and
PDE6B are most likely functional null mutations. The rod
cyclic GMP phosphodiesterase enzyme requires the pres-
ence of both alpha and beta excitatory subunits for normal
activity. When one subunit is missing or is nonfunctional,
phosphodiesterase activity is much reduced,62 so the sub-
strate cyclic GMP accumulates. In similar animal models,
such as the rd1 mouse, it has been shown that the accumu-
lation of cyclic GMP and the resulting opening of an
increased proportion of cyclic GMP-gated channels in the
cell membrane trigger apoptosis in the rod photoreceptor.34

Cones, although genetically normal, are affected by the loss
of surrounding rods and are halted in their development and
then degenerate slowly.9,14,15 Figure 82.3 shows representa-
tive scotopic and photopic ERG intensity series from an rcd3-
affected dog. The rcd3 dogs lack rod-mediated responses at
all ages. This very-early-onset abnormality suggests, as
would be expected given the lack of functional rod cyclic
GMP phosphodiesterase alpha subunit, that normal rod
phototransduction does not develop in the affected dogs.
The developmental abnormalities of cones are reflected
functionally in a significant reduction of the photopic a-wave
amplitude as early as 3 weeks of age (figure 82.3F). The pho-
topic b-wave of the affected dogs is not significantly differ-
ent from that of breed-matched normal controls until later
in the disease process.61 Although cone function is abnormal

from a very early age, the loss of cones is relatively slow
(unpublished histological findings), and sufficient vision in
good lighting conditions to allow negotiation of obstacle
courses is maintained for two to four years. It is of note that
only a small photopic b-wave remains in these animals, and
histological examination of the retina of affected dogs in this
age range that still have some residual vision reveals that they
have only isolated areas with residual cone photoreceptor
cells apparently with just stunted inner segments.

Of the later-onset forms of progressive retinal atrophy in
dogs, one form called progressive rod-cone degeneration ( prcd ) is
known to be present in several different breeds.3–5 Prcd maps
to canine chromosome 9,2,24,41,72 although the actual gene
defect underlying it had not been published at the time of
writing. In prcd, the photoreceptors mature normally, but
then there is a progressive rod-led loss of photoreceptors.6

The loss of photoreceptors is reflected in a progressive
reduction in ERG amplitudes. Figure 82.4 shows an example
of a dog presented for early diagnosis of prcd. The rod
responses are affected first,8,67 but changes are not seen until
after normal maturation and probably reflect a loss of total
number of photoreceptors rather than a generalized abnor-
mality in photoreceptor function. The shape of the dark-
adapted waveforms are essentially normal; however, the
response threshold is elevated, and the a- and b-wave ampli-
tudes are both reduced to a similar extent (compare figure
82.4B with figure 82.4A). The photopic responses are still
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onset of flash.
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well preserved at this stage (compare figure 82.4D with figure
82.4C).

Dog model of Leber congenital amaurosis Leber congenital
amaurosis (LCA) is an early-onset severe retinal dystrophy
with vision loss in childhood.59 Similarly to retinitis 
pigmentosa, it shows genetic heterogeneity.28 LCA type II
results from mutations in RPE65,19,26,46,75 a gene encoding a
65-kDa protein expressed in retinal pigment epithelium
(RPE) that plays a role in the visual cycle.64 A spontaneously
occurring dog model of LCA type II in the briard breed has
been investigated.52,82,83 The original colony that was char-
acterized and in which the mutation in RPE65 was identi-
fied was established in Sweden; hence, the name Swedish
briard dog came into use, although “Swedish briard” is not a
separate breed from the briard. The mutation identified in
the briard dog is a 4-bp deletion leading to a premature stop
codon.78 The affected dogs have a lack of dim light vision
and a variable degree of daytime vision loss. Studies in mice

have shown that the lack of RPE65 protein activity means
that 11-cis-retinal is not recycled from the RPE to the pho-
toreceptors.64 There is therefore a lack of formation of visual
pigment and a resultant failure in normal rod phototrans-
duction.64 In affected dogs, there is only a slow degeneration
of photoreceptors, and as the animals get older, there is a
progressive accumulation of retinyl esters in the RPE.82,83

The lack of phototransduction is reflected in the ERG of
affected dogs,54 as can be seen in the representative ERGs in
figure 82.5. Comparison of dark-adapted with light-adapted
ERG waveforms in the RPE65 dog reveal that the intensity-
matched responses are very similar in amplitude, suggesting
that the majority of the response recorded in the RPE65
mutant dog at this age is cone-mediated; similar findings are
reported in children with RPE65 mutations37 and RPE65
knock-out mice.64 An ERG study using RPE65 knock-out
mice suggested that the mutant mice have a pronounced 
loss of UV cone function with preservation of M cone 
function.20 Similar studies have not been reported in dogs.
However a study utilizing double knockout mice that had a
lack or functional RPE65 with either a lack of functional
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rods or a lack of functional cones showed that the major
ERG response was due to a response from desensitized
rods,68 although it was subsequently shown that a small cone
derived response was also recordable.65

O C M This article has given only some
selected examples of ERGs of dog retinal dystrophy models.
There are other canine retinal dystrophy models in which
the gene mutation has been described, such as X-linked PRA
(due to mutations in RP GTPase regulator; RPGR muta-
tions),87 dominantly inherited PRA (due to a mutation in the
rod opsin gene),33 and achromatopsia in the cone dysplasia
dog (due to a mutation in cyclic nucleotide-gated channel
beta-subunit gene; CNGB3).10,68,69 There are also other
canine models that have been phenotypically characterized
but for which the causal gene mutation has not been identi-
fied, such as the rod dysplasia (rd ) Norwegian elkhound,7 the
early retinal degeneration (erd ) Norwegian elkhound,1 and
the photoreceptor dysplasia (pd ) miniature schnauzer.57

Many other naturally occurring canine retinal dystrophies
remain to be characterized. The publishing of the canine
genome35 and the development of tools for disease mapping
mean that it is becoming progressively easier to identify the
gene mutations underlying the myriad of genetic diseases
that occur in pure-bred dogs. This will provide the oppor-
tunity to establish further colonies of experimental dogs for
study and investigation of potential therapies for homo-
logues of human disease.

S This article has emphasized the canine ERG in
hereditary retinal disease. ERG studies in dogs are per-
formed for other reasons, such as the investigation of ocular
disease in veterinary medicine and in toxicology studies.
Although the ERG of the dog has been well described in
several studies, there is a need for further characterization,
particularly in view of the emergence of the dog as an
important model species of human diseases.

Electroretinography in the chicken

There are a few spontaneously occurring retinal dystrophies
in chickens, although thus far, the gene mutation underlying
only one of these diseases has been identified.

The chicken retina has a number of differences from the
human retina. The retina is avascular, receiving its nutrition
from the vitreous and via the choroid. Birds have a highly
vascular structure called the pecten that protrudes from the
surface of the optic nerve head into the vitreous. There are
several theories as to the purpose of the pecten, one of
which is that it is involved in supplying nutrition to the inner
retina via the vitreous. The chicken has a relatively cone-rich
retina compared to humans and canines. Most of the cones

contain colored oil droplets within the photoreceptor inner
segments. These droplets act as spectral filters for the light
that reaches the outer segments. The cones are divided into
single cones and double cones. Double cones consist of a
principal cone (similar in structure to a normal single cone),
which contains an oil droplet, and an accessory cone, which
curves around the inner segment of the principal cone and,
according to some authors, only rarely contains a miniscule
oil droplet,11 whereas others report that it has one or more
oil droplets.79 On the basis of morphological appearance,
three separate forms of double cone have been described.80

Four cone visual pigments are recognized: ultraviolet, short-
wavelength, middle-wavelength, and long-wavelength. A dif-
ferent type of oil droplet is matched with each of the four
visual pigments.11 The visual pigment in both members of
the double cone is the same as that found in the long-
wavelength-sensitive single cone. The reported proportion of
each of the photoreceptor types in the chicken retina differs
between studies. For example, Bowmaker and Knowles12

reported that double cones account for 50–60% of pho-
toreceptors, whereas Morris47 reported that in the central
retina, the ratios were 14% rods, 32% double cones, and
54% single cones and peripherally, 33% rods, 30% double
cones, and 37% single cones.

M  R  C ERG The chicken
ERGs shown in this chapter were recorded from anes-
thetized chickens (typically with isoflurane delivered in
oxygen). The flash ERGs were recorded by using an LKC
Utas 3000 electrophysiology unit (LKC) with a Ganzfeld
unit. A bipolar Burian-Allen lens (Hansen Ophthalmic
Development Laboratories, Coralville, Iowa) was used with
the ground electrode placed in the hind leg. Conjunctival
stay sutures were used to stabilize the globe and keep the
recording lens in position. Hypromellose (0.25–0.5%) was
used as a coupling solution for the lens. Birds have striated
muscle in their iris; therefore, the pupil does not dilate with
the topical parasympatholytic or sympathomimetic drugs
used in mammals. Topical neuromuscular blocking drugs
were used to induce mydriasis; for example, topical 1%
vecuronium bromide given 20 minutes prior to the 
procedure.

N C ERG The chick retina is well developed
at hatch. The ERG can be recorded from the chick embryo
by the eighteenth day of incubation.55 After hatch, the ERG
continues to mature over the first week or so.56 We have
found that over the first 2–3 weeks post hatch, the a- and 
b-wave thresholds decrease. Figures 82.6A and 82.6C 
show representative scotopic and photopic ERG tracings,
respectively, from a normal 7-day-old chick. The cone dom-
inance of the chicken retina means that there is a significant
cone component to the dark-adapted ERG, particularly
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those in response to brighter flashes. The light-adapted
responses are of proportionally greater amplitude than
would be recorded from a species with a rod-dominated
retina (e.g., Mears et al.39).

L-F ERG The stimulus for the photopic ON-OFF
recording (long-flash ERGs) was as described by Sieving.73

A long-flash stimulus of 200cd/m2 (typically of 150-ms
duration) was presented on a background light of
34cd/m2.

Utilization of a long-flash protocol to investigate ON 
and OFF responses shows that the chicken has a positive
OFF response (d-wave) (figure 82.7) similar to that of

humans and primates (an I-type response) but unlike rats and
dogs.

C ERG  D The ERG changes that char-
acterize some of the different forms of hereditary retinal
degeneration have been reported in the chicken. These
include retinal degeneration (rd ), retinal dysplasia and
degeneration (rdd ), delayed amelanotic (dam), and retinopa-
thy, globe enlarged (rge).

The rd phenotype is caused by a null mutation in the pho-
toreceptor guanylate cyclase (GUCY2D) gene and is therefore
a model of Leber congenital amaurosis type 1 in humans.69

The rd birds have a severe phenotype with nonrecordable
ERGs under light- or dark-adapted conditions from the time
of hatch.77

The rdd chicken phenotype is sex-linked and character-
ized by a progressive degeneration of the retina, culminat-
ing in blindness. By 3 weeks of age, homozygotes have a flat
ERG, indicative of their severe loss of visual function.63

Linkage analysis mapped the rdd locus to a small region of
the chicken Z chromosome with homologies to human chro-
mosomes 5q and 9p.13

The dam chicken is characterized by a postnatal, sponta-
neous cutaneous amelanosis and a high incidence of
blindness.22 The main ERG change observed in this 
phenotype is a generalized decrease in a- and b-wave 
amplitudes.23

Retinopathy, globe enlarged chick (rge) is autosomal-
recessive18 and is due to a mutant locus on chicken chromo-
some one.30 Rge chicks have unusual ERG changes.44 The
homozygous affected chicks have reduced vision, particu-
larly in dim light, from hatch and lose functional vision at
about one month after hatch.44 The retina slowly degener-
ates but has some early ultrastructural abnormalities of pho-
toreceptor synaptic terminals.43 The ERGs are abnormal in
shape from hatch, slowly deteriorate, and yet maintain 
relatively large amplitudes for some months after functional
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differently from the normal chicken b-wave or from differ-
ent cellular components. The true basis for the ERG changes
in this interesting dystrophy remains to be elucidated.

S The chicken ERG reflects the fact that this
species has a cone-dominated retina. Spontaneously 
occurring retinal dystrophies have been described in this
species. The only one of these to be characterized at the
molecular level, the rd mutation, provides a model for Leber
congenital amaurosis type 1. Other chicken retinal dystro-
phies have been characterized to varying degrees at the 
phenotypic level, and the chromosomal locations of the
underlying genetic mutation of some forms have been
mapped. The presence of naturally occurring retinal dys-
trophies in chickens, coupled with the large size of the eye,
the cone-dominated retina, and the ease of access and
manipulation of the embryo, makes this an attractive model
system for studying retinal gene function in higher 
vertebrates.
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F 82.8 Scotopic and photopic a- and b-wave intensity-
response and implicit time plots form normal and rge chicks 
at 7 days of age. Mean scotopic (A) and photopic (C) a-wave 
amplitude and implicit times and mean scotopic (B) and 
photopic (D) b-wave amplitude and implicit times. In each 
graph, the black solid curve represents the mean intensity-
response curve of the rge birds, and the black dashed curve 
represents that of the control birds. The gray solid curve represents

the intensity-implicit time curve of the rge birds, and the gray
dashed curves represent the a-wave implicit time curve from
normal birds. Note the increased a- and b-wave threshold of the
rge birds compared to control birds. The scotopic and photopic b-
wave amplitudes are supernormal in response to the brighter light
intensities (above 1.4 logcd s/m2). Seven control and seven rge
birds’ standard error bars are shown. (* = a significant difference
at P < 0.05.)

vision loss.45 Examples of the affected birds’ scotopic and
photopic ERGs are shown in figures 82.6B and 82.6D,
respectively. a- and b-wave thresholds are elevated for both
the dark- and light-adapted ERGs (figure 82.8). The shape
of the b-wave is abnormal, partly owing to the lack of oscil-
latory potentials. Interestingly, in response to very bright
flashes of light, both the scotopic and photopic b-wave
amplitudes of rge birds are supernormal for the first 6 or 7
weeks of age (see figure 82.8). Supernormal ERG amplitudes
are reported in certain retinal dystrophies, including
enhanced S-cone syndrome.29,38 In this condition, there is a
lack of rods and a marked increase in numbers of S-cones.27

However, histological studies showed that rge chicks do not
have marked alterations in photoreceptor ratios.43 Drug dis-
sections of the ERG of rge chicks revealed that intravitreous
APB (2-amino-4-phosphonobutyric acid) does not block this
abnormal b-wave. In the normal control chick, APB almost
completely eliminates the b-wave (figure 82.9). This finding
suggests that the “b-wave” of rge chicks may be generated
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M  studies have been performed
in animals as a means to describe basic physiological
response mechanisms of the retina to light stimulation. The
recordings have served to expand our knowledge, not only
of the normal anatomy and physiology of the retinal cells
and their interactions, but also of pathological and disease
processes of the eye. For the latter purpose, there have been
a number of animal retinal diseases to study. In addition,
there are now genetically modified animals, that is, knock-
out animals, that are used to examine the role of single genes
and amino acids or as direct models of human retinal 
diseases.

Electroretinogram (ERG) testing in animals larger than
rats and mice has been performed for research purposes in
guinea pigs,11 pigeons,25 ground squirrels,26 chickens,21,74

rabbits,73,75,79 cats,38,56,67,76,77 dogs,4,28,32,58,69,84 sheep,29 and
monkeys,20,24,68,78 as well as other species. It appears that
animals larger than these, such as pigs, cows, and horses, are
seldom used for pure research, owing to impracticalities,
such as the higher housing costs and the increased risks for
both investigators and animals in conjunction with the
testing procedures.

Virtually all kinds of objective ERG studies that are rou-
tinely done in humans can be performed in larger animals.
One major difference is the need for anesthetics in these
animals,1,52,71 which can have a direct effect on the configu-
ration of the ERG recordings. Depending on the choice of
anesthetics, the effects range from minimal, when using only
hypnotics, to more severe when using barbiturates or volatile
anesthetics such as halothane.33,41

Another difference in larger animals (mammals), except
primates, is that they are dichromats. Two types of cones are
prevalent, varying in numbers and topographic location in
the retina.64 Rods dominate most retinas of larger animals,
although cones dominate for lizards, birds, and squirrels.
These variations in photoreceptor types and distribution
between species cause the resultant normal ERG curves to
vary markedly between species. Another anatomic variable
is the “extra” refractile cell layer located in the inner part of
the choroid of many domestic species. It is called tapetum
lucidum (dogs and cats) or tapetum cellulosum (horse and cattle)
and is found in the superior half of the fundus. This layer
increases the effect of incident light on the photoreceptors

and results in increased retinal illuminance.60 It also
increases stray light, effects that significantly affect ERG
recordings.66

Today, the application for electroretinography in larger
animals has broadened, due to the objective nature of the
test. This is true especially in the field of veterinary oph-
thalmology, in which electrophysiological studies in domes-
ticated animals such as dogs, cats, and horses are more or
less routinely performed. Although more sophisticated
studies such as pattern,58 focal, multifocal,66 bright-flash,
double-flash, and ON and OFF17 and d.c. ERGs31,33 are used
only in a few specialized centers across the world in larger
animals, most veterinary ophthalmology specialty clinics
today have equipment to record flash ERGs.57

Flash ERGs are most commonly used in dogs in veteri-
nary medicine. For example, ERGs are used as a routine
screening procedure for quick evaluation of retinal function,
prior to cataract surgery, and in the evaluation of acute
blinding diseases or trauma.2,52 There is an increasing need
for flash ERGs to be performed more frequently in horses
as well.30 Complete cataracts, especially in foals, is a frequent
indication for equine ERGs. Also in trauma cases, ERGs are
indicated and in conjunction with intraocular inflammatory
disease entities such as uveitis, the most common cause of
blindness in the horse.

ERGs are also used for the screening of hereditary eye
disease, mainly in dogs, sometimes in cats, and less fre-
quently in Appaloosa horses. In the pedigree dog popula-
tion, there is a high incidence of generalized, hereditary
photoreceptor disorders, collectively termed progressive retinal
atrophy (PRA) (table 83.1). Among photoreceptor disorders
that have been more specifically studied and documented 
in dogs are rod-cone dysplasias,12,37,82 rod dysplasia,5 early
rod degeneration,2 photoreceptor dysplasia,59 progressive
rod-cone degeneration,7,45 cone degeneration,4 and congen-
ital retinal dystrophy.55

Some of these photoreceptor disorders are congenital and
cause early-onset severe visual impairment or blindness.55

Others do not cause blindness until the animal is several
years old and are often not diagnosed until late in the disease
process.1,4,13,54 Early diagnosis of these bilateral, generalized
hereditary retinal diseases is advocated. It is recommended
that such studies be used prior to breeding, thus reducing the
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frequency of affected animals with genetic defects prevalent
in the population.1,50

Owing to an increasing awareness among clinicians and
pedigree dog and cat owners and breeders, it is likely that
diagnostic ERGs will be performed more frequently in the
future. In this regard, there has been debate regarding the
use and misuse of ERGs in dogs,6 and ways have been pro-
posed to resolve this problem: the establishment of referral
centers with specific competency in ERG procedures where
more comprehensive procedures are routinely performed,
enabling researchers and clinicians a more focused approach
to diagnostics of retinal disease processes in companion
animals.46

Specific procedures needed in working with larger animals

ERGs in awake, restrained, or even freely moving animals
have also been described.36,62,72 Although the recording of
ERG should not be a painful procedure by itself, it requires
patient cooperation. This cooperation is not attainable in
conscious animals and therefore, to obtain reliable results,
heavy sedation or general anesthesia is advocated. This not
only prevents movement artifacts, such as blinks, but also

reduces stress. Further, it allows for positioning of the eye in
relation to the light source and recording electrodes without
causing discomfort or pain.

A number of anesthetics have been used for electrophys-
iological studies in larger animals and specific effects shown
on various electrophysiological parameters. It is not the aim
of this chapter to give detailed recommendations regarding
specific anesthetic procedures for various species or breeds.
The choice of anesthetic regime depends on many factors,
such as the user’s experience with a specific anesthetic, the
training of involved personnel, equipment availability, the
species of animal being studied, and the electrophysiologi-
cal effects to be investigated. See table 83.2 for a list of anes-
thetic protocols used in documented studies in larger
animals.

Assessment of vision is performed prior to sedation or the
induction of anesthesia. This is not always an easy pro-
cedure, given the lack of verbal communication and the
animal’s ability to compensate for reduced visual capacity by
increased use of tactile and auditory sensations. The behav-
ior in walking a maze and the cotton ball test in both dark
and lighted environments are integral parts of the visual
examination procedure.49 A general examination of the

T 83.1
Reported hereditary photoreceptor diseases in the canine, feline, and equine species

Onset of ERG
Fundus Diagnostically

Species Breed Disease Name Abnormalities Informative
Canine Irish setter Rod-cone dysplasia type 1 3–4 months 6 weeks

Collie Rod-cone dysplasia type 2 3–4 months 6 weeks
Norwegian elkhound Rod dysplasia 5 months 6 weeks
Norwegian elkhound Early rod degeneration 6 months 6 weeks
Miniature schnauzer Photoreceptor dysplasia 2–5 years 6 weeks
Belgian shepherd Unclassified 11 weeks 4 weeks
Portuguese waterdog Progressive rod-cone degeneration 3–6 years 1.5 years
Miniature and toy poodle Progressive rod-cone degeneration 3–5 years 9–10 months
English cocker spaniel Progressive rod-cone degeneration 4–8 years 18–24 months
American cocker spaniel Progressive rod-cone degeneration 3–5 years 9 months
Labrador retriever Progressive rod-cone degeneration 4–6 years 12–15 months
Tibetan terrier Progressive retinal atrophy 12–18 months 10 months
Miniature longhaired dachshund Progressive retinal atrophy 5–7 months 4 months
Alaskan malamute Cone degeneration NR 6 weeks
Akita-inu Progressive retinal atrophy 5–18 months 10 months
Irish wolfhound Progressive retinal atrophy 2–3 years NR
English setter Progressive retinal atrophy <7 years NR
Tibetan spaniel Progressive retinal atrophy 3–4 years NR
Papillon Progressive retinal atrophy 2–6 years 18 months
Siberian husky X-linked progressive retinal atrophy 6–12 months 18 months
Samoyed X-linked progressive retinal atrophy 2–4 years 16–24 months
Briard Congenital retinal dystrophy (RPE65 mutation) 4–6 years 5 weeks
Cardigan Welsh corgi Progressive retinal atrophy NR NR

Feline Abyssinian Rod-cone dysplasia 4–5 weeks 5 weeks
Abyssinian Rod-cone degeneration 1–2 years 8–12 months

Equine Appaloosa Congenital stationary night blindness NR 1 month
NR = Not recorded.
For further reading, see references 13, 14, 45, 47, 50, and 81.
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T 83.2
Anesthetics used and described in the literature for some larger animal species in conjunction with ERG studies

Species Ref. No. Anesthetics Dosage and Route of Application
Canine 63 Short-acting barbiturate IV (NR)

+ succinyl chloride 10–20mg/kgIV**
23 Thiamylal sodium 17.5mg/kgIV

+ succinylcholine chloride 10–20mgIV**
65 Acepromazine maleate 1mg/kgIM

+ numorphan 0.4mg/kgIV*
33, 35 Ketamine hydrochloride 1.04–1.32mg/kgIM

& xylazine 8.6–10.5mg/kg
31 Glycopyrrolate bromide 0.01mg/kgIV

+ medetomidine hydrochloride 15mg/kg IM
+ ketamine hydrochloride 1.5mg/kg (after 20 minutes) IV
+ vecuronium bromide 0.2mg/kgIV**

43 Pentobarbital sodium 26mg/kgIV
+ halothane Inhalation*

7 Short-acting thiobarbiturate IV (NR)
+ halothane Inhalation*

82, 44 Acepromazine maleate 1mg/kgIV
+ halothane Inhalation*

70 Acepromazine maleate 0.22mg/kgIV
+ isoflurane Inhalation*

71 Acepromazine maleate 0.1mg/kgIM
+ thiamylal sodium 10mg/kgIV
+ halthane Inhalation*

69 Oxymorphone 0.02mg/kgIM
+ isoflurane Inhalation*

32 Glycopyrrolate bromide 0.01mg/kgIV
+ thiamylal sodium 15mg/kgIV
+ pancuronium bromide 0.1mg/kg/45min**

59 Thiamylal sodium 15mg/kgIV (NR)
+ halothane Inhalation*

58 Glycopyrrolate bromide 0.01mg/kgIV
+ thiamylal sodium 15mg/kgIV
+ pancuronium bromide 0.1mg/kgIV
+ 25% oxygen & 75% Inhalation**
nitrous oxide

28 Isoflurane Inhalation*
& nitrous oxide

16 Glycopyrrolate bromide 0.01mg/kgIV
+ thiamylal sodium 15mg/kgIV
+ pancuronium bromide 0.1mg/kgIV**

83, 84 Ketamine 5mg/kgIV
+ vecuronium bromide 40mg/kg IV
+ 25% oxygen & 75% Inhalation**
nitrous oxide

34 Glycopyrrolate bromide 0.01mg/kgIV
+ thiopental sodium 15–20mg/kgIV
+ pancuronium bromide 0.1–0.2mg/kg/h
+ 70% nitrous oxide & 30% Inhalation**
oxygen

1, 39 Halothane or isoflurane Inhalation*
9 Sodium thiopental 15mg/kgIV

+ halothane Inhalation*
61 Ketamine hydrochloride 5mg/kg

+ medetomidine hydrochloride 0.04ml/kg IM
14, 19 Propofol 6mg/kgIV

+ isoflurane or halothane Inhalation*
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Feline 15, 37 Alphaxalone IV (to effect)
& alphadolone acetate
+ halothane Inhalation*

41, 77 Urethane 1.0–1.3g/kg, Infusion: 1.92g/h
+ halothane + nitrous Inhalation
oxide/carbon gas mixture For long term (up to 3 days):
+ heparin, atropine, 50 IU, 2.5mg, 4.7g, & 240mg/kg;
anhydrous -glycose & 4ml/h of 100ml solution for infusion†

urethane mixture
8, 68 Ketamine hydrochloride 10–25mg/kgIM

& xylazine 1–2.5mg/kgIM
17, 48 Thiopental sodium 8mg/kgIV

+ isoflurane or halothane Inhalation*
76 Ketamine hydrochloride 10–20mg/kgIM

+ xylazine 0.33mg/kgIM
+ ketamine hydrochloride Infusion: 10mg/kg,
& glucose & sodium chloride 10g, 0.45g & 0.56g in 250ml of solution
& potassium chloride

10 Medetomidine hydrochloride 0.1ml/kg IM
+ ketamine hydrochloride 5mg/kgIM
(50mg/ml)

Equine 30 Detomidine hydrochloride 0.015mg/kgIV

Rabbit 44 Ketamine hydrochloride 30mg/kgIV
+ urethane 1.4g/kg IP

73 Pentobarbital (60mg/ml) 1.25–1.75 IV
+ pentobarbital in Ringer’s Infusion: 20–30ml/h
solution (2mg/ml)

Guinea pig 11 Xylazine 5mg/kg
& ketamine hydrochloride 35mg/kgIM

Ground squirrel 26 Xylazine 7mg/kg
& ketamine hydrochloride 70mg/kgIM

Rat 18 Fluanisonum (10mg/ml) 0.3ml/kg
& fentanyl (0.1315mg/ml) of mixture IP

27 Sodium pentobarbital 5mg/100gIP

Pigeon 25 Chloral hydrate 410mg/kgIM

Chicken 74 Ethyl carbamate 1.5g/kg IP

Pig 80 Halothane Inhalation*
Note: Glycopyrrolate and atropine are both anticholinergic drugs used primarily to prevent salivary secretions and to inhibit the brady-

cardic effect of vagal stimulation often seen in conjunction with general anesthesia in dogs and cats. The dose of atropine is not indicated
in the table but is routinely used at 0.02–0.04mg/kgIV, IM, or SQ in the dog and cat. For further information and instructions, see Muir
WW, Hubbell JAE, Skarda R (eds): Handbook of Veterinary Anesthesia, ed 2. St. Louis, Mosby-Year Book, 1995.

+= Given after induction or after a specific time.
&= Given in combination.
*= Intubation needed.
**= Intubation and artificial respiration needed.
†= For terminal procedures.
NR= Not recorded.

T 83.2 (continued)
Species Ref. No. Anesthetics Dosage and Route of Application
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animal and more specific eye exams are thereafter per-
formed. The latter includes menace testing, testing of dazzle
and pupillary light reflexes, ophthalmoscopy, and slit-lamp
biomicroscopy. The ERG requires dilatation, and ophthal-
moscopy and biomicroscopy are best done in the dilated eye.
These initial examinations can be performed prior to pre-
medication, after premedication, or after the induction of
general anesthesia. In dogs and cats, these examinations are
easily performed with the animal sitting on a table in a calm,
dark environment. Induction of general anesthesia or deep
sedation is then performed, the pupils are dilated if this was
not done previously, and the animal is moved to the ERG
facility (figure 83.1).

For larger animals such as horses, it is recommended to
provide sedation before any specific eye exams are per-
formed. Due to higher risks in relation to general anesthe-
sia in this species, it is recommended that ERGs be
performed in the heavily sedated standing horse.30 After light
sedation and eye exams, deeper sedation is provided and
possibly regional anesthesia (topical anesthesia and auricu-
lopalpebral nerve block for eyelid akinesia) in order for the
corneal electrodes to be inserted.

It is important to be aware of species variation as to type
of anesthetics that are suitable to use as well as dosages (see
table 83.2). Species may differ in their reactions to anesthetic
agents, which also results in variations in the ERG responses
obtained. Interpretation of the recorded ERG response must
therefore always be done with the type of animal species
studied and type of anesthesia used. ERG signals of animals
also vary with age, as in human patients, with higher ampli-
tudes in younger animals compared to those of older indi-
viduals and smaller amplitudes in animals of advanced age.
Further, as was previously pointed out, there are species and
breed variations as to the general configuration of the ERG
responses mainly due to anatomic and physiological varia-
tions between species. It is not possible to directly compare

ERG recordings from a miniature poodle to those of a
Labrador retriever, even when the same anesthetic protocol
is used in both breeds of dog. Similarly, ERG recordings
from dogs are different from those of cats, even when the
same type of anesthetic is used. Cats have higher amplitudes
and shorter implicit times in their a- and b-wave responses
compared to similar recordings in dogs. Species variations
are clearly seen when rodent ERGs are compared to record-
ings in some larger animals. Rats, for instance, have marked
oscillatory potentials (OPs), while the OPs are prevalent but
not as marked in cats under similar recording conditions,
that is, similar state of retinal adaptation, color of light
stimuli, intensity of light stimuli, and type of anesthesia.

Individual testing protocols, therefore, need to be estab-
lished for each animal species studied by ERG. Normal 
baseline values should be obtained for each laboratory where
ERG studies are performed in each species, each breed, and
at least three age groups (juvenile, adult, and elderly).

Indications for flash a.c. (alternating current) ERGs may
vary from simple preoperative recordings to evaluate gross
retinal function in dogs with complete cataracts to extensive
studies of newly discovered retinal disease processes. ERGs
are often needed in conjunction with toxicological screening
of the effects of various drugs and compounds and, as was
previously described, in the early diagnosis of hereditary
retinal disease. For these indications, except the first type,
precise and standardized procedures are needed, a mini-
mum being the evaluation of rod and cone function and the
process of dark adaptation.1,4,22,47 More extended testing pro-
cedures are often also used, such as the study of scotopic
threshold responses, OPs, and retinal sensitivity. These more
extended studies should, however, be performed as adjunct
tests to a standardized testing procedure.

Guidelines for larger animals

Guidelines for larger animals have so far been published only
for dogs. The International Society for Veterinary Ophthal-
mology initiated this work and, together with the European
College of Veterinary Ophthalmology, established a working
committee for this endeavor. The procedures for ERGs in
dogs were approved at the First European Conference of
Veterinary Visual Electrophysiology in Vienna in 2000, and
the guidelines were published in Documenta Ophthalmologica in
2002.52 These guidelines take the varying needs, previously
described, for ERGs into account by providing two sets of
recommendations for use in dogs: one short protocol, which
is intended for rapid evaluation of gross retinal function in
animals that are about to undergo cataract surgery or, for
instance, to evaluate retinal versus central blindness, and a
more elaborate protocol that is intended as part of a diag-
nostic process in the evaluation of retinal function. The
second, more elaborate protocol is a longer procedure in

F 83.1 Computerized Ganzfeld ERG system for use in
larger animals. Suitable adjunct utilities are demonstrated on the
table: a deflatable cushion that aids in apposition of the head, a
tray for electrodes, instruments used for stay suturing, and oph-
thalmic medications (methyl cellulose, phenylephrine hydrochlo-
ride, and atropine).
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which rod function and cone function are tested separately.
This diagnostic ERG test protocol can be used for studies of
newly discovered photoreceptor disorders, in toxicological
studies, and in the early diagnosis and testing for generalized
inherited photoreceptor disorders (see table 83.1). It is the
author’s opinion that the same set of guidelines that have
been described and published for dogs can be used in cats
owing to physiological and anatomical similarities of retinal
function and structure between the two species. The second,
longer type of ERG protocol has many similarities to the
human protocol published as the standard for clinical ERG
(latest version published in 2004).40

The guidelines include the use of short white-flash ERGs,
no more than 5ms long, utilizing full-field light stimulation.
Commercial or custom-made Ganzfeld stimulators are used
that aim at obtaining a uniform distribution of the stimu-
lating light across the retina in order to be able to measure
the contributions of the entire rod and cone populations
(figure 83.2). Pupils are maximally dilated during the record-
ing session using mydriatics; 1% atropine (Isopto-Atropin)
will produce dilation lasting over days, depending on animal
species and frequency of instillation. If shorter dilation is
required, 1% tropicamide hydrochloride (Mydriacyl) and
10% phenylephrine hydrochloride (Neosynephrine) work
well and last only 3–5 hours. The use of white light is rec-
ommended. Neutral-density filters are used to attenuate the
light. The choice of unilateral or simultaneous bilateral ERG
recordings will depend on the species, the capacity of the
equipment, and the indication for performing the ERG.

Contact lens electrodes are recommended. The most fre-
quently used ones are gold-ring electrodes (ERG Jet Lens,

Universo Plastique, La Chaus-de-Fonds, Switzerland) 
and Burian Allen bipolar lens electrodes built specifically 
for the species and age (Hansen Ophthalmic Development
Laboratory, Iowa), especially in dogs and cats (figure 83.3).
Several laboratories design their own monopolar or bipolar
lens electrodes. DTL microfiber electrodes (Retina Tech-
nologies, Scranton, PA) are useful because they do not need
to be fitted onto the eye (figure 83.4). If the electrode is
stretched across the cornea, the responses are large but sen-
sitive to the position of the fiber on the cornea, which will
change if the animal blinks. When the electrode is placed in

F 83.4 A DTL microfiber electrode is used in the standing
horse. Note the thin microfiber stretched in the tearfilm along the
lower eyelid margin. (Source: Komaromy AM, et al: Vet Ophthalmol
2003; 6:27–33. Used by permission.)

F 83.3 The dog is under general anesthesia and intubated.
A bipolar Burian Allen corneal contact lens is in place and cush-
ioned on the cornea with methylcellulose.

F 83.2 Preparation for simultaneous bilateral ERGs. The
dog is lying on its chest with the electrodes connected. Three con-
junctival stay sutures have been placed at the limbus and fastened
to the skin with surgical tape. The apposition of the contact lens
electrodes and the position of the eyes are checked by using a large
dentists’ mirror.
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the palpebral sac, DTL electrode recordings are stable, but
amplitudes are lower. For reference and ground electrodes,
platinum subdermal needle electrodes are often used 
(Grass Instrumental Division, Astro-Med., Inc., West
Warwick, RI).

The use of conjunctival stay sutures at the limbus to sta-
bilize the globe, or other adequate means, is recommended
during the ERG procedure. Both eyelids must be open
during the examination, and the corneas must be protected
by using a nonirritating protective and wetting solution, such
as 0.5% methyl cellulose.

Proper oxygenation and ventilation must be maintained
throughout the examination, and orotracheal intubation is
used when the animals are under general anesthesia. Body
temperature must be controlled and kept stable at 38–39°C.
As was previously pointed out, pupils must be fully dilated
throughout the examination, and evaluation of pupil size
must be conducted at the beginning and at the end of the
testing procedure.

For both the short and longer protocols, the dogs (and cats)
are prepared and anesthetized in ambient light. The rec-
ommended short protocol is as follows:

1. Test retinal function in ambient light using a white
standard flash (SF = 2–3cd s/m2).

2. Turn off the light and test retinal function within the
first minute of dark adaptation using white SF.

3. Test retinal function again after 5 minutes of dark
adaptation using white SF.

Using this short protocol in a normal animal provides the
examiner with a low-amplitude photopic ERG recording
and low- and higher-amplitude scotopic recordings. This
protocol does not allow for separation of rod function and
cone function but gives an answer to the question of whether
there is retinal function or not. Every lab will have to eval-
uate its ERG responses obtained from animal patients in
comparison with those obtained under similar conditions in
a group of previously tested normal animals of the same
species and age group.

For a more elaborate diagnostic ERG protocol, rod func-
tion and cone function are tested separately. It is important
to note that prior to the ERG examination, the animal
should not have undergone fundus photography or fluores-
cein angiography or have been out in bright sunlight.
Although the currently recommended protocol for dogs
starts with evaluation of the dark-adapted responses, the
choice of whether to begin with scotopic or photopic con-
ditions is up to the user, as long as the adaptation times are
met. The longer protocol is as follows:

1. Dark-adapt the animal for 20 minutes while evaluat-
ing rod function and the dynamic process of dark adapta-
tion every 4 minutes (at 1, 4, 8, 12, 16, and 20 minutes of

dark adaptation) using a low level of white light (0.02–
0.03cd s/m2).

2. Test the mixed rod and cone responses to a single high-
intensity flash of white light (using 2–3cd s/m2).

3. Light-adapt the animal for 10 minutes, using white
background light in a Ganzfeld dome or similar equipment,
with an intensity of 30–40cd/m2 at the level of the stimu-
lated eye. Thereafter, test cone function using white SF 
stimulus.

4. Perform the cone flicker test using 30Hz of white light
stimuli or higher-intensity frequencies.

The OPs can be extracted from the high-intensity white
light stimulus response, with filtering of the signals, using a
low filter setting at 70–100Hz. This can be done as a sepa-
rate recording or, it the software is available, mathematically
during analysis.

Testing sessions using the second, more elaborate testing
protocol result in a set of ERGs (figure 83.5) that are evalu-
ated as to a- and b-wave amplitude and timing characteris-
tics. Further, the process of dark adaptation is studied. These
parameters are compared to the responses of normal
animals of the same species, breed, and age group. To
compare results of recordings from normal and tested
animals, similar anesthetic procedures must have been used
in the patient and in all animals of the test group.

A scheme for rapid evaluation of obtained results has
been proposed involving a flowchart for the various proce-
dures.47,51 The amplitude and implicit time parameters for
the studied animal are plotted on a chart, in which the
median level for each testing parameter for normal dogs is
given and the first and ninety-ninth or fifth and ninety-fifth
percentiles are indicated as limits of normality.

Reports of ERGs should include a display of the animal’s
own ERG traces alongside the traces of a normal, age-
matched animal of the same breed and anesthetized by
using the same anesthetic protocol.

Correlation of ERG test results with clinical findings

It is important to realize that electrophysiological testing is
a complementary way of obtaining a diagnosis in relation to
a possible retinal functional problem and that ERGs cannot
be interpreted in isolation. The results from a thorough
history of the patient and knowledge of the specific heredi-
tary diseases prevalent in the breed are important factors to
take into account. Also, the results from visual behavior
testing and the general and more specific ocular examina-
tions performed are needed in order to obtain a correct 
diagnosis.

In dogs and cats with known hereditary disease entities,
the majority of animals that are tested by using ERGs have
a normal fundus appearance, are relatively young, and are
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often in their first years of breeding. For these, diagnostic
ERGs, specifically evaluating rod and cone function, are of
utmost importance. The papillon dog breed is an example
of a breed that is affected by a hereditary rod-cone degen-
eration of late onset and slow progression. Fundus appear-
ance and behavioral testing can be normal up to 2–6 years
of age, but electrophysiologically, rod function is abnormal
at the age of 0.8–1.5 years. In the papillon retinal disease, it
appears that cone function is normal for several years, until
late in the disease process, allowing the dog normal visual
behavior in daylight conditions and thus hiding clinical
symptoms of this progressively blinding disease. Moreover,
fundus appearance is difficult to evaluate in many papillon

dogs, owing to great variations in the normal fundus appear-
ance of this breed, varying from generalized darkly pig-
mented fundus to a subalbinotic fundus. Both types of fundi
have no or only very small numbers of tapetal cells, making
the ophthalmoscopic evaluation difficult. This is an example
in which ERG testing is essential in order to obtain an accu-
rate and comparably early diagnosis.51

In the briard dog retinal dystrophy, with the RPE65 null
mutation, the situation is different. Affected dogs are night
blind from birth and are severely visually impaired also in
daylight. A quivering nystagmus is usually observed in
affected dogs after the age of 6–7 weeks. Fundus appearance
is normal until early middle age (3–4 years), when there is a

F 83.5 Results from an actual ERG recording session using
the recommended protocol in a normal 2-year-old Labrador
retriever dog but extending the recording session. A1, Photopic
single flash recording after preparation of the dog. B1–B7, Scotopic
ERGs recorded at 1, 4, 8, 12, 16, 20, and 24 minutes using 
-2.0 logcd s/m2 of white light, respectively. Note the increase in 

b-wave amplitudes during the recording session. C1–C3, Scotopic
ERGs using 0, 0.3, and 0.6 logcd s/m2, respectively. D1–D3,
Scotopic 10- and 30-Hz flicker recordings, respectively. E1–E3,
Photopic recordings at 5, 30, and 50Hz, respectively, after 10
minutes of light adaptation (background light: 37cd/m2) using
white light stimuli at 0 logcd s/m2.
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generalized vascular attenuation and sometimes fundus
color changes and spotting. Scotopic ERGs are nonrecord-
able, and photopic responses are severely reduced or non-
recordable. A tentative diagnosis can, in most cases, be made
by using clinical observations, such as behavioral studies and
ophthalmic exams. The diagnosis is then verified by using
ERG testing in 5- to 7-week-old puppies.55

Hereditary photoreceptor diseases in companion animals
are most often bilateral and progressive. Thus, unilateral
focal or generalized retinopathies are in general due to
inflammatory or circulatory causes, and not hereditary.
Various nondiagnostic ERG changes may be observed in the
affected eye. In cases in which ERG results are borderline as
to limits of normality, it is wise to recommend a follow-up
ERG in most animals, within 6–12 months, owing to the 
progressive nature of most of these disorders.

Simultaneous bilateral ERG recordings are valuable to
perform in conjunction with screening for hereditary 
eye disease,61 since the diseases are mostly bilateral but 
can be asymmetric. Bilateral recordings are also valuable 
in conjunction with unilateral treatment studies53

(figure 83.6).
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T   potential (VEP) is used to assess visual
performance in a wide variety of animals. A recent litera-
ture search found that in the last 25 years, VEPs were
recorded from mice,35,44,61,67,85,89,97,121 rats,9,33,36,68,72,87,94,137

guinea pigs,118,119 turtles,79 fish,12 birds,88 rabbits,81,82

cats,84,86,215 dogs,4,113,132 swine,134 sheep,16,111 cows,112,120

monkeys,10,133,138 baboons,107 and great apes.11 A small subset
of the references is listed for each species. The specific
species chosen for investigation was based on the experi-
mental question asked and the availability of the species. For
example, rats are a readily accessible lab animal with a short
growth cycle and were used extensively to study the effects
of drugs on the visual system. Because of this, the most
common species employed in VEP studies was the rat.
Monkeys, the second most common species investigated with
VEPs, was studied because of its close anatomical relation-
ship to humans. Thus, the VEP has been investigated in
many different species for many different reasons.

Because of the extensive literature on VEPs in animals,
this chapter will focus on only two species: mice and
monkeys. The monkey literature will be reviewed because it
reveals important information concerning the recording of
VEPs in humans. The origin of the individual VEP com-
ponents under various stimulus conditions has been investi-
gated in monkeys. The mouse has recently become the
model for many different retinal diseases. The reasons for
this are many. For example, the mouse has a short life span,
so the course of a disease can be followed in a relatively short
time. Furthermore, mice can be bred with different retinal
diseases, and treatments for these retinal diseases can be per-
fected in these mice models. The visual evoked potential has
the potential to be employed to follow the course and treat-
ment of diseases that affect the visual system. Thus, these
two species appear to be the most pertinent to the under-
standing of the visual system of the human.

The visual evoked potential

The visual evoked potential is a gross electrical potential
recorded from the visual cortex in response to a visual stim-
ulus. That is, a visual stimulus results in the excitation of
many cells in the cortex, and the summed activity of these
cells is recorded as the VEP on the scalp. In all species, two

anatomical constraints determine the location in the visual
field from which a VEP can be recorded: the location of the
visual cortex with respect to the surface of the skull and the
number of cortical cells devoted to a given region of
the visual field.

Owing to the cortical magnification factor (M) and the
anatomy of the visual cortex, the majority of the VEP
response is from the central visual field in mice, monkeys,
and humans. The M determines the number of cells in the
visual cortex devoted to analyzing a specific area of the
visual field. The M is the linear extent of cortex in millime-
ters corresponding to one degree of visual angle. In animals
with retinas that have a concentrated area of cones (e.g.,
monkeys and humans), the M is the greatest where the cone
concentration is the highest and decreases with eccentricity.
In humans, M at the fovea is 5.6mm per degree (mm/deg),
and at 10 degrees from the fovea, the M is 1.5mm/deg.99

Other estimates of M for the human fovea range up to 
15.1mm/deg.17,24,99 Estimates of M in monkeys range from
13 to 30mm/deg at the fovea.18,20,122 In mice, the cortical
magnification factor is about 0.016mm of cortex per degree
of visual field.21, 89 Wagor et al.130 demonstrated that the M
in the mouse is the highest near the vertical midline and
decreases by a factor of 2 at 30 degrees from the midline 
(i.e., from 0.027 to 0.013mm/deg). They suggested that 
this results from a higher concentration of ganglion cells 
devoted to the visual field near the midline. This could result
in more cortical space being devoted to the central visual
field.

The cortical anatomy can also play a role in the VEP
response. In humans, the peripheral visual field is found at
deeper locations in the calcarine fissure. The central visual
field projects to the most posterior aspect of the striate
cortex. This is the area closest to the scalp, and so electrodes
placed over this area would be more effective at recording
activity from the central visual field. In mice and monkeys,
the striate cortex (area 17 or V1) is relatively flat and exposed
on the surface of the brain.18,21,122, 130 This allows for VEP
recordings in mice and monkeys from a large extent of the
visual field. Thus, in mice and monkeys, the VEP depends
more on M than on the cortical anatomy. Since the VEP
depends on the number of cells in the visual cortex respond-
ing and M is the greatest near the vertical midline for mice
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and the fovea in monkeys, the VEP is principally a function
of the central visual field in the mouse and monkey.

Visual pathway anatomy

To understand the visual evoked potential, a brief review of
the anatomy and physiology of the mouse and monkey
visual pathway is necessary. A more complete summary can
be found in texts devoted to anatomy and physiology.40,65,110

The following paragraphs will summarize information that
is known about the retina, lateral geniculate nucleus, and
striate visual cortex that are important in the origin of the
visual evoked potential.

R The photoreceptors of the retina are stimulated by
light that passes through the cornea, the lens, the vitreous,
and several layers of the retina (figure 84.1). The primary
function of the photoreceptors is phototransduction, the
conversion of the energy of light into a neuroelectrical

response. The photoreceptors alter their membrane poten-
tial (i.e., hyperpolarize) in response to light stimulation.
There are roughly 120 million photoreceptors scattered
across the primate retina, each responsive to stimulation of
a discrete area of the visual field. There are four types of
photoreceptors (i.e., rods and S-, M-, and L-cones) in the
primate retina (i.e., old world primates and humans), which
respond optimally to different wavelengths of light. The
cones have their highest concentration in the fovea of the
retina. The cone concentration decreases with distance from
the fovea but never reaches zero. Rods are not found in the
center of the fovea but are most concentrated about 20
degrees from the fovea. Owing to the anatomy of the fovea,
this area is specialized for processing high spatial frequency
and color information.

The mouse retina is rod dominated with few cones iden-
tified. Estimates of cone percentages in the mouse retina
range from 1% to 10%, with newer techniques suggesting
approximately 3% of the photoreceptors are cones.14,69,106

Morphologically, the cones of the mouse are indistinguish-
able from those of higher mammals.14 The mouse retina
does not have an area centralis (i.e., an area of concentrated
cones) or a visual streak. Carter-Dawson and LaVail,14 after
examining the posterior pole, equator, and periphery, con-
cluded that the cone concentration was about 3% in all
areas. A study employing both electroretinograms and psy-
chophysical testing suggested that there are two different
cone types in the mouse.48 One cone has a peak spectral sen-
sitivity at 510nm, and the other is in the ultraviolet region
of the spectrum at about 370nm. Using the same ERG
methodology as with the mouse, Jacobs et al.48 also identi-
fied these two cone types in gerbils, rats, and gophers.

The information from the photoreceptors is then
processed though the retina, and finally, retinal ganglion cells
are stimulated. This processing of visual information in the
retina results in electrical changes in the tissue that can be
recorded as a mass potential called the electroretinogram.
Under certain recording conditions, the electroretinogram
can be observed in the visual evoked potential waveform.

There are approximately 1.2 million retinal ganglion cells
that give rise to the primate optic nerve. Thus, there is a con-
vergence of information from the photoreceptors to the
retinal ganglion cells. Each retinal ganglion cell processes a
specific set of visual properties (e.g., spatial, temporal, color,
and luminance information) and relays that information to
higher visual centers. The primate has two broad classes of
retinal ganglion cells: M (Pa) and P (Pb) ganglion cells. The
cells in each class process similar types of visual information.
In general, M cells carry information specific for low-
spatial-frequency, high-temporal-frequency, low-contrast
luminance objects, and P cells carry information specific for
high-spatial-frequency, low-temporal-frequency, high-
contrast color objects. About 80% of retinal ganglion cells

F 84.1 Histological section of a macaque monkey retina.
(Courtesy of MLJ Crawford.)
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are P cells. P cells are concentrated in the fovea, where there
is little convergence of information.131 That is, one cone may
project to a single retinal ganglion cell in the fovea, whereas
in the periphery, many cones may project to a single gan-
glion cell. The percentage of M cells increases with retinal
eccentricity. The P cells project to the parvocellular layers of
the LGN, and the M cells project to the magnocellular layers
of the LGN.

Each mouse retina has from 48,000 to 65,000 ganglion
cells.23,37 Similar to primates, it has been suggested that mice
have different classes of ganglion cells based on their cell
body size.23 The receptive fields of the retinal ganglion cells
of the mouse have the classic center-surround arrangement
found in other mammals. The size of the mouse ganglion
cell receptive field is more than a log unit larger than that of
the primate. This would suggest that the visual acuity of the
mouse is more than 1 log unit less than that of primates.

L G N The lateral geniculate
nucleus (LGN) of the primate is a small nucleus, containing
roughly 1.3 million neurons, located in the lateral and pos-
terior aspect of the thalamus. Thus, there is roughly a 1 : 1
correspondence of retinal ganglion cells to LGN cells. The
LGN of old-world primates and humans has six layers. The
layers are numbered 1 to 6 starting ventrally (figure 84.2).
Layers 1 and 2 are the magnocellular layers (M), and layers
3–6 are the parvocellular layers (P). Each layer lies in regis-
ter with those above and below it. Between these layers and
ventral to the LGN are a small number of cells referred to
as intercalated or I neurons.139 The receptive field properties
of LGN cells are primarily determined by their inputs, that
is, the retinal ganglion cells. Thus, the magnocellular layers

process visual information concerned with low spatial fre-
quencies, high temporal frequencies, low contrast, and lumi-
nance. The parvocellular layers process visual information
concerned with high spatial frequencies, low temporal fre-
quencies, high contrast, and color. The parvocellular layers
developed later evolutionarily than the magnocellular layers.

In general, retinal ganglion cells located in the nasal retina
project to the contralateral LGN, and those found in the
temporal retina project to the ipsilateral LGN. The ipsilat-
eral fibers terminate in layers 2, 3, and 5, while the con-
tralateral fibers terminate in layers 1, 4, and 6. Thus,
approximately 50% of the retinal ganglion cells decussate at
the optic chiasm to innervate the contralateral LGN. This
results in the monocular VEPs having similar amplitudes at
the cortex.

Ganglion cells from the macula project to the most pos-
terior aspect of the LGN. The anterior LGN receives input
from ganglion cells located in the peripheral retina. The gan-
glion cells in the superior retina project to the medial LGN,
and those in the inferior retina project to the temporal LGN.
Thus, the LGN has a retinotopic arrangement that results
in neighboring cells in the LGN processing information from
contiguous areas of the visual field.

In the mouse, Drager and Olsen23 and Balkema and
Drager7 identified 2.6% of the total ganglion cell axons that
projected to the ipsilateral lateral geniculate nucleus of the
thalamus. Thus, over 97% of the axons decussate at the
optic chiasm in the mouse. However, those ganglion cells
with receptive fields located in binocular regions of the
visual field (i.e., the central 30–40 degrees) had a somewhat
higher percentage (approximately 9%) of axons that
remained ipsilateral. The ipsilaterally projecting axons

F 84.2 Left, Vertical section of a macaque monkey LGN. Right, Interconnections with the retinas. (See text for details.) (LGN
section courtesy of MLJ Crawford.) (See also color plate 57.)
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demonstrate a divergence of connections in the LGN and
occupy 14 –18% of its volume.58 The divergence of the
axons at the level of the LGN may be responsible for the
amplitude of the VEP from the ipsilateral eye being as much
as half that of the contralateral eye.89 As in higher mammals,
the projection onto the LGN follows a retinotopic 
arrangement.31

S C The primate striate cortex is about 2mm
thick and can be divided into six layers (figure 84.3). The
striate cortex of macaques covers roughly 1300mm2 of total
surface area47 and has roughly 200,000 neurons per square
millimeter of cortex.83 There is a large amount of informa-
tion divergence from the LGN to the estimated 260 million
neurons in the cortex. This divergence has a significant
impact on the VEP recording.

The different layers of the LGN (i.e., magnocellular and
parvocellular) project to specific layers in the cortex.13,62 The
six layers of the cortex are numbered 1–6, starting at the pial
surface and proceeding to the white matter. Some of these
layers are further subdivided. The magnocellular layers of
the LGN project to layer 4ca of the striate cortex, and the
parvocellular layers project to layers 4cb and 4a. LGN inputs
to layer 4 alternate from the right and left eyes, producing
ocular dominance columns. Cells above and below layer 4
typically receive input from both eyes.

A significant amount of information is available concern-
ing the intricacies of the striate cortical pathways in pri-
mates. The following is a brief summary. The superficial
layers receive input from layer 4 and relay this information
to higher cortical areas. The deeper layers (5 and 6) project
back to subcortical nuclei (e.g., LGN and pulvinar). Layer
4ca projects to layer 4b and then to areas V2 and V5 (MT).
Layer 4cb projects to superficial layers 2 and 3, which then
project to area V2. Cells in layers 2 and 3 can be further
grouped on the basis of their response to cytochrome
oxidase staining.135 Cells that stain for cytochrome oxidase
have a high metabolic rate, and these cells are grouped
together in clusters referred to as blobs. The projection from
layer 4cb terminates in blobs in layers 2 and 3. A third pro-
jection channel originates in the middle of layer 4 (i.e., con-
tains both M and P pathway input) and projects to the
interblob zones (i.e., areas between the blobs) of layers 2 and
3. The information is then relayed to area V2. Thus, several
parallel channels of information flow through the striate
cortex. These pathways carry different types of information
and terminate in different extrastriate areas.

Cells in the striate cortex are arranged retinotopically as
in the LGN. Thus, two cells located next to one another in
the cortex process information from areas of the visual field
located next to one another. Furthermore, there is a signifi-
cant divergence of information from the macula to the

F 84.3 Left, Striate cortex of a macaque monkey. Right, Interconnections with the LGN and the extrastriate cortex. (Cortex section
courtesy of MLJ Crawford.)
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cortex (i.e., cortical magnification or M). The divergence
results in more cortical cells devoted to processing macular
information than peripheral information. Approximately
half of the striate cortex is devoted to processing informa-
tion from the central 10 degrees of visual field.122 Since most
of the cortical cells are devoted to the macula, the VEP is
principally a macular response.

In the human, the macula projects to the most posterior
aspect of the calcarine fissure in the occipital lobe. The
peripheral visual field projects to more anterior locations in
the calcarine fissure. This results in the macular projection
on the striate cortex being closest to the surface of the brain
and producing the major component of the VEP. In the
monkey, more of the striate cortex is exposed on the surface
of the brain lateral to the midline. Thus, in the monkey, the
macular projection also produces a major component of
the VEP.

The mouse geniculocortical afferents project from the
LGN to the primary visual cortex or area V1.21,22,130 Area
V1, like the LGN, has a retinotopic arrangement.21,32,108,130

Single-cell microelectrode studies have indicated that as the
midline is approached in area V1, the cells’ receptive fields
move temporally in the visual field. Additionally, the supe-
rior visual field is represented posteriorly in area V1. The
lateral one third of area V1 receives binocular input from
the central 30–40 degrees of the upper portion of each
visual hemifield.

Several studies have delineated the extent of area V1 
in the mouse.21,23,32,108,126,130 Drager26 showed a map of area
V1 with relation to external landmarks of the skull. Area 
V1 is located at the most posterior edge of the cerebral
cortex. It is about 2mm wide and 1.5–2.0mm in the an-
teroposterior direction. The medial edge of area V1 is 
about 2mm from the sagittal suture. Surrounding area V1
is area V2. All published maps of area V1 agree with
Drager.32,108,126,130

All of the physiological classes of striate cortical cells that
have been identified in cats and monkeys (i.e., center-
surround cells, simple cells, complex cells, and hypercomplex
cells) have also been observed in the mouse.21,45,46,63 The
receptive field properties of these cells are similar in the dif-
ferent species.

Based on single-cell recordings, extrastriate areas have
also been identified in the mouse cortex. Wagor et al.130

identified two extrastriate areas (V2 and V3) having 
complete or near complete representations of the con-
tralateral visual field. However, the cortical map that he 
displayed (Figure 8 in Wagor et al.130) indicates that areas 
V2 and V3 are considerably smaller than area V1. Thus,
their contribution to the VEP is limited. Based on the 
mouse and monkey anatomy, a normal VEP requires a
normal central visual pathway from the retina to the striate
cortex.

Monkey visual evoked potential

The visual evoked potential has been used as a tool to study
the visual system of normal and abnormal monkeys. Ini-
tially, the effects of different stimuli were determined on the
VEP in monkeys.51,74,127,129 Subsequently, the effects of dif-
ferent treatments on the monkey visual system were deter-
mined with the VEP. Animal models of amblyopia,6,10,124,138

encephalitis,80,96 glaucoma,49,64 Parkinson’s disease,26 laser
retinal damage,92,93,100–103 and lead and PCP toxicity60,66 have
been investigated.

F VEP Several different kinds of stimuli have been
employed to produce the VEP. The stimulus chosen will
depend on the question being asked. Stimuli can consist of
flashes of light, checkerboard patterns, square wave gratings,
or sine wave gratings. Examples of normal VEP responses
from monkeys to several stimuli are shown in figures 84.4,
84.5, and 84.6. Electrode placement can have a significant
impact on the waveform. For these data, the active electrode
was placed 2cm lateral to the midline and 1cm anterior to
the nuchal crest. The reference electrode was placed at the
vertex, and the ground was placed on the midline of the
forehead. The monkey (Macaca fasicularis) was anesthetized
with ketamine (10mg/kg IM) and paralyzed with Norcuron
(30mg/kg IV). Supplemental doses of Norcuron (10mg/kg)
were used as needed. The animal was artificially ventilated
(Engler 1000), and the body temperature was maintained
with a heating pad. The pupils were dilated with 2.5%
phenylephrine and 1% tropicamide. Heart rate, blood pres-
sure, and expired CO2 were monitored.

Figure 84.4 shows the VEP response to a flash of light (i.e.,
the fVEP; N = 100). The stimulus was a 1-Hz flash of light (8

F 84.4 Flash visual evoked potential (fVEP) from a monkey.
(See text for details.) (Recordings were made in the lab of James
Burke, Allergan, Inc.)
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cd s/m2) produced in a Ganzfeld. The data were acquired
with an Espion system (Diagnosys LLC, Littleton, MA). The
VEP recorded in response to a flash of light can be a com-
plicated waveform consisting of several negative- and posi-
tive-going waves.15 These waves have been given many
different names by different investigators.38 For our purposes,
the waveforms will be labeled P or N for positive- or negative-
going waveforms, respectively. To conform to the monkey
fVEP literature, following the P or N will be the approximate
latency of the peak of the waveform (e.g., P100 for a positive
waveform with a peak latency of about 100ms).

Several different positive- and negative-going waveforms
have been identified in the fVEP.28,52,53 The largest are a 
negative-going wave at about 40ms (N40), a positive-going
wave at about 65ms (P65), and a second negative-going wave
at about 95ms (N95) after the flash of light. For figure 84.4,
the peaks are N44, P67, and N86. The amplitude from N44
to P67 is 25.2mV. As flash intensity increases, the amplitude
of the response increases and the latency decreases.29 The
stimulus wavelength also has a significant effect on the
amplitude and latency of the response.

The origin of the fVEP response was assessed by com-
bining VEP recordings, multiunit activity response profiles,
and current source density analysis in the same
animals.28,52,53,104 The findings indicate that the early com-
ponents of the fVEP (N40 and P65) originate in the striate
cortex and later components are generated in the extrastri-
ate cortex (e.g., possibly V4).28 Peaks recorded before N40
may arise from LGN activity104 or the optic radiations.52,105

The N40 peak may originate from EPSP (excitatory postsy-
naptic potential) activity of stellate cells and depolarization
of thalamic axons in layer 4c of the striate cortex.105 The
P65 component results from the hyperpolarization of the
stellate cells in layer 4c. The human fVEP is composed of a
negative-going wave at 70ms (N70) and a positive-going
wave at about 100ms (P100) after the flash of light. Kraut
et al.52 have suggested that the monkey fVEP N40 and P65
peaks correlate with the human fVEP N70 and P100 peaks,
respectively. Very early components of the fVEP in humans
(less than 65ms after the flash onset) may be from the elec-
troretinogram.5 Thus, the fVEP may be used to assess the
function of specific layers of the striate cortex in monkeys
and humans.

P VEP Figure 84.5 contains an example of a
pattern VEP (pVEP). The stimulus was a checkerboard
pattern (100% contrast) square wave modulated at 1Hz.
Each check subtended 0.5 degree of visual angle at a 1-m
viewing distance. The graph is the average of 200 phase
reversals. Electrode placement is the same as in the fVEP 
in figure 84.4. The pVEP to gratings usually consist of a 
positive-going wave at 60ms (P60), a negative-going wave at
about 80ms (N80), and a second positive-going wave at
about 125ms (P125) after stimulus alternation.105 Typically,
pattern stimuli consist of checkerboard patterns or gratings
(sine or square wave). The size, contrast, and temporal mod-
ulation of the pattern will affect the amplitude and latency
of the response.18,26,30,51,64,73,74,127 The location of the record-
ing electrode over the striate cortex may also influence the
waveform that is recorded.18 The closer the electrode is
placed to the foveal projection, the higher the amplitude of
the response.127 In figure 84.5, the peak waveform latencies
are P33, N46, P68, N78, and P105. The amplitude from
N78 to P105 is 10.4mV.

F 84.5 Pattern visual evoked potential (pVEP) from a
monkey. (See text for details.) (Recordings were made in the lab of
James Burke, Allergan, Inc.)

F 84.6 Sweep visual evoked potential (sVEP) from a
monkey. (See text for details.) (Recordings were made in the lab of
James Burke, Allergan, Inc.)
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The origin of the pVEP has also been investigated.18,105,127

These investigations utilized pVEP recordings, multiunit
activity response profiles, and current source density analy-
sis. In addition to the peaks listed above for the pVEP,
Schroeder et al.105 have identified an earlier set of peaks (P40
and N50) in some animals. Their findings indicate that the
N50 results from activation of stellate cells in layer 4c of the
striate cortex. The P60 arises from the activation of supra-
granular (i.e., layers 2 and 3 of the striate cortex) neurons,
possibly pyramidal cells. Later waves appear to arise from
multiple generators that may include extrastriate regions.
Schroeder et al.105 suggest that the N50, P60, and N80 peaks
of the monkey pVEP are equivalent to the N70, P100, and
post-P100 negativity in the human pVEP.

The pVEP was used to assess conditions that may affect
the spatial or temporal processing of the visual
pathway.26,49,64 Marx et al.64 found that in monkeys with glau-
coma, the pVEP was reduced in amplitude to low-spatial-
frequency stimuli. Johnson et al.49 found reductions in the
pVEP amplitude in glaucoma monkeys, but there was not a
spatial frequency effect. These differences might be the result
of the different methodologies employed. Marx et al.64 used
a square wave grating, while Johnson et al.49 used a check-
erboard pattern. Additionally, the temporal and spatial 
frequencies presented were different. Spatial-frequency-
dependent changes in the pVEP have also been observed in
a Parkinsonian-induced syndrome in monkeys.26

Amblyopia is a common visual condition that was inves-
tigated with the pVEP.123,133 These investigations indicated
that strabismic amblyopic monkeys and humans have similar
abnormalities of the visual pathway. Normal visual processes
such as color vision54,55 and texture segregation57 were also
investigated with the pVEP. Thus, the pVEP can be used to
assess normal visual processes (i.e., spatial, temporal, con-
trast, and color mechanisms), as well as conditions that 
alter visual processing (e.g., glaucoma, amblyopia, and 
Parkinson’s disease).

A modification of the pattern VEP is the sweep VEP
(sVEP). The sVEP technique was developed to rapidly
obtain visual acuity estimates in humans.77,78,125 This tech-
nique utilizes sine wave or square wave gratings. Several dif-
ferent spatial frequencies, centered on the subject’s visual
acuity, are presented in rapid succession, and the individual
responses are partitioned out on the basis of the stimulus
spatial frequency. A plot of spatial frequency versus response
amplitude is then obtained. Visual acuity can then be deter-
mined from this plot. This technique can be used to estimate
visual acuity much more quickly than a pVEP technique.
The sVEP can also be used to determine thresholds for 
other visual parameters (e.g., contrast and temporal 
frequency).

Figure 84.6 shows the sVEP results for one monkey
(Macaca fasicularis). The electrode placement is the same as

in figures 84.4 and 84.5. The sVEP technique was described
by Norcia et al.76 The horizontal axis displays spatial fre-
quency, and the vertical axis displays the amplitude of the
response. The solid symbols display the Fourier amplitude at
twice the fundamental frequency (15Hz), and the open
symbols display the noise (15.97Hz). The phase lag of the
response increased slightly as the spatial frequency was
increased until the response fell to noise (not shown). At
higher spatial frequencies, the change in phase was random.
Norcia and Tyler77 determined acuity by fitting a line to the
high-spatial-frequency limb of the function and extrapolat-
ing this to 0 mV. The extrapolated acuity for this animal was
9.3cpd, or about 20/65.

The sVEP was used in monkeys to measure visual
acuity.10,30,56,104,129,138 The monkey sVEP acuity is typically
between 15 and 30cpd.30,129,138 Squirrel monkeys (Saimiri sci-
ureus) have lower visual acuities than macaque monkeys
(Macaca mulatta).138 The visual acuity obtained with the sVEP
is similar to that obtained with the steady-state VEP and by
psychophysical methods.3,19,30,41,50,70,71 Furthermore, the
sVEP acuity is similar with or without propofol anesthesia.3

The sVEP was also used to examine acuity in monkey
models of amblyopia,10,56,138 as well as to examine short-term
fluctuations in acuity after laser exposure.104

The mouse visual evoked potential

F VEP The fVEP has been examined in mice to
determine the effects of various drugs on the cortex,1,2,42,121

examine the effects of albinism or aging on the visual
pathway,1,42,43 determine the absolute light sensitivity,35 and
examine ultradian rhythms.67 Recent studies have examined
the effect of various stimulus parameters on the flash VEP
response.61,114

A typical fVEP response recorded from a light-adapted
mouse is displayed in figure 84.7. The effect of a series of
flash intensities is shown. The animal was anesthetized with
a mixture of ketamine and xylazine (15 mg/g body weight
and 7mg/g body weight, respectively) injected intraperi-
toneally. The active electrode was a stainless steel bolt
implanted 3mm lateral to the lambda. The tip of the bolt
rested on the dura. The reference electrode was a gold wire
placed against the roof of the mouth, and the ground was
a needle under the skin near the tail. The mouse was placed
in a stereotaxic apparatus (Stoelting, Wood Dale, IL) that
held the snout. The stereotaxic apparatus was placed in a
Ganzfeld, and the stimulus was produced by a photostimu-
lator set at a temporal frequency of 1Hz. Each waveform is
the average of 100 repetitions. In agreement with previous
publications on fVEPs, the initial positive-going wave is
referred to as P1, and the subsequent negative-gong wave is
N1. The second large positive waveform is P2.42,43,121 The
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latency of the P1, N1, and P2 peaks and the amplitude of
the response are typically determined. In this example, the
latencies of the P1, N1, and P2 waves for the top response
are approximately 54, 75, and 96ms, respectively. The
amplitude from N1 to P2 is 82 mV. As the stimulus intensity
decreases, the amplitude of the response decreases and the
latency increases (i.e., similar to monkey results).

Early studies of the fVEP in mice examined the extent of
the visual cortex136 or the effects of anesthetics.2,42 Later
studies of the fVEP have examined the effect of stimulus
parameters such as temporal frequency1,114 and flash inten-
sity.35 These studies demonstrated that certain anesthetics
(e.g., pentobarbitol, chlorprothixene, and haloperidol) could
alter the latency of the VEP response. Increasing the tem-
poral frequency of the stimulus resulted in an increase in 
the latency of the response and a decrease in the amplitude.
The most recent studies have used the fVEP to examine the
effects of specific genetic mutations in mice.59,85,97

In conclusion, early studies of the fVEP in mice have
demonstrated the basic waveform. Recently, the fVEP has
been used to assess physiological functions of the mouse
visual pathway. Future studies are needed to assess the effects
of various stimulus attributes (e.g., background and stimulus
intensity, wavelength, and temporal frequency) so that a
complete picture of the fVEP response can be obtained.
Additionally, studies should be carried out to determine the
optimal recording technique (e.g., electrode locations and
anesthesia) for the mouse fVEP. The electrode configuration
and the anesthetic employed have a significant effect on the
shape and timing of the VEP waveform. These studies will
be necessary before the fVEP can be used to routinely assess
the mouse visual pathway and comparisons between labs can
be made.

P VEP The pVEP can be used to assess several
aspects of the visual system. The field size, pattern size, con-
trast, retinal location, and rate of stimulus presentation all
affect the response. Thus, with the pVEP, the visual acuity,
contrast sensitivity, and motion sensitivity can be deter-
mined.89–91,114 There is a good correlation between these
parameters that are determined psychophysically and elec-
trophysiologically.27,95,109

The waveform for the pVEP has a simpler morphology
than the fVEP. A typical pVEP recorded from a mouse is
displayed in figure 84.8. The electrode positions are the same
as those for the fVEP in figure 84.7. The stimulus is a
checkerboard pattern reversing (square wave) at a temporal
frequency of 4Hz. Each check subtended an angle of 6.2
degrees at the mouse eye. The pVEP consists of a negative-
going wave at about 30ms and a positive-going wave at
about 60ms. The amplitude from the first negative-going
wave to the positive-going wave is 3.1mV.

Several different pattern stimuli have been used to assess
the mouse visual system.89,90,114 Porciatti et al.89 assessed the
visual acuity, cortical magnification factor (M ), ocularity,
contrast threshold, temporal tuning function, motion sensi-
tivity, and luminance effect with the pVEP. Their stimuli
were horizontal sine wave gratings of different spatial fre-
quencies that covered 81 ¥ 86 degrees of the visual field.
The mice were anesthetized with 20% urethane (Sigma,
8ml/kg) and mounted in a stereotaxic apparatus. A cran-
iotomy was made over the visual cortex, and the dura was
left intact. The electrode (a resin-coated microelectrode) was
placed approximately 3mm lateral to the lambda (the inter-
section between the saggital and lambdoid sutures) overly-
ing the binocular area of the striate visual cortex.21

F 84.7 Flash visual evoked potential from a mouse. (See text
for details.) F 84.8 Pattern visual evoked potential from a mouse. (See

text for details.)
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The acuity obtained with the pVEP was similar to previ-
ous psychophysical measures of acuity in the mouse. Peak
responses were obtained with stimuli of 0.06–0.1c/deg. The
acuity was determined by extrapolation of the high-spatial-
frequency data to the x-axis or zero amplitude. Porciatti et
al.89 found an average acuity of 0.6c/deg with the pVEP.
Studies of optokinetic nystagmus have suggested that the
acuity of mice is about 0.5c/deg.109 Forced choice, psy-
chophysical techniques have also resulted in acuity estimates
of 0.5–0.6c/deg.27,95 Thus, the acuity of mice is slightly
more than 1 log unit less than that of primates.

Sweep VEP acuity estimates are similar to those obtained
using psychophysical methods.98 Figure 84.9 displays an
sVEP response for a mouse. The electrode position and
anesthesia are the same as previously described. Spatial fre-
quency is plotted on the horizontal axis, and the response
amplitude (the second harmonic of the discrete Fourier
transform, 8Hz) is plotted on the vertical axis (solid symbols).
The open symbols represent the noise (10Hz). The stimulus
was a horizontally oriented sine wave grating. The stimulus
contrast was 80%, and the temporal reversal rate (square
wave) was 4Hz. The screen luminance was 100cd/m2, and
the screen subtended 100 degrees (H) by 82 degrees (V) at
the mouse eye. Stimulus production and data collection were
carried out with the Enfant (Neuroscientific Corp.) system.

The data in the figure display two peaks in the sVEP func-
tion: one peak at 0.24cpd and a second peak at 0.50cpd.
This double-peaked function has been observed in human
sVEP data.34,77,116,117 In humans, it has been postulated that
the double peak results from the interaction of two parallel
channels (i.e., the proposed transient and sustained or M and
P channels) of information flow reaching the cortex at dif-
ferent times. Thus, at intermediate spatial frequencies
(0.3–0.4cpd in this mouse), these two parallel channels may

interact destructively to produce a decrease in the response
amplitude. Acuity can be determined by fitting a line to the
high-spatial-frequency data and extrapolating this line to the
noise. The horizontal dashed line depicts the average noise
for the data set. By using this technique for this set of data
(the dotted line in the figure), the acuity was estimated to be
0.84cpd. This corresponds to an acuity of 20/714. This is
similar to previous reports of acuity measured with the
pVEP and using psychophysical techniques.

Contrast sensitivity has not been measured psychophysi-
cally in the mouse; however, pVEP data suggest that the 
peak contrast threshold is about 5%.89 This is similar to the
peak contrast threshold of the rat.8 Temporal tuning func-
tions for the mouse striate cortex determined from pVEPs
suggest that there is a peak at 2–4Hz.89,114 On either side of
this, the sensitivity is less. The temporal frequency cutoff is
about 12Hz. The peak of the temporal tuning function cor-
relates with a stimulus velocity of about 67deg/s. The tem-
poral frequency cutoff correlates with a stimulus velocity of
about 200deg/s. These values agree well with the optimal
stimulus velocities for the cortical cells in mice.21 Drager21

found that mouse cortical cells preferred stimulus velocities
from 5 to 200deg/s with some cells as high as 1000deg/s.
She speculated that this was the result of the anatomy of the
mouse eye. The relationship between the mouse lens and 
the eye’s axial length would result in a minimized image of
the world on the retina. Thus, only rapidly moving objects
would optimally stimulate retinal cells.

Porciatti et al.89 also examined the effect of mean lumi-
nance on the amplitude of the pVEP. Over the range of
0.25cd/m2 to 25cd/m2, the VEP amplitude increased with
the maximum amplitude obtained at the highest luminance.
These luminance levels are in the mesopic and photopic
ranges. Since the VEP amplitude is greatest at the highest
luminance, the mouse VEP may be cone-driven.

By driving an electrode to various layers of the cortex and
monitoring the pVEP, the source of the VEP can be deter-
mined. On either side of the source, the VEPs will have
opposite polarities. Porciatti et al.,89 using this technique in
the mouse, determined that the source of the pVEP is in the
supragranular layers of area V1. This agrees with work on
the rat25,87 and monkey.105

In conclusion, the pVEP has been used to assess several
aspects of the mouse visual system. The pVEP results cor-
respond to the psychophysical findings for the mouse and
can be used to make these measurements more efficiently.
Thus, the pVEP can be used to assess the visual pathway in
mouse models of various visual system diseases.

General conclusions

International standards for VEP recordings in humans have
recently been accepted.39 Other standards for animals (e.g.,

F 84.9 Sweep visual evoked potential from a mouse. (See
text for details.)
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electroretinograms in dogs) have also been proposed.75

These standards were the result of many investigations into
stimulus parameters and recording techniques and their
effect on the specific electrophysiological test. The standards
allow for predictable results based on a specific recording
technique and stimulus. The groundwork for VEP record-
ing in mice and monkeys has been done. It is clear that VEPs
can be readily recorded from the central visual field of mice
and monkeys. The fVEP can be employed to determine
whether there are any lesions of the visual pathway from the
retina to the striate cortex. Pattern VEPs can be employed
to assess several aspects of the visual system (e.g., visual
acuity, cortical magnification factor (M ), ocularity, contrast
threshold, temporal tuning function, motion sensitivity, and
luminance effects). Multifocal VEPs, which have not been
reported in mice or monkeys, may prove beneficial in assess-
ing specific aspects of the visual field. Future studies are
needed to extend this work so that the effect of various stim-
ulus parameters on the VEP is clarified. These studies may
allow for standards to be developed for mice and monkeys
so that the visual effect of alterations in the visual system 
due to disease or experimental manipulation can be readily
identified.
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function of, 86
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Amacrine cell(s) (continued )
synapses of, 57–62, 59f–62f, 85–86

with bipolar cells, 58–60, 60f–61f, 63f, 86, 93–95, 95f
Amantadine, for Parkinson’s disease, 879
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neurophysiology of, 643–644
prevalence of, 643
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visual evoked potentials in, 644–647
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dichoptic stimulation of, 646–647
interocular differences in, 644
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threshold measurements of, 646
Vernier acuity and, 646

Ametropia, minimal, spatial contrast loss in, 414, 415f
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bias of, 257
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aliasing error with, 241, 241f, 258
frequency of, 240–241
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Antibiotic toxicity, 657
Anticholinergic drugs, for Parkinson’s disease, 879
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Antiepileptic drug toxicity, 658
Anton syndrome, 110–111, 861
APB. See 2-Amino-4-phosphonobutyric acid (APB)
Aphasia, optic, 117
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Aristotle’s color theory, 597
Arousal, and visual evoked potentials, 224–226
Arrestin, 68–69, 69f
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Arteritic ischemic optic neuropathy (AAION), 699
clinical presentation of, 699
histology of, 699
treatment of, 699

Artifact(s), 278–282, 615–620
amplifier saturation and, 620
averaging and smoothing, 317, 620
common, 279–280, 279f
definition of, 278
electrode, 245, 278–279, 282, 618–619
frame pulse, 281, 281f
localization of, dummy patient for, 282, 282f, 618–619, 618f
mains interference and, 615–618, 616f
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in new clinic, 615
patient-related, 279, 619
photovoltaic effect and, 280
rejection of, 242, 261–262, 299, 311
sources of, 278
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weak signal, 316f, 317

Associative agnosia, 116
Ataxia, optic, 113–114
ATPase transporters, 39–40
Attention, and visual evoked potentials, 224–226
Autocorrelation, 451, 453f
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clinical presentation of, 691
diagnosis of, 695
electroretinogram in, 691, 692f–694f, 695
family histories in, 691–695
future diagnostic techniques in, 697

Average, statistical, 431
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Averaging, 455–456

improving signal-to-noise ratio with, 455
ISCEV standards for, 294, 299, 304–305
practical considerations on, 456
response fluctuations and, 455–456
stimulus for, 455

Averaging artifacts, 317, 620
a-wave, 4–5, 557, 558f
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679f–680f
clinical assessment of, 497–500, 498f–499f
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model of, 492, 493f
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simpler equation for, 492–493
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fitting of, 489–495
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mouse model of, 902–906, 902f
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B

Background illumination, for ERG, 292, 593–595, 594f, 595t
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Band-pass characteristic, 229
Band-pass filter, 257–258, 257f
Band-reject filter, 257–258, 257f
Bandwidth restriction, of oscillatory potentials, 565, 566f, 575–576
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and b-wave, 159, 162f
and M-wave, 167, 168f
and photopic negative response, 170

Basement membrane, 99, 100f
Basilar laminar drusen

fluorescein angiography in, 536, 538f
hyperabnormal ERG responses in, 536, 538f

Bassen-Kornzweig syndrome, 803–804
Bassoon, in synaptic transmission, 100–103, 102f
Batten-Mayou syndrome, 889
Batten’s disease, 890. See also Neuronal ceroid lipofuscinoses
Bayesian approach, 544
BCD. See Bietti’s crystalline dystrophy
Becker muscular dystrophy, electroretinogram in, 816
Bessel filter, 239
Bestrophin, 765
Best’s disease. See Best vitelliform macular dystrophy
Best vitelliform macular dystrophy, 763–765

c-wave in, 560f, 561
electro-oculogram in, 129f, 130, 134, 505–506, 623–624,

763–765
electroretinogram in, 763, 765
fundus findings in, 763, 764f
genetics of, 765
histology of, 763
multifocal ERG in, 334
vitelliruptive stage of, 763

Beta, of Type II error, 434
Beta rhythm, of EEG, 208, 209f
Bias, in therapeutic trials, 544
Bias, of amplifier, 257
Bicarbonate responses, 128–130, 553, 554t, 555f
Bietti’s crystalline dystrophy, 735–742

clinical description of, 735–740
corneal lesions of, 740, 740f
differential diagnosis of, 742
diffuse, 735, 736f–737f
electro-oculogram in, 742
electroretinogram in, 740f, 741–742, 814
fluorescein angiogram of, 423, 424f, 735, 738f–739f
fundus appearance of, 735, 736f, 738f–739f
Goldman perimetric visual fields in, 737f–739f
histopathology of, 741, 741f–742f
historical perspective on, 735
natural history of, 735–740
physiology of, 741
regional or localized, 735, 736f, 740f
relevant testing and findings in, 741–742
stages of, 735–740

Biliary cirrhosis, vitamin A deficiency in, 803, 805f
Binding hypothesis, of visual perception, 881
Bipolar cell(s), 49, 50f–51f

in b-wave generation, 83–84, 84f, 156, 159, 162f, 809
center surround organization of, 54–55, 55f, 80
in color vision, 56–57, 57f
in d-wave generation, 164–165
embryological origins of, 25
glutamate receptors of, 50–52, 53f–54f
image properties of, 52–55
light adaptation in, 84–85, 85f
light response of, 79–80, 80f
neurotransmitters of, 85–88
ON/OFF, 51–57, 53f–54f, 57f, 80–82, 80f–81f
oscillatory potentials from, 568
rod, cGMP cascade in, 82, 82f–83f
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Bipolar cell(s) (continued )
in cone dystrophy with mild nyctalopia, 89f, 90–91
in inherited night blindness, 88
in melanoma-associated retinopathy, 88

signal pathways of, 85
synapses of, 50–52, 53f–54f, 57–58, 59f, 79–85, 93–95, 94f–95f

with amacrine cells, 58–60, 60f–61f, 63f, 86, 93–95, 95f
flat contact, 96, 97f
with ganglion cells, 51–52, 54f, 56, 57f, 93–95, 95f
in inner plexiform layer, 93–96, 94f–95f
invaginating, 96, 97f
in outer plexiform layer, 94f
rod versus cone, 96

synaptic gain in, 82
Birdshot chorioretinitis, 685, 687f, 818, 819f
Black box, in linear systems, 439–440, 440f
Blind infant, management of, 751–752
Blindness. See Cortical blindness; Night blindness
Blindsight, 111
Blind spot, in multifocal ERG, 317
Blind spot syndrome, multifocal ERG in, 334
Blue cone monochromatism, 795–796, 800
Blue-sensitive cones, 48, 599, 599f

pathways/synapses of, 56–57, 57f
Boyle, Robert, 599
BPAG1, in synaptic transmission, 103
Branch retinal artery occlusion (BRAO), 334
Branch retinal vein occlusion (BRVO), 680
BRAO (branch retinal artery occlusion), 334
Brodmann’s area 18, 19, 109
Bruch’s membrane, 27, 99, 100f

eosinophilic deposits on, 769. See also Sorsby’s fundus 
dystrophy

extracellular deposits on, 717. See also Drusen
BRVO (branch retinal vein occlusion), 681
Bull’s-eye maculopathy (BEM), 511
Burian-Allen contact lens electrodes, 245–247, 246f
Butterworth filter, 239
b-wave, 5, 557, 558f

abnormal rod-specific, 506–507
background illumination and, 593–595, 594f
barium effects on, 159, 162f
bipolar cell generation of, 83–84, 84f, 156, 159, 162f
in central retinal artery occlusion, 507, 681
in central retinal vein occlusion, 675–681, 676f–678f
chromatic recordings of, 585, 603
cone-driven, 161–162, 603
in cone dystrophy, with mild nyctalopia, 88–90, 89f
in congenital stationary night blindness, 507–510
current source density analysis of, 152f, 156–157, 159f
dc component of, 162–163, 164f
depth profile of, 152f, 156, 158f
dog model of, 912
in flicker ERG, 581, 582f–583f
intracellular recordings of, 156–157
in juvenile X-linked retinoschisis, 824–825, 825f–826f
laminin defect and, 99
light-adapted, 161–162, 163f, 593
light-evoked [K+]0 changes in, 157–159, 160f–161f
mouse model of, 900, 901f, 903, 904f, 906f
Müller cell hypothesis of, 156–157, 159f–160f
myopia and, 631–632, 632f
origins of, 156–163, 809
oscillatory potential relationship with, 569–570
in post-phototransduction dysfunction, 507–510
postreceptoral response in, 475–476, 475f

in retinitis pigmentosa, 506–507, 506f
scotopic (dark-adapted), 160–161, 163f

stimulus-response functions for, 473–476, 474f, 476f

C

Ca2+-ATPase transporter, 39
Cadherins, in synapses, 97–98, 100f
Calcium

in light adaptation, 84–85, 85f
in phototransduction, 71–72
as second messenger, 41f, 42

Calcium-ATPase transporter, 39
Calcium channel(s)

L-type, 38, 42
voltage-dependent, 38, 79

Calcium-dependent chloride channels, 38–39
Calcium-dependent potassium channels, 38
Calmodulin, in phototransduction, 72
Cancer-associated retinopathy (CAR), 691–697

antiretinal antibodies in, 695
electroretinogram in, 692f–693f

Canine. See Dog(s)
CAR. See Cancer-associated retinopathy
Carbamazepine toxicity, 658
Carbon disulfide toxicity, 659
Carbon fiber electrodes, 248f, 249–250
CAR-like syndrome, 691, 694f
Cat(s)

electroretinogram in, 923–931
anesthetics for, 923–924, 925t–926t, 927
correlation with clinical findings, 929–931
specific procedures for, 924–927

photoreceptor diseases in, 923, 924t
Cataract, spatial contrast loss with, 414, 415f
Categorization, in Parkinson’s disease, 879–880
b-Catenin, in synapses, 97–98
Cathode-ray tubes (CRTs), 267–269, 267f–268f

frame pulse artifact from, 281, 281f
m-sequence control of, 321–322
for multifocal ERG, 321–322, 327
optimal trigger location and methodology for, 269
output spectra of, 270, 270f
phosphors for, 268, 268f
pitfalls with, 268–269

Ceiling effect, 543
Cell-cell adhesion, and synapses, 97–105, 99f–100f
Center surround organization, 54–55, 55f, 80

dopamine and, 869–870, 869f–871f
Central disorders of vision, 109–117, 111t
Central retinal artery occlusion (CRAO), 681

c-wave in, 561, 561f
electroretinogram in, 507, 681, 816–817

Central retinal vein occlusion (CRVO), 675–681
electroretinogram in, 675–681, 676f–680f, 816–818, 818f

amplitudes in, 675–676, 676f–677f
intensity-response analysis in, 677–678, 680f
temporal factors in, 676–677, 678f–679f

ischemic, 817, 818f
multifocal ERG in, 677
nonischemic, 817
photoreceptor function in, 679–680, 680f

Central serous chorioretinopathy, 683–685
diagnosis of, 683–685
electroretinogram in, 683–685
etiology of, 683
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fluorescein angiography of, 683, 684f
multifocal ERG in, 685, 686f

Central serous retinopathy, multifocal ERG in, 334
Central vision disorders, 109–117, 111t
Cerebral achromatopsia, 112–113
CEVNet, 251–252
C-glide electrode, 248f, 249–250
cGMP. See Cyclic guanosine monophosphate
Chebyshev filter, 239
Checkerboard stimulus

in albinism, 378–382
and Fourier analysis, 451, 452f
for pattern ERG, 186, 188f, 191–193, 193f, 298
for VEP stimulation, 17, 215–216, 220

Chiasmal dysfunction (lesions), 857–860
in albinism, 369–370
etiology of, 857
misdiagnosis of, 857
pattern ERG in, 860
visual evoked potentials in, 231, 307, 505, 514–515, 516f,

857–860, 858f–860f
crossed asymmetry in, 858, 858f
for intraoperative monitoring, 859–860
treatment effects on, 859

visual field defects in, 857
Chicken(s)

electroretinogram in, 916–919
anesthetics for, 926t
delayed basal hyperpolarization in, 148, 148f
in disease, 917–918, 917f–919f
long-flash, 917, 917f
methods of recording, 916
normal, 916–917, 917f

Leber congenital amaurosis in, 749
retina of, versus human retina, 916

Chievitz, layer of, 25
Chloride channel(s), 38–39

calcium-dependent, 38–39
CIC-2, 39
in electro-oculogram, 124–126
voltage-activated, 39

Chloride-HCO3- exchanger, 40
Chloroquine toxicity, 655–656

color vision in, 610, 610f
multifocal ERG in, 335

Chondroitin 6-sulfate, in cone matrix sheaths, 26–27, 28f
Choriocapillaris, drug effects on, 655
Choriocapillaris atrophy, c-wave in, 560f, 561
Chorioretinopathy, central serous, 683–685

diagnosis of, 683–685
electroretinogram in, 683–685
etiology of, 683
fluorescein angiography of, 683, 684f
multifocal ERG in, 685, 686f

Choroidal disorders, 683–687. See also specific types
Choroidal fissure, development of, 23
Choroideremia, 777–779

clinical characteristics of, 777
differential diagnosis of, 777–779
electroretinogram in, 777
female carriers of, 777, 778f
fluorescein angiogram of, 423, 424f, 777, 778f
fundus appearance of, 777, 778f
gene function in, 779
versus gyrate atrophy, 712–713, 779
versus retinitis pigmentosa, 777

suppressive rod-cone interaction in, 419
versus Usher syndrome, 779

Chromatic constancy, 112–113, 600
Chromatic responses, 597–610. See also Color vision

early receptor potential in, 585, 589–591, 589f–590f
ERG recordings of, 585–591, 603–604
pattern ERG recordings of, 604
in protan/deutan genetic carriers, 587f, 588–589, 588f–589f
psychophysical tests of, 607–610
rapid off-response, 585–589, 586f–588f
suppressive rod-cone interaction in, 419
VEP recordings of, 218, 604–607, 605f–607f

Chromatic stimuli, visual evoked potentials to, 224
CIC-2 channel, 39
Cilia, of photoreceptors, 65–66, 66f–67f
Cinchonism. See Quinine retinopathy
Cl−/HCO3- exchanger, 40
Clinical findings, correlation of test results with, 628–629, 628t
Clinical trials. See Therapeutic trials
CMMR (common mode rejection ratio), 238, 257, 277, 559,

617–618
Coats’ reaction, 427, 428f
Codon 172 RDS-related drusen, 717, 720–721, 720f, 722f
Collagen, in synaptic transmission, 99, 103
Color anomia, 116–117
Color center, human (area V4), 109, 110f, 112f, 600

damage to, syndromes caused by, 112–113
Color confusion line, 602
Color constancy, 112–113, 600
Color contrast, 602–603, 607–608
Color perception, 112, 598–599
Color selectivity, reverse correlation of, 469–470, 469f
Color space modulation, for VEP stimulation, 218
Color triangle, 602
Color vision, 597–610

in age-related macular degeneration, 608–610, 609f
Aristotle’s theory of, 597
color contrast test of, 602–603, 607–608
cone specialization for, 47–49, 599–600, 599f
in congenital stationary night blindness, 834
defects or deficiency of

acquired, 600–603
early receptor potential in, 585, 589–591, 589f–590f
electrophysiology of, 585–591, 603–607
genetic carriers of, 587f, 588–589, 588f–589f
genetic mechanisms of, 599f, 600, 601f
inherited, 599–600, 600t, 601f
in males versus females, 599f, 600, 600t
psychophysical tests for, 607–610
rapid off-response in, 585–589, 586f–588f
suppressive rod-cone interaction in, 419

in diabetic retinopathy, 603, 608, 608f
drug/toxic effects on, 610, 610f, 660–661
early receptor potential in, 585, 589–591, 589f–590f
ERG recordings of, 585–591, 603–604
in glaucoma, 608, 609f, 854–855
Goethe’s theory of, 597–598
historical perspective on, 597–600
Newton’s theory of, 597–598
in optic atrophy, 609–610, 610f
in Parkinson’s disease, 872–873
pathways of, 56–57, 57f
pattern ERG recordings of, 604
physiological aspect of, developing of, 597–599
Plato’s theory of, 597
Schopenhauer’s theory of, 597–599
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Color vision (continued)
silent substitution test of, 602
in Sorsby’s fundus dystrophy, 769
Stiles two-color technique in, 602
visual evoked potentials in, 218, 604–607, 605f–607f

Coma, visual evoked potentials in, 232
Common mode rejection ratio (CMRR), 238, 257, 277, 559,

617–618
Complex cells, 468

reverse-correlation analysis of, 467f, 468
Conditioning flash effect, and oscillatory potentials, 574
Cone(s)

biochemistry of, 29–30
blue-sensitive, 48, 599, 599f

pathways/synapses of, 56–57, 57f
cell cytology of, 28–30
cilia of, 65–66, 66f–67f
color selectivity of, 469–470, 469f
in color vision, 47–49, 599–600, 599f
currents of, and a-wave, 151–152, 151f–152f
in daylight vision, 47–49, 49f
definition of, 47
disc membranes of, 29
in duplicity theory, 404–405
embryological development of, 25–27
functional organization of, 47–48
green-sensitive, 48, 599, 599f

pathways/synapses of, 56, 57f
image properties of, 49–50
inner segments of, 24f, 25, 29, 65, 66f
long-wavelength-sensitive (L), 405, 599, 599f
microfilaments of, 65, 67f
microtubules of, 65, 67f
middle-wavelength-sensitive (M), 405, 599, 599f
morphology of, 28–30
neurotransmitter release from, 79
orientation selectivity of, 469–470, 469f
outer segments of, 24f, 25, 28–29, 28f, 47, 48f, 65, 66f
phototransduction in, 72
physiology of, 65–75
protein migration/translocation in, 72–75, 74f
red-sensitive, 48, 599, 599f

pathways/synapses of, 56–57, 57f
responses of. See Cone response
short-wavelength-sensitive (S), 405, 599, 599f

responses in normal and disease states, 603–604
spatial density of, 405
subclasses of, 29
suppressive interaction with rods, 417–420. See also Suppressive

rod-cone interaction
synaptic transmission in, 79–91
types of, 48

Cone dystrophy (degeneration), 795–801
autosomal-dominant, 800–801
autosomal-recessive, 801
clinical features of, 795, 797–799, 797t
congenital, 795–796, 798t
“cookie cutter” macula appearance in, 795, 797f
crystalline deposits in, 795, 796f
diagnosis of, 795
electro-oculogram in, 624
electroretinogram in, 88–90, 89f, 507, 510f, 795–797, 799f, 813
fluorescein angiography in, 796f
foveal structure in, 801, 801f
fundus albipunctatus associated with, 835, 837f
fundus findings in, 795, 796f–797f

hereditary, 795–796, 798t
known forms of, 799–800

later onset forms of, 795–796, 798t
management of, 801
optic nerve atrophy in, 795, 798f
oscillatory potentials in, 570, 571f, 576f, 577
partial, 800, 800f
signs and symptoms of, 795, 797t
synaptic transmission in, 88–91
vascular abnormalities in, 795, 796f
X-linked, 795, 796f, 800

Cone matrix sheaths, 26–27, 28f, 30–31, 31f
Cone notches, 29
Cone response, 72, 73f–74f, 405. See also specific disorders/findings

a-wave, 154–155, 154f, 156f, 487–499, 488f
age and, 493, 494f
high-intensity stimulation of, 487–489
model of, 492, 493f
in retinal disease, 497, 497f
S and Rmax parameters of, 497, 497f
simpler equation for, 492–493

background illumination and, 593–595, 594f
b-wave, 161–162, 603
clinical assessment of, 497–500, 498f
dark-adapted, 405–409, 406f, 595
in early receptor potential, 549–551
in electroretinogram

ISCEV standard for, 293–294
isolation of, 7–8

in flicker ERG, 581, 582f–583f
hyperpolarizing, 49, 52f, 79
light-adapted, 593
in mouse, 899–900, 901f, 906, 906f
in multifocal ERG, 197
myopia and, 631, 634
receptive field of, 49, 52f
S-cone, in normal and disease states, 603–604

Cone-rod degeneration. See also Retinitis pigmentosa
electroretinogram in, 813
versus Stargardt disease, 727–732

Confidence interval, 432
Confidence limits, 432
Congenital nystagmus, in albinism, 377–378, 378f–380f
Congenital stationary night blindness (CSNB), 829–837

color vision in, 834
complete, 510, 511f, 809, 811f, 829–834
dark adaptation in, 409, 409f, 829, 831f
electro-oculogram in, 832
electroretinogram in, 507–510, 511f, 809–810, 811f, 829–832,

831f–832f
intensity series in, 832, 833f
long-flash photopic, 832, 834f

genetics of, 809–810, 834, 835f
incomplete, 510, 511f, 809, 811f, 829–834
initial patient complaints in, 829, 830t
versus melanoma-associated retinopathy, 696–697, 697f
oscillatory potentials in, 570, 571f, 577, 577f
pathogenesis of, 834
refractive error in, 829, 830f
Schubert-Bornschein type of, 829
scotopic threshold response in, 832, 833f
visual acuity in, 829, 830f

Constant stimuli, method of, 400, 401f
Contact lens electrodes, 6–7, 7f, 245–247, 246f, 252, 558–559, 559f
Contrast

color, for color vision testing, 602–603
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definition of, 413
drug/toxic effects on, 660–661
spatial, 414–415, 414f

loss of, 414, 415f
testing of, 415–416

temporal, 413–414, 414f, 415
Contrast dynamics, 192–194
Contrast perimetry, in multiple sclerosis, 875–878
Contrast reversal, in evoked potential evaluation, 210, 220
Contrast sensitivity

in glaucoma, 854–855
in multiple sclerosis, 875–878, 876f–877f
in neurodegenerative disease, 867
testing of, 415–416

clinical results of, 415–416
means of producing stimuli for, 415
methods of, 415

Contrast transfer function
of pattern ERG, 194, 194f
of visual evoked potential, 194, 194f

Control condition, 432–433
Control software, 242
“Cookie cutter” macula, in cone dystrophy, 795, 797f
Correlation techniques, 451–453
Cortex. See Visual cortex
Cortical blindness

causes of, 651
clinical visual signs of, 651
definition of, 651
retrochiasmal dysfunction and, 861–863
visual evoked potentials in, 651–652

works reporting abnormal, 652
works reporting normal, 651–652
works reporting recovery of, 652

Cortical time, 15
Cortical visual areas, 109
CRAO. See Central retinal artery occlusion
Crawford masking, 408
CRB-1 gene, and Leber congenital amaurosis, 750
Criterion free, 402
Crohn’s disease, vitamin A deficiency in, 803
Cross-correlation, 451, 454–455

in multifocal ERG, 322–324, 322f–324f
CRTs. See Cathode-ray tubes
Crumbs (molecule), 100f, 105
CRVO. See Central retinal vein occlusion
CRX gene

and Leber congenital amaurosis, 749–750
and retinitis pigmentosa, 781

Crystalline retinopathy, 735. See also Bietti’s crystalline dystrophy
CSNB. See Congenital stationary night blindness
Current source density (CSD), 142

of a-wave, 151, 152f
of b-wave, 152f, 156–157, 159f
of d-wave, 164–165
of pattern response, 189f

c-wave, 5, 11, 123, 143–144, 144f, 557, 558f, 560–561
normal, 560–561
“off,” 561, 562f
in pigment epithelium disease, 560f, 561, 561f
second, 149

Cyclic guanosine monophosphate (cGMP)
cascade in rod bipolar cell, 82, 82f–83f

in cone dystrophy with mild nyctalopia, 89f, 90–91
in inherited night blindness, 88
in melanoma-associated retinopathy, 88

in Leber congenital amaurosis, 748–749
in phototransduction, 67, 68f, 70, 71f, 519
in retinitis pigmentosa, 783–784

Cystic fibrosis, electro-oculogram in, 136
Cytostatic toxicity, 656

D

Dalton, John, 599
Dark adaptation, 405–409, 405f

bleaching parameters and, 408
clinical evaluation of, 408–409
of cones, 405–409, 406f, 595
in congenital stationary night blindness, 409, 409f, 829, 831f
defects in, treatment for, 409
drug/toxic effects on, 660–661
early, 408
factors affecting, 407–409
in fundus albipunctatus, 829, 831f, 834
in gyrate atrophy, 707, 710f
mechanisms of, 406–407
in neuronal ceroid lipofuscinoses, 890
in Oguchi’s disease, 829, 831f, 836, 837f–838f
of rods, 405–409, 406f, 520–521, 521f, 595–596f
in Sorsby’s fundus dystrophy, 409, 769–771
test stimulus wavelength and, 407, 407f
in vitamin A deficiency, 803, 805f

Dark-adapted a-wave, 150, 150f
Dark-adapted b-wave, 160–161, 163f

stimulus-response functions for, 473–476, 474f, 476f
Dark-adapted electro-oculogram, 128
Dark-adapted electroretinogram, 7–8, 8f, 139–140, 140f, 150, 150f,

292–293, 595–596, 596f
Dark-adapted flash response, 520–521, 521f
Dark-adapted oscillatory potentials, 573–575, 573f
Dark choroid effect, 423, 426, 427f
Data acquisition systems, 237–244

building your own, 244
commercially available systems for, 243–244, 243t
components of, 237
overview of, 237, 238f, 261–262, 261f
patient positioning for, 237–238
selection of, questions for, 262–263
special-purpose, 260–263

general characteristics of, 261–262, 261f
Data analyses, 431–437
Daylight vision, cone specialization for, 47–49, 49f
dc. See Direct current
Decimation, of m-sequence, 321, 322f
Deconvolution analysis, 221
Delay, 440–442
Delayed basal hyperpolarization, 147–148, 148f
Delayed rectifier ion channels, 37
Dependent variable, 436
Depth selectivity, reverse correlation of, 469–470
Descriptive statistics, 431–432
Desferrioxamine toxicity, electro-oculogram in, 135
Detection threshold, 400
Deuteranopes (deutans)

early receptor potential in, 585, 589–591, 589f–590f
genetic carriers, ERG responses in, 587f, 588–589, 588f–589f
genetic development of, 600
rapid off-response in, 585–589, 586f–588f
suppressive rod-cone interaction in, 419
visual evoked potentials in, 604–607

Deuteranopia, 599. See also Deuteranopes
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Deuteranopic color confusion line, 602
Diabetic retinopathy

color vision in, 603, 608, 608f
multifocal ERG in, 333–334
oscillatory potentials in, 569, 569f
S-cone response in, 603

Diagnostic flowcharts, 515–517, 516f
Diamox (acetazolamide) responses, 126, 128–130, 130f, 553, 554t,

555f, 562
Dichromatism. See Deuteranopes; Protanopes
Difference threshold, 400
Differential amplifiers, 238, 239f, 257, 275–276, 617–618, 617f
Digitalis toxicity, 657
Digital light projection (DLP) system, 271
Digoxin toxicity, 657
Direct current amplifiers, 238–239, 256–257, 559
Direct current component, of b-wave, 162–163, 164f
Direct current electroretinogram, 252, 557–563

clinical applications of, 560, 560f
equipment and procedure for, 557–560

Direct current potential, 11, 123–124, 126
Direction selectivity, 465, 466f
Disc membranes, of photoreceptors, 29
Disconnection(s)

visual-limbic, 117
visual-verbal, 116–117
visual-visual, 116

Distal retina, ERG components arising in, 143–149
Distortion, 442–444

linear, 442–444, 444f
nonlinear, 443

DNA, mitochondrial, 665. See also Mitochondrial disorders
Dog(s)

electroretinogram in, 911–916, 923–931
analysis of, 912
anesthetics for, 923–924, 925t, 927
bilateral, 931, 931f
components of, 912, 913f
correlation with clinical findings, 929–931
guidelines/protocols for, 927–929, 928f, 930f
long-flash, 912, 913f
maturation of, 912, 913f
methods of recording, 911–912, 927–929, 928f, 930f
in retinal dystrophies, examples of, 912–913

Leber congenital amaurosis in, 745, 747–748, 915–916
phenotype diversity in, 912
photoreceptor diseases in, 923, 924t, 929–931
progressive retinal atrophies in, 913–915, 914f–915f, 923,

924t
progressive rod-cone degeneration (prcd) in, 32, 914–915,

915f
retina of, versus human retina, 911

Domains, in Fourier analysis, 447–448
Dominant drusen, 717–724

clinical range of, 717, 719f
codon 172 RDS-related, 717, 720–721, 720f, 722f
definition of, 717
distribution of, 717, 718f
EFEMP1-related, 717, 721–722, 722f–723f
electro-oculogram findings with, 718
electroretinographic findings with, 718
functional changes with, 717–718
genetics of, 717–724
multifocal ERG findings with, 718
TIMP3-related, 717, 719–720

Dominant optic atrophy (DOA), pattern ERG in, 346–347, 348f

Dopamine, 88
in amacrine cells, 60, 61f, 63f, 88
drug/toxic effects on, 657–658, 657f
in Parkinson’s disease, 868–873
and spatial processing, 869–870, 869f–871f

Dorsal pathway, 109–110, 110f
neuroanatomy and neurophysiology of, 113
syndromes of, 113–115

Double-blind study, 433
Double magnetic induction (DMI), of ocular motor assessment,

377
Double-opponent cells, 469–470
Double-sided (differential) amplifiers, 238, 239f, 257, 275–276,

617–618, 617f
Doyne’s honeycomb dystrophy, 717, 719f, 721
Drug toxicities, 655–661. See also specific drugs

cell-specific functional alterations in, 655–660
central nervous system effects of, 659–660
color vision in, 609–610, 660–661
electroretinogram in, 819, 820f
ganglion cell changes in, 658–659
inner retina alterations in, 657–658
muscular effects of, 661
patient history in, 660
photoreceptor alterations in, 657
retinal pigment epithelium effects of, 655–657
special testing considerations in, 660–661
from symptoms to diagnosis of, 660–661

Drusen
basilar laminar

fluorescein angiography in, 536, 538f
hyperabnormal ERG responses in, 536, 538f

definition of, 717
dominant, 717–724

clinical range of, 717, 719f
codon 172 RDS-related, 720–721, 720f, 722f
definition of, 717
distribution of, 717, 718f
EFEMP1-related, 721–722, 722f–723f
electro-oculogram findings with, 718
electroretinographic findings with, 718
functional changes with, 717–718
genetics of, 717–724
multifocal ERG findings with, 718
TIMP3-related, 719–720

as hallmark of disease, 717
hard, 717
hereditary versus nonhereditary, 723
nature of, 717
soft, 717

DTL electrode, 248f, 250
DTL-Plus electrode, 250
Duchenne muscular dystrophy, electroretinogram in,

816
Dummy patient, 282, 282f, 618–619, 618f
Duplex retina, 48
Duplicity theory, 404–405
d-wave

current source density analysis of, 164–165
depth profile of, 164, 164f
of electroretinogram, 151
origins of, 164–165
of squirrel, 165, 165f

Dystonin, 103
Dystroglycan, 103–105
Dystrophins, 99–100, 103–105, 816
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E

Early dark adaptation, 408
Early receptor potential (ERP), 549–551, 624–626

amplitude of, 549–550
chromatic recordings of, 585, 589–591, 589f–590f
clinical application of, 549–551
discovery of, 549, 550f
in ocular siderosis, 550, 550f
origins of, 549
polarity of, 549, 550f
R1 component of, 549, 550f
R2 component of, 549, 550f
rod versus cone contribution to, 549
spectral sensitivity of, 549

Early Treatment for Diabetic Retinopathy Study (ETDRS), 541
Eccentric fixation, in multifocal ERG, 315f, 317
EEG. See Electroencephalogram
EFEMP1 gene, and drusen, 717, 721–722, 722f–723f
Electrical noise, in multifocal ERG, 314f, 316
Electrode(s), 238, 245–254

for electro-oculogram, 252
for electroretinogram, 245–254

carbon fiber, 248f, 249–250
cleaning of, 291
contact lens, 6–7, 7f, 245–247, 246f, 252, 558–559, 559f
for dc recording, 252
development of, 5–8
in dogs, 911–912, 928–929, 928f
DTL fiber, 248f, 250
gold foil, 247–249, 248f
ground, 291
international use of, 251–252
ISCEV guidelines on, 291
in larger animals, 928–929, 928f
lid-hook, 247–250, 248f
in mice, 900
placement of, 143, 143f
polymethylmethacrylate, 252, 558
polyvinyl gel, 249
recording, 291
reference, 291
skin, 248f, 250–251
skin reference, 291
stability of, 291

for multifocal ERG, 197, 198f, 249, 310, 312, 319
for multifocal VEP, 199–200, 203f
for pattern ERG, 298, 341
10/20 system for, 227, 228f
for visual evoked potentials, 207, 226–229, 252–253, 304

ISCEV guidelines for, 304
number of, 227–229
positioning of, 207, 226–227, 228f, 304, 304f
problems with, 227

Electrode artifacts, 245, 278–279, 282, 618–619
Electrode impedance, and amplifiers, 277, 278f
Electrodiagnostic testing. See also Electroencephalogram; Electro-

oculogram; Electroretinogram; Visual evoked potentials
commercially available systems for, 243–244, 243t
data acquisition systems for, 237–244
versus psychophysical approaches, 399
stimulators for, 265–275

Electroencephalogram (EEG)
alternatives to, 214–215
contrast and pattern reversal in, 210
dipole production in, 210

electrode positioning for, 226–227, 228f
electrode problems in, 227
evoked potentials in

cortical sources of, localization of, 211–213, 213f–215f
origins of and transmission to scalp, 210–214
pattern appearance, 211, 212f
visual, 207–210. See also Visual evoked potentials

flash response in, 208–210
history of, 208–210
in malingering and hysteria, 638
as mass phenomenon, 211, 211f
postsynaptic potentials in, 210–211, 212f
rhythms of, 208, 209f
signals and noise in, 255, 256t
spatial summation in, 210
temporal summation in, 210–211

Electronegative electroretinogram, 809–819
in acquired diseases of eye, 816–819
autosomal-dominant inheritance of phenotype for, 814
in clinical practice, 819
definition of, 809
disorders associated with, 809–819, 810t
in neurodegenerative disorders, 815–819
origins of, 809

Electronic noise, 255, 256t
Electronic visual acuity (EVA), 541
Electro-oculogram (EOG), 123–136, 623–624. See also specific

disorders/findings
acetazolamide test in, 126, 128–130, 130f, 553, 554t, 555f, 562
alcohol test in, 130–133, 131f–135f
bicarbonate test in, 128–130, 553, 554t, 555f
classic, description of, 128
clinical findings of interest, in last 10 years, 135–136
clinical tests utilizing, 127–128
clinical utility of, 134–135
comparison and combination with other tests, 626–627
correlation with clinical findings, 628–629, 628t
current fields in, 123–124, 124f–125f
dark and light adaptation in, 128
electrodes of, 252
fast oscillation, description of, 128, 129f
history of, 11
hyperosmolarity test in, 126, 128–130, 130f, 553, 554t, 555f,

561–562
ISCEV standard for, 287–289
light rise in, 11, 124, 126, 130f

abnormal, in RPE dysfunction, 505–506
localization of lesions in, 505–506, 623–624, 624t–625t
membrane mechanisms of, 124–126
in mitochondrial disorders, 667
nonphotic responses in, 128–130
pharmacology of, 126–127
physiological characteristics of, 126–127
signals and noise in, 255, 256t
steady-state, 128
technical details of, 127
technical difficulties with, 127–128
variants of, 128

Electroretinogram (ERG), 140f. See also specific components, tests, and disorders
abnormal findings in

abnormal rod-specific b-wave, abnormal maximal ERG
response a-wave, 506–507

abnormal rod-specific b-wave, (electro-) negative maximal ERG
response, 507–510

normal maximal ERG response, abnormal cone ERG, 507
adaptation effects on, 593–596
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Electroretinogram (ERG) (continued)
amplification for, 292
averaging in, 294
a-wave of, 4–5, 149–156, 557, 558f. See also a-wave
background illumination for, 292, 593–595, 594f, 595t
b-wave of, 156–163, 557, 558f. See also b-wave
chicken, 916–919

anesthetics for, 926t
delayed basal hyperpolarization in, 148, 148f
in disease, 917–918, 917f–919f
long-flash, 917, 917f
methods of recording, 916
normal, 916–917, 917f

chromatic recordings of, 585–591
chromatic (color) recordings of, 603–604
clinical, 6–8
comparison and combination with other tests, 626–627
components of, 4–5

distal, interaction of, 149
distal origins of, 143–149
modeling of, 143

correlation with clinical findings, 628–629, 628t
correlation with single-cell recordings, 142
c-wave of, 143–144, 144f, 557, 558f, 560–561. See also c-wave
dark-adapted (scotopic), 7–8, 8f, 139–140, 140f, 150, 150f,

292–293, 595–596, 596f
data display and averaging in, 292
diagnostic flowcharts for, 515–517, 516f
direct current (dc), 557–563

clinical applications of, 560, 560f
equipment and procedure for, 557–560

dog, 911–916, 923–931
analysis of, 912
anesthetics for, 923–924, 925t, 927
bilateral, 931, 931f
components of, 912, 913f
correlation with clinical findings, 929–931
guidelines/protocols for, 927–929, 928f, 930f
long-flash, 912, 913f
maturation of, 912, 913f
methods of recording, 927–929, 928f, 930f
in retinal dystrophies, examples of, 912–913

d-wave of, 164–165. See also d-wave
electrodes of, 245–254

carbon fiber, 248f, 249–250
cleaning of, 291
contact lens, 6–7, 7f, 245–247, 246f, 252, 558–559, 559f
for dc recording, 252
development of, 5–8
DTL fiber, 248f, 250
gold foil, 247–249, 248f
ground, 291
international use of, 251–252
ISCEV guidelines on, 291
lid-hook, 247–250, 248f
placement of, 143, 143f
polymethylmethacrylate, 252, 558
polyvinyl gel, 249
recording, 291
reference, 291
skin, 248f, 250–251
skin reference, 291
stability of, 291

electronegative, 809–819
in acquired diseases of eye, 816–819
autosomal-dominant inheritance of phenotype for, 814

in clinical practice, 819
definition of, 809
disorders associated with, 809–819, 810t
in neurodegenerative disorders, 815–819
origins of, 809

on electronic recording equipment, 292
e-wave of, 166
excitatory, 5, 6f
extracellular flow in, pattern of, 139
fast oscillation of, 557, 558f, 561–562, 562f
fast oscillation trough of, 143, 144f, 146–148, 147f
fixation in, 293
flicker, 581, 582f–583f

photopic fast, 165, 166f, 293–294
general principles of, 139
Granit’s model of, 487, 488f
high-intensity, 293, 487–489, 488f–490f

need for, 487
protocols for, 487–489

history of, 3–8
early discoveries, 3
early recording, 3, 4f
first published, 3–4, 4f

hyperabnormal responses in, 533–540
classification of, 533–536, 537f
distribution by category, 536, 537t
fluorescein angiographic correlation of, 536, 538f, 538t, 539f
illustrative case reports of, 536–539
in macular degeneration, 536, 538, 538f–539f, 540
in optic nerve dysfunction, 536–538, 539f, 540
pathologic process suggested by, 539–540
in Stargardt’s disease, 536, 538f

in infants, 745–746
inhibitory, 5, 5f
intraretinal depth recordings in, 142
ISCEV standard for, 287–288, 290–295

on basic technology, 291–293
on clinical protocol, 292–293, 784–791
on light adjustment and calibration, 292
on measurements and recordings, 294–295, 294f

i-wave of, 165
kernel analysis in, 483–484
larger animal, 923–931

anesthetics for, 923–924, 925t–926t, 927
bilateral, 931, 931f
correlation with clinical findings, 929–931
guidelines/protocols for, 927–929, 928f, 930f
specific procedures for, 924–927, 927f

latency of, 442
light-adapted (photopic), 7–8, 8f, 139–140, 140f, 150, 150f,

292–293, 593
light diffusion in, 291
light-evoked potassium changes in, 157–159, 160f–161f, 167, 168f
light peak of, 143, 144f, 557, 558f, 561–562, 562f
light sources in, 291–292, 559
local, 142
localization of lesions in, 505–511, 515–517, 624t–625t, 626–629
luminance versus pattern, 185–186, 187f
macaque monkey, 150, 150f
in mitochondrial disorders, 666–669, 666t, 668t–669t
modeling of cellular responses in, 143
mouse, 899–907, 900f

a-wave analyses in, 902–906, 902f
basic recording technique for, 900
b-wave analyses in, 900, 901f, 903, 904f, 906f
cone-mediated responses in, 899–900, 901f, 906, 906f
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factors affecting, 900–901
general testing protocol for, 903
interstrain differences in, 903–907
Naka-Rushton analysis of, 903, 904f
oscillatory potentials in, 903, 905f
phototransduction in, 902–903
rod-mediated responses in, 899–900, 901f, 903, 904f–905f
rod- versus cone-mediated comparisons in, 906
specialized recording techniques for, 901
standard strains for, 903

Müller cell contribution in, 141, 141f, 144–146, 145f, 156–157, 160f
multifocal. See Multifocal electroretinogram
M-wave of, 166–168, 167f–168f
myopia and, 631–634, 632f
normal values in, 294, 533–536, 534t, 535f
optic nerve stimulation in, 176
orientation of cells in, 139
origins of, 139–177, 487, 899

approaches for determining, 141–143
oscillatory potentials of, 173–176, 565–578, 566f. See also

Oscillatory potentials
paired-flash analysis in, 791, 791f

concept and methodology of, 519–520, 520f
of dark adaptation, 520–521, 521f
of light adaptation, 521–525, 523f–524f, 526f
of recovery following bright illumination, 525–530, 527f–530f
of rod phototransduction and adaptation, 519–530

patient isolation for, 292
patient preparation for, 292–293, 558
pattern. See Pattern electroretinogram
pharmacological dissection in, 142
photopic negative response in, 168–170, 169f
pigment epithelial component of, 146
in post-phototransduction dysfunction, 507–510
in pressure-induced retinopathy, 515–517, 517f
processes of (PI, PII, PII), 4–5, 5f, 142
proximal negative response in, 166, 167f–168f
P-wave of, 176
recalibration of, 292
relative magnitude of signals in, factors determining, 139–140
reporting results of, 294–295
in retinitis pigmentosa, 506–507, 506f, 508f
scotopic threshold response in, 170–173
signals and noise in, 255, 256t
single-flash cone, 293
site-specific lesions/pathology in, 142
slow oscillation of, 557, 558f, 561–562, 562f
slow PIII of, 143–146, 144f–145f
spatial buffering of [K+]o in, 140–141, 141f, 146
spreading depression in, 177
standard combined, 293
stimulus-response functions of, 473
stimulus strength-standard flash in, 292
stimulus wavelength in, 292
targeted mutations in, 142
waveform changes in disease, 626–628, 627t

EMMPIRN, 105
Emotion, and visual evoked potentials, 226
Enhanced S-cone syndrome (ESCS), 507, 508f–509f, 603–604
Environmental rotation, 115, 115f
EOG. See Electro-oculogram
Epinephrine, electro-oculogram effects of, 126
Epitaxial semiconductor junction diodes, 272
Equipment. See also specific types

amplifiers, 238, 255–260, 275–278
analog-to-digital converter, 240–241, 258–260

cathode-ray tubes, 267–269
commercially available systems, 243–244, 243t
control software, 242
data acquisition systems, 237–244
electrodes, 238, 245–254
filters, 239–240, 257–260, 271
light-emitting diodes, 271–275
liquid crystal displays, 269–271
plasma displays, 271
stimulators, 265–275

Equivalent background, 407
ERG. See Electroretinogram
ERG-Jet contact lens electrodes, 246f, 247
ERP. See Early receptor potential
Errors, Type I and Type II, 433–434
Essential nonlinearity, 479
Ethambutol toxicity, 659
Ethanol toxicity, 659
Ethical issues, in therapeutic trials, 544
Ethyl alcohol, electro-oculogram effects of, 126–127, 130–133,

131f–135f
EVA (electronic visual acuity), 541
Event-related potentials

in multiple sclerosis, 881–882
in Parkinson’s disease, 878–881, 880f

Evoked potential(s)
alternatives to, 214–215
cortical sources of, localization of, 211–213, 213f–215f
definition of, 207
evaluation of

contrast and pattern reversal in, 210
flash response in, 208–210

origins of and transmission to scalp, 210–214
pattern appearance, 211, 212f
steady-state, 15
visual, 15–18, 207–232. See also Visual evoked potentials
visual subcortical, 16–17

e-wave, origins of, 166
Excitatory ERG (E-ERG), 5, 6f
Excitatory postsynaptic potentials, in EEG, 210–211, 212f
Expectancy, and visual evoked potentials, 224–226
Experimental design, 431–437

basic elements of, 432–433
Eye movement artifacts, 619
Eye position control, for VEP recording, 229

F

Familial optic atrophy, electroretinogram in, 814
Farnsworth-Munsell 100-hue test, 602, 607
Fast flicker ERG, photopic, 165, 166f, 293–294
Fast Fourier transform, in oscillatory potential analysis, 566, 567f,

575–576
Fast oscillation electro-oculogram, 128, 129f
Fast oscillation ERG, 557, 558f, 561–562, 562f
Fast oscillation trough (FOT), 143, 144f, 146–148, 147f
Fast retinal potential, 565. See also Oscillatory potentials
Fatty acid disorders, 889–895
Field potentials, 139
Figure-ground segregation, and visual evoked potentials, 219–220,

219f
Filter(s), 239–240, 257–260

absorption, 271
analog, 258, 258t
band-pass, 257–258, 257f
band-reject, 257–258, 257f
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Filter(s) (continued)
digital, 240, 258–260, 258t
high-pass, 239, 257–258, 257f, 277, 277f
interference, 271
low-pass, 239, 240f, 257–258, 257f
for multifocal ERG, 311, 327–329, 330f
notch or line frequency, 240, 257–258, 257f
phase-free, 449, 450f
roll-off of, 239
types of, 239–240

Filtering, of visual evoked potentials, 229, 258, 259f, 260
First harmonic, 444
First-order kernels, 463, 464f, 468, 479–480
First-order receptive fields, 463
Fixation

eccentric, 315f, 317
in electroretinogram, 293
in multifocal ERG, 311, 313, 315f, 317

Flashed-on pattern, 17
Flash lamps, 265–266, 267f
Flash response, in EEG, 208–210
Flash stimulus

for high-intensity ERG, 487–489, 488f–490f
and oscillatory potentials, 573–575, 573f
and visual evoked potentials, 221, 222f, 232, 304, 306, 307f

Flat contact synapses, 96, 97f
Flicker ERG, 581, 582f–583f

chromatic recordings of, 585
fast photopic, 165, 166f, 293–294

Flicker stimulus, 413
for oscillatory potentials, 572–573, 573f
for suppressive rod-cone interaction, 417–418, 418f–419f

Floor effect, 543
Flowcharts, diagnostic, 515–517, 516f
Fluorescein angiography, 423–427

basic principles of, 423
of Bietti’s crystalline retinal dystrophy, 423, 424f, 735, 738f–739f
of birdshot chorioretinitis, 685, 687f
of central serous chorioretinopathy, 683, 684f
of choroideremia, 423, 424f, 777, 778f
of cone dystrophy, 796f
correlation of hyperabnormal ERG responses in, 536, 538f, 538t,

539f
dark choroid effect in, 423, 426, 427f
of gyrate atrophy, 707, 711f
of hereditary retinal diseases, 423–427
of juvenile retinoschisis, 424, 425f, 823, 825f
of macular degeneration, 536, 538, 538f–539f, 540
of macular schisis versus edema, 423–425, 425f
of pattern dystrophies, 425, 757, 758f–759f
of quinine retinopathy, 841
of retinitis pigmentosa, 425, 426f, 427, 428f
of Stargardt disease, 426, 427f, 536, 538f
of temporal optic atrophy, 427, 427f
of Usher’s syndrome, 424, 425f

Fluphenazine toxicity, 658
Forced-choice procedure, 401–402, 401f
Forsius-Eriksson ocular albinism, 810
Foster-Kennedy syndrome, 700–701, 701f
FOT (fast oscillation trough), 143, 144f, 146–148, 147f
Fourier, Joseph, 444, 444f
Fourier analysis, 241–242, 444–451

checkerboards and, 451, 452f
domains in, 447–448
linearity in, 449
of oscillatory potentials, 566, 567f, 575–576

periodic functions in, 444–447, 446f–447f, 449f
practical considerations on using, 448
receptive fields and, 451
spatial, aspects of, 449–451
spatial frequency in, 450–451
standard periodic signals in, 445, 445f
test signals in, 447
time versus space in, 449, 450f
of visual evoked potential, 230

Fourier integral, 445–446
Fourier series, 446
Fourier theory, 444
Fovea

development of, 25, 26f
ganglion cells of, 56, 57f

Foveal hypoplasia, in albinism, 369, 371f
Foveation period, in albinism, 377–382
Frame pulse artifact, 281, 281f
Frequency dependence, 440, 441f–442f
Frequency response function, of amplifier, 257–258, 257f
Frontal eye fields, 113

disorders of, 113–115
Frontal motor areas, 113
Frumkes effect, 798
“Functional disorders,” visual evoked potentials in, 231–232
Functional magnetic resonance imaging (fMRI), 214–215, 216f–217f
Fundamental harmonic, 444
Fundus albipunctatus, 409, 829, 834–836

associated with cone dystrophy, 835, 837f
dark adaptation in, 829, 831f, 834
electroretinogram in, 813, 835, 837f
fundus appearance of, 834–836
genetics of, 835–836
pathogenesis of, 836
typical, 835, 836f

Fundus photography (FP), 423
Fusion, in infant vision, 357–358, 357f–359f

G

Gamma aminobutyric acid (GABA), 86–88
and b-wave, 160–161, 163f
drug/toxic effects on, 657–658, 657f
and oscillatory potentials, 174–175

Gamma aminobutyric acid receptors, in amacrine cells, 58–60, 59f,
62f

Gamma-band activity, 881
Gamma rhythms, 881
Ganglion cell(s), 49, 50f–51f

alpha (cat), 52
beta (cat), 52
center surround organization of, 80
dopamine and, 869–870, 869f–871f
drug/toxic effects on, 658–659
dysfunction of

multifocal VEP in, 202–203
pattern ERG in, 189–196, 190f–192f, 345–347, 511–512, 514f

embryological origins of, 25
of fovea, 56, 57f
in glaucoma, 851–855
image properties of, 55–56
low-spatial-frequency attenuation of, 192–193
M cells, 52, 55–56, 57f
neurotransmitters of, 86–88
ON/OFF, 51–52, 55–58, 56f–57f, 86, 87f, 95
in oscillatory potential generation, 175
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P (midget), 52, 55–56, 57f
postsynaptic responses of, 86, 87f
receptive field of, 55, 56f, 57–58
sustained versus transient, 86
synapses of, 51–52, 54f, 56–58, 57f, 59f, 86, 93, 94f

with amacrine cells, 58–60, 60f–61f, 63f
with bipolar cells, 51–52, 54f, 56, 57f, 93–95, 95f

Ganglion cell layer, 93
Ganzfield stimulator, 265–267, 266f, 559, 560f
Gaussian noise, 451–453

for kernel analysis, 482
Generalized object agnosia, 116
Giant cell arteritis, ischemic optic neuropathy with, 699
Gibbs’ phenomenon, 445
Glass contact lens electrodes, 246
Glaucoma

color vision in, 608, 609f, 854–855
contrast sensitivity in, 854–855
flash electroretinogram in, 851–852
mechanical theory of, 851
multifocal ERG in, 335
multifocal VEP in, 202, 335
pathogenesis of, 851
pattern ERG in, 851–855, 852t, 853f
primary open angle (POAG), 851
psychophysical studies of, 854–855
vascular theory of, 851
visual evoked potentials in, 851–852
visual field defect of, 851, 852f

Glaucomatous optic neuropathy (GOND), 875
Glial cells, drug/toxic effects on, 659
Glutamate, 85–86

a-wave effects of, 152–154
b-wave effects of, 157–158
drug/toxic effects on, 657, 657f

Glutamate receptor(s), 50–52, 53f–54f, 58, 59f, 80–82
ionotropic, 51, 53f–54f, 59f, 80–82
metabotropic, 51, 53f–54f, 59f
in Parkinson’s disease, 872

Glutamate transporters, 79
Glycine, 86–88

drug/toxic effects on, 657, 657f
and oscillatory potentials, 174, 569–570, 570f

Glycine receptors, in amacrine cells, 58, 59f
Goethe’s color theory, 597–598
Gold contact lens electrode, 245–247, 246f
Gold foil electrode, 247–249, 248f
Goldmann-Favre syndrome, 823

electroretinogram in, 507
fluorescein angiogram of, 424

Goldmann kinetic visual field testing, 541–542
Goldmann-Weekers Dark Adaptometer, 408
GOND (glaucomatous optic neuropathy), 875
G-protein-coupled receptors, in phototransduction, 67, 68f
Granit’s model, of electroretinogram, 487, 488f
Granit’s PII. See b-wave
Granit’s PIII. See a-wave
Grating stimulus, 413

for visual evoked potentials, 215–216, 219
Green-sensitive cones, 48, 599, 599f

pathways/synapses of, 56–57, 57f
Ground loop, 616–617, 616f
Guanylate cyclase, in phototransduction, 71
Guanylate cyclase-activating proteins, 71–72
GUCY2D gene, and Leber congenital amaurosis, 748–749, 748f
Guinea pig, anesthetics for, 926t

Gyrate atrophy, 705–715
biochemistry of, 708–712, 712f
versus choroideremia, 712–713, 779
clinical description of, 707
dark adaptation in, 707, 710f
differential diagnosis of, 712–713
electro-oculogram in, 705, 708f
electroretinogram in, 705, 706f–707f, 710f
fluorescein angiography in, 707, 711f
histopathology of, 708, 711f
historical perspective on, 705
molecular genetics of, 712
muscle biopsy in, 707, 711f
natural history of, 707, 709f–711f
night blindness in, 707, 710f
OAT-deficient, 705, 708–713, 712f
physiology of, 708
pyridoxine-nonresponsive, 705, 706f–707f, 708–711, 709f–710f
pyridoxine-responsive, 705, 706f–707f, 708–711, 708f, 711f
relevant testing in, 712–713
treatment of, 711–712
visual field defect in, 707, 710f

H

Hagberg-Santavuori disease, 889
Haloperidol toxicity, 658
Haltia-Santavuori disease, 889
Harmonic(s)

first or fundamental, 444
in Fourier analysis, 444–445, 445f
higher, 444

Harmonic frequency, 440, 442f
Helmholtz’s rule, 444
Hemianopia, in chiasmal dysfunction, 857
Hemispatial (hemifield) neglect, 114
Hemispheric asymmetry, in albinism, 382–395, 385f, 387f–394f
Henkes Lovac contact lens electrodes, 245–247, 246f
Henle’s layer, 25, 26f
Higher cortical function, disorders of, 109
Higher harmonics, 444
High-pass resolution perimetry, in multiple sclerosis, 877
HK-loop electrode, 248f, 250
Horizontal cell(s), 49, 50f–51f

center surround organization by, 54–55, 55f, 80
embryological origins of, 25
feedback to, 54–55
image properties of, 52–55
light response of, 79–80
neurotransmitters of, 86–88
receptive field of, 52–54, 55f, 79
in suppressive rod-cone interaction, 417
synapses of, 52–55, 79–82
type A, 79
type B, 79

Horse(s)
electroretinogram in, 923–931

anesthetics for, 923–924, 925t–926t, 927
specific procedures for, 924–927

photoreceptor diseases in, 923, 924t
Humphrey Field Analyzer, 408, 542
Hum reduction, 617–618
“Hum tracer,” 615
Hutchinson-Tay choroiditis, drusen in, 717
Hyperabnormal ERG responses, 533–540

classification of, 533–536, 537f
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Hyperabnormal ERG responses (continued)
distribution by category, 536, 537t
fluorescein angiographic correlation of, 536, 538f, 538t, 539f
illustrative case reports of, 536–539
in macular degeneration, 536, 538, 538f–539f
in optic nerve dysfunction, 536–538, 539f, 540
pathologic process suggested by, 539–540
in Stargardt’s disease, 536, 538f

Hyperbolic function, 473
Hyperosmolarity responses, 126, 128–130, 130f, 553, 554t, 555f,

561–562
Hypertension. See also Glaucoma

pattern ERG in, 851–855, 854f
psychophysical studies of, 854–855

Hypoemotionality, visual, 117
Hypothesis testing, 432–433
Hysteria, electrodiagnostic testing in, 637–640, 638f–639f

I

Ideal observer, 402
Incandescent lamps, 266–267
Independent group design, 433
Independent variables, 436
Indomethacin toxicity, 657
Infant(s), 353–359

blind, management of, 751–752
electroretinogram in, 745–746
fusion and stereopsis in, 357–358, 357f–359f
preterm, vision in, 355–356, 356f
visual acuity testing in, 232, 353–359
visual evoked potentials in, 17, 232, 306, 353–359

multiple sweep paradigms for, 358
special considerations for, 358–359
sweep, reliability and validity of, 356–357, 357f
waveform development in, 361, 362f

visual maturation in, 353–355, 355f
Infantile Refsum’s disease, electroretinogram in, 815–816, 817f
Inhibitory ERG (I-ERG), 5, 5f
Inhibitory postsynaptic potentials, in EEG, 210–211, 212f
Inner limiting membrane, 99, 100f
Inner nuclear layer, 93
Inner plexiform layer (IPL)

adhesion in, 98
drug/toxic effects on, 657–658
ON/OFF processing in, 95
organization of, 57–58
oscillatory potential generation in, 174–175
synaptic connections in, 57–62, 59f, 93–96, 94f–95f

Inner segment, of photoreceptors, 24f, 25, 29, 65, 66f
Input impedance, of amplifier, 257
Instrumentation amplifiers, 275–276
Integrin, in synaptic transmission, 98–99, 100f, 103
Interference filters, 271
Interhemispheric asymmetry, in albinism, 375–377, 376f, 382–395,

385f, 387f–394f
Internal limiting membrane, electrode positioning in, 5–6
International Society for Clinical Electrophysiology of Vision

(ISCEV)
guidelines for multifocal ERG, 287–288, 309–317
standards of, 287–288

for electro-oculogram, 287–289
for electroretinogram, 287–288, 290–295, 784–791
for oscillatory potentials, 293
for pattern ERG, 287–288, 297–300, 341
for visual evoked potentials, 287–288, 303t

International Society for Veterinary Ophthalmology, 927
Interphotoreceptor matrix, 23, 24f

biochemistry of, 30–31
composition of, 23
embryological origins of, 23–25
function of, 30–31
insoluble components of, 30–31, 31f
pathologies affecting, 31–32
soluble components of, 30–31
structure of, 30–31

Interphotoreceptor space, development of, 23, 25–27
Interplexiform cell(s)

neurotransmitters of, 88
oscillatory potentials from, 568

Interval estimate, 432
Intracellular signaling, calcium in, 41f, 42
Intraflagellar transport, 66
Intraocular pressure, elevated, 851–855. See also Glaucoma
Intraretinal electroretinogram, 142
Inward rectifier ion channels, 37–38
Iodoacetic acid, and oscillatory potentials, 569–570, 570f
ION. See Ischemic optic neuropathy
Ion channel(s), 37–40

calcium-dependent, 38
chloride, 38–39
delayed rectifier, 37
in electro-oculogram, 124–126
inward rectifier, 37–38
M-type, 38
nonspecific, 38
potassium, 37–38
voltage-activated, 39
voltage-dependent, 38, 79

Ion transport
membrane proteins involved in, 37–40
by retinal pigment epithelium, 37–42, 41f

Ion transporters, 39–40
IPL. See Inner plexiform layer
ISCEV. See International Society for Clinical Electrophysiology of

Vision
Ischemic central retinal vein occlusion, 817
Ischemic optic neuritis, 699
Ischemic optic neuropathy (ION), 699–701

arteritic (AAION), 699
clinical presentation of, 699
histology of, 699
treatment of, 699

conditions associated with, 699
nonarteritic (NAION), 699–701

clinical presentation of, 699
versus Foster-Kennedy syndrome, 700–701, 701f
pattern ERG in, 700
treatment of, 699
visual evoked potentials in, 699–701, 700f

Ishihara plates, 599
Isolation amplifiers, 255–256, 277–278
i-wave, 165

in dogs, 912, 915f

J

Jansky-Bielschowsky disease, 889
Juvenile macular degeneration. See Stargardt disease
Juvenile (X-linked) retinoschisis, 823–825

a-wave analysis in, 824–825, 826f
b-wave analysis in, 824–825, 825f–826f
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differential diagnosis of, 823
electro-oculogram in, 823–824
electroretinogram in, 810–812, 811f, 823–825, 825f–826f
fluorescein angiogram of, 424, 425f, 823, 825f
fundus appearance of, 823, 824f
gene identification in, 823
photoreceptor and inner retinal responses in, 824–825, 826f
scotopic threshold response in, 824
suppressive rod-cone interaction in, 419

K

Kainate receptors, 51, 53f–54f
Kearns-Sayre syndrome (KSS), 665, 667–668
Kernel(s)

definition of, 479
first-order, 463, 464f, 479–480, 480f
pattern-reversal stimulus for, 483
second-order, 479–482, 480f

reverse correlation of, 468
zero-order, 479

Kernel analysis, 479–484
binary sequence control sequence for, 482, 482t
deconvolution errors in, avoidance of, 482
for multifocal techniques, 483–484
pseudorandom sequences for, 479, 482–483
stimuli for, 479, 480f, 482–484

Kinesin II, 65–66
Kjer-type dominant optic atrophy, pattern ERG in, 346–347
Kohlrausch knick, 406
Köllner’s rule, 609–610
Kufs’ disease, 889
Kynurenic acid, a-wave effects of, 153

L

Lactic acid transport, 40, 41f, 42
Laminins, in synaptic transmission, 99–103, 100f–101f, 104f
Laplacian derivation, of visual evoked potentials, 230–231
Lapsing rate, 402
Larger animals

electroretinogram in, 923–931
anesthetics for, 923–924, 925t–926t, 927
bilateral, 931, 931f
correlation with clinical findings, 929–931
guidelines/protocols for, 927–929, 928f, 930f
specific procedures for, 924–927, 927f

photoreceptor variations in, 923
retina of, versus human retina, 923

Latency, 440–442, 464
Latency jitter, 456
Lateral geniculate nucleus (LGN), 109, 213

in albinism, 370, 372f
in monkey, 937, 937f
in mouse, 937–938

Lateral inhibition, and pattern ERG, 191–193
Late receptor potential, 151, 585
Layer of Chievitz, 25
LCA. See Leber congenital amaurosis
LCDs. See Liquid crystal displays
LCHAD. See Long-chain 2-hydroxyacyl CoA dehydrogenase
Lead intoxication, 658
Leber, Theodor, 845
Leber congenital amaurosis (LCA), 745–752

AIPL-1 gene and, 750, 751f
blind infant with, management of, 751–752

chicken model of, 749
clinical variability of, 745
CRB-1 gene and, 750
CRX gene and, 749–750
definition of, 745
dog model of, 745, 747–748, 915–916
electroretinogram in, 745–746, 748, 748f, 749–750, 751f
genetics of, 745–751, 746t
GUCY2D gene defects and, 748–749, 748f
light adaptation in, 594–595, 595t
molecular diagnosis of, 745
mouse model of, 747, 749, 900
prevalence of, 745
RDH12 gene and, 751
RPE65 gene defects and, 746–748
RPGRIP-1 gene and, 750–751
therapeutic studies of, 748

Leber’s hereditary optic neuropathy (LHON), 845–847
clinical course of, 845
electro-oculogram in, 845
electroretinogram in, 845–846
fundus appearance of, 845
genetics of, 845
pathogenesis of, 845
pattern ERG in, 346–347
treatment of, 845
visual evoked potentials in, 845–847, 846f–848f

Leber’s optic atrophy, color vision in, 610f
LEDs. See Light-emitting diodes
Lesion localization, 505–517, 623–629, 624t–625t

comparison and combination of tests for, 626–627, 628t
definitive tests for, 628–629, 628t
electro-oculogram for, 505–506, 623–624
electroretinogram for, 505–511, 515–517, 624t–625t, 626–629
pattern ERG for, 505–517, 624t–625t
test result-clinical finding correlation for, 628–629, 628t
visual evoked potentials for, 510–517, 624t–625t

Levodopa, visual effects of, 870–871, 872f, 879, 881
LGN. See Lateral geniculate nucleus
LHON. See Leber’s hereditary optic neuropathy
Lid-hook electrodes, 247–250, 248f
Light adaptation

in bipolar cells, 84–85, 85f
of cones, 593
in electro-oculogram, 128
of rods, 521–525, 523f–524f, 526f

Light-adaptation effect, and oscillatory potentials, 572
Light-adapted a-wave, 150, 150f, 593
Light-adapted b-wave, 161–162, 163f, 593
Light-adapted electroretinogram, 7–8, 8f, 139–140, 140f, 150, 150f,

292–293, 593
fast flicker, 165, 166f, 293–294

Light-adapted oscillatory potentials, 173, 174f, 570–573, 571f–572f
Light-emitting diodes (LEDs), 265, 267, 271–275, 559–560

applications of, 275
applied current and light output of, relationship between, 273,

273f
arrays of, 274–275, 275f
in color vision testing, 602
defects affecting, 274
feedback loop of, 273, 274f
linear control in, 272–274
for multifocal ERG, 327, 329f
organic, 273
pulse density modulation of, 274
pulse width modulation of, 274
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Light-emitting diodes (LEDs) (continued)
spatial output of, 272, 272f
spectral output of, 271–272, 273f
types of, 273
typical, construction of, 272, 272f
voltage drive circuit of, 273, 273f
white, 272–273, 273f

Light peak (EOG or ERG), 143, 144f, 148–149, 557, 558f, 561–562,
562f

Light peak/dark trough ratio (L/D), 553
Light rise, in electro-oculography, 11, 124, 126, 130f

abnormal, in RPE dysfunction, 505–506
Limits, method of, 400
Linear approximation, of nonlinear system, 479, 481f
Linear distortion, 442–444, 444f
Linearity, 439–440, 440f–441f
Linear regression analysis, 436
Linear systems

cardinal property of, 439–440
definition of, 439
pattern response of, 480, 481f
stimulus-response functions of, 473–476

Line frequency filter, 240
Line noise, 280
Liquid crystal displays (LCDs), 269–271, 269f

for multifocal ERG, 327, 328f
output spectra of, 270, 270f
problems with, 270
refresh rate of, 270

Local electroretinogram, 142
Localization of lesions, 505–517, 623–629, 624t–625t

comparison and combination of tests for, 626–627, 628t
definitive tests for, 628–629, 628t
electro-oculogram for, 505–506, 623–624
electroretinogram for, 505–511, 515–517, 624t–625t, 626–629
pattern ERG for, 505–517, 624t–625t
test result-clinical finding correlation for, 628–629, 628t
visual evoked potentials for, 510–517, 624t–625t

Lock-in amplifier, 241, 260–261
Long-chain 2-hydroxyacyl CoA dehydrogenase (LCHAD) deficiency,

889, 893–895
electroretinogram in, 893–895, 895f
fundus appearance of, 893, 894f

Low-spatial-frequency attenuation (LSFA), of ganglion cells, and
pattern ERG, 192–193

L-type calcium channels, 38, 42
Luminance, for VEP stimulation, 220
Luminance ERG, versus pattern ERG, 185–186, 187f
Luminance noise, 603

M

MacAdam ellipse, 602
Macaque monkey. See Monkey(s)
Macular degeneration (dystrophy)

age-related
alcohol electro-oculogram in, 135, 135f
color vision in, 608–610, 609f
drusen with, 717–718
multifocal ERG in, 334
Sorsby’s fundus dystrophy and, 772

diagnostic flowcharts for, 515–517, 516f
electronegative electroretinogram in, 813
fluorescein angiography in, 536, 538, 538f–539f, 540
hyperabnormal ERG responses in, 536, 538, 538f–539f, 540
juvenile. See Stargardt disease

multifocal ERG in, 334, 505, 510–511
pattern ERG in, 342–345, 343f–346f, 505, 510–511,

512f–513f
visual evoked potentials in, 510–511, 513f
vitelliform. See also Best vitelliform macular dystrophy

differential diagnosis of, 765, 765t
in X-linked retinoschisis, 823, 824f

Macular schisis, fluorescein angiogram of, 423–425, 425f
Maculoscope, 727
Magnetic resonance imaging, functional, 214–215, 216f–217f
Magneto-encephalogram (MEG), 214–215
Magnitude estimation, 403–404
Magnitude production, 403–404
Mains interference, 615–617, 616f, 618

reduction of, 617–618, 617f
theories of, 616–617, 616f

Malattia Leventinese, 717, 718f–719f, 721
Malingering, electrodiagnostic testing in, 637–640, 638f–639f
Masking, in therapeutic trials, 544
Matched-subjects design, 433
Maternally inherited diabetes and deafness (MIDD), 668–669, 668t
M channels, 38
Mean, 431

standard error of, 432
Median, 431
Media opacities, visual evoked potentials with, 231
Melanoma-associated retinopathy (MAR), 691–697

clinical presentation of, 696
versus congenital stationary night blindness, 696–697, 697f
electro-oculogram in, 135
electroretinogram in, 510, 696, 697f, 818
synaptic transmission in, 88

MELAS (mitochondrial myopathy, encephalopathy, lactic acidosis,
and strokelike episodes), 665, 667–669, 668t

MERRF (myoclonic epilepsy with ragged red fibers), 665–669
Mesopic (term), 404
Metarhodopsin, 68–69, 69f
Metathetic sensations, 399–400
Methanol toxicity, 659
mfERG. See Multifocal electroretinogram
mfVEP. See Multifocal visual evoked potential
Mice

electroretinogram in, 899–907, 900f
a-wave analyses in, 902–906, 902f
basic recording technique for, 900
b-wave analyses in, 900, 901f, 903, 904f, 906f
cone-mediated responses in, 899–900, 901f, 906, 906f
factors affecting, 900–901
general testing protocol for, 903
Naka-Rushton analysis of, 903, 904f
oscillatory potentials in, 903, 905f
phototransduction in, 902–903
rod-mediated responses in, 899–900, 901f, 903, 904f–905f, 906
rod- versus cone-mediated comparisons in, 906
specialized recording techniques for, 901
standard strains for, 903

lateral geniculate nucleus of, 937–938
Leber congenital amaurosis in, 747, 749, 900
Purkinje cell degenerative (pcd), 32
retinal-degenerative (rd), 32
retinal-degenerative slow (rds), 32
retina of, 936–937
retinitis pigmentosa in, 783
striate cortex of, 939
visual evoked potentials in, 935–939, 941–944

flash, 941–942, 942f
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pattern, 942–943, 942f
sweep, 942f, 943

visual pathway anatomy of, 936–939
Microconductive fiber electrode, 248f
Microelectrodes. See Electrode(s)
Microfilaments, of photoreceptors, 65, 67f
Microtubules, of photoreceptors, 65, 67f
MIDD (maternally inherited diabetes and deafness), 668–669, 668t
Middle retina diseases, 675–681
Minimization, in therapeutic trials, 544
Minimum-phase rule, 440–442
Mitochondria, 65, 66f, 665
Mitochondrial disorders, 665–669

clinical manifestations of, 665
criteria for, 665
electro-oculogram in, 667
electrophysiology of, 665–669

in patients genetically defined, 667–669, 668t
in patients without genetic diagnosis, 666–667, 666t

full-field (flash) ERG in, 666–669, 666t, 668t
pattern ERG in, 667
rod response in, 666–667
visual evoked potentials in, 667

Mitochondrial myopathies, 665
Mitochondrial myopathy, encephalopathy, lactic acidosis, and

strokelike episodes (MELAS), 665, 667–669, 668t
Mixed design, 433
Mizuo phenomenon, 823, 836–837
Mode, 431
Modified binary search (MOBS), 403
Modulation, definition of, 413
Monkey(s)

cortical visual areas of, 109
electroretinogram of, 150, 150f
lateral geniculate nucleus of, 937, 937f
retina of, 936–937, 936f
striate cortex of, 109, 938–939, 938f
visual evoked potentials in, 935–941, 943–944

flash, 939–940, 939f
pattern, 940, 940f
sweep, 940, 941f

Monochromatism (achromatopsia), 112–113, 795–796, 798t, 799–800
Motion perception, neurophysiology of, 113
Motion visual evoked potentials, 217–218, 224, 226f, 605
Motivation, and visual evoked potentials, 226
Mouse model. See Mice
Movement errors, in multifocal ERG, 317
M-sequence, 319–327, 464f, 465

binary, 320
for control of CRT stimulator, 321–322
in cross-correlation process, 322–324, 322f–324f
cycle contents of, 324
decimation of, 321, 322f
generator program for, 325–327, 335–338
period or length of, 324
photodiode test of, 325, 326f
poor selection of, danger of, 324–325
properties of, 324–325
shift and add property of, 324–325, 324f–325f
shift register generation of, 320–321, 321f
window property of, 324

Mucolipidosis IV, electroretinogram in, 815, 816f
Mucopolysaccharidosis IV, 32
Müller cell(s)

cytology of, 30
in electroretinogram

in b-wave generation, 156–157, 159f–160f
contribution of, 144–146, 145f
in scotopic threshold response generation, 172–173
in spatial buffering, 141, 141f, 146

embryological origins of, 25
function of, 30

Müller cell sheen retinal dystrophy, electroretinogram in, 813–814
Multifocal electroretinogram (mfERG), 197–199, 483–484, 483f

adaptation in, 313
amplifiers and filters for, 311, 327–329, 330f
animal testing of, 331–333
artifacts in

averaging and smoothing, 317
recognition of, 316–317
rejection of, 311
reporting and resolution of, 314

averaging in, 311, 313
blind spot in, 317
calibration of, 310–311
in central retinal vein occlusion, 677
in central serous chorioretinopathy, 685, 686f
clinical applications of, 333–335
contrast and background in, 311
contributing factors in response, dissection of, 330–331,

331f–332f
cross-correlation process in, 322–324, 322f–324f
CRT stimulation for, 321–322, 327
description of, 309, 310f
display options in, 311
eccentric fixation in, 315f, 317
electrical noise in, 314f, 316
electrodes for, 197, 198f, 249, 310, 312, 319
erroneous central peak in, 316f, 317
fast sequence of, 197, 200f
fixation monitoring in, 313
fixation targets in, 311
flicker sequence in, 311
frame frequency of, 310
versus full-field ERG, 197–198, 199f, 330
hardware for, 319, 320f
ISCEV guidelines for, 287–288, 309–317

on basic technology, 310–312
on clinical protocol, 312–314

kernel analysis in, 483–484
LCD stimulation for, 327, 328f
LED stimulation for, 327, 329f
luminance for, 310
measurements in, 313–314
monocular versus binocular recording in, 313
movement errors in, 317
m-sequence of, 319–327

binary, 320
for control of CRT stimulator, 321–322
cycle contents of, 324
decimation of, 321, 322f
generator program for, 325–327, 335–338
period or length of, 324
photodiode test of, 325, 326f
poor selection of, danger of, 324–325
properties of, 324–325
shift and add property of, 324–325, 324f–325f
shift register generation of, 320–321, 321f
window property of, 324

myopia and, 632–633, 633f
negative component of

initial (N1), 197, 199f, 313
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Multifocal electroretinogram (mfERG) (continued)
second (N2), 197, 199f

nomenclature of peaks in, 310
normal values in, 314
orientation/shadowing error in, 315f, 317
origins of, 310, 329–330
outer retina activity in, 198
patient positioning for, 312
patient preparation for, 312
pharmacological studies of, 331–332
positive component of (P1), 197, 199f, 313
postoperative, 334–335
recording of, 197, 198f, 311–312

choices in, 313
duration of, 313
sequence of, 313

refraction in, 313
reporting of, 313–314
in retinal diseases, 198–199, 201f–202f

macular, 334, 505, 510–511
toxic, 335
vascular, 333–334

in retinitis pigmentosa, 199, 202f, 334, 508f
screen properties of, 310–311
signal analysis in, 311
slow sequence of, 197, 200f
software for, 319–320, 325–327
stimulation for, 310–311
stimulus delivery for, 327
stimulus parameters for, 311
stimulus pattern for, 311
stimulus size for, 311
stimulus source for, 310
sum of responses in, 197, 199f
topographic (3-D) response density plots in, 311–313, 314f
trace arrays in, 311, 312f, 313, 314f
waveforms of, 199, 310, 310f

preservation of shape, 327–329
wide-field, 335

Multifocal stimuli, 483
Multifocal techniques, 319–335, 483–484. See also Multifocal

electroretinogram; Multifocal visual evoked potential
Multifocal visual evoked potential (mfVEP), 197, 199–203, 221

ganglion cell or optic nerve damage in, 202–203
in glaucoma, 202, 335
intersubject variability in, 200
intrasubject variability in, 200–202
kernel analysis in, 483–484
mean/averaged responses of, 200, 203f
in multiple sclerosis, 202–203, 204f
recording of, 199–200, 203f

Multiple evanescent white dot syndrome (MEWDS), 334, 685–687,
687f

Multiple sclerosis, 867–868, 873–878, 881–882
contrast perimetry in, 875–878
contrast sensitivity in, 875–878, 876f–877f
cortical pathology in, 874–875
electrophysiology and psychophysics of, 873–878, 881–882
event-related potentials in, 881–882

correlation with imaging results, 881–882
higher visuocognitive abnormalities in, 881–882
high-pass resolution perimetry in, 877
parallel pathways and, 875–878
pattern ERG in, 873, 875
stimulus specificity and diagnosis of, 873–874
visual acuity in, 875

visual evoked potentials in, 202–203, 204f, 513f, 514, 515f, 867,
873–878, 874f

delay/latency in, 874–875, 876f
pattern orientation in, 873–875, 876f
relationship with psychophysical measures, 875

visual field defects in, 875, 877f
Multiple system atrophy, versus Parkinson’s disease, 879
Multivariate statistical analysis, 436–437
Muscarinic (M) channels, 38
Muscular dystrophy, electroretinogram in, 816
M-wave

barium effects on, 167, 168f
origins of, 166–168, 167f–168f
versus scotopic threshold response, 171–172

Mydriasis, drug-induced, 661
Mylar electrodes, 247
Myoclonic epilepsy with ragged red fibers (MERRF), 665–669
Myopia

and electroretinogram, 631–634, 632f
and multifocal ERG, 632–633, 633f
stretched retina hypothesis of, 634

Myosin VIIa, 66

N

Na+/Ca2+ exchanger, 39
Na+/HCO3- cotransporter, 39
Na+/H+ exchanger, 39
NAION. See Nonarteritic ischemic optic neuropathy
Naka-Rushton analysis, of mouse model, 903, 904f
Na+/K+-ATPase transporter, 39
Na+/K+/2 Cl− cotransporter, 40
NARP (neurogenic muscle weakness, ataxia, and retinitis

pigmentosa), 667–669, 669t, 670f–671f
N35 component, of PERG, 297, 298f, 341–342
N95 component, of PERG, 190–192, 192f, 297, 298f, 341–342, 505

in optic nerve dysfunction, 512–513, 514f
Nectins, 98
Negative electroretinogram, 809–819

in acquired diseases of eye, 816–819
autosomal-dominant inheritance of phenotype for, 814
in clinical practice, 819
definition of, 809
disorders associated with, 809–819, 810t
in neurodegenerative disorders, 815–819
origins of, 809

Neglect, hemispatial (hemifield), 114
Neonate(s). See Infant(s)
Neovascular inflammatory vitreoretinopathy, autosomal-dominant,

electroretinogram in, 814–815
Neovascularization of iris (NVI), 675–681. See also Central retinal

vein occlusion
Neural retina

composition of, 24f, 27, 28f
development of, 23–25
scleral surface of, 24f, 27, 28f

Neurodegenerative disorders. See also specific types
contrast sensitivity in, 867
electroretinogram in, 815–819

Neurogenic muscle weakness, ataxia, and retinitis pigmentosa
(NARP), 667–669, 669t, 670f–671f

Neuromuscular junction, 98
Neuronal ceroid lipofuscinoses, 889–895

adult-onset (ANCL), 889
atypical forms of, 889–890
classical forms of, 889
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clinical presentation of, 889
electroretinogram in, 815, 815f, 890–893, 891f–894f
Finnish variant (vLINCL) of, 889–890
incidence of, 889
infantile-onset (INCL), 889
juvenile-onset (JNCL), 889
late infantile-onset (LINCL), 889
night blindness in, 890
submicrovolt recordings in, 891–892
visual acuity in, 890

Neuronal response, reverse correlation of, 461–471
Neurotransmitters, 86–88, 655, 656t

drug toxicities and, 655, 657–658, 657f
release from bipolar cells, 85
release from photoreceptors, 79
relevance to clinical states, 88–91

Newton’s color theory, 597–598
Nidogen, 99, 100f
Night blindness

in cone dystrophy, 795, 797–798
congenital stationary (CSNB), 829–837

color vision in, 834
complete, 510, 511f, 809, 811f, 829–834
dark adaptation in, 409, 409f, 829, 831f
electro-oculogram in, 832
electroretinogram in, 507–510, 511f, 809–810, 811f, 829–832,

831f–832f
intensity series in, 832, 833f
long-flash photopic, 832, 834f

genetics of, 809–810, 834, 835f
incomplete, 510, 511f, 809, 811f, 829–834
initial patient complaints in, 829, 830t
versus melanoma-associated retinopathy, 696–697, 697f
oscillatory potentials in, 570, 571f, 577, 577f
pathogenesis of, 834
refractive error in, 829, 830f
Schubert-Bornschein type of, 829
scotopic threshold response in, 832, 833f
visual acuity in, 829, 830f

in gyrate atrophy, 707, 710f
inherited, synaptic transmission in, 88
in neuronal ceroid lipofuscinoses, 890
suppressive rod-cone interaction in, 418–419
urban, 795
vitamin A deficiency and, 803–804

Nitric oxide, 88
in amacrine cells, 58, 60, 62f–63f

Nocturnal vision, rod specialization for, 47
Noise

electrical, in multifocal ERG, 314f, 316
electronic, 255, 256t
Gaussian, 452–453

for kernel analysis, 482
line, 280
luminance, 603
physiological, 255, 256t
white, for kernel analysis, 479, 480f, 482

Nonarteritic ischemic optic neuropathy (NAION), 699–701
clinical presentation of, 699
versus Foster-Kennedy syndrome, 700–701, 701f
pattern ERG in, 700
treatment of, 699
visual evoked potentials in, 699–701, 700f

Nonessential nonlinearity, 479
Nonlinear distortion, 443
Nonlinearity, 479, 480f

dynamic, 443
essential, 479
kernel analysis of, 479–484
linear approximation of, 479, 481f
nonessential, 479
static, 443

Nonorganic visual loss, 637
Non-parametric psychophysical techniques, 402
Non-parametric statistical testing, 435–436
Nonphotic standing potential responses, 553, 554t, 555f
Nonspecific cation channels, 38
Nonsteroidal anti-inflammatory drugs, electro-oculogram effects of,

127
Normal distribution, 431
Normal values

in electroretinogram, 294, 533–536, 534t, 535f
in multifocal electroretinogram, 314
in visual evoked potentials, 307

Normative data, 431–432
Notch filter, 240, 257–258, 257f
Nougaret, Jean, 781
NRL gene, and retinitis pigmentosa, 781
Nutritional deficiencies, 659
Nyctalopia, mild, cone dystrophy with

ERG findings in, 88–90, 89f
synaptic transmission in, 88–91

Nyctalopin, 834
Nystagmus

congenital, in albinism, 377–378, 378f–380f
latent, and VEPs in amblyopia, 645, 645f

NYX gene, and congenital stationary night blindness, 835

O

OAT. See Ornithine aminotransferase
Object agnosia, 116
Object anomia, 116–117
Occipitofugal pathways, 109–110, 110f

dorsal (where), 109–110, 110f
neuroanatomy and neurophysiology of, 113
syndromes of, 113–115

ventral (what), 109–110, 110f
lesions of, 116–117
neuroanatomy and neurophysiology of, 116

Ocular motor apraxia, 113–114
Ocular siderosis, early receptor potential in, 550, 550f
Ocular standing potential, 553
“Off c-wave,” 561, 562f
OFF pathways. See ON/OFF pathways
Oguchi’s disease, 409, 603, 829, 836–837

dark adaptation in, 829, 831f, 836, 837f–838f
electro-oculogram in, 836
electroretinogram in, 834f, 836–837, 837f
fundus appearance of, 836, 838f
genetics of, 836–837
pathogenesis of, 837

OMPs (oscillatory membrane potentials), 176, 176f
ON/OFF pathways, 51–58, 53f

amacrine cell, 58, 60f
bipolar cell, 51–57, 53f–54f, 57f, 80–82, 80f–81f
ganglion cell, 51–52, 55–58, 56f–57f, 86, 87f, 95
in inner plexiform layer, 95
parallel processing in, 80, 80f–81f

ON pathways, 51–52, 53f
OPL. See Outer plexiform layer
OPs. See Oscillatory potentials
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Opsin, 47, 599–600, 599f
Optic aphasia, 117
Optic ataxia, 113–114
Optic atrophy

color vision in, 609–610, 610f
dominant, pattern ERG in, 346–347, 348f
multifocal VEP in, 202
and pattern ERG, 189–192, 190f–192f
temporal

in cone dystrophy, 795, 798f, 799
fluorescein angiogram of, 427, 427f

Optic chiasm dysfunction. See Chiasmal dysfunction (lesions)
Optic nerve misrouting, in albinism, 369, 371f–372f, 514–515, 516f
Optic nerve stimulation, potentials evoked by, 176
Optic neuropathy

diagnostic flowcharts for, 515–517, 516f
drug-induced, 659
hyperabnormal ERG responses in, 536–538, 539f, 540
ischemic, 699–701

arteritic (AAION), 699
clinical presentation of, 699
histology of, 699
treatment of, 699

conditions associated with, 699
nonarteritic (NAION), 699–701

clinical presentation of, 699
versus Foster-Kennedy syndrome, 700–701, 701f
pattern ERG in, 700
treatment of, 699
visual evoked potentials in, 699–701, 700f

multifocal VEP in, 202–203
in multiple sclerosis, 867–868, 873–878, 881–882. See also Multiple

sclerosis
nutritional, 659
in Parkinson’s disease, 867–873, 878–882. See also Parkinson’s

disease
pattern ERG in, 345–347, 347f–348f, 512–513, 514f
traumatic, electrophysiology of, 515–517, 517f
visual evoked potentials in, 231, 505, 512–513, 514f

Optic primordium, 23
Optic stalk, 23
Optic sulcus, 23
Oregon eye disease, 816
Organic light-emitting diodes (O-LEDs), 273
Orientation error, in multifocal ERG, 315f, 317
Orientation selectivity

in multiple sclerosis, 873–875
in Parkinson’s disease, 873
reverse correlation of, 469–470, 469f

Ornithine aminotransferase (OAT), 705
deficiency, in gyrate atrophy, 705, 708–713, 712f

Orthogonality, 453
Oscillatory membrane potentials (OMPs), 176, 176f
Oscillatory potentials (OPs), 565–578, 566f

analysis of response, methods of, 575–576
artificial variable sum amplitude of, 575
bandwidth filtered versus software-filtered, 566, 567f
bandwidth restriction of, 565, 566f, 575–576
b-wave relationship with, 569–570
chronological sequence of, 568
in cone dystrophy, 570, 571f, 576f, 577
in congenital stationary night blindness, 570, 571f, 577, 577f
depth profile of, 173–174, 174f
in diabetic retinopathy, 569, 569f
diagnostic use of, 576–578
discovery of, 8

early versus late, 568
extraction from raw ERG signal, 565–567, 566f–567f
fast Fourier transform analysis of, 566, 567f, 575–576
flash stimulus and, 573–574, 573f
flickering light stimulus and, 572–573, 573f
frequency of, 173, 565
generation of

cells involved in, 174–175
in intracellular responses from neurons, 175–176, 175f
mechanisms of, 175–176
neuronal interaction/feedback circuits in, 175

ISCEV standard for, 293–294
in mouse, 903, 905f
origins of, 173–176, 567–568
pharmacological manipulation of, 173–174, 569–570, 570f
photopic, 173, 174f, 570–573, 571f–572f
in rat, 927
retinal distribution of, 568
in retinitis pigmentosa, 576f, 577, 578f
scotopic, 573–575, 573f
shorter-latency versus longer-latency, 568
single-sweep versus averaged, 566–567, 567f

Oscilloscopes, 260
Outcome measures, 541
Outer limiting membrane, 24f, 29
Outer nuclear layer, 93
Outer plexiform layer (OPL), 93

development of, 25
drug/toxic effects on, 657–658
synaptic processing and organization in, 96–97

Outer retina disorders, 683–687
Outer segment, of photoreceptors, 24f, 25, 28–29, 28f, 47, 48f, 65,

66f
Output impedance, of amplifier, 257

P

Paired-flash ERG analysis, 791, 791f
concept and methodology of, 519–520, 520f
of dark adaptation, 520–521, 521f
of light adaptation, 521–525, 523f–524f, 526f
of recovery following bright illumination, 525–530, 527f–530f
of rod phototransduction and adaptation, 519–530

Parallel processing, 80, 80f–81f
Parameter(s). See also specific tests

pathology indications in, 432
population, estimation of, 432

Parameter estimation by sequential testing (PEST), 403
Parametric psychophysical techniques, 402
Parametric statistical testing, 435–436
Parastriate cortex, 109

damage to, syndromes caused by, 111
Parkinson’s disease, 867–873, 878–882

color vision deficits in, 872–873
contrast sensitivity in, 867, 872
corticocortical interactions in, 881
differential diagnosis of, 879
dopamine deficiency in, 868–873
electrophysiology and psychophysics of, 868–873, 878–881
electroretinogram in, 873
event-related potentials in, 878–881, 880f
higher visuocognitive abnormalities in, 878–881
levodopa therapy for, visual effects of, 870–871, 872f, 879, 881
neuropharmacology of, 867, 879
non-dopaminergic visual effects in, 871–872
parallel pathways in, 870
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pattern ERG in, 868–869, 869f, 871, 872f
P300 delays in, 878–879
P100 response in, 878–879, 880f
spatial and temporal frequency in, 868–869, 869f
spatial processing in, 869–870, 869f–871f
visual categorization impairment in, 879–880
visual cortical deficits in, 873
visual evoked potentials in, 868, 871–873

Parseval theorem, 453
Patching, and VEPs in amblyopia, 645, 645f
Patient compliance, and VEP recording, 232
Patient positioning

for data acquisition, 237–238
for multifocal ERG, 312
for pattern ERG, 341–342

Patient preparation
for electroretinogram, 292–293, 299–300, 558
for multifocal ERG, 312
for pattern ERG, 299
for visual evoked potentials, 305

Patient-related artifacts, 279, 619
Patient safety, amplifiers and, 255–256
Pattern dystrophies, 757–761

clinical findings in, 757
description of, 757
electro-oculogram in, 757–760, 760f
electroretinogram in, 757–760, 760f
fluorescein angiography in, 425, 757, 758f–759f
multifocal electroretinogram in, 757
physiological findings in, 757–760
vitelliform variant of, 765, 765t

Pattern electroretinogram (PERG), 185–194, 341–348, 342f. See also
specific disorders/findings

amplification for, 299, 341
artifact rejection in, 299
averaging and signal analysis in, 299
background illumination for, 299
check size dependence (tuning) of, 191–193, 193f
clinical applications of, 342–347
color responses in, 604
comparison and combination with other tests, 626–627
components of, 341–342
contrast for, 298
contrast transfer function of, 194, 194f
correlation with clinical findings, 628–629, 628t
data display systems for, 299
diagnostic flowcharts for, 515–517, 516f
electrodes for, 298, 341
field and check size for, 298
frame rate of, 299
in ganglion cell dysfunction, 189–192, 190f–192f, 345–347,

511–512, 514f
generator of, pinpointing of, 186
ISCEV standard for, 287–288, 297–300, 341

on basic technology, 298–299
on clinical protocol, 299–300
on recording equipment, 299
on waveform nomenclature and measurement, 297–298

localization of lesions in, 505–517, 624t–625t
luminance for, 298
luminance versus pattern stimulation in, 185–186, 187f
in macular dysfunction, 342–345, 343f–346f, 505, 510–511,

512f–513f
in malingering and hysteria, 638–640, 638f–639f
in mitochondrial disorders, 667
monkey versus human, 190–192, 192f

monocular and binocular recording in, 299–300
N35 component of, 297, 298f, 341–342
N95 component of, 190–192, 192f, 297, 298f, 341–342, 505
normal, 341–342
in optic nerve dysfunction, 345–347, 347f–348f, 512–513, 514f
origins of, 341–342
patient positioning for, 341–342
patient preparation for, 299
P50 component of, 190–192, 192f, 297, 298f, 341–342, 505
photopic negative response and, 170
physical source localization in, 187–189, 189f
recalibration of, 299
recording of, 341–342
reporting results of, 300
in retinitis pigmentosa, 506–507, 508f
reversal rate of, 299
second harmonic in, 185–186
steady-state, 298–299
stimulus parameters for, 298–299
stimulus patterns for, proper versus improper, 185, 188f
transient

ISCEV guidelines on, 297, 298f, 299
peaks and components of, 190, 192f

Pattern-evoked potentials, aging and, 361–367
Pattern onset/offset VEP, 212f, 222, 223f, 302–303, 305–306, 306f
Pattern reversal

for evoked potential evaluation, 210, 222–224, 223f, 225f, 302,
305, 305f, 605

for kernel analysis, 483
P50 component, of PERG, 190–192, 192f, 297, 298f, 341–342, 505

in ganglion cell dysfunction, 511–512, 514f
in macular dysfunction, 510–511, 512f–513f

PDA (cis-2,3-piperidine dicarboxylic acid)
a-wave effects of, 153–155, 153f, 155f
b-wave effects of, 162, 163f
d-wave effects of, 165
and multifocal ERG, 332

PDE6A/PDE6A genes, and retinitis pigmentosa, 781
Peanut agglutinin (PNA)-binding glycoconjugates, in cone matrix

sheaths, 27, 28f, 30, 31f
PERG. See Pattern electroretinogram
Periodic functions, in Fourier analysis, 444–447, 446f–447f, 449f
Peristriate cortex, 109

damage to, syndromes caused by, 111
pH, intracellular, regulation of, 42
Phagocytosis, by retinal pigment epithelium, 27
Pharmacological dissection, in ERG, 142
Phase characteristic, 440, 441f
Phase distortions, amplifiers and, 260
Phase-free filtering, 449, 450f
Phase shift, 440–442, 442f
Phenothiazine toxicity, 656–657
Phenytoin toxicity, 658
PhNR (photopic negative response), 168–170, 169f
Phosducin, 72
Phosphodiesterase

activation of, 70
inactivation of, 70
in phototransduction, 67, 68f, 70, 519
in retinitis pigmentosa, 783–784

Phosphodiesterase inhibitor toxicity, 657
Phosphors

for cathode-ray tube, 268, 268f
for light-emitting diodes, 273

Photic driving, 208, 221
Photochromatic interval, 406
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Photocurrent saturation, 519
Photopic (term), 404
Photopic a-wave, 150, 150f, 593
Photopic b-wave, 161–162, 163f
Photopic ERG, 7–8, 8f, 139–140, 140f, 150, 150f, 292–293, 593

fast flicker, 165, 166f, 293–294
Photopic negative response (PhNR), 168–170, 169f

in humans and rodents, 170
relationship to pattern ERG, 170
wavelength of stimuli and, 170

Photopic oscillatory potentials, 173, 174f, 570–573, 571f–572f
Photoreceptor(s). See also Cone(s); Rod(s)

activity of, clinical assessment of, 497–500, 498f–499f
cell cytology of, 28–30, 49, 50f–51f
cilia of, 65–66, 66f–67f
currents of, and a-wave, 151–152, 151f–152f
dark adaptation of, 405–409, 406f
drug/toxic effects on, 657
duplicity theory of, 404–405
embryological development of, 25–27
function of, 28–30
health of

early receptor potential assessment of, 550–551
electroretinogram of, 505
measuring with a-wave leading edge, 487–500

hyperpolarizing response of, 49, 52f, 79
inner segment of, 24f, 25, 29, 65, 66f
interface with retinal pigmented epithelium, 23–32, 24f
metabolic machinery of, 65, 66f
microfilaments of, 65, 67f
microtubules of, 65, 67f
morphology of, 28–30, 28f
neurotransmitter release from, 79
outer segment of, 24f, 25, 28–29, 28f, 47, 48f, 65, 66f
parallel processing in, 80, 80f–81f
pathologies affecting, 31–32
physiology of, 65–75
protein migration/translocation, 72–75, 75f
retinal position of, 47
synapses of, 49–62, 53f–54f, 59f
synaptic transmission in, 79–91

relevance to clinical states, 88–91
types of, 49

Phototransduction, 66–75
activation cascade of, 67, 68f
cGMP-gated channels in, 67, 70, 71f
in cones, 72
in mouse, 902–903
phosphodiesterase in, 67, 68f, 70
relationship to electrical activity, 72, 73f–74f
in retinitis pigmentosa, 783–784
rhodopsin in, 67–69, 68f–69f
rod, paired-flash analysis of, 519–530
in rods, 66–72
transducin in, 67, 68f, 70

Photovoltaic effect, and artifact, 280
Physiological change, clinical assessment of, 434–435
Pigeons, anesthetics for, 926t
Pigmentary retinopathy, 665
Pigs, anesthetics for, 926t
PI process, 4–5, 5f, 142
PII process, 4–5, 5f, 142
PIII process, 4–5, 5f, 142. See also a-wave; b-wave

distal versus proximal, 146
slow, 143–146, 144f–145f

Pituitary tumors, 857. See also Chiasmal dysfunction

Plasma displays, 271
Plato’s color theory, 597
PMMA electrode, 252, 558
PNR (proximal negative response), 166, 167f–168f
Point estimate, 432
Polymethylmethacrylate (PMMA) electrode, 252, 558
Polyvinyl (PVA) gel electrodes, 249
Population parameters, estimation of, 432
Positron emission tomography, 214–215
Posterior parietal cortex, 113

disorders of, 113–115
Postreceptoral response. See also Oscillatory potentials

a-wave, 152–155, 153f–155f
intrusion on leading edge, 491, 492f

b-wave, 475–476, 475f
derivation of, 475, 475f

Postsynaptic potentials, in EEG, 210–211, 212f
Potassium channel(s)

calcium-dependent, 38, 42
delayed rectifier, 37, 42
in electro-oculogram, 124–126
in electroretinogram

light-evoked changes in, 157–159, 160f–161f, 167, 168f,
172–173, 172f

in scotopic threshold response generation, 172–173, 172f
spatial buffering of, 140–141, 141f, 146

inward rectifier, 37–38
M-type, 38

Power
of electrical signal, 453–454
statistical, 434

Power density, 454
Power density spectrum, 454
PPRPE (preserved para-arteriolar retinal pigment epithelial retinitis

pigmentosa), 425, 426f
Preamplifiers, 255–256
Preparation, and visual evoked potentials, 226
Preserved para-arteriolar retinal pigment epithelial retinitis

pigmentosa (PPRPE), 425, 426f
P100 response, 17, 229, 305

aging and, 361–365, 363f–364f
in Parkinson’s disease, 878–879, 880f

P300 response, in Parkinson’s disease, 878–879, 880f
Pressure-induced retinopathy, electrophysiology of, 515–517, 517f
Preterm birth, and visual acuity, 355–356, 356f
Primary open angle glaucoma, 851. See also Glaucoma
Primary visual cortex

damage to, disorders associated with, 110–111
human, 109, 110f
monkey, 109, 938–939, 938f
mouse, 939

Principal component analysis, of VEPs in albinism, 373–374, 374f,
382–385

Processes of ERG (PI, PII, PIII), 4–5, 5f, 142
Progressive external ophthalmoplegia, 665
Progressive retinal atrophy, in dogs, 913–915, 914f–915f, 923, 924t
Progressive rod-cone degeneration (prcd), 32

in dogs, 914–915, 915f
Progressive rod-cone dysplasia, in dogs, 914–915, 915f
Proline supplementation, for gyrate atrophy, 711–712
Prosopagnosia, 116
Protanopes (protans)

early receptor potential in, 585, 589–591, 589f–590f
genetic carriers, ERG responses in, 587f, 588–589, 588f–589f
genetic development of, 600
rapid off-response in, 585–589, 586f–588f
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suppressive rod-cone interaction in, 419
visual evoked potentials in, 604–607, 605f–607f

Protanopia, 599. See also Protanopes
Protein migration/translocation in photoreceptors, 72–75, 74f
Prothetic sensations, 399–400
Proximal negative response (PNR), 166, 167f–168f
Proximal PIII, 146
Pseudoisochromatic plates, 599
Pseudorandom sequence, for kernel analysis, 479, 482–483
Psychic paralysis of gaze, 113–114
Psychophysic(s)

definition of, 399
fundamental concepts of, 399–400

Psychophysical techniques, 399–409, 542
adaptive, 402–403
classical, 400
clinical applications of, 404
for color vision testing, 607–610
versus electrophysiological approaches, 399
in glaucoma/hypertension, 854–855
in multiple sclerosis, 875
non-parametric, 402
parametric, 402
suprathreshold, 403–404

Ptosis, drug-induced, 661
Pulse density modulation, of LEDs, 274
Pulse width modulation, of LEDs, 274
Pupillary size, aging and, 365
Pure alexia, 116–117, 117f
Purkinje cell degenerative (pcd) mice, 32
PVA gel electrodes, 249
p-value, 433–434
P-wave, 176
Pyridoxine-nonresponsive gyrate atrophy, 705, 706f–707f, 708–711,

709f–710f
Pyridoxine-responsive gyrate atrophy, 705, 706f–710f, 708–712, 708f,

711f

Q

Quality of life, 542–543
Questionnaires, 542–543
QUEST method, 403
Quinine retinopathy, 841–842

clinical course of, 841
electroretinogram in, 819, 820f, 841–842, 842f
fluorescein angiography in, 841
pattern ERG in, 842f
visual evoked potentials in, 841–842

R

Rab escort protein-1 (REP-1), in choroideremia, 779
Randomized controlled trial, 541
Range, statistical, 431
Raster, 268, 322
Rat(s)

anesthetics for, 926t
oscillatory potentials in, 927
RCS, 32

RDH5 gene, and fundus albipunctatus, 835–836
RDH12 gene, and Leber congenital amaurosis, 751
RDH5 gene mutations, 784
RDS/peripherin gene

and drusen, 717, 720–721, 720f, 722f
and retinitis pigmentosa, 783

Rebound, 470
Receiver operating characteristic (ROC) curve, 401, 434–435
Receptive field(s)

in alert animal, 465–466, 466f–467f
of cones, 49, 52f
dopamine and, 869–870, 869f–871f
first-order, 463, 464f
and Fourier analysis, 451
of ganglion cells, 55, 56f, 57–58
of horizontal cells, 52–54, 55f, 79
mapping spatial structure of, 463–465, 464f
reverse correlation of, 461–471

Recovery following bright illumination, 525–530, 527f–530f
Rectification, 443, 443f
Red-green color deficiency, 599

classification of, 588
ERG recordings in, 585–591

Red-sensitive cones, 48, 599, 599f
pathways/synapses of, 56–57, 57f

Refractive error
in congenital stationary night blindness, 829, 830f
and electroretinogram, 631–634, 632f
and multifocal ERG, 632–633, 633f
in Oguchi’s disease, 836

Refsum’s disease, infantile, electroretinogram in, 815–816, 817f
Regression analyses, 436
Repeated measurements design, 433
Reporting, ISCEV standards for, 294–295, 300, 307–308
Response latency, of visual evoked potentials, 208
Response maps, 465
Retina. See also specific entries

cells of, 49, 50f–51f
development of, 23–25
embryological origins of, 23–25
functional organization of, 47–62, 48f–51f
neural. See Neural retina

Retinal, 47
Retinal artery occlusion

branch, 334
central, 681

c-wave in, 561, 561f
electroretinogram in, 507, 681, 816–817

Retinal pigment epithelium (RPE)
black layer of, 47
cell cytology of, 27–28
development of, 25
disorders/dysfunction of, 683–687. See also specific disorders

electro-oculogram of, 505–506, 623–624
drug/toxic effects on, 655–657
electrode positioning in, 5–6
embryological origins of, 23–25
fast capacitative compensation by, 40
functions of, 27–28, 37–42
interface with photoreceptors, 23–32, 24f
intracellular pH regulation by, 42
intracellular signaling in, 42
light peak/dark trough ratio in, 553
membrane mechanisms of, 37–42, 124–126
morphology of, 27–28
pathologies affecting, 31–32
pattern dystrophies of, 425, 757–761
phagocytosis by, 27
responses related to, 553, 554t, 555f
slow responses of, 557
synthesis and secretion by, 27–28
transepithelial potential of, 146
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Retinal pigment epithelium (RPE) (continued)
transport by, 27, 37–42

ion, 37–42, 41f
lactic acid, 40, 41f, 42

voltage difference across, 11, 123–126, 124f–125f. See also
Electro-oculogram

Retinal vein occlusion
branch, 681
central, 675–681

electroretinogram in, 675–681, 676f–680f, 816–818, 818f
amplitudes in, 675–676, 676f–677f
intensity-response analysis in, 677–678, 680f
temporal factors in, 676–677, 678f–679f

ischemic, 817, 818f
multifocal ERG in, 677
nonischemic, 817
photoreceptor function in, 679–680, 680f

Retinitis pigmentosa, 781–792
autoimmune retinopathy with, 691–697
versus choroideremia, 777
clinical features of, 781
clinical-test result correlation in, 628–629, 628t
Coats’ reaction in, 427, 428f
conditions associated with, 781
electro-oculogram in, 624
electroretinogram in, 506–507, 506f, 508f, 623, 784–791,

812–813, 812f–813f
amplitude-retinal illuminance functions in, 787–791,

789f–790f
a-wave analysis in, 506–507, 790f, 791
c-wave in, 560f, 561
extensions of protocol for, 787–791
full-field, sensitivity of, 786–787, 787f
paired-flash method in, 791, 791f
protocol for, 784–786, 785f–787f

flicker ERG in, 581, 582f–583f
fluorescein angiogram of, 425, 426f, 427, 428f
fundus appearance of, 781, 782f
genetic analysis of, 781–784, 782t
light adaptation in, 594–595, 595t
mouse model of, 783
multifocal electroretinogram in, 199, 202f, 334, 508f
oscillatory potentials in, 576f, 577, 578f
pattern ERG in, 506–507, 508f
photoreceptor responses in, 496f–498f, 497, 506–507, 506f, 508f,

783–784
phototransduction cascade in, 783–784
preserved para-arteriolar retinal pigment epithelial, 425, 426f
prevalence of, 781
psychophysical approaches in, 399
suppressive rod-cone interaction in, 418–419
visual cycle in, 784
X-linked, 781

alcohol electro-oculogram in, 134–135, 134f
oscillatory potentials in, 576f, 577

Retinol, transport of, 27
Retinoschisis, juvenile (X-linked), 823–825

a-wave analysis in, 824–825, 826f
b-wave analysis in, 824–825, 825f–826f
differential diagnosis of, 823
electro-oculogram in, 823–824
electroretinogram in, 810–812, 811f, 823–825, 825f–826f
fluorescein angiogram of, 424, 425f, 823, 825f
fundus appearance of, 823, 824f
gene identification in, 823
photoreceptor and inner retinal responses in, 824–825, 826f

scotopic threshold response in, 824
suppressive rod-cone interaction in, 419

Retinovascular disorders. See also specific types
electroretinogram in, 816–818

Retrochiasmal dysfunction (lesions), 665, 860–863
bilateral, 861–863
cortical blindness in, 861–863
unilateral, 860–861
visual evoked potentials in, 231, 307, 515, 860–863, 861f–862f

Reverse correlation, 461–471
in alert animal, 465–466, 466f–467f
basics of, 462–463, 462f
of color selectivity, 469–470, 469f
of depth selectivity, 469–470
early technical limitations of, 465
of orientation selectivity, 469–470, 469f
potential pitfalls in, 470–471
of second-order kernels, 467f, 468
of simple cell receptive fields, 463–465, 464f
space-time maps in, 465, 466f
suppression versus no response in, 470

Rhodopsin, 28–29, 47, 48f, 65
activation of, 67–68, 68f
cycle of, 69f
and early receptor potential, 549–551
inactivation of, 68–69, 69f
in retinitis pigmentosa, 783–784
vitamin A deficiency and, 803, 805f

Rhodopsin kinase, in Oguchi’s disease, 836–837
Riddoch phenomenon, 111
“Rim” protein, 29
RLBP1 gene, and retinitis pigmentosa, 781
ROC (receiver operating characteristic) curve, 401, 434–435
Rod(s)

activity of, clinical assessment of, 497–500
biochemistry of, 29–30
cell cytology of, 28–30
cilia of, 65–66, 66f–67f
currents of, and a-wave, 151–152, 151f–152f
definition of, 47
disc membranes of, 29
in duplicity theory, 404–405
embryological development of, 25–27
functional organization of, 47–48
health of, measuring with a-wave leading edge, 487–500
image properties of, 49–50
inner segments of, 24f, 25, 29, 65, 66f
microfilaments of, 65, 67f
microtubules of, 65, 67f
morphology of, 28–30
neurotransmitter release from, 79
in nocturnal vision, 47
outer segments of, 24f, 25, 28–29, 28f, 47, 48f, 65, 66f
phototransduction in, 66–72

paired-flash ERG analysis of, 519–530
physiology of, 65–75
protein migration/translocation in, 72–75, 74f
recovery following bright illumination, 525–530, 527f–530f
responses of. See Rod response
spatial density of, 405
suppressive interaction with cones, 417–420. See also Suppressive

rod-cone interaction
synaptic transmission in, 79–91

Rod-cone break, 406, 406f, 407, 407f
Rod-cone dysplasia, in dogs, 913–915, 914f–915f
Rod monochromatism, 795–796, 798t
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Rod response, 72, 73f–74f, 405. See also specific disorders/findings
a-wave, 154–155, 154f–155f, 157f, 487–500, 488f, 809

age and, 493, 494f
alternative models of, 493–495, 495f
high-intensity stimulation of, 487–489, 488f–490f
model of, 489–491, 490f–492f
in retinal disease, 495–497, 496f
S and Rmax parameters of, 495–497, 496f

b-wave, 473–476, 474f, 632–633, 635f
clinical assessment of, 497–500, 498f–499f
dark-adapted, 405–409, 406f, 520–521, 521f, 595–596, 596f
in early receptor potential, 549–551
in ERG, ISCEV standard for, 293
e-wave, 166
hyperpolarizing, 49, 79
light-adapted, 521–525, 523f–524f, 526f
in mitochondrial disorders, 666–667
in mouse, 899–900, 901f, 903, 904f–905f, 906
paired-flash ERG analysis of, 519–530

RP. See Retinitis pigmentosa
RPE. See Retinal pigment epithelium
RPE65 gene

and Leber congenital amaurosis, 746–748
and retinitis pigmentosa, 784

RPGR gene, and retinitis pigmentosa, 781
RPGRIP-1 gene, and Leber congenital amaurosis, 750–751

S

Sample and hold amplifier, 241, 242f
Sampling, of visual evoked potentials, 229
Schopenhauer’s color theory, 597–599
Scleral search coil method, of ocular motor assessment, 377
Scotoma(s)

in Bietti’s crystalline dystrophy, 735
in chiasmal dysfunction, 857
in Sorsby’s fundus dystrophy, 771

Scotopic (term), 404
Scotopic a-wave, 150, 150f
Scotopic b-wave, 160–161, 163f

stimulus-response functions for, 473–476, 474f, 476f
Scotopic (dark-adapted) ERG, 7–8, 8f, 139–140, 140f, 150, 150f,

292–293, 595–596, 596f
Scotopic oscillatory potentials, 573–575, 573f
Scotopic threshold response (STR), 150–151, 168

in congenital stationary night blindness, 832, 833f
depth distribution of, 171–172, 171f
in dogs, 912
K+-Müller cell mechanism for, 172–173, 172f
versus M-wave, 171–172
negative, 170–171, 171f
neuronal origins of, 173
origins of, 170–173
positive, 170–171, 171f
sensitivity of, 172, 172f
as separate response from proximal retina, 171–173
in X-linked retinoschisis, 824

Second c-wave, 149
Second harmonic, in pattern ERG, 185–186
Second messenger(s)

calcium as, 41f, 42
in electro-oculogram, 126
and light peak, 149, 149f

Second-order kernels, 479–482, 480f
reverse correlation of, 468

Seebeck, August, 599

Sensory scaling, 403–404
Serotonin, 88

in Parkinson’s disease, 872
SFD. See Sorsby’s fundus dystrophy
Shadowing error, in multifocal ERG, 315f, 317
Shift and add property, of m-sequences, 324–325, 324f–325f
Shift register sequence generation, 320–321, 321f
Short-wavelength automated perimetry (SWAP), 607
Shutter systems, 266–267
Sidekicks, 98, 99f
Siderosis, ocular, early receptor potential in, 550, 550f
Signal analysis, basic concepts of, 439–444
Signal averaging, 242
Signal detection theory, 400–402
Signal extraction, 241–242
Signal-to-noise ratio

improving, with averaging, 455
in stimulus-response functions, 475

Significance level, 433
Sildenafil toxicity, 657
Silent substitution, in color vision testing, 602
Simple cell receptive fields

in alert animal, 465–466, 466f–467f
mapping spatial structure of, 463–465, 464f

Simultanagnosia, 113–114
Single-cell recordings, ERG correlation with, 142
Single-flash cone ERG, 293
Single photon emission computed tomography (SPECT), 214
Skewed distribution, 431
Skin electrodes, 248f, 250–251
Slow oscillation ERG, 557, 558f, 561–562, 562f
Slow PIII, of ERG, 143–146, 144f–145f
Smoothing artifacts, 317
Snellen visual acuity, 541
Sodium/calcium exchanger, 39
Sodium/HCO3- cotransporter, 39
Sodium/hydrogen exchanger, 39
Sodium/potassium-ATPase transporter, 39
Sodium/potassium/chloride cotransporter, 40
Software

control, 242
for multifocal ERG, 319, 325–327

Sorsby’s fundus dystrophy (SFD), 769–772
and age-related macular degeneration, 772
clinical features of, 769
color vision in, 769
dark adaptation defect in, 409, 769–771
drusen in, 717, 719f, 720, 723–724
electro-oculogram in, 769
electroretinogram in, 769, 770f–771f
fundus findings in, 769, 770f
genetics of, 720, 771
histopathology of, 769
pattern ERG in, 769, 772f
psychophysics of, 769–771
treatment of, 771–772
visual field defects in, 771

Source-sink analysis, 142
Spatial buffer currents, in ERG, 140–141, 141f, 146
Spatial contrast, 414–415, 414f

loss of, 414, 415f
testing of, 415–416

Spatial Fourier analysis, 449–451
Spatial frequency, in Fourier analysis, 450–451
Spatial summation, in EEG, 210
Spielmeyer-Sjögren syndrome, 889
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Spielmeyer-Vogt disease, 889
S potentials, 49
Spreading depression (SD), 177
Squirrel

anesthetics for, 926t
d-wave of, 165, 165f

SRCI. See Suppressive rod-cone interaction
SST-1 Scotopic Sensitivity Tester, 408
Staircase method, 402–403, 403f
Standard deviation, 431–432
Standard error of mean, 432
Standing potential

definition of, 557
nonphotic stimuli/responses of, 553, 554t, 555f

Starburst amacrine cells, 61f, 86
Stargardt disease, 727–732

clinical presentation of, 727
color vision in, 609, 610f
versus cone-rod dystrophy, 727–732
electro-oculogram in, 624
electroretinogram in, 727, 728f
fluorescein angiography in, 426, 427f, 536, 538f
genetics of, 727–732, 732f
hyperabnormal ERG responses in, 536, 538f
incidence of, 727
multifocal ERG in, 334, 727, 730f–731f
pattern ERG in, 343–344, 511, 512f

Stargardt-fundus flavimaculatus, 727. See also Stargardt disease
Static, 443
Statistics, 431–437
Steady-state electro-oculogram, 128
Steady-state evoked potential, 15
Steady-state stimulus, for visual evoked potentials, 221
Stereopsis, in infants, 357–358, 357f–359f
Stiles two-color technique, 602
Stimulators, 265–275
Stimulus. See also specific types and tests

spatially structured, 265
unstructured, 265

Stimulus-response functions, 465
parameters for, 476, 476f
for scotopic b-wave, 473, 476f
signal-to-noise ratio in, 475
stimulus intensity for, 473–474, 474f

STR. See Scotopic threshold response
Stretched retina hypothesis, 634
Striate cortex

damage to, disorders associated with, 110–111
human, 109, 110f
monkey, 109, 938–939, 938f
mouse, 939

Stroboscope artifacts, 619
Subretinal space, 23

changes in, fast capacitative compensation for, 40
ERG electrodes in, 143, 143f

Substance P, 88
Sulpiride toxicity, 658
Superposition principle, 439
Suppressive rod-cone interaction (SRCI), 417–420

background of, 417–418
clinical perspective on, 418
in color vision disorders, 419
electroretinogram of, 417
flicker stimulus for, 417–418, 418f–419f
newer developments in, 420
in night blindness, 418–419

parameters for, 417
pharmacological studies of, 417
in X-linked conditions, 419–420

Supranormal ERG responses. See Hyperabnormal ERG responses
Synapse(s), 49–62, 53f–54f, 59f, 93–105

development of, 97–105, 99f
flat contact, 96, 97f
in inner plexiform layer, 57–62, 59f, 93–96, 94f–95f
invaginating, 96, 97f
molecular organization of, 96–97, 98f
in outer plexiform layer, 96–97, 97f
retinal layers of, basic organization of, 93–96
stabilization of, 97–105

Synaptic gain, 82
Synaptic ribbon, 96, 97f–98f
Synaptic transmission, 79–91

adhesion in, 97–105, 99f–100f
postsynaptic elements of, 96–97, 97f–98f
presynaptic elements of, 96, 97f–98f
relevance to clinical states, 88–91

Synchronous amplification (detection), 456–457, 457f–458f
System analysis, 454–455

T

Tamoxifen toxicity, 659
Tapetum cellulosum, 923
Tapetum lucidum, 923
Teller Acuity Cards, 353, 357–358
Temporal contrast, 413–414, 414f, 415
Temporal optic atrophy

in cone dystrophy, 799
fluorescein angiogram of, 427, 427f

Temporal summation, in EEG, 210–211
10/20 system, of electrode placement, 227, 228f
TEP (transepithelial potential), 146, 553
Test(s), 623–629, 624t–625t. See also specific tests and disorders

comparison and combination of, 626–627, 628t
correlation with clinical findings, 628–629, 628t
definitive, 628–629, 628t

Test signals, in Fourier analysis, 447
Tetrodotoxin (TTX)

in ERG studies, 142
in multifocal ERG, 332–333
in pattern ERG, 190–192, 192f

Thalamus, as pacemaker for cortical activation, 213–214
Théorie Analytique de la Chaleur (Fourier), 444
Therapeutic trials

case selection for, 544
ceiling and floor effects in, 543
electrophysiology in, 542
endpoints of, continuous versus categorical variables as, 543
ethical issues in, 544
evaluating patients for, technical issues in, 541–544
interventions in, 544
masking in, 544
outcome measures in, 541
psychophysical tests in, 542
questionnaires in, 542–543
small sample sizes in, strategies to overcome, 543–544
statistical considerations in, 543
study design of, 541
visual acuity measures in, 541
visual field measures in, 541–542

Threshold
classes of, 400
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definition of, 400
detection, 400
difference, 400
psychophysical measurement of, 400

Tissue inhibitor of metalloproteinase 3 gene (TIMP3)
and dominant drusen, 717, 719–720
and Sorsby’s fundus dystrophy, 720, 771

Toxicology, 655–661. See also specific drugs
Tracking procedure, 400
Transducin, 67, 68f

activation of, 70
inactivation of, 70
migration/translocation of, 72–75, 74f

Transepithelial potential (TEP), 146, 553
Transfer function, 440
Transport

by ciliary cytoskeleton, 65–66
intraflagellar, 66
of lactic acid, 40, 41f, 42
membrane proteins involved in, 37–39
by retinal pigment epithelium, 37–42, 41f

Transporters, 39–40
Treatment condition, 432–433
Trichromacity. See also Color vision

history of, 599–600
Tritan color confusion line, 602
Tritanopia, 599

visual evoked potentials in, 604–607, 606f–607f
t-test, 436
TULP1 gene, and retinitis pigmentosa, 781

U

Undersampling, of visual evoked potentials, 229
United Parkinson’s Disease Rating Scale, 872
Unit step function, 447
Univariate statistical analysis, 436–437
Urban night blindness, 795, 797–798
Usherin, 100f, 105
Usher syndrome, 781

versus choroideremia, 779
fluorescein angiogram of, 424–425, 425f
light adaptation in, 594–595, 595t

V

Variance, statistical, 431
VECPs. See Visual evoked potentials
Venous occlusions, 675–681. See also Branch retinal vein occlusion

(BRVO); Central retinal vein occlusion (CRVO)
Ventral pathway, 109–110, 110f

lesions of, 116–117
neuroanatomy and neurophysiology of, 116

VEPs. See Visual evoked potentials
Vernier acuity, and VEPs in amblyopia, 646
Veterinary guidelines, 927–929, 928f, 930f. See also Animal testing;

specific animals
Viagra toxicity, 657
Vigabatrin retinopathy, 658

electro-oculogram in, 135
multifocal ERG in, 335

Visual acuity
in congenital stationary night blindness, 829, 830f
electronic (EVA), 541
in multiple sclerosis, 875
in neuronal ceroid lipofuscinoses, 890

normal maturation of, 354–355, 355f
preterm birth and, 355–356, 356f
testing of

in drug toxicities, 660
in infants, 232, 353–359
measures for, 541
potential pitfalls in, 353–354, 354f
visual evoked potentials for, 231–232, 232f, 353–359

Visual allesthesia, 114–115, 115f
Visual amnesia, 117
Visual cortex, 109

dorsal (where) pathway of, 109–110, 110f
neuroanatomy and neurophysiology of, 113
syndromes of, 113–115

human, 109, 110f
monkey, 109, 938–939, 938f
mouse, 939
primary (V1), 109, 110f

damage to, disorders associated with, 110–111
V2 (parastriate), 109, 110f

damage to, syndromes caused by, 111
V3 (peristriate), 109, 110f

damage to, syndromes caused by, 111
V4 (human color center), 109, 110f, 112f, 600

damage to, syndromes caused by, 112–113
V5 (area MT), 109, 110f

damage to, syndromes caused by, 113
ventral (what) pathway of, 109–110, 110f

lesions of, 116–117
neuroanatomy and neurophysiology of, 116

Visual evoked cortical potential (VECP). See Visual evoked potentials
Visual evoked potentials (VEPs), 15–18, 207–232, 867, 868f. See also

specific disorders/findings
aging and, 361–367

accommodation changes with, 366, 366f–367f
amplitude changes with, 361, 363f
contrast threshold changes with, 362–364, 365f
gender differences in, 362, 364f
general changes with, 361–362
luminance threshold changes with, 364, 365f
peak latency changes with, 361–362, 364f
pupillary size and, 365
temporal frequency changes with, 362, 363f

in albinism, 369, 373–395, 373f
age and, 386–396, 390f–394f
averaging of, 380–382, 383f
checkerboard stimulus for, 378–382
data analysis of, 375, 376f
genetic differences in, 386, 387f–389f
hemispheric asymmetry in, 375–377, 376f, 382–395, 385f,

387f–394f
latency of, 382, 384f
methodology for, 375–377
misrouting test of, 369, 375–377, 514–515, 516f
pattern onset/offset, 378–380, 381f–384f
pattern reversal, 378–380, 381f
principal component analysis of, 373–374, 374f, 382–385
stimulus for, 375
topography of, versus normal controls, 382–395

alternatives to, 214–215
in amblyopia, 644–647

binocular, 646–647
binocular summation and facilitation of, 646
dichoptic stimulation of, 646–647
interocular differences in, 644
latent nystagmus and, 645, 645f
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Visual evoked potentials (VEPs) (continued)
patching and, 645, 645f
pattern assessment of, 644–645
threshold measurements of, 646
Vernier acuity and, 646

amplifier characteristics for, 229, 304–305
amplitude of, 230, 305, 440, 441f
analysis techniques for, 229–231
animal, 935–944
appearance/disappearance, 222, 223f
applications of, 231–232
arousal and, 224–226
attention and, 224–226
averaging of, 207–208, 304–305
in chiasmal and retrochiasmal dysfunction, 231, 307, 505,

514–515, 516f, 857–860, 858f–860f
to chromatic stimuli, 224
cognitive set and, 226
color, 218, 604–607, 605f–607f
coma or reduced level of consciousness and, 232
comparison and combination with other tests, 626–627
components (waves) of, 15–16, 16f, 211–213
contrast transfer function of, 194, 194f
correlation with clinical findings, 628–629, 628t
in cortical blindness, 651–652

works reporting abnormal, 652
works reporting normal, 651–652
works reporting recovery of, 652

cortical sources of, localization of, 211–213, 213f–215f
definition of, 207
diagnostic flowcharts for, 515–517, 516f
different stimuli for and different types elicited, 207
electrodes for, 226–229, 252–253, 304

ISCEV guidelines for, 304
number of, 227–229
positioning of, 207, 226–227, 228f, 304, 304f
problems with, 227

electroencephalogram of, 207–210
emotion and, 226
expectancy and, 224–226
extrinsic and intrinsic activation of, 207
eye position control for, 229
figure-ground segregation and, 219–220, 219f
filtering of, 229, 258, 259f, 260
form of, 222f–223f, 225f–226f, 230, 230f
Fourier analysis of, 230
frequency contents of, 230
in “functional disorders,” 231–232
in ganglion cell dysfunction, 511–512, 514f
history of, 15–18, 208–210
in infants, 17, 232, 306, 353–359

for fusion and stereopsis testing, 357–358, 357f–359f
multiple sweep paradigms for, 358
of normal maturation, 353–354, 354f
preterm birth and, 355–356, 356f
special considerations for, 358–359
sweep, reliability and validity of, 356–357, 357f
waveform development in, 361, 362f

interpretation of, 308
ISCEV standard for, 287–288, 301–308, 303t

on basic technology, 302–305, 303t
on clinical protocol, 305–308
on measurement and reporting, 307–308

Laplacian derivation of, 230–231
latency of, 224, 229, 305, 442
lesions affecting, 17–18

during life span, 17
localization of lesions with, 510–517, 624t–625t
in macular dysfunction, 510–511, 513f
in malingering and hysteria, 637–640, 638f–639f
mirroring of visual system by, 208
in mitochondrial disorders, 667
monkey, 935–941, 943–944

flash, 939–940, 939f
pattern, 940, 940f
sweep, 940, 941f

motion, 217–218, 224, 226f, 605
motivation and, 226
mouse, 935–939, 941–944

flash, 941–942, 942f
pattern, 942–943, 942f
sweep, 942f, 943

multifocal, 197, 199–203, 221
ganglion cell or optic nerve damage in, 202–203
in glaucoma, 202, 335
intersubject variability in, 200
intrasubject variability in, 200–202
kernel analysis in, 483–484
mean/averaged responses of, 200, 203f
in multiple sclerosis, 202–203, 204f
recording of, 199–200, 203f

normal flash, 221, 222f, 232, 304, 306, 307f
normal values in, 307
in optic nerve dysfunction, 231, 505, 512–513, 514f
patient preparation for, 305
pattern onset/offset, 212f, 222, 223f, 302–303, 305–306, 306f
pattern reversal stimulus for, 222–224, 223f, 225f, 302, 305, 305f,

605
pattern stimulation of, 17
pediatric, 306–307
phase characteristic of, 440, 441f
poor patient compliance and, 232
preparation and, 226
in pressure-induced retinopathy, 515–517, 517f
recording of, 207, 226–229

multi-channel, 307
parameters for, 304

rectification of, 443, 443f
response latency of, 208
sampling and undersampling of, 229
signals and noise in, 255, 256t
standard transient responses in, description of, 305–306
stimulation of

check size for, 220
contrast for, 220
field size for, 220
luminance for, 220
modulation in color space, 218
modulation in depth, 218–219
modulation in space, 215–216
modulation in time, 216–217
modulation in time and space, 217–218
modulation of spatial frequency, 219, 231–232
parameters for, 220–221, 302, 303t
physiological targeting of and responses to, 221–226
steady-state, 221
techniques for, 216–221
temporal frequency for, 220–221

synchronization of stimulus monitor for, 229
for visual acuity testing

in infants, 232, 353–359
media opacities and retinal dysfunctions in, 231
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objective assessment in, 231–232, 232f
potential pitfalls in, 353–354, 354f

Visual evoked subcortical potential (VESP), 16–17
Visual field defects

in chiasmal dysfunction, 857
in drug toxicities, 660
in glaucoma, 851, 852f
in gyrate atrophy, 707, 710f
in multiple sclerosis, 875, 877f
in Sorsby’s fundus dystrophy, 771

Visual field measures, 541–542
Visual hypoemotionality, 117
Visual latency, 440–442, 464
Visual-limbic disconnection, 117
Visual-verbal disconnection, 116–117
Visual-visual disconnection, 116
Visuospatial processing

disorders of, 113–115
dorsal pathway in, 109–110, 110f, 113

Vitamin A, 47
and dark adaptation, 409, 803, 805f
deficiency of, 803–804

conditions associated with, 803–804
electroretinogram in, 803, 804f–805f
fundus appearance of, 803, 804f

metabolism of, 803
supplementation, 409, 803

Vitelliform (term), 763
Vitelliform macular lesions, differential diagnosis of, 765, 765t
Vitreous humor, 93
Voltage-activated chloride channels, 39
Voltage-controlled oscillator (VCO), 274
Voltage-dependent calcium channels, 38, 79
von Kries, Johannes, 599

W

Wagner disease, 823
Wavelets, ERG. See Oscillatory potentials
Weak signal artifact, 316f, 317

Werblin-Westheimer procedure, 420
“What” (ventral) pathway, 109–110, 110f

lesions of, 116–117
neuroanatomy and neurophysiology of, 116

“Where” (dorsal) pathway, 109–110, 110f
neuroanatomy and neurophysiology of, 113
syndromes of, 113–115

White light-emitting diode, 272–273, 273f
White noise, for kernel analysis, 479, 480f, 482
Wide-field multifocal ERG (WF-mfERG), 335
Window property, of m-sequence, 324

X

Xenon flash lamps, 265–266, 267f
X-linked albinism, 373, 386, 387f–389f
X-linked cone dystrophy, 795, 796f, 800
X-linked retinitis pigmentosa, 781

alcohol electro-oculogram in, 134–135, 134f
oscillatory potentials in, 576f, 577
suppressive rod-cone interaction in, 419

X-linked retinoschisis, 823–825
a-wave analysis in, 824–825, 826f
b-wave analysis in, 824–825, 825f–826f
differential diagnosis of, 823
electro-oculogram in, 823–824
electroretinogram in, 810–812, 811f, 823–825, 825f–826f
fluorescein angiogram of, 424, 425f, 823, 825f
fundus appearance of, 823, 824f
gene identification in, 823
photoreceptor and inner retinal responses in, 824–825,

826f
scotopic threshold response in, 824
suppressive rod-cone interaction in, 419

x-wave, of electroretinogram, in dogs, 7–8, 912

Z

Zero-order kernels, 479
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P 1 Immunostained monkey retina close to the fovea. Some
neurons of each of the layers are immunolabeled with 
antibodies against GCAP (photoreceptors), calbindin (horizontal
cells and some bipolar cells), calretinin (AII amacrine cells and two
other varieties of amacrine cells), and parvalbumin (ganglion cells).

Photo, photoreceptor layer—rods and cones; OPL, outer plexiform
layer; bc, bipolar cells; hc, horizontal cells; INL, inner nuclear layer;
amac, amacrine cells; IPL, inner plexiform layer; GCL, ganglion
cell layer; gc, ganglion cells. (See figure 6.4.)



P 2 A drawing of a slice of the human retina showing all the
nerve cells we currently understand on the basis of their shape,
function, and neurocircuitry. The photoreceptors lie deep at the
back of the retina against the pigment epithelial cells (top of
drawing), and the ganglion cells lie at the superficial surface of the

retina (bottom of drawing). Bipolar cells and horizontal and
amacrine cells pack the middle of the retina with two plexiform
layers dividing them, where synaptic interactions take place. (See
figure 6.5.)



P 3 A drawing, based on an original from Polyak (1941),
showing the neurocircuitry of the fovea in the primate retina.
Midget or P cell pathways consist of a single cone, two midget
bipolar cells, and two midget ganglion cells. Because P cells carry
information from only one cone, it will also be spectrally tuned.
Red and green cones pass either ON center/OFF surround infor-
mation or OFF center/ON surround information concerning
which are both spectrally and spatially opponent (small red and
green circles and rings). Blue cones have their own pathway
through a dedicated blue ON center bipolar cell feeding to the

lower dendrites of a bistratified blue/yellow ganglion cell type. The
yellow message carried to the top tier of the bistratified ganglion
cells dendrites comes from a diffuse bipolar cell (yellow) that con-
tacts green and red cones. M ganglion cells of the fovea carry a
message from diffuse ON center or OFF center bipolar cells
(orange and brown bipolar cells) and form the parallel OFF 
and ON center, achromatic channels (gray and white circles and
rings) concerned with movement and contrast to the brain. (See
figure 6.11.)



P 4 A, An immunostained image of rod bipolar cells
immunostained with antibodies against protein kinase c (PKC). B,
Small-field bistratified AII amacrine cells are immunostained with
antibodies to parvalbumin (PV). C, Dopamine-containing cells are
immunostained with antibodies to tyrosine hydroxylase (TOH) as
seen in a flat mount of the retina. Thousands of dopamine cell
processes cross each other and make a dense network of processes
in the top part of the inner plexiform layer, to synapse on various
cell types, among them the AII amacrine cell. D, Two mirror sym-
metric amacrine cell populations, known as starburst cells, are
immunostained for their acetylcholine neurotransmitter (ChAT)
and seen in flat mount of retina. One set of starburst cells sits in

the ganglion cell layer, and the other sits in the amacrine cell layer.
Their respective dendritic plexi run and synapse in sublamina b
and sublamina a. Starburst amacrine cells are thought to influence
ganglion cells to be able to transmit messages concerning direction
of movement in the visual field. These cells are particularly well
developed in animals with visual streaks in their retinas. E, A17
amacrine cells immunolabeled with antibodies to serotonin (Ser)
and also to GABA. A17 cells connect rod bipolar axon terminals
in reciprocal GABAc receptor–activated circuits across the entire
retina. (E from Vaney DI: Many diverse types of retinal neurons
show tracer coupling when injected with biocytin or Neurobiotin.
Vision Res 1998; 38:1359–1369.) (See figure 6.14.)
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P 5 The cytoskeleton of photoreceptors is composed princi-
pally of microtubules and microfilaments. The axoneme in the con-
necting cilium is composed of nine microtubule doublets, typical
of nonmotile sensory cilia, and project to nearly the distal end of

P 6 The activation cascade of the phototransduc-
tion pathway. Light is absorbed by rhodopsin (R). Photoacti-
vated rhodopsin (R*) binds heterotrimeric transducin (T),
catalyzing the exchange of GTP for GDP on the a-subunit.

Activated transducin removes an inhibitory subunit from the
cGMP phosphodiesterase (PDE), which hydrolyzes cGMP to GMP.
Reduction of cGMP causes the cyclic nucleotide-gated channels to
close. (See figure 7.3.)

the outer segment. Microfilaments are found in the connecting cilia
as well. In the inner segment, microtubules form the molecular
train tracks between the Golgi complex and the connecting cilium.
(See figure 7.2.)
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P 7 The rhodopsin cycle. Light is absorbed by rhodopsin (R),
becoming photoactivated (R*). R* is phosphorylated on C-terminal
serine and threonine residues by rhodopsin kinase (RK). Phospho-
rylated, photoactivated rhodopsin is bound by arrestin, blocking the
ability of R*P to bind to transducin (T). Arrestin remains bound

until the all-trans retinal chromophore is reduced by a retinal dehy-
drogenase (RDH) to all-trans retinol and released from the phospho-
opsin. The phospho-opsin is dephosphorylated by protein
phosphatase 2A (PP2A) and opsin regenerated back to rhodopsin
by the binding a new 11-cis retinal molecule. (See figure 7.4.)
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P 8 Ion circulation across the photoreceptor membrane. In the
dark photoreceptor, cGMP-gated channels are open, allowing influx
of Na+ and Ca2+ ions. Calcium balance is maintained by the action
of a Na+/Ca2+ exchanger, which uses the Na+ gradient to extrude
Ca2+. The sodium balance is maintained by a Na+/K+ pump, which

uses ATP to return Na+ against its ionic gradient. In response to light,
one or more cGMP-gated channels are closed, resulting in a hyper-
polarization of the cell membrane, since the Na+/K+ pump contin-
ues to operate. Membrane hyperpolarization causes a decrease in
glutamate release from the synaptic terminal. (See figure 7.5.)
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P 9 Translocation of photoreceptor proteins in response to
light. In a dark-adapted Xenopus retina, arrestin (upper panels)
immunolocalizes to the inner segments, axonemes (arrows), and
synaptic terminals. Transducin (lower panels) immunolocalizes to
the outer segments. In response to 45 minutes of adapting light,

there is a massive translocation of the proteins, with arrestin
moving to the outer segments and transducin moving to the inner
segments. In Xenopus, if the frog is maintained in the adapting light
for an extended period of time (>2 hours), the proteins translocate
back to their respective cellular compartments. (See figure 7.8.)



P 10 Radial section of a dogfish retina viewed in a 
fluorescence microscope. In the center of the field is a rod bipolar
cell injected with the fluorescent dye in situ after recording light
responses, as in Figure 8.1. In the upper part of the photomi-
crograph, the autofluorescent rod outer segments can be seen.
The larger bipolar cell dendrites extending through the outer 
plexiform layer have filled with fluorescent dye. The fine axon 

P 11 Mammalian retinal signaling pathways. On-pathways
are shown in green, off-pathways in blue (and are labelled ON or
OFF above). Synapses are shown by arrows with (+) indicating sign
conserving and (-) sign indicating reversing. Dark gray cells hyper-
polarize in response to light. Gap junctions are indicated in red.
Symbols: r, rod; c, cone; rb, rod bipolar cell; AII, amacrine cell; gc,

ganglion cell; PRL photo-receptor layer; OPL, outer plexiform
layer; INL, inner nuclear layer; GCL ganglion cell layer. Horizon-
tal cells have been excluded from the diagram. (Source: Reproduced
from Demb JB, Pugh EN: Connexin36 forms synapses essential 
for night vision. Neuron 2002; 336:551–553. Used by permission.)
(See figure 8.7.)

of the bipolar cell can be traced deep into the inner plexi-
form layer, terminating as a bulbous knob (calibration bar 
25mm). The large size of the cell body enabled stable record-
ings to be made. (Source: From Ashmore JF, Falk G: Responses of
rod bipolar cells in the dark-adapt retina of the dogfish, Scyliorhinus
canicula. J Physiol (Lond) 1980; 300:115–150. Used by permission.)
(See figure 8.2.)



P 12 Santiago Ramón y Cajal’s schematic drawing of the
parafoveal region of the vertebrate retina. In this illustration, Cajal
demonstrates his insight into the connectivity of the retina and the
dynamic polarization of retinal neurons and consequently infor-
mation transfer from photoreceptors to bipolar cells and ganglion
cells. In addition to vertical organization, Cajal illustrates the lateral
pathways. A, Inner and outer segments. B, Outer nuclear layer. C,
Outer plexiform layer. D, Inner nuclear layer. E, Inner plexiform

layer. F, Ganglion cell layer. G, Nerve fiber layer. b, rods; a, cones;
c, horizontal cell; d, cone bipolar cells; e, rod bipolar cell; g, gan-
glion cell; h, centrifugal fiber. (Note: Not all suggestions implicit in
this prescient drawing have been found correct. For example, rod
bipolars do not make direct contact with ganglion cells—see text.)
(Source: The original figure is in the collection of the Cajal Insti-
tute, CSIC, Madrid.) (See figure 9.1.)

P 13 Diagrammatic scheme of the molecular organization of
the photoreceptor synapse is shown. The ribbon (large, gray, saclike
structure) is studded with synaptic vesicles; in association with the
ribbon are cytomatrix molecules bassoon and piccolo; Munc13 is
seen at the release site. Ribeye, not shown in this figure, labels the
ribbon itself. Directly opponent to the release site are the molecules

of the transmitter response cascade; these include both iontropic
(IGluR) and metabotropic (mGluR) glutamate receptors and clus-
tering molecules. Outside the release area, other molecules are
expressed, including various cell adhesion molecules and, in the pho-
toreceptor, glumate receptors. (Source: This figure was kindly sup-
plied by Dr. J. H. Brandstätter for use in this chapter.) (See figure 9.4.)



P 14 The process of target recognition and synapse formation
is idealized in this cartoon. Presynaptic terminals express certain
target recognition molecules on their leading processes; here, these
are conceived of as homophilic binding molecules (such as CAM,
nectins, or sidekicks). Target selection is based on the expression of
homophilic partners on the postsynaptic (A to B transition); on
binding to the postsynaptic receptor pair, a variety of proteins are
recruited to the synapse (B, colored circles and diamonds); these ele-

ments produce a reorganization of the cytoskeleton (actin and micro-
tubule, gray circles and rods, respectively) and assembly of the ele-
ments of the release mechanism, including the synaptic vesicle (green
circles), and proteins of the release cascade (black ovals). Homophilic
molecules and other molecules (arrows) are recruited to stabilize the
synapse. (Source: Figure 2 from Ackley BD, Jin Y: Genetic analysis
of synaptic target recognition and assembly. Trends Neurosci 2004;
27:540–547. (See figure 9.5.)

P 15 This cartoon illustrates the various cell adhesion compartments
of the retina; two true basement membranes are illustrated (red): Bruch’s
(BM) and the inner limiting membrane (ILM). These basement membranes
form the adhesion substrate for the basal side of the retinal pigmented
epithelium (RPE) and the endfeet of the Müller cells (black cells). These are
known to contain many elements of epithelial basement membranes,
including collagen type IV, laminins (many), and nidogen. Cell adhesion
molecules expressed here include integrins, CAMs, and cadherins. In green
are the matrices surrounding the photoreceptor; these do not contain either
collagen type IV or nidogen but do contain other critical ECM molecules,
including laminins, usherin, crumbs, and various heparin sulfates. Recep-
tor molecules in these compartments include various CAM such as side-
kicks, integrins, and transmembrane collagens. Genetic disruptions of these
molecules lead to photoreceptor dysmorphogenesis and degeneration. The
blue indicates the matrix compartment in the IPL. The matrix components
expressed here are not well established; on the other hand, some CAM mol-
ecules, such as sidekicks, are found here. The mechanisms that control lam-
ination and dendrite elongation are just coming under study (see the papers
from the Masland and Wong laboratories). (Source: This figure is taken
from the authors’ work; it was published in Libby RT et al.: Laminin expres-
sion in adult and develping retinae: Evidence of two novel CNS laminins.
J Neurosci 2000; 20:6517–6528.) (See figure 9.6.)



P 16 Laminin deletion results in a disruption of the transsy-
naptic molecular organization of the photoreceptor synapse.
Immunohistochemical localization of the bassoon (red) and
mGluR6 (blue) in wild-type retina demonstrates the normal
arrangement of molecules. Bassoon, associated with the ribbon, is

directly opponent to mGluR6, the transmitter receptor that is
expressed in invaginating bipolar cells. In the laminin-mutant (b2
null) mouse, both molecules are expressed by mGluR6 is delocal-
ized and not concentrated at the synapse. (Source: This is taken
from the author’s unpublished work.) (See figure 9.9.)

P 17 Variable genotype and phenotype in a representative
sample of albinos including autosomal-recessive oculocutaneous,
tyrosinase-negative albinism (left column), X-chromosomal ocular
albinism, and autosomal-recessive oculocutaneous,

tyrosinase-positive albinism (right column). Foveal hypoplasia,
reduced visual acuity, and VEP optic pathway misrouting are
common features regardless of inheritance mode or phenotypic
expression. (See figure 25.1.)
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P 18 Fundi of left and right eye (A) of an 18-year-old albino and
(B) of a 16-year-old achiasmat. For comparison, note the presence of

foveal hypoplasia only in the albino fundi; foveal hypoplasia, pathog-
nomonic to albinism, is absent in the achiasmat. (See figure 25.2.)
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P 19 Schematic of an eye movement recording of a patient
with CN. Vertical yellow bars indicate foveation periods when
retinal velocity approaches zero. This can readily be observed from
the lower velocity trace. Two sets of VEP averages are depicted:

one obtained from VEP responses following visual stimulation
outside foveation periods and another obtained from VEP
responses following visual stimulation during foveation periods.
The latter are significantly more robust. (See figure 25.14.)

Alb ino
OU OD OS

pattern onset (40/460ms)
P 20 Depicted are VEP averages (black traces) in an albino
during OU, OD, and OS viewing extracted from periods with low
mean ocular velocity (less than 5 degrees/second). Also depicted are
VEP averages (red traces) extracted from responses to pattern-onset

stimulation during high mean ocular velocity. Five channels posi-
tioned across the occiput and one difference channel (i.e., VEP
channel 4 positioned at left occiput subtracted from VEP channel 2
positioned at right occiput) also are presented. (See figure 25.15.)
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P 21 VEP misrouting test. Left eye (OS), and right eye (OD)
pattern onset/offset (40ms/460ms) VEP responses (check size =
55¢) from an X-chromosomal ocular albino (left panel) and a patient
with nondecussating retinal-fugal fiber syndrome (right panel).
Fundi of both patients are shown in figures 25.2A and 25.2B,
respectively. VEP amplitude distribution across the electrode array
for OD and OS stimulation is depicted below the VEP traces. In
the case of contralateral asymmetry (left) in the albino, following
left eye stimulation (OS), a major positive peak of the pattern onset
response lateralizes to the right occiput, and with right eye stimu-

lation, a major positive peak lateralizes to the left occiput. This inte-
rocular occipital lateralization yields a highly significant interocu-
lar asymmetry index of 1.67 at 90ms. For comparison, occipital
lateralization in an achiasmat is also presented. In the case of ipsi-
lateral asymmetry (right) in an achiasmat, following left eye stimu-
lation (OS), a major positive peak of the pattern onset response
lateralizes to the left occiput, and with right eye stimulation, a major
positive peak lateralizes to the right occiput. This rare interocular
ipsilateral VEP response lateralization results in a highly significant
interocular asymmetry index of -1.97 at 90ms. (See figure 25.18.)

A B

P 22 Serial fundus photographs of the same patient dated
1986 (A) and 1994 (B) showing increased retinal pigmentation from
salt-and-pepper retinopathy to frank bone spiculing. Note that the

magnification in part B is higher, showing more central encroach-
ment of the pigmentary changes. Both images demonstrate sub-
stantial arterial attenuation. (See figure 55.2.)
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P 23 Central serous chorioretinopathy. A, An eccentric
serous detachment superior to the optic disk causes a localized
visual field defect inferior to the physiologic blind spot. B,C: Atten-
uation of the multifocal ERG is seen in the region corresponding
to the visual field defect. (Courtesy of Donald Hood, Ph.D.) (See
figure 57.2.)

P 24 Birdshot chorioretinitis. Pale fundus lesions are neither
raised nor depressed relative to the surrounding retina. (Courtesy
of Alan Friedman, M.D.) (See figure 57.3.)

P 25 Multiple evanescent white dot syndrome (MEWDS).
Pale white dots are seen early in the course of the disorder. (Cour-
tesy of Wayne Fuchs, M.D.) (See figure 57.4.)
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P 26 Cases of CAR syndrome. A, Case 1. Eighty-four-year-old man who was found to have colon carcinoma in October 1994. No vision in OD from advanced glaucoma. Found to
have CAR in April 1994. Relatively low doses of prednisone gave good visual recovery. Larger doses would be used today. (See figure 58.1A.)
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P 27 B, Case 2. Seventy-one-year-old woman with ovarian carcinoma found in October 2002. Vision was severely diminished six months later. She was placed on 60mg prednisone,
100mg Immuran, and 100mg cyclosporine. ERG values increased, while Goldmann visual fields remained the same on follow-up visit. Fundus showed diffuse atrophy without pigment deposits.
(See figure 58.1B.)
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P 28 Forty-two-year-old woman with CAR-like syndrome and severe cystic edema of the posterior pole and no pigment deposits in the periphery. This patient had antirecoverin anti-
bodies with bands of activity to seven other retinal proteins. There was no history of cancer. (See figure 58.2.)
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P 29 Fundus appearance of right eye of a 12-year-old girl
with early pyridoxine-nonresponsive gyrate atrophy (A) (same
patient as in figure 12.1 in Weleber and Kennaway), a 28-year-old
woman with pyridoxine-responsive gyrate atrophy (B) (patient 1),
a 37-year-old woman with pyridoxine-responsive gyrate atrophy (C)

(patient 3), and a 40-year-old man with pyridoxine-nonresponsive
gyrate atrophy (D) (patient 4). (From Weleber RG, Kennaway NG:
Gyrate atrophy of the choroid and retina. In Heckenlively JR (ed):
Retinitis Pigmentosa. Philadelphia, JB Lippincott, 1988, pp 198–220.
Used by permission.) (See figure 60.4.)
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P 30 A, Fundus photo from left eye showing lipofuscin accu-
mulation within the posterior pole. B, mfERG from same patient

showing selective loss of responses from the central 10 degrees. (See
figure 62.2)

A

B

P 31 Model for the function of RmP (ABCR) protein in disk
membranes. A, Wild-type, in which ABCT is a transporter (flippase)
for N-ret-PE. B, abcr-/- mouse (and patients with reduced flippase
activity). N-ret-PE trapped in the disk combines with a second mol-
ecule of all-trans-retinal to produce A2PE-H2. A2PE-H2 is ultimately
hydrolyzed to form A2E. Many of these reactions occur in the RPE
after disks containing the excessive trapped A2PE-H2 are shed as
part of the normal phagocytotic process. The A2E accumulates as
lipofuscin in the RPE and may ultimately damage intracellular mem-
branes and destroy the overburdened RPE cells within the macula.
A2E: N-retinylidene-N-retinyl-ethanolamine; A2PE-H2: N-retinyli-
dene-N-retinyl-PE; atRAL: all-trans-retinal; atRDH: all-trans-retinal
dehydrogenase; atROL: all-trans-retinol; ops: opsin; PE: phos-
phatidylethanolamine; PM: plasma membrane. (From Weng J, Mata
NL, Azarian SM, Tzekov RT, Birch DG, Travis GH: Insights into
the function of Rim protein in photoreceptors and etiology of Star-
gardt’s disease from the phenotype in abcr knockout mice. Cell 1999;
98:13–23.) (See figure 62.3.)
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P 32 Same patient as in figure 63.1 at 45 years of age (A and
B). Note the further loss of pigment epithelium and choriocapillaris
over the nine-year interval. (From Wilson DJ et al: Bietti’s crystalline

dystrophy: A clinicopathological correlative study. Arch Ophthalmol
1989; 107:213–221. Used by permission.) (See figure 63.2.)

P 33 Fundus appearance of a 61-year-old man with the
regional form of Bietti’s crystalline dystrophy (patient 3 in Wilson
DJ et al: Bietti’s crystalline dystrophy: A clinicopathological correla-
tive study. Arch Ophthalmol 1989; 107:213–221.). The visual fields had

not changed over those determined nine years previously, but the
visual acuity had decreased from 20/30 J1 to 20/40 J2. (See figure
63.6A.)



P 34 Fundus photographs representing various stages of
macular lesions that can be observed in patients with Best macular
dystrophy. Top left, Stage I: mild degree of foveal pigment mottling
and nonspecific hypopigmentation. Top right, Stage II: typical
vitelliform or egg-yolk-like lesion. Second row left, Stage IIIa:
scrambled or “fried egg” phase as the vitelliform lesion becomes
diffusely more amorphous and diluted in appearance. Second 
row right, Stage IIIb: pseudohypopyon phase in which the 
yellow substance in the vitelliform cyst develops a layered 

appearance as a consequence of partial resorption. Third row 
left, Stage IIIc: only a sparse amount of yellowish substance
remains as resorption of the vitelliform lesion is almost complete.
Third row right, Stage IIId shows atrophic changes of both 
the retinal pigment epithelium and choriocapillaris vessels.
Bottom, Stage IV: both less and more extensive examples are
depicted. Characteristic feature is a fibrotic-gliotic-appearing 
scar in addition resorption of the vitelliform material. (See figure
66.1.)



P 35 Left fundus of a patient with SFD showing large disci-
form scar. (See figure 67.1.)

P 36 Left fundus of a patient with SFD showing atrophy of
the retinal pigment epithelium and choriocapillaris at the 
posterior pole. (See figure 67.2.)

A

B

P 37 Fundus photographs of a 17-year-old CHM affected
male showing preserved deep choroidal vessels and central macula,
normal-appearing retinal vessels and optic nerve, and no pigment
dispersion. A, OD. B, OS. Vision: 20/20 OU. (See figure 68.1.)



P 38 Fundus photograph (nasal midperiphery) of a 29-year-
old female carrier with patchy RPE changes. Vision: 20/20 OS.
(See figure 68.2.)

P 39 Fundus photograph showing the posterior pole of a 42-
year-old patient with XlRP. Note the “waxy disk,” the attenuated
retinal vessels, and the bone spicule–like pigmentary deposits
throughout the midperiphery. (See figure 69.1.)
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P 40 Symmetric, round atrophy of fovea centralis is typically
seen in a number of types of cone dystrophy or degeneration. A,
In this case of X-linked cone dystrophy with tapetal sheen, the
atrophy of the foveal centralis is highlighted by the surrounding
sheen. This 54-year-old man had photosensitivity OU and a history
of retinal detachment in his right eye; his visual acuity was 20/200
OU. B, While the sheen is seen as patches in the periphery. These
patients exhibit the Mizuo-Nakamura effect on dark adaptation.
(See figure 70.1.)



P 41 Cone dystrophy with foveal crystals. Right eye of a 58-
year-old woman with urban night blindness with nonrecordable
photopic ERG and normal scotopic ERGs. Visual acuity was OD
20/40, OS 20/60, and Goldmann visual fields were full. (See figure
70.2.)

A
B

P 42 Fundus photographs of patients with inherited cone
dystrophies; A, A 60-year-old man with blue-cone monochroma-
tism who recently noted some mild decreases in his central vision
from 20/60 to 20/200, presumably from aging. B, A 54-year-old
woman with 20/400 vision OU from a large dominant pedigree

with cone dystrophy from a GUCY2D gene mutation, with foveal
centralis atrophy giving a “cookie cutter” appearance to macula.
This pattern is characteristic of many cone dystrophies. (See figure
70.4.)

P 43 Temporal optic nerve head atrophy is commonly seen
in many cone degenerations; illustrated here by a 9-year-old boy
with rod monochromatism with temporal pallor. Sometimes the
temporal edge of the nerve is flattened or missing. (See figure 70.5.)



P 44 Senile cone degeneration in an 80-year-old woman with
failing vision over ten years, who was found to have poor photopic
ERGs with both eyes. Her right eye had a 45 uV b-wave amplitude
while the left eye was barely recordable with count finger vision.
Rod responses were abnormal. Visual fields were full with central
scotomata. Many patients with senile cone degeneration have
regional atrophy with crystallike drusen deposits. (See figure 70.7.)

P 45 Cone dystrophy with apparent foveal structure. This
22-year-old woman presented with a history of color blindness and
photosensitivity for at least ten years. The family history was neg-
ative. Her vision was 20/200 OU, and her photopic ERG was non-
recordable, while her scotopic waveforms were within normal
limits. Her Goldmann visual field was full OU. On fundus exami-
nation, she appeared to have some foveal structure; but on 
close inspection, the fovea centralis showed atrophy and mild 
granularity. (See figure 70.8.)

P 46 Fundus photograph of a 53-year-old woman with doc-
umented vitamin A deficiency from complications secondary to
bowel resection in Crohn’s disease. Her barely recordable ERG and
night vision became normal after parenteral vitamin A and E
therapy. (Courtesy of John Heckenlively, M.D.) (See figure 71.1.)

P 47 Fundus photograph of XLRS-affected male with juve-
nile retinoschisis showing spoke-wheel pattern of foveal cysts cov-
ering an area of approximately one disk diameter. (See figure 73.1.)



P 48 Fundus photograph of XLRS-affected male with
peripheral schisis cavity, which occurs in 50% of affected males.
(See figure 73.2.)

P 49 Fundus photograph in fundus albipunctatus (upper)
and fundus albipunctatus associated with cone dystrophy (lower).
(See figure 74.9.)

P 50 Fundus photographs of Oguchi’s disease in light adap-
tation (upper) and after a long period of dark adaptation (lower).
(See figure 74.11.)



P 51 Simplified schema of the D1–D2 interaction of the
retina. The D1 DA pathway enhances the surround signal, while
the D2 pathway enhances the center signal. Experimental results
suggest that these two DA pathways are not independent of each
other: D2 is involved in the D1 pathway participating in a negative

feedback loop, providing a greater D1 effect when D2 receptors are
blocked. (Adapted from Bodis-Wollner I, Tzelepi A: Push-pull
model of dopamine’s action in the retina. In Hung GK, Ciuffreda
KC (eds): Models of the visual system. Kluwer Academic Publish-
ers, 2002, pp 191–214; with permission.) (See figure 79.5.)



P 52 Computer-averaged ERGs, using intravenous propofol
sedation, to a modified ISCEV protocol in a patient with infantile
NCL from the Arg151 stop mutation of the CLN1 gene that encodes
PPT1. The tracings from the right and left eyes are shown in black;
the red tracings show the average of both eyes from a normal subject
age 1.6 years. The scotopic blue and red flash stimuli were matched
in normal control subjects to produce equal rod amplitudes. Note

the sizable rod a-wave and profoundly subnormal rod b-wave for
the blue flash, the electronegative configuration of the scotopic
ERG to the bright white flash, and the subnormal, prolonged pho-
topic cone response. (Reproduced with permission from Weleber
RG: The dystrophic retina in multisystem disorders: The elec-
troretinogram in neuronal ceroid lipofuscinosis. Eye 1998;
12:580–590.) (See figure 80.2.)



P 53 Computer-averaged ERGs to modified ISCEV protocol
in three patients with late infantile NCL. The tracings from the right
and left eyes are shown in black; the red tracings show the average
of both eyes from an age-similar normal subject. Note the sizable
but delayed rod responses, the prolongation of the scotopic oscilla-

tory potentials, and the subnormal, prolonged cone responses.
(Reproduced with permission from Weleber RG: The dystrophic
retina in multisystem disorders: The electroretinogram in 
neuronal ceroid lipofuscinosis. Eye 1998; 12:580–590.) (See figure
80.3.)



P 54 Computer-averaged ERGs to a modified ISCEV proto-
col in three patients with juvenile NCL from mutation of the CLN3
gene. The tracings from the right and left eyes are shown in black;
the red tracings show the average of both eyes from an age-similar
normal subject. All responses were elicited using the same Ganzfeld
stimulator, but because a different computer system was used for
recording the responses for Case 6, a different normal is shown.

Note the profoundly subnormal rod responses, the electronegative
configuration of the scotopic ERG to the bright white flash for
Cases 5 and 6, and the subnormal photopic responses, which were
greater for the b-wave than the a-wave for Case 5. (Reproduced with
permission from Weleber RG: The dystrophic retina in multisystem
disorders: The electroretinogram in neuronal ceroid lipofuscinosis.
Eye 1998; 12:580–590.) (See figure 80.4.)



P 55 Fundus appearance in 4-year-old patient with LCHAD
deficiency and early retinal degeneration. Note the characteristic
dark brown spot in the fovea, the early thinning and atrophy of the
retinal pigment epithelium (RPE), and the early pigment dispersion
with fine clumping. The ERG was still normal at this stage. (See
figure 80.5.)

P 56 Fundus appearance in a patient with later stage
LCHAD deficiency and retinal degeneration. Note the more exten-
sive atrophy of the RPE and choroid in the posterior pole. (See
figure 80.6.)

P 57 Left, Vertical section of a macaque monkey LGN. Right, Interconnections with the retinas. (See text for details.) (LGN section
courtesy of MLJ Crawford.) (See figure 84.2.)
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